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Summary

At any given moment, depression directly affects 5% of the population, and indirectly impacts many more others. Effectively tackling this condition has remained at the forefront of psychiatry research. In the challenging landscape of soaring demands for mental health support and limited resources, digital interventions like internet-delivered cognitive behavioural therapy (iCBT) emerge as a accessible, scalable, and cost-effective solution. While iCBT has shown efficacy, it only works for 30-50% of depressed patients. At this time, we still do not have a clear understanding who it best benefits and why. Past endeavours dedicated to this research area have not been fruitful, mainly because of the inadequacy of the current methodologies to comprehensively address the intricate nature of depression. To this end, the thesis proposes a big data revolution to our current research infrastructure, by leveraging large, rich patient datasets with advanced statistical modelling to further elucidate the predictors and mechanisms of iCBT.

Chapter 2 sought to investigate the real-world effectiveness of low-intensity psychological interventions, such as iCBT, for a vulnerable subpopulation at high risk of depression – individuals with physical long-term conditions (LTC), which is a known marker in depression treatment response. We retrospectively analysed a large routine care dataset of patients with and without LTC (N=21,051) experiencing depression and anxiety symptoms, who enrolled in the NHS Talking Therapies service in the UK. We found that both groups improved significantly in these interventions, with slightly different patterns; patients with LTC experienced more improvement in depression, while those without had greater improvement in anxiety. However, these differences were small and unlikely to make a clinical difference. Regardless of LTC status, iCBT was significantly more effective in comparison to guided self-help and group therapy. Our findings represent some of initial real-world empirical support for the application of low-intensity psychological interventions to treat comorbid depression and anxiety in patients with LTC. We advocated for a broader integration of these interventions, in particular iCBT, into the care of patients with LTC.

Chapter 3 expanded the search beyond single markers of iCBT treatment response, and emphasised the importance of a multivariable approach to develop reliable predictive models. Historically, the lack of extensive and diverse data has hindered progress in this area. To address this, we tested the feasibility of a novel, fully internet-based
methodological protocol in the *Precision in Psychiatry* (PIP) study, for upscaling data collection in depression treatment prediction research. We remotely gathered longitudinal, observational data from hundreds of participants initiating iCBT (N=600) or antidepressant medication (N=110) in just ~1 year of active recruitment. Via a web-browser, participants provided extensive self-report and cognitive data prior to treatment. Over the 4-week study duration, the PIP study enjoyed high retention and treatment adherence rates, while witnessing significant clinical improvements not only in depression but also across a range of transdiagnostic symptoms in both treatment arms. Despite participants reported being distracted during online assessments, study schedule compliance remained excellent (~1 day between scheduled date vs. completion date of assessments) and data quality was high (near perfect test-retest reliability of self-report height). We highlight here the potential of internet-based methods for gathering rich, longitudinal data at scale and at speed, crucial for advancing the current state of treatment prediction research in psychiatry.

**Chapter 4** harnessed the online dataset gathered in chapter 3 to predict early iCBT treatment response using machine learning (ML). We trained and assessed a range of linear and non-linear ML models with feature sets of varying granularity via cross-validation. The best model, an elastic net regression with 31 variables, explained 14.6% variance in depression improvement following 4 weeks of iCBT. It surpassed a clinical consensus for significance and outperformed a benchmark model of baseline severity, sex, and age. The top performing predictors comprised mainly self-report data; the most important being baseline depression, followed by treatment expectation, and a range of transdiagnostic clinical symptoms, general health and lifestyle, demographics, and environment variables. The inclusion of cognitive variables, while less prominent, underscored the value of a multimodal approach in predicting early iCBT response. Importantly, the model generalised well on hold-out iCBT data (18.5% variance explained), but its predictions were not iCBT-specific, as it also did comparably well on a hold-out antidepressant medication sample (17.7% variance explained). Findings from the PIP study contributed to the evolving field of personalised medicine in psychiatry by using data-driven, algorithmic methods, with important insights for optimising iCBT personalisation based on early treatment responses.

**Chapter 5** delved deeper into depression symptoms at baseline via the network theory of psychopathology, which predicts that greater symptom network connectivity is indicative
of increased psychological vulnerability, and in turn treatment resistance. With a substantial dataset (N=40,518), we tested the association between cross-sectional baseline network connectivity and iCBT treatment response, and benchmarked its predictive value against baseline depression symptom severity and variance. At baseline, non-responders exhibited greater level of network connectivity than responders; our power analysis revealed this effect was small however, and disappeared after we controlled for differences in baseline depression sum score variance (not severity) between groups. Baseline depression severity and variance also had larger effect sizes predicting iCBT treatment response than network connectivity and symptom centrality. We replicated these results in patients completing longer iCBT treatment (N=22,952) and using anxiety symptom networks (N=70,620). Our findings put into question the prognostic utility of cross-sectional network metrics for depression treatment response. Rather, the study encouraged the adoption of personalised networks derived from time-series data to better uncover the therapeutic mechanism of iCBT.

In sum, this thesis concludes with important findings that have substantial implications for both research and clinical practices related to iCBT. More specifically, our work has illuminated key insights into real-world prescription and allocation of iCBT, the prediction of early iCBT treatment response through algorithmic-driven tools, and an improved understanding of iCBT response via group-level depression network symptom analysis. The work in this thesis represents a significant stride towards big data approaches in psychiatry research, which hold the promise of unravelling the complexity and heterogeneity of depression. We believe this step forward has the potential to greatly improve predictive and explanatory insights into personalised depression treatment prediction.
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Chapter 1 – General Introduction

1.1 Prevalence and Impact of Depression

With approximately 280 million people impacted worldwide (5% of the population at any given time), depression is a commonly experienced, debilitating condition that negatively affects how an individual feels, thinks, and acts (World Health Organization, 2022). In our daily lives, we often use the term to describe profound feelings of sadness or unease. Many people may recall experiencing moments of feeling ‘depressed’; perhaps as an immediate consequence to a significant, traumatic event such as the loss of a loved one, or as feelings that gradually develop over time in response to ongoing stresses, such as chronic pain. However, an important distinction exists, at least medically, between these sorts of common emotional fluctuations and the classification of Major Depressive Disorder (MDD). This shift occurs when several negative emotions and symptoms occur at once, are frequent, persistent, and hinder normal functioning. As per the Diagnostic and Statistical Manual of Mental Disorders-Fifth Edition (DSM-V), an individual is diagnosed with depression when they experience persistent low mood and/or loss of interest and pleasure in activities for a minimum duration of 2 weeks. Additionally, they must also exhibit a combination of other symptoms (5 out of 9) including significant change in weight or appetite, insomnia or hypersomnia, psychomotor agitation, excessive feelings of guilt or worthlessness, difficulty concentrating, or suicidal ideation (American Psychiatric Association, 2013). Finally, the symptoms should cause significant distress or impairment.

When considering the lifetime prevalence of depression, it can vary depending on interregional, sample, and measurement differences. According to a systematic review collating evidence from 63 studies on the epidemiology of depression worldwide, the estimate of lifetime prevalence ranged from 2% to 21%, with the highest rates found in some European countries and the lowest in some Asian countries (Gutiérrez-Rojas et al., 2020). However, it is fair to say depressive symptoms are ubiquitously present throughout the general population, even when a person does not meet the criteria for a formal diagnosis. A study that analysed a national data sample in the US between 2005-2008 revealed over 26% of adults endorsed mild depressive symptoms and approximately 12% endorsed moderate depressive symptoms (Shim et al., 2011). Depression symptoms are also highly comorbid; meaning they are often experienced along with other psychiatric
symptoms (Watson, 2009). A 2014 survey of mental health and wellbeing in England found that 1 in 6 people aged 16+ reported experiencing depression and anxiety symptoms, an increase in prevalence since 1993 (McManus et al., 2016).

Susceptibility to the disorder, however, is dependent on numerous demographic and environmental factors. For instance, the lifetime prevalence of depression tends to vary across different life stages, with the highest observed in adulthood (Kessler et al., 2012). Higher rates of depression have been found in females compared to males (Salk et al., 2017; van de Velde et al., 2010) and those with lower socioeconomic status (Freeman et al., 2016; Lorant et al., 2003) and educational attainment (Bauldry, 2015; Cohen et al., 2020). Individuals at risk of developing depression also typically report experiencing heightened levels of perceived loneliness and social isolation (Lakey & Cronin, 2008; Wickramaratne et al., 2022), childhood adversity (Liu, 2017; Teicher et al., 2022), and increase in stressful events (Stroud et al., 2008). While it is evident that the vulnerability to depression relates to a wide range of individual differences, so does one’s resilience; certain individuals can become and remain depressed easily, while others appear to have the ability to recover swiftly from it (Dai & Smith, 2023).

On a population level, depression is the single largest mental health contributor and the second overall leading cause of disability (World Health Organisation, 2017). It is responsible for the highest proportion of disability-adjusted life years (40.5% of the total burden) among all mental health and substance use disorders (Whiteford et al., 2013). Its pervasive effect is inarguably substantial and multifaceted on both a societal and personal level. For an individual, it can lead to lowered work productivity and absenteeism, interpersonal relationship problems, substance misuse, reduced life expectancy and suicide (Lépine & Briley, 2011; Vos et al., 2017). The high disease burden of depression further strains the workplace and healthcare system, and in turn translates into incremental financial burden. In the U.S. alone, direct and indirect costs of depression have been estimated at $326.2 billion in 2018, which has risen ~40% from 2010, attributable to both increases in disease prevalence and rising costs per person (Greenberg et al., 2021). These significant consequences have placed the investigation of effective interventions for depression at the forefront of mental health research, with the aim to develop new and more potent interventions, improve existing ones, and personalise their delivery (Patel et al., 2010).
1.2 Treatments for Depression

Currently, several evidence-based treatment options are available to individuals with depression, with the most common being pharmacological and therapy-based solutions. The National Institute of Clinical Excellence (NICE) recommend antidepressant medication as the first line of treatment (NICE, 2020). Commonly prescribed antidepressants include selective serotonin reuptake inhibitors (SSRIs; e.g., sertraline, citalopram) and serotonin-norepinephrine reuptake inhibitors (SNRIs; e.g., venlafaxine, duloxetine), and in rarer instances, atypical (e.g., mirtazapine, vortioxetine) and tricyclic antidepressants (TCAs; amitriptyline, nortriptyline). At the most basic level, these medications work by increasing the availability of serotonin (and norepinephrine), which are neurotransmitters responsible for mood regulation (Harmer et al., 2017). A network meta-analysis investigating the efficacy of 21 antidepressants revealed that all of them were more efficacious in reducing depressive symptoms than placebo in adults with major depressive disorder, with considerable acceptability and tolerability (Cipriani et al., 2018). In more severe cases, antidepressant polypharmacy (i.e., patients receiving 2 or more antidepressants simultaneously) may optimise treatment effect. This approach may achieve better results due to the engagement of multiple neurotransmitter systems, targeting different types of symptoms experienced by the patient in more severe and complex cases. Empirical evidence highlighting the therapeutic benefits of antidepressant polypharmacy over monotherapy, however, has been quite mixed (Nelson et al., 2004). Moreover, antidepressants often cause unwanted side effects, which could be further exacerbated when taking multiple medications at the same time. Research suggest that side effects are one of the main reasons why patients drop out of treatment prematurely (Kostev et al., 2014; MacGillivray et al., 2003).

For these reasons and more, a considerable proportion of individuals with depression express a strong preference for psychotherapy over pharmacotherapy (70%; McHugh et al., 2013). Cognitive Behavioural Therapy (CBT), among various psychotherapeutic approaches (e.g., psychodynamic, acceptance-based, interpersonal), is the most popular and extensively examined in depression. CBT is a relatively short-term therapy that targets the interconnected cycle of negative thoughts, behaviours, and emotions. It does this by equipping the individual with a toolbox of practical strategies and skills to help modify their unhelpful way of thinking and behaving. Treatment protocols typically include psychoeducation (i.e., increase self-awareness of problem and the CBT model of
therapy), cognitive restructuring (i.e., identifying challenging negative beliefs), and behavioural activation (i.e., strategies to engage in pleasurable and meaningful activities), and problem-solving (Dobson & Dozois, 2021). Despite being the most active area of psychotherapy research with more than 50% of randomised controlled trials (RCT) focusing on it (Cuijpers et al., 2020a), several meta-analyses have demonstrated little to no indication that CBT is more effective than other psychotherapies in reducing depressive symptoms (when compared with usual care, waitlist, or pill placebo) (Barth et al., 2013; Cuijpers et al., 2021b). Another large network meta-analysis of 101 RCTs (11,910 patients) also provided strong evidence that psychotherapy works just as well as antidepressant medication in the short term and can be more effective in the long run, but combining both treatments did better than either intervention alone (Cuijpers et al., 2020c).

All things considered, there is a compelling rationale for prescribing psychotherapy over pharmacological treatments, but the trend in clinical practice is the opposite; the number of individuals with depression receiving psychotherapy has declined over time, while drug prescriptions are rising (Sreeharan et al., 2013). Some posit that this may be due to limited availability of and access to evidence-based psychological treatments (Kazdin & Blase, 2011; McHugh & Barlow, 2010). Individual psychotherapy, which is the most dominant model, is very costly for healthcare systems given the time and expertise involved in its delivery (Kazdin & Blase, 2011). Issues with cost are compounded by major shortages in mental healthcare professionals globally, in particular in low- and middle-income countries (Saraceno et al., 2007; Saxena et al., 2007). While efforts to increase the number of service providers might help, it is unlikely the supply of services will ever meet demand (e.g., 700,000 mental health professionals working for approximately 75 million people in need in the US; Kazdin & Blase, 2011). The geographical distribution of service providers is also skewed. The concentration of mental health professions is highest in densely populated, affluent urban cities, and systemically fails to reach people in smaller, socioeconomic disadvantaged and rural areas (Kazdin & Blase, 2011).

1.2.1 Internet-Delivered Cognitive Behavioural Therapy (iCBT)

To remedy this situation, for the last two decades, mental health care for depression has undergone a technological transformation. Internet-delivered CBT (iCBT) has become a fast-growing, scalable, and affordable alternative to conventional psychotherapy.
(Andersson et al., 2019c; Kumar et al., 2017). iCBT is delivered via online software platforms accessible on computers, smartphone, and/or tablets. These online programs typically provide therapeutic content in rich multimedia formats like text, video, audio, along with homework assignments, teaching core cognitive and behavioural skills to help patients manage their depression symptoms. The platform often administers assessment tools in the form of self-report questionnaires measuring emotional wellbeing and psychiatric symptoms to monitor treatment progress (Andersson et al., 2019c). Depending on the type of program and clinical presentation, intervention durations can range from a single session (Schleider et al., 2020) to several weeks (i.e., ~8-12 weeks for a typical course) (Furukawa et al., 2021). iCBT can be unguided (i.e., self-led) or guided (i.e., clinician-led). Guided iCBT typically involves a trained clinician to provide guidance and feedback through regular online and/or telephone review sessions to the patient as they advance through the treatment. While self-guided iCBT is a more scalable option, research indicates that patients tend to achieve more favourable therapeutic outcomes and retention rates from online interventions when clinician guidance is involved (Karyotaki et al., 2021). In fact, research shows that delivery formats of CBT does not impact the effectiveness of the intervention (i.e., individual, group, online, telephone) (Cuijpers et al., 2019), as long as there is human support (Cuijpers et al., 2023). Treatment adherence rates between guided iCBT and face-to-face CBT for depression are also comparable, in particular when treatment duration is specified to the patients (van Ballegooijen et al., 2014).

But there are several advantages iCBT has over face-to-face CBT. First, by delivering the intervention online, this means treatments can be made more widely accessible (as long as there is internet connection) from the comfort and convenience of one’s own home, thus eliminating lengthy and burdensome travel for appointments and reducing some of the systematic inequities in access. Second, and perhaps most importantly, iCBT is cost-effective as it dramatically reduces human resource needs and premises costs. It is associated with much reduced wait times, as there is no need for patients to wait for in-person therapy sessions to be scheduled, and thus can flexibly and quickly access iCBT online when they feel most motivated to engage in therapy. Indeed, research shows that the amount of therapist time required to deliver in-person CBT is 7.8 times that required in iCBT (Andrews et al., 2018). Third, iCBT may allow clients to therapeutically benefit in a stigma-free way, as they do not need to engage in face to face interactions.
(Andersson et al., 2019c; Andersson & Titov, 2014). For psychotherapy research, iCBT may also hold key advantages over face to face therapy (Andersson et al., 2019c). By streamlining diagnostic/screening procedures and psychiatric assessments online, recruitment can be carried out much faster from more diverse samples. One study showed that a web-based intervention in English and Spanish for smoking cessation reached more than 4,000 smokers from 74 countries in just 21 months, illustrating the extensive reach of online interventions (Muñoz et al., 2006). Another notable advantage for research is that digital interventions record objective and granular treatment engagement data as a matter of routine. Both clinicians and researchers can harness this data to monitor treatment progress and to generate therapeutic insights useful for advancing research agenda. A final advantage is that the digital interventions are delivered in a fully systematised manner, removing variability associated with mental health practitioners that add noise into research studies aiming to understand their efficacy.

1.2.2 Heterogeneity in Depression Treatment Response

It is believed that the quality of treatments for depression have significantly improved since the 1980s, and have become increasingly accessible for those in need (Ormel et al., 2022). It is rather surprising however, that despite this, the overall population prevalence of depression has not decreased in proportion to these improvements. This has been coined the treatment-prevalence paradox (Ormel et al., 2022). Numerous systematic reviews and meta-analyses have widely established the effectiveness of iCBT in treating depression (Cuijpers et al., 2023) with large effect sizes (Spek et al., 2007). However, as is the case with antidepressant medication (Muñoz et al., 2006; Trivedi et al., 2006) and face-to-face CBT (Cuijpers et al., 2021a; Hofmann, 2012), the efficacy of iCBT varies across individuals, with only roughly half of the patients respond to it (i.e., ~50% symptom reduction) and only a third achieve some sort of meaningful clinical remission (i.e., below an established cut-off for depression) (Andersson et al., 2019a). A big reason for this variability might be that we fail to match the right treatment to the right patient; there are currently no evidence-based tools to assist in the prescription process, forcing clinicians to operate using a combination basis of resource-constraints (availability, cost) and ‘trial-and-error’ when it comes to allocating treatments to patients. With each treatment course typically taking weeks at a time, this process can be both time-consuming and costly. Patients who do not respond to initial treatments often require a series of subsequent interventions, sometimes without improvement, leading to escalating
clinical risks and costs (Al-Harbi, 2012; Trivedi et al., 2006; Warden et al., 2007). The top priority for psychiatry research is to resolve this; leveraging the advancements of big data analytics and technology, to prescribe, predict, and explain iCBT treatment response, improve outcomes, and provide it to the right patient the first time around.

1.3 To Prescribe iCBT – Subgroup Analysis

Determining whether iCBT is the most suitable treatment for each individual remains a complex challenge, but prescribing it to subgroups with shared patient characteristics most likely to benefit from the intervention, can help push this agenda forward. For instance, evidence from NICE supports the use of iCBT to manage mild to moderate depressive symptomatology (NICE, 2020); various healthcare service providers such as Talking Therapies in the UK have incorporated iCBT in their service delivery pathways as a low-intensity treatment for less severe depression (NICE, 2020). Studies found that iCBT also works for all ages of the population including children and adolescents (Vigerland et al., 2016), adults (Andersson et al., 2019), and the elderly (Dear et al., 2015), with older adults found to benefit just as much from the intervention as their younger counterparts (Mewton et al., 2013; Pabst et al., 2020). Other subpopulations may be more or less likely to benefit from iCBT, for example patients with perinatal depression (Chen et al., 2023; Lee et al., 2016), depression associated with bereavement (Wagner et al., 2020; Zuelke et al., 2021), or with chronic and long-term physical conditions (Beatty & Lambert, 2013; Charova et al., 2015). These complex cases may present new challenges for digital interventions, with physical and situational factors potentially interacting with and undermining the effectiveness of iCBT. With these challenges, however, may come signal for smart prescribing.

1.3.1 Interplay between Physical and Mental Health

Physical and mental health are intrinsically linked and affect each other in many ways. The prevalence of chronic, long-term physical conditions (LTC) are ever increasing, with studies showing they account for 60% of all deaths globally (World Health Organization & Public Health Agency of Canada, 2005). Individuals suffering from LTC such as diabetes, chronic pain, and heart diseases, are particularly vulnerable to experiencing depressive symptoms; the distress, pain, and limitations associated with LTC can significantly contribute to feelings of sadness and hopelessness. Indeed, estimates showed that around 20% of individuals with LTC will develop depression, a risk that is ~2-3
times higher than that of the general population (Katon et al., 2010; Moussavi et al., 2007). In addition to treating the LTC, addressing the accompanying mental health comorbidity is also crucial, as depression can negatively impact and complicate the management and prognosis of these chronic conditions, and vice versa (McManus et al., 2016; Naylor et al., 2012). For instance, patients with LTC who are also struggling with depressive symptoms may find it difficult to self-manage and adhere to treatments effectively, which can impede recovery and lead to further functional impairment (DiMatteo et al., 2000). Conversely, certain medications prescribed for the LTC may have side effects that can worsen depressive symptoms. The longer depression persists and goes untreated, the greater the negative impact it has on an individual’s quality of life, encompassing various domains including social, financial, and interpersonal (Beatty & Lambert, 2013; McManus et al., 2016). In the worst case, untreated depression in those with LTC can even lead to elevated risk of mortality (Dossa et al., 2011; Meijer et al., 2011; van Dooren et al., 2013). This reinforces the urgency of addressing the mental well-being of individuals with LTC as a major component of their overall healthcare management.

1.3.2 iCBT for Patients with LTC

There is a clear need for timely, evidence-based interventions that can efficiently address comorbid depression in LTC patients. CBT, of all psychological interventions, has proven particularly effective in managing depression in this cohort; the primary goal is to alleviate depressive symptoms in an effort to lift the burden they may have on a person’s self-management (Wroe et al., 2018). According to Lorig & Holman (2003), self-management of chronic diseases requires core cognitive-behavioural skills involving problem-solving, decision-making, perspective taking, and behavioural activation, which are essential components taught in CBT. CBT can help patients adjust to their LTC by altering specific beliefs and attitudes and teaching management strategies (Halford & Brown, 2009). By tailoring the intervention, it may also tackle disease-specific distress associated with particular conditions, that are otherwise distinct from depression but marked by emotional strain linked to disease management. One example is diabetic distress, which is characterised by unique emotional issues directly related to the burden of living with diabetes such as worry, frustration, concern, and aspects of burnout (Marathe et al., 2017). Despite evidence underscoring the effectiveness of CBT for treating comorbid depression in LTC patients, mental health problems are still
underrecognized and undertreated in this cohort. For instance, depression remains untreated in 50% of people with diabetes mellitus (Egede & Ellis, 2010). Perhaps more so than the general population, patients with LTC face significant barriers when it comes to accessing appropriate mental health treatments, such as limited physical capacity and mobility to attend in-person appointments and augmented medical costs for both their physical and mental health needs (Beatty & Lambert, 2013; Naylor et al., 2012; van Beugen et al., 2014). In this regard, the advantage of iCBT over traditional face-to-face CBT is even more pronounced, due to its low-cost, remote nature and extensive reach that allow patients to receive treatment in their own home.

Having said that, evidence in support of iCBT for treating comorbid depression symptoms in people with LTCs is rather limited (Beatty & Lambert, 2013). Firstly, many clinical trials examining iCBT tend to exclude patients with coexisting physical illnesses and their associated effects. Of the ones that do exist, effects have been shown to be small to moderate (van Beugen et al., 2014), just slightly below previously reported for the general population (Cuijpers et al., 2008). But there are also inconsistencies and inadequacies in the evidence; many studies are statistically underpowered and have been classed as having fair to poor methodological quality (Beatty & Lambert, 2013; Charova et al., 2015). Most studies also use a waitlist as a comparator (Cuijpers et al., 2008; Mehta et al., 2018), which tends to overestimate effects and fails to provide insight into the value of iCBT over other forms of treatment. In the few studies that compared iCBT to other CBT-based treatments, there was a lack of evidence strongly supporting one intervention over another (Adhikary et al., 2023). In addition, there is emerging evidence that patients engage in iCBT in a different way inside and outside of clinical trial settings. Specifically, patients are more active and involved in iCBT during RCT, compared to iCBT use in real-world settings, which can inflate their adherence and treatment completion rates, and thereby efficacy estimates (Baumel et al., 2019; Fleming et al., 2018). For this reason, while acknowledging that RCTs are a crucial tool for assessing efficacy, it is important to complement evidence from RCTs with data concerning real world clinical use to assess if iCBT can serve as a low-cost, effective treatment for this subgroup of depression sufferers (Kumar et al., 2017).

Presently, mental and physical health care services often operate independently with minimal coordination, which is not only inconvenient for the patient and costly to the healthcare system, but also likely to produce suboptimal outcomes. In the UK, as part of
their expansion agenda, the Improving Access to Psychological Therapies (IAPT) services have been working to integrate mental health treatments for patients with LTC who experience comorbid depression. The IAPT-LTC pathway seeks to deliver the same IAPT standards of psychological care to patients with LTC within the stepped-care model, with timely referral, assessment, and treatment allocation (National Collaborating Centre for Mental Health, 2018). The IAPT stepped-care model adopts a framework of psychological care that addresses the mental health needs of individuals within the constraints of limited resources. It recognises and considers the severity of the patient’s presentation as well as their treatment preference, so that it can prescribe appropriate interventions accordingly. Among the NICE recommended evidence-based therapies, IAPT employs iCBT at step 2 and 3 for treating mild to moderate depressive symptomatology, along with other low-intensity CBT-based interventions such as guided self-help programs (GSH) and psychoeducational group therapy (PGT). In this specific setting, Palacios and colleagues (2023) compared all three of these low-intensity psychological interventions using real-world routine care data gathered from N=21,215 patients. Using propensity score matching to retrospectively control for treatment allocation bias, they observed the largest average treatment effect for iCBT in comparison with GSH and PGT. This is encouraging work underscoring the use of iCBT in a naturalistic, routine care setting, but this study did not examine patients with LTC and comorbid depression separately. Therefore, chapter 2 of this thesis sought to conduct a large-scale investigation on how effective iCBT is compared to other low-intensity interventions in treating comorbid depressive symptoms in patients with LTC, relative to those who do not have any physical illnesses, in a major real-world healthcare service.

1.4 Markers of iCBT Treatment Response

Efforts in identifying particular subgroups, such as those with physical and psychological comorbidities, who may benefit most from iCBT over other treatments, have laid the foundation for the emerging movement of *personalised medicine* in psychiatry. Personalised medicine refers to an approach to medicine wherein patients are matched to the treatment most likely to benefit them. An aspirational goal for psychiatry, it is hoped that personalisation can improve average response rates, decrease illness durations, and reduce relapse (Cohen & DeRubeis, 2018; Cuijpers et al., 2012). Moreover, if we can better understand which patients might not improve with iCBT before they start treatment, this can help service providers to allocate alternative interventions that may
yield better recovery instead. This endeavour, however, hasn’t proved to be easy; for many years, researchers sought (and are still seeking) for specific patient characteristics that may reliably predict depression treatment response based on theoretical groundings (Chekroud et al., 2021). Of these, biomarkers such as gene expression (Hodgson et al., 2012; Mariani et al., 2021), structural/functional neuroimaging scans (Fonseka et al., 2018; Kang & Cho, 2020) and electroencephalogram signals (Watts et al., 2022) have shown promise, but robust associations are lacking. Some looked into environmental markers that have well-established associations with therapeutic outcomes, such as childhood trauma (Kessler et al., 1997; Williams et al., 2016) and stress levels (Hicks et al., 2022; Mazure et al., 2000), which are often overlooked during patient screening and referral processes. The most consistently identified and most predictive factors have been derived from sociodemographic and clinical information (e.g., social support, psychiatric chronicity) (Maj et al., 2020). Unlike the above, these are commonly collected variables in routine care, but the scope of data depends on what clinicians consider as clinically relevant, which limits the extent of information that is available for prognosis in depression treatment (Chekroud et al., 2021).

In the context of iCBT, there is even less agreement on the specific factors that determine whether someone will respond successfully to the intervention (Andersson, 2016; Andersson et al., 2019c; Andersson & Hedman, 2013). One small-sample study (N=73) found that larger pre-treatment right rostral anterior cingulate cortex (ACV) volume predicted depression symptomatology improvement post-iCBT after controlling for demographic and clinical variables (Webb et al., 2018). This is consistent with prior work showing that increased rostral ACV activity predicted depression improvement in pharmacological and psychological treatments (Fu et al., 2013; Nouretdinov et al., 2011). However, collecting biomarkers such as neuroimaging data is resource-intensive and time-consuming, which makes integration into clinical practice challenging. Some have turned to cognitive measures, such as cognitive flexibility and functioning, as proxies for brain-based measurements. Yet, evidence supporting their predictive utility remains inconclusive (Lindner et al., 2016; Silfvernagel et al., 2012). Various demographics and clinical characteristics have been assessed as well, but it is common to find inconsistencies in the predictive value of variables like gender, age, education, marital status, employment, psychiatric history, and general functioning (Button et al., 2012; Edmonds et al., 2018; El Alaoui et al., 2016; Hadjistavropoulos et al., 2016). Perhaps the
single most robust predictor of treatment response is the severity of depression symptoms at baseline, but even so, the direction in which it moderates response is also mixed. Some studies suggest higher baseline severity predicts greater improvement (Button et al., 2012; Edmonds et al., 2018; El Alaoui et al., 2016; Hadjistavropoulos et al., 2016), while others indicate no effect (in psychotherapy more general; Furukawa et al., 2017, 2018; Weitz et al., 2015). How predictive baseline severity is may also dependent on the specific outcome measure due to an intrinsic mathematical coupling of the two: lower baseline severity may predict remission as it is closer to that state, while higher severity predicts greater change because there is more room to improve. Finally, intervention-related factors, such as treatment credibility, expectation of success, and engagement (e.g., frequency of logins, completion rates, clinician contact), have all been individually but inconsistently linked to outcomes in iCBT (Edmonds et al., 2018; El Alaoui et al., 2016; Enrique et al., 2019; Hadjistavropoulos et al., 2016).

Converging findings from different studies can be complicated, given the differences in program features, research settings, statistical methodologies, and sample populations being studied (Beatty & Binnion, 2016). To-date, it is notable that none of these predictors has been adopted for iCBT treatment allocation in clinical practice, because not a single characteristic provides a prediction accurate or robust enough to be clinically meaningful (Chekroud et al., 2021; Gillan & Rutledge, 2021). It is not a problem unique to iCBT; a meta review of 199 reviews conducted on antidepressant medication response revealed significant methodological discrepancies and effect size heterogeneity, making it challenging to establish consistent and widely acceptable predictors (Perlman et al., 2019). This is not surprising; each candidate predictor variable accounts for only a small amount of variance in treatment response. Historically, conventional treatment prediction research has focused on hypotheses testing and post-hoc analyses with respect to a single modality or a limited range of variables. This is useful in identifying potentially important predictors, but it is also limited given the significant heterogeneity that exists in mental health symptom expression, causes, contexts and treatments (Chekroud et al., 2021; Simon & Perlis, 2010). This complexity makes depression challenging to predict and understand from a small set of variables, especially in small-sample studies that are underpowered to reliably estimate what are known to be small effects. To ensure prognostic models produce methodologically sound and valid predictions to be brought forward for clinical implementation, we need to gather a large amount of data from lots of
individuals, ideally followed through time. To this end, a shift towards a data-driven approach that can harness the potential of large, rich datasets, is gaining momentum. It is believed that big data, coupled with advanced statistical techniques can unlock the potential for predictive and explanatory insights in individualised depression treatment prediction.

1.5 To Predict iCBT Response – Machine Learning

Aligned with the data-driven paradigm underpinning precision psychiatry, researchers are shifting their emphasis from hypotheses testing and confirming, to interrogating large and complex datasets and validating insights based on the ability of the model to predict future events in new, unseen datasets (Chekroud et al., 2021). Machine Learning (ML) is fast becoming the most common approach to this. ML algorithms are powerful supervised learning tools that can consider the relationship between variables and outcomes by iteratively and contemporaneously analysing complex, non-linear relationships between multiple variables and the outcome. The individual, weak effects of each variable are aggregated in a way to account for maximal variance in treatment response (Chekroud et al., 2021; Rost et al., 2023). This way, they can produce single best prediction values for each individual, and identify robust and generalisable predictors of treatment response (Cohen & DeRubeis, 2018; Gillan & Whelan, 2017).

1.5.1 Machine Learning Prediction in Depression Treatment Response

There have been considerate efforts to advance this field in recent years, particularly in the area of antidepressant response prediction (Chekroud et al., 2021). One of the earliest examples is a study by Chekroud and colleagues (2016) that tested if self-report data routinely gathered in trial datasets could predict remission to antidepressant medication. They developed a model with just 25 clinical and demographic variables based on the STAR*D dataset (N=1949). The model was able to achieve a modest accuracy of ~60% when tested on external datasets of other medication groups including escitalopram-placebo (N=151) and escitalopram-bupropion (N=134), but was not able to predict remission better than chance (i.e., ~51%) in the venlafaxine-mirtazapine group (N=140). They identified baseline depression severity as the top predictor, and beyond that, depression item/subscale scores (e.g., psychomotor agitation, energy, and sadness) also contributed to the prediction. The implications of this study were important in a number of ways. First, it demonstrated the predictive power of more granular information beyond
sum scores of self-report scales. Second, given the differential predictive performances across medications, it provided early evidence that model predictions may be treatment specific. While one may argue that an accuracy of ~60% may not be of clinical use, this study provided a firm basis for future work, suggesting that including richer baseline datasets, spanning multiple modalities, may enhance prediction (Lee et al., 2018).

A subsequent study (N=280) led by Iniesta and colleagues (2018) expanded upon this work, and showed that models developed using a combination of clinical information (e.g., depression symptoms, stressful life events, and medication status) and genetic markers (e.g., single nucleotide polymorphisms and copy number variants) showed the best performance at predicting remission. Their model predictions were also drug-specific. In external validation, the escitalopram-trained-model yielded better performance predicting escitalopram response with an area under the curve (AUC) of 0.77 compared to nortriptyline (AUC=0.57), and the nortriptyline-model yielded better predictions for nortriptyline (AUC=0.77) than escitalopram (AUC=0.62). The added predictive value and cost-benefit of biomarkers over and beyond self-report data, however, has been debated. One study showed that models that used genetic information without clinical information reported prediction not better than chance (Maciukiewicz et al., 2018). Another study found that model predictions generated from a combination of clinical and biological data (e.g., somatic health measures, inflammatory and metabolic markers) fared better than that from models including only clinical or biological variables in isolation. The largest difference in performance was observed between the combination model and the biological model, while the smallest difference was observed between the combination model and the clinical model (Dinga et al., 2018). Altogether, these results suggest that even though adding biomarkers to prediction models can lead to increases in performance, their additional value on top of clinical data is small. On top of that, considering how costly and practically challenging the collection of biomarker data can be, it may not be appropriate to integrate them in an algorithm-supported treatment allocation process.

Aside from a few gold-standard studies, the majority of research in the field of treatment prediction in psychiatry suffers from significant methodological issues. Recent reviews (Chekroud et al., 2016; Ermers et al., 2020; Lee et al., 2018; Sajjadian et al., 2021) found that most ML prediction studies did not collect data for the purpose of developing a predictive model. Instead, studies most commonly retrospectively reanalysed large,
interventional clinical trial data with a narrow range of variables, which are those typically collected in routine care. Moreover, studies typically did not assess out-of-sample performance (i.e., external validation), essential to ensure that predictions are not specific to the data they were trained on. Without external validation, there may be overfitting - an overestimation of predictive accuracy, which may be further compounded by issues of sample size. As a result, there are growing concerns that the field is overhyped and reliant on publications reporting large effects from small samples, which may not be statistically, methodologically, and clinically sound.

Outside of medication-prediction, even less progress has been made in psychotherapy. A recent scoping review of ML studies attempting to predict response to psychotherapy revealed only 44 studies (mostly proof-of-concepts) have been carried out in the area, of which only 14 had N>200 and only 3 externally validated their models (Aafjes-van Doorn et al., 2021). Psychotherapy trials are notoriously expensive to run and therefore rarely have big enough sample sizes sufficient for ML predictions. To combat this, Buckman and colleagues (2021) collated individual patient data from 6 pre-existing clinical trial datasets (N=1722 for model development, N=918 for model testing), and built 9 models from symptom-level/sum-score data from depression and anxiety symptoms, social support, alcohol support, and life events. They found all models predicted depression severity (not change) at 3-4 months post-treatment better (~14-17% variance explained) than a null baseline depression model (~0.01%), with no clear advantage in using individual items over sum scores. While results are encouraging, the large amount of unexplained variance in the outcome may be due to the model only including a small number of variables not comprehensive enough to capture the biopsychosocial complexity of depression. The overall performance may also have been impacted by the variability of the samples from pooling and retrospectively re-analysing data from different RCTs. Despite RCTs being considered the gold-standard to treatment evaluation, they lack ecological validity as they typically enforce strict eligibility criteria, such as excluding patients with multiple comorbidities. Consequently, these trials tend to involve more homogenous samples, thereby limiting their ability to inform treatment outcomes in real-world care settings (Webb et al., 2020). In this sense, some argue that these predictive models may need to be developed initially with large observational datasets (Aafjes-van Doorn et al., 2021).
1.5.2 Moving Towards a Big Data Approach

To move the field forward from the initial proof-of-concept stage, we need larger datasets with more diverse, richer variables to develop our models. Crucially, studies must include external validation of these models, to ensure that predictions generalise (Ermers et al., 2020). There is a need to invest in methods that can obtain these high quality and large quantity datasets (Aafjes-van Doorn et al., 2021; Ermers et al., 2020). One avenue is through multi-site collaboration via research consortia, where researchers from different countries, academic, and industrial settings team up to collectively advance common goals in treatment prediction research. Few projects like this exist already, including the EMBARC clinical trial (Establishing Moderators and Biosignatures of Antidepressant Response in Clinical Care; Trivedi et al., 2016), the PReDICT study (Predictors of Response in Depression to Individual and Combined Treatments; Dunlop et al., 2012), and the iSPOT-D clinical trial (International Study to Predict Optimized Treatment for Depression; Williams et al., 2011). While we cannot overlook the success of amassing large-scale datasets via multi-site research collaborations, it is also extremely time, resource, and cost intensive, with recruitment periods often spanning over years, or even beyond a decade (e.g., 5-11 years in the studies outlined above). To complement this approach, there is a growing need for developing more practical ways to collect the large, rich, and longitudinal data required to progress this field, beyond what traditional, laboratory-based, single-site research can achieve (Gillan & Rutledge, 2021).

In chapter 3 of this thesis, we describe a novel, online-based methodology that can be used to capture a wide range of interindividual and intraindividual data as patients undergo depression treatment. Researchers have begun to take advantage of technological advancements in longitudinally tracking extensive and diverse data from patients (Gillan & Rutledge, 2021; Rutledge et al., 2019). Internet-based testing facilitates rich data collection, not only comprehensive behavioural and clinical self-report assessments, but also computerised cognitive tasks that can efficiently tap into brain functioning traditionally linked to depression treatment outcomes, as a proxy for brain-based measurements otherwise unfeasible to administer (Gonda et al., 2015; Lam et al., 2014; Saragoussi et al., 2017). Although there are concerns about the reliability of online data collected remotely without direct supervision, it has demonstrated that such data can be trustworthy (Crump et al., 2013; Germine et al., 2012; Shapiro et al., 2013). The larger samples recruited via online testing can also help offset potential increased noise in the
data (Gillan & Rutledge, 2021). Another exciting aspect of applying internet-based methods to depression treatment prediction research is its compatibility with digital interventions like iCBT. Both online research and iCBT complement each other by allowing remote collection of standardised, longitudinal, large-scale data quickly and efficiently in a way that can be streamlined and integrated. Machine learning outputs may also be incorporated into the intervention to enhance its delivery, for example, offering just-in-time risk alerts and intervention to the clinician and patient respectively (Nahum-Shani et al., 2017). In this sense, both digitised research and intervention lend themselves well to the application of ML predictive models. **Chapter 3** elucidates the potential of this synthesis by outlining in detail the methodological protocol of the *Precision in Psychiatry* (PIP) study, which employed a fully internet-based method to recruit, assess, and follow through time, mental health sufferers engaging in iCBT and also receiving antidepressant medication.

### 1.5.3 Machine Learning Prediction in iCBT Treatment Response

Research predicting treatment outcomes in iCBT using machine learning is increasingly gaining traction, with initial exploratory, small-scale studies showing promising results in obsessive-compulsive disorder (OCD) (N=61; Lenhard et al., 2018), social anxiety (N=26; Månsson et al., 2015), and body dysmorphia (N=88; Flygare et al., 2020). However, as described above, it is widely acknowledged that much larger sample sizes are required to build reliable prediction models, or to establish superiority of a prediction model over another. The high accuracies (between 75-92%) reported by these studies (without external validation) are likely artificially inflated due to overfitting, considering large-scale studies with thorough model development and validation procedures often show lower but more realistic predictive accuracies (Isacsson et al., 2023).

One important difference between the ML approaches in predicting iCBT response in depression is whether predictions are solely generated based on pre-treatment/baseline data, or data gathered during the course of the treatment (e.g., routine outcome measures or ecological momentary assessments; EMA) (Chekroud et al., 2021). Studies suggest that including change data during treatment can improve model accuracy when predicting psychotherapy outcomes (Bone et al., 2021; Isacsson et al., 2023; Li et al., 2023). Pearson and colleagues (2019) trained several ML algorithms including an elastic net regression, random forest, and an ensemble of the two to predict post-treatment depression score after 8-weeks of iCBT (N=283), using predictors of psychopathology, demographics,
treatment, and environmental context (e.g., census data). They found that the ensemble model generated the highest predictive performance (predictive $R^2=0.25$), and significantly outperformed the benchmark model of linear regression ($R^2=+0.08$). Notably, key predictors included pre-treatment variables such as baseline depression severity (total and item scores), comorbid psychopathology, disability, and treatment credibility, but also variables pertaining to specific usage of intervention modules and therapist access which were collected during treatment. However, this study had a relatively low sample size, and the variance explained in the post-iCBT depression score may be confounded by the inclusion of pre-iCBT depression score in the model. They also did not independently validate their findings with an external dataset. Another study conducted by van Breda and colleagues (2018) directly tested the added value of incorporating EMA data in their ML model predictions. They trained 3 ML models (random forest, k-nearest neighbours, and general linear model with likelihood boosting) on 80% of their data (N=182) and independently tested on the rest (N=45). The goal was to predict treatment success 3 months after patients underwent blended-therapy (i.e., combining face-to-face CBT and iCBT) with only self-report information at baseline (demographics, treatment-related, psychotic and health symptoms), and to assess whether adding EMA data of mood ratings (measured once a day) improved model performance. Treatment success was defined as (i) having $\geq50\%$ improvement post-iCBT and scoring $\leq9$ on the Patient Health Questionnaire (PHQ-9) and (ii) scoring $\geq5$ pre-treatment and $\leq4$ post-iCBT on the PHQ-9. They were able to demonstrate an average AUC of 0.78 (over 20 iterations) in predicting treatment success in hold-out data, with the most important predictors being depression-related items as well as demographic and treatment-related factors. Interestingly, they found adding EMA data to the model did not result in better predictions. Findings here may need to be interpreted with caution; EMAs of daily mood are not synonymous to standard measurement of depression (Armey et al., 2015), and the apparent increased noise in the EMA data may require bigger datasets to improve prediction performance.

Incorporating symptom change data into ML prediction models likely improves predictions of iCBT treatment response, simply because training data is gathered more proximally to the outcome. However, relying on clinical change data means that models cannot be used to guide and individualise treatment choice prior to one starting treatment. One study showed that 6 weeks’ worth of patient-rated symptom scores are needed to
accurately predict iCBT treatment failure above an established benchmark for clinical acceptance (>65% accuracy) (Forsell et al., 2020). This may not be a useful model in practice, considering the amount of time and resource lost only to reveal iCBT could be ineffective for the patient. Being able to identify pre-treatment characteristics that predict treatment response is therefore crucial, allowing for the most cost-efficient and clinically meaningful patient stratification at the time of treatment prescription (Jankowsky et al., 2022; Koutsouleris et al., 2016; Rost et al., 2023).

To this end, two large-scale studies highlighted the potential of a baseline approach. Hornstein and colleagues (2021) led a study where they trained three ML models (random forest, support vector machine, and naïve Bayes) and a reference logistic regression to predict responder status (i.e., ≥ 5-point reduction on the PHQ-9) post-iCBT (N=970) with 14 pre-treatment self-report measures spanning demographics, psychiatric symptoms and chronicity, and treatment-related variables. The winning model, random forest, outperformed the logistic regression significantly during cross-validation, and yielded a moderate out-of-sample AUC of 0.60 and 60% balanced accuracy (N=279). Baseline depression items were the most important predictors, as randomly shuffling them would have decreased accuracy by 4.6%. There remains considerable room for improving the model’s prediction, however, attributable to the limited range of only self-report predictors included in the study. Incorporating a wider array of predictors from various sources may be beneficial. To illustrate this, Wallert and colleagues (2022) leveraged baseline multimodal predictors spanning demographics, clinical, process (e.g., time of day completing assessment), and genetic data from N=894 to predict depression remission status post-iCBT treatment. Of all models (i.e., logistic regression, random forest, eXtreme gradient boosting machine, and a meta-learner combining all algorithms) trained on 60% of the sample (N=537), random forest was the only model that significantly outperformed a null-information model, and generated the best prediction performance (i.e., 65.6% accuracy) when tested on the remaining 40% as the independent validation sample (N=357). This final model comprised 45 predictors, and made use of all 4 different variable types which all independently contributed to predicting iCBT remission. While the majority of the retained predictors was clinical self-report data, findings here underscored the predictive utility for integrating multi-modal data for the routine prediction of iCBT remission in depressed patients.
One major caveat of this study, however, is the lack of a treatment comparison group to
determine whether the model prediction was specific to iCBT response, or generalisable
to other depression treatments as well. To our knowledge, while previous studies have
investigated the drug-specificity of ML models predicting antidepressant treatment
response (Chekroud et al., 2016; Iniesta et al., 2018), no study has directly tested the
treatment specificity of ML-generated treatment predictions in psychotherapy. To address
this gap, chapter 4 of this thesis applied ML to predict depression treatment response for
patients initiating iCBT, and tested the model in a hold-out iCBT sample but also in those
initiating antidepressant medication. We trained and tested various ML models using a
wide array of multi-modal pre-treatment data. The data encompassed comprehensive self-
report that evaluated various aspects of life (including physical health comorbidity, diet,
exercise), as well as cognitive measures linked to brain functions associated with
depressive and highly comorbid symptoms, such as anxiety and compulsivity (Browning
et al., 2015; Gillan et al., 2016; Koenen et al., 2009; Rouault et al., 2018; Seow et al.,
2021). We coupled this prediction work with an investigation of the explainability of the
best model. This is important for improving treatment in a theory-based manner and
ensuring ML applications in clinical practice do not produce unintended consequences
due to bias. There has been considerable research in this area, with the consensus that
decision trees and regression models are generally more interpretable as they provide
clear rules and coefficients to explain predictions. In contrast, tree-based or ensemble
methods like random forest or neural networks may be less interpretable due to their
increased level of processing layers and data transformation (Vieira et al., 2017, 2022).
Relatedly, we explored how varying levels of data granularity (e.g., individual symptom
scores vs. sum scores) may affect prediction performance across different types of ML
algorithms. It may be the case that a symptom-level approach may be more sensitive to
picking up predictive signals compared to the use of sum-scores, which may obscure
meaningful treatment effects. In doing so, we introduce a major area of research
regarding dynamical systems perspectives on depression, the putative importance of
symptoms, and their interactions (Borsboom, 2017).

1.6 Critiques of Our Current Conceptualisation of Depression

The current systems of psychiatric disorder classifications, such as the Diagnostic
Statistical Manual of Mental Disorders-Fifth Edition (DSM-V) and the International
Classification of Diseases (ICD-11) are useful for facilitating a common language
towards treatment options and decisions. They reflect a traditional assumption that mental disorders arise from a single common cause, similar to how physical diseases work (Fried & Nesse, 2015). For example, just as lung cancer can cause a multitude of symptoms in a person (e.g., difficulties breathing, coughing up blood), the different depression symptoms one experiences are seen as the outcome of ‘having depression’ (i.e., a latent variable that is the common cause of the symptoms). In this view, by addressing the root cause that is the condition itself, this can in turn alleviate the associated symptoms.

However, when we apply psychometric assumptions underlying the common cause model to psychopathology, they do not necessarily hold up. Depression severity and diagnosis are typically determined by calculating a sum of all individual symptom scores. This approach assumes these symptoms are independent of each other and contribute equally to depression (Borsboom, 2008). In reality, depression symptoms can affect each other over time (e.g., having sleep problems the previous night can lead to elevated levels of fatigue and difficulty in concentration the next day), which underscores the importance of considering symptom-level information beyond just their sum total (Fried & Nesse, 2015). Depression symptom patterns are also highly comorbid across disorders, and heterogeneous within the disorder itself. Individuals with different risk factors (Fried et al., 2014), comorbidities (Lux & Kendler, 2010), and levels of impairment (Fried & Nesse, 2014) experience varying combinations of depression symptoms profiles, which ultimately violates the interchangeability of symptoms under the common cause model. In fact, Zimmerman and colleagues (2015) suggest there are 227 different combinations of depression symptoms that can meet the diagnosis criteria of a major depressive episode (MDE). Another study by Fried and colleagues (2016) found 1030 unique DSM symptom profiles in N=3703 depressed patients. Depression symptoms are also not unique to the diagnosis, with many common symptoms shared among other psychiatric conditions such as anxiety disorders, obsessive compulsive disorders, and post-traumatic stress disorder (Forbes et al., 2023; Thaipisuttikul et al., 2014). The severity of these symptoms also seem to exist on a spectrum rather than in discrete categories (Haslam, 2003; Markon et al., 2011). These considerations pose a significant challenge for the binary classification system frequently adopted in psychopathology. All in all, traditional unidimensional, categorical conceptualisation models may be too simplistic to adequately capture the neurobiological and psychosocial complexity of depression, and this may critically influence or impede efforts to understand, predict and treat it.
1.7 To Understand iCBT Response – Network Theory of Psychopathology

As an alternative view, network theory posits that mental disorders, such as depression, arise from causal interactions between symptoms that actively influence each other over time. By centring the focus on symptoms as agents that constitute (and not passively indicate) depression, the network approach speaks to what many consider the dynamic, co-evolving nature of depressive symptomatology in the real world (Borsboom, 2017; Bringmann et al., 2014; Cramer et al., 2010). According to this theory, a depressive episode occurs when a sufficient number of related symptoms are triggered by an external event (e.g., multiple job rejections) and persist for a period of time. Therefore, it is not just the severity of these individual symptoms that matter, but how they may mutually reinforce each other over time, creating a positive feedback loop of co-deteriorating symptoms that can worsen one’s depressive state. Recovery from depression can happen when these symptoms subside, or when the causal relations between them break, often due to treatment.

By applying network analysis to study depression, one major advantage is that it can easily visually represent and mathematically describe the complex interplay between depression symptoms. We can use these observations to generate unique, testable predictions and hypotheses about the underlying theory (e.g., cyclic feedback loop in panic disorder; Cramer et al., 2010). In a group-level network (i.e., cross-sectional network), symptoms are called ‘nodes’, and the relationships between them are called ‘edges’ (McNally, 2020). Nodes typically represent various psychological/behavioural constructs. For example, this can be an individual item, a subscale, or the sum score of a psychometric scale. Some nodes are more important than others, and this is indicated by its centrality. Common centrality estimates include strength (i.e., sum of the absolute strength of all edges in and out of a node), closeness (i.e., sum of the shortest paths from one node to other nodes), and betweenness (i.e., number of shortest paths passing through a node). The higher the centrality a node has, the more influence it exerts onto other nodes in the same network. Edges can depict the associations between symptoms in many ways, with the most common being partial correlations (i.e., the unique relationship between two specific nodes after controlling for the rest of the nodes within the same network). Depending on the source of data, they can differ in sign (positive/negative edge), strength (thickness), and if based on time-series data, direction of influence (based on Granger causality) (Borsboom, 2017).
1.7.1 Network Characteristics and Treatment Response

Network theory has gained prominence in psychiatry research in recent years (Robinaugh et al., 2020), but there remains an ongoing debate about how best to use and interpret symptom networks (Borsboom, 2017; Forbes et al., 2017; Wichers et al., 2017). Under this framework, there are several key predictions it makes with regards to individual differences in network characteristics that may contribute to heterogeneous treatment outcomes. One of these key predictions is that symptoms propagate and activate each other more easily in a network that is more densely connected. Therefore, the tighter the network, the less psychologically resilient it is, as it may react more vigorously to external perturbations and take longer to recover from them. This means that individuals with a tightly connected network of symptoms are predicted to have greater overall depression vulnerability, experience more severe depression, and have poorer prospects for recovery during treatment (Cramer et al., 2016; Pe et al., 2015; van Borkulo et al., 2015). Preliminary support for this came from a simulation study by Cramer and colleagues (2016), where they found that agents with densely connected networks tend to remain in a depressive state, even in the absence of any triggering events. If this holds true empirically, individual differences in network connectivity could provide valuable prognostic information. This information can then be used as a tool to facilitate treatment personalisation and generate insights into understanding differential treatment responses.

A host of prior studies have attempted to test this idea, using cross-sectional networks, which analyse one observation from each patient at a single timepoint, and often use partial correlations to assess the relationships between nodes (Epskamp et al., 2018a; Epskamp & Fried, 2018). These studies have largely taken the approach of dividing samples into groups that have different clinical outcomes and comparing their baseline network properties. For example, assessing whether baseline symptom network connectivity is higher in those with worse post-treatment outcomes in depression. van Borkulo and colleagues (2015) were the first to statistically test this, by comparing the baseline connectivity differences between patients who achieved remission (N=262) and those with persistent depression (N=253), defined at a two-year follow-up. They found initial supporting evidence in line with the network theory, in that patients with persistent depression showed tighter baseline connectivity compared to those who remitted. This finding, however, did not hold up in further sensitivity analyses involving different analytical decisions in network estimation procedures (i.e., tuning of the hyperparameter
in regularisation). Since, other research has replicated this result (N=566/174; McElroy et al., 2019), but null findings have also emerged. In an adolescent sample, baseline connectivity was found to be more elevated in relatively poor responders (N=232) vs. good responders (N=233) to depression treatment, but this was only trending towards significance (Schweren et al., 2018). Another study collapsed individual patient data from 6 RCTs and examined depression and anxiety symptoms together. Results also did not reveal connectivity differences at baseline between future remitters of depression (N=956) and those who went on to have persistent symptoms (N=1466) (O’Driscoll et al., 2021).

Further adding to the ambiguity are studies that examine changes in network connectivity during the course of treatment as an indicative marker of clinical change. According to network theory, if a treatment is successful, we should anticipate a decrease in network connectivity from baseline to post-treatment, due to symptom alleviation and the network becoming ‘looser’ as a result. Contrary to this, the majority of studies instead observed an increase in network connectivity after treatment with no clear explanations (Beard et al., 2016; Berlim et al., 2020; Blanco et al., 2020; Bos et al., 2018; Curtiss et al., 2021). To tease this out further, McElroy and colleagues (2019) classified depressed patient groups into those who improved (n = 556), those who remained unchanged (n = 2277), and those who deteriorated (n = 174) after treatment. While those who improved had the sparsest network at baseline compared to others, all groups showed a significant increase in network connectivity post-treatment, with the biggest increase shown in the improved group. These findings altogether challenge the prevailing narrative that greater connectivity is a function of greater psychological vulnerability.

1.7.2 Gaps in the Network Literature on Treatment Response

Overall, the current state of the research is too ambiguous to make any definitive conclusions about the prognostic value of cross-sectional networks for depression treatment response. In light of these inconsistencies, the following section highlights several considerations that need to be addressed.

The first limitation refers to fundamental issues regarding what network connectivity actually means when applied to the study of psychopathology. According to network theory, a tightly connected network of symptoms is closely linked to the severity of the psychological presentation; once symptom(s) are activated, they positively reinforce each
other and together sustain a depressive state via a downward spiralling of simultaneous deterioration. A study by Pe and colleagues (2015) illustrates this, where compared to healthy controls, they found that participants with depression had greater network connectivity of negative emotions but not positive emotions. On the other hand, van Borkulo and colleagues (2015) found that baseline connectivity differences between treatment responders and non-responders remained even after controlling for the higher average depression severity observed in non-responders. They argued that network estimates rely on covariance of symptoms rather than their mean levels (whether it is higher or lower severity). While the mean levels of symptoms themselves do not confound network connectivity, they may still indirectly affect network connectivity estimations if they are linked to symptom variance. Variance directly relates to the strength of the association between two symptoms and how much they (can) co-vary with each other, where increased variance may lead to increased connection strength (Terluin et al., 2016). It has been suggested that severity may confound network connectivity estimates, due to its association with variance in skewed data (Fried et al., 2016b; Terluin et al., 2016). As a result, if sub-grouping patients based on severity level indirectly leads to differential range restriction of items (e.g., imbalance in item variance between-groups due to severity differences), this may artificially inflate or diminish observed connectivity between symptoms within a network (Linn, 1968; Terluin et al., 2016). While prior research has attempted to control for this by matching comparison groups based on baseline severity (McElroy et al., 2019; van Borkulo et al., 2015), they failed to adequately consider the role of variance as a separate confounding construct. Notably, as far as we know, no study has tested whether psychometric properties such as severity (mean) and/or variance distinctly drive the potential connectivity differences between responders and non-responders.

These potential confounds related to mean and variance expose major issues with how the field has thus far attempted to test network theory. Due to issues of data availability, the vast majority of studies use cross-sectional data, which means inferences are made on a group-level (Fisher et al., 2018). This is a significant gap, because network theory is conceptually based on the dynamic properties of symptoms, their evolution and interaction over time – not static correlations across individuals. With studies often tied to cross-sectional data, statistical comparisons are often made using two group-level networks, constructed from two halves of a sample that differ in some respect (e.g.,
severity, prognosis). A common test to use in this regard is the Network Comparison Test, which is a two-tailed resampling-based permutation test that evaluates differences between two cross-sectional networks (van Borkulo et al., 2022). Insights generated from group-level comparisons, however, cannot be applied to individual patients. These group-level comparisons also make it impossible to adequately tease out potentially confounding effects of factors like symptom severity and variance.

Another major caveat not unique in depression but across the psychopathology network literature is the inclusion of small sample sizes that are underpowered to detect true effects (Forbes et al., 2017). Network estimation procedures rely on sampling variations, and these variations are strongly influenced by sample sizes. This raises serious concerns about the stability of networks, and in turn, replicability of findings (Borsboom et al., 2017; Bringmann et al., 2022), which is a hot topic that concerns the generalisability of network research in psychopathology. A recent systematic review conducted by Schumacher and colleagues (2022) found 56 studies explored the use of symptom network characteristics in mental health treatment, and revealed a median study sample size of N=151. Often, variations in methodological and analytical procedures can profoundly affect the significance of findings and result in different conclusions.

Specifically, de Vos and colleagues (2017) has shown that mathematical procedures used in network estimation can significantly influence whether depression network connectivity appears to be greater in depressed vs. healthy individuals. A large sample size is therefore necessary to ensure reliable networks capable of withstanding slight deviations in procedural choices. It is worth noting, however, the current field has no clear rules or guidelines for determining the appropriate sample size needed to robustly estimate cross-sectional networks with a pre-determined set of parameters (number of edges and nodes). While methods for estimating the stability and robustness of estimated network parameters exist (Epskamp, Borsboom, et al., 2018), only around 50% of the related network studies use them (Schumacher et al., 2022). Having said that, large-scale studies in this area of network research, albeit rare, do exist (Beard et al., 2016; Esfahlani et al., 2017; Lorimer et al., 2020; O’Driscoll et al., 2021). However, these studies often include unequal sample sizes when comparing between-groups, thus warranting caution in the interpretation of findings.

Lastly, there is an inherent lack of understanding of just how big these effects really are, which is crucial to properly evaluate the prognostic utility of network characteristics for
depression treatment response. In addition to looking at the connectivity of the network as a whole (i.e., global network strength), research in this area has delved into the local connectivity of each node in the network. Another related prediction of network theory is that central symptom nodes, due to their increased ability to influence other symptom nodes, are thought to be preferential treatment targets (Borsboom & Cramer, 2013; Boschloo et al., 2015; Fried et al., 2016). In cross-sectional network research, studies consistently highlight ‘sadness’ as the most central symptom in depression (Contreras et al., 2019). Taking that cross-sectional insight to the individual level, network theory posits that a reduction in the severity of sadness should propagate accordingly to the other symptoms in the network. Identifying these influential symptoms could potentially enhance and personalise depression treatments; if we can prioritise targeting central symptoms over more peripheral ones, we can more effectively and efficiently drive clinical improvement. In some cases, there are mixed evidence (beyond depression studies) that central symptoms predict treatment response better than non-central symptoms. For instance, in cross-sectional research, studies have linked baseline elevations in central symptoms with non-response (Elliott et al., 2020; Hagan et al., 2021; Esfahlani et al., 2018). Some also showed that changes in the severity of central symptoms corresponded to overall changes in other symptoms during the course of treatment (Papini et al., 2019; Robinaugh et al., 2016; Rodebaugh et al., 2018). But findings concerning the centrality hypothesis are not entirely consistent. Spiller and colleagues (2020) tested whether baseline centrality indices such as strength, predictability, and expected influence in cross-sectional networks were predictive of therapeutic change in N=710 treatment-seeking patients with PTSD. Of all indices, only expected influence (i.e., sum of signed associations between one node and the rest of the network) predicted how strongly changes in symptoms associated with changes in the rest of the symptoms. This effect disappeared when the outlier symptom ‘amnesia’ in PTSD was removed from analyses. Both mean symptom severity and infrequency of symptom endorsement, two non-network metrics, turned out to be better predictors of response than expected influence.

In sum, the evidence linking greater network connectivity to treatment non-response is incomplete. This is primarily due to the use of small study samples that render network estimations unreliable, while further limiting investigations into the potentially confounding effects of symptom severity and variance in connectivity differences.
between responders and non-responders. Importantly, without considering network connectivity with other metrics, we also do not know for certain how useful network connectivity is in predicting treatment response, in comparison to other readily available information about responders and non-responders. In order to build a convincing case for the prognostic value of network connectivity (and node centrality) for predicting treatment response, we need to significantly scale-up network research such that robust, contextualised evidence can be generated. Chapter 5 therefore leverages the scalability of iCBT to fill in these research gaps; by analysing data from N>40,000 individuals, our study sought to comprehensively test for baseline connectivity differences between iCBT responders and non-responders, address the above limitations, and shed light on understanding why some patients benefit more from iCBT than others.

1.8 Theory Aims and Objectives

Amid a global mental health crisis underpinned by surging demand for scarce resources, we have a treatment that is widely accessible, scalable, and effective to help patients suffering from depression – iCBT. Yet, despite its growing adoption in clinical practice, we do not know who it works best for and why. This heterogeneity in treatment response may be due to the intricate dynamics of depression, which we are currently ill-equipped to unravel with current methodologies and small samples. In this thesis, I sought to remedy this via a big data approach to delve deeper into the predictors and mechanisms of iCBT for depression. Specifically, I assessed the real-world effectiveness of iCBT for vulnerable subpopulations prone to depression to inform who we should prescribe the intervention to, I leveraged algorithmic, data-driven tools to predict, at baseline, treatment response to early stages of iCBT, and lastly, I applied cross-sectional network analysis to depression symptoms to understand why iCBT works for some, not others.

Chapter 2 – The effectiveness of low-intensity psychological interventions for comorbid depression and anxiety in patients with long-term conditions: A real-world naturalistic observational study in IAPT integrated care

Chapter 2 evaluated the effectiveness of low-intensity psychological interventions, such as internet-delivered cognitive behavioural therapy (iCBT), guided self-help (GSH), and psychoeducational group therapy (PGT) for comorbid depression and anxiety in individuals with long-term conditions (LTC). We conducted a retrospective analysis of patients enrolled in Talking Therapies, which is an IAPT service in the NHS, UK, from
2016 to 2020. The study included N=21,051 patients, of which N=4,024 reported having at least one long-term condition. We first defined and reported each IAPT outcome variable (i.e., recovery, reliable improvement, and reliable recovery) for the LTC and non-LTC cohort in each intervention group. We then investigated whether low-intensity psychological interventions (as a whole) were overall more effective in improving clinical outcomes in patients with or without LTC. Lastly, we tested which, if any, of the low-intensity interventions were linked to comparatively greater changes in clinical outcomes, and whether there is a differential pattern of intervention effectiveness for the LTC and non-LTC patients. In all analyses, we controlled for baseline severity, age, and gender as potential covariates and modelled all potential interactions.

Chapter 3 – The Precision in Psychiatry (PIP) study: Testing an internet-based methodology for accelerating research in treatment prediction and personalisation

Chapter 3 tested the feasibility of an internet-based methodology for accelerating the acquisition of large datasets needed for treatment prediction and personalisation research in psychiatry. We remotely gathered longitudinal, observational self-report and cognitive data via a web-browser from patient cohorts receiving iCBT (N=600) or antidepressant medication treatment (N=110) for 4 weeks. Here, we described our fully internet-based study design protocol, patient characteristics of our online sample, their treatment adherence, study adherence and compliance. We evaluated the quality of our online data, and examined the tolerability of our protocol using qualitative feedback from patients on study design and implementation. Finally, we detailed the advantages and disadvantages of this method and offered suggestions and guidelines for future studies.

Chapter 4 – Machine learning prediction of depression symptom change following internet-delivered cognitive behavioural therapy for depression

Chapter 4 leveraged the large-scale online samples gathered in chapter 3, and sought to use machine learning techniques to predict early depression treatment response for patients initiating iCBT using a wide range of self-report and cognitive data gathered before treatment. We tested a combination of linear and non-linear machine learning models (elastic net regression, random forest, eXtreme gradient boosting machine learning in linear and tree form) and evaluated the predictive utility of feature sets with varying levels of granularity. Each type of algorithm was also compared to a benchmark of their own, comprising only baseline depression severity, sex, and age. In total, we
trained 20 models using repeated nested cross-validation and evaluated their performance in predicting depression symptomatology change. The best model was then tested for significance against its benchmark via permutation-based significance testing. We repeated the cross-validation analyses 100 times for the best model, and brought forward the averaged best model for external validation on 1) a hold-out iCBT sample to assess generalisability and 2) an antidepressant medication sample to assess treatment-specificity of the model’s predictions. Finally, we examined the top ranked predictors of the best model using Shapley additive explanation values (SHAP).

Chapter 5 – Estimating the prognostic value of cross-sectional network connectivity for treatment response in depression

Chapter 5 tested for network connectivity differences between responders and non-responders in a sample of N>40,000 patients seeking iCBT for depression at baseline, and separately for both cohorts, pre-post treatment. Leveraging this big sample, we carried out power analysis on subsamples of our data to contextualise prior research. We then further split our sample into smaller, independent subsets, and estimated cross-sectional networks for each of these subsets. Using these subsamples, we conducted novel parametric analyses to tease out the effects of baseline severity and variance in connectivity differences observed between responder and non-responder groups. Finally, we benchmarked the magnitude of these effects by comparing the predictive utility of network metrics such as connectivity and centrality measures to other baseline differences such as sum/item score means and variances for prognosis information.
Chapter 2 – The Effectiveness of Low-Intensity Psychological Interventions for Comorbid Depression And Anxiety in Patients with Long-Term Conditions: A Real-World Naturalistic Observational Study in IAPT Integrated Care

2.1 Introduction

Common psychological disorders, such as depression and anxiety, are two to three times more likely to occur in people with physical long-term conditions (LTCs), for instance diabetes, cardiovascular disease, arthritis, and asthma, when compared with the general population (Guthrie et al., 2016). The co-occurrence of these psychological disorders can significantly impact the prognosis for the LTC, as well as the individual’s broader quality of life across different domains (McManus et al., 2016; Naylor et al., 2012). For example, depression and anxiety were significantly associated with poorer health-related (e.g., physical functioning, difficulties with medical care) and work-related outcomes (e.g., more sick leave and work interference) in patients with diabetes (Das-Munshi et al., 2007). LTC patients with comorbid depression have also been shown to exhibit less effective self-care in the form of poorer treatment adherence for their physical condition (i.e., three times the odds of treatment noncompliance compared to non-depressed patients) (DiMatteo et al., 2000). This is not surprising, as the interplay between physical and mental illness has been suggested to raise healthcare costs by at least 45% for each LTC patient experiencing comorbid mental health problems (Naylor et al., 2012), a considerable increase for a population found to disproportionately live in deprived areas with reduced access to all kinds of resources (Hoang et al., 2013). If left untreated, depression and anxiety can further exacerbate the complications surrounding the LTCs, such that several studies have posited a link between these psychological comorbidities and increased use of urgent care (Dickens et al., 2012; Guthrie et al., 2016) and risk of mortality (Dossa et al., 2011; Watkins et al., 2013).

Considering the magnitude of complications that arise when depression and anxiety accompany a LTC, it is imperative to effectively address these psychological comorbidities. One way to manage depression and anxiety symptoms in people with LTCs is through cognitive behaviour therapy (CBT) (NICE, 2009). The fundamental premise of CBT is that thoughts, physical symptoms, mood, and behaviours are all interrelated, and the way people make sense of their environment affects their feelings
and behaviours. CBT has been delivered through evidence-based protocols to people with LTCs; the goal is to alleviate their depression and anxiety symptoms so as to reduce the burden these may have on one’s self-management (Wroe et al., 2018). However, many significant barriers remain for people with LTCs that limit their capacity to benefit from CBT, including difficulty in accessing treatments due to physical limitations imposed by their LTC, increased healthcare costs in managing multiple illnesses, as well as disjointed, insufficient service delivery in meeting both their physical and mental health needs (Naylor et al., 2012).

In the UK, the Improving Access to Psychological Therapies (IAPT) are working towards an integrated stepped-care model to extend their access to people with LTCs for treating comorbid depression and anxiety symptoms (National Collaborating Centre for Mental Health, 2018). In line with current NICE recommendations (NICE, 2009; 2011), IAPT delivers CBT-based low-intensity psychological interventions to patients with LTCs. These include guided self-help programs (GSH) which combines written self-help materials with telephone support, psychoeducational group therapy (PGT) which delivers psychoeducation in a group-based format, and internet-based cognitive behavioural therapy (iCBT) which is a clinician-guided intervention delivered online. While these interventions typically follow a standardised treatment protocol and may not tailor to the specific needs of individuals presenting with a particular LTC, they require less intensive resources for implementation (i.e., less clinician time and involvement, lowered costs), and can therefore help improve treatment access which is a proven obstacle for LTC patients (National Collaborating Centre for Mental Health, 2018).

The effectiveness of these low-intensity psychological interventions has been widely established in the general patient population. A large-scale naturalistic cohort study of IAPT patients found these interventions to be effective in improving depression, anxiety and impaired functioning, revealing iCBT to have a greater average treatment effect when compared to GSH and PGT (Palacios et al., 2023). These interventions also enjoy comparable effectiveness to traditional face-to-face CBT, with several systematic reviews and meta-analyses suggesting no association between varying delivery formats of CBT and outcomes (Cuijpers et al., 2019, 2023; Weitz et al., 2018). In this regard, however, evidence for their effectiveness in people with LTC is lacking. Firstly, most clinical trials investigating psychological interventions disregard patients with an accompanying physical illness and its impact. Of the existing studies, systematic reviews found
preliminary, favourable evidence for the use of low-intensity psychological interventions for patients in LTC, but they also highlighted crucial limitations such that studies are generally underpowered (Charova et al., 2015; Ould Brahim et al., 2021) and have poor to fair methodological quality (Jackson et al., 2019; Mehta et al., 2018; Ould Brahim et al., 2021). The present study sought to fill this gap, by comparing the effectiveness of low-intensity psychological interventions provided through IAPT for over 4,000 LTC patients and over 17,000 non-LTC patients, in a real-world setting. The study additionally examined whether the LTC cohort showed differential response to iCBT, guided self-help, and psychoeducational group therapy when compared to non-LTC patients.

2.2 Methods

2.2.1 Study Design and Setting

The study adopted a retrospective, observational design examining four years of routine data of patients within Talking Therapies, an IAPT service in Berkshire Healthcare NHS Foundation Trust. Talking Therapies employs a stepped-care model of psychological care for patients by matching treatment intensity to their needs. Each patient has an initial appointment with a clinician, who assess the severity of their symptoms so to determine an appropriate care pathway in conjunction with the patient. If deemed suitable by the clinician in agreement with the patient, iCBT, GSH, or PGT are offered as low-intensity interventions as treatment options.

2.2.2 Participants

The study examined patients experiencing depression and/or anxiety symptoms who were enrolled in iCBT, PGT, or GSH at step 2 or 3 within Talking Therapies from April 1st 2016 to March 31st 2020. In line with the IAPT reporting criteria for establishing universally measurable outcomes (National Collaborating Centre for Mental Health, 2018), a course of treatment is defined as attendance at two or more treatment sessions (in-person or via telephone contact), or receiving two or more online reviews (i.e., patients were not required to have completed the entire course of treatment). Therefore, the study excluded data from patients who did not complete a course of treatment, as well as those below 18 years old at the initial assessment appointment. According to the IAPT-LTC service implementation guide, an LTC is defined as a range of long-term physical health conditions including, but not limited to, cardiovascular disease, chronic obstructive pulmonary disease, diabetes, chronic pain, and musculoskeletal disorders (National
Collaborating Centre for Mental Health, 2018). Patients indicated ‘Yes’ or ‘No’ for their LTC status, and those who did not provide this information were further excluded from analyses in the study. As a result, 21,051 patients were included in the study, of which 4024 had at least one LTC, defined as (19.1%). It is noteworthy to highlight that information regarding the specific type of LTC(s) each patient had in this study was not available to the authors for analyses.

2.2.3 IAPT Low-Intensity Interventions

*Internet-Delivered Cognitive Behavioural Therapy (ICBT).* The iCBT programs consist of seven online modules following evidence-based CBT principles for the treatment of depression and/or anxiety (Richards et al., 2020). The intervention comprises common cognitive, emotional and behavioural components (e.g., behavioural activation, mood and lifestyle monitoring) and additionally tailors content to the patient’s mental health diagnosis and presentations (e.g., *Challenging Core Beliefs* for depression; *Worry Tree* for anxiety). Programme content includes several forms of rich media content (videos, quizzes, animations, audio) to facilitate the delivery of the intervention. Each patient is assigned a single, trained clinician who guides treatment progress and responds to queries through weekly/bi-weekly reviews. The recommended duration of guided iCBT is 6-8 weeks, after which the patient can still access the program for up to 12 months.

*Guided Self-Help (GSH).* GSH begins with a face-to-face consultation between the patient and their clinician for treatment planning. The treatment plan incorporates CBT-based strategies using written self-help materials, which include information on the patient’s specific condition and CBT-based techniques for self-management (e.g., behavioural activation, cognitive restructuring), along with related homework exercises (Baguley et al., 2010). Clinician support is provided through 4-6 telephone calls typically scheduled every two weeks, each lasting 20-25 minutes.

*Psychoeducational Group Therapy (PGT).* Typically facilitated by two clinicians, PGT is a group-based course delivering CBT psychoeducation for managing depression and anxiety symptoms. PGT seeks to normalise patients’ difficulties within a group setting. Patients are encouraged to share their experiences and discuss relevance of taught materials amongst peers to increase awareness of individual issues in a collective manner. Patients are also tasked with small homework exercises, taking 15-20 minutes daily. The
recommended duration of PGT consists of four weekly sessions, each lasting approximately 90 minutes with up to 15 patients in attendance at once.

2.2.4 Outcome Measures

This study included depression and anxiety as the primary outcomes and functional impairment as the secondary outcome.

Patient Health Questionnaire-9 (PHQ9). This is a nine-item self-report of depression symptoms with a total score ranging from 0-27, where higher scores indicate more severe level of depression. The PHQ-9 distinguishes well between depressed and non-depressed individuals using the clinical cut-off total score ≥ 10 with good reliability and validity (Kroenke et al., 2001).

Generalized Anxiety Disorder (GAD-7). This is a seven-item self-report of anxiety symptoms with a total score ranging from 0-27, where higher scores indicate more severe level of anxiety. The GAD-7 uses a cut-off point of ≥ 8 and has good convergent validity with anxiety scales and good reliability (Spitzer et al., 2006).

Work and Social Adjustment (WSAS). This is a five-item self-report of functional impairment, examining the experiential impact of a disorder across different life domains from the perspective of the patients. The WSAS has a total score ranging from 0-40, where higher scores indicate poorer adjustment. The measure has also demonstrated good reliability and sensitivity (Zahra et al., 2014).

2.2.5 Data Analysis

The study analysed four years of IAPT patient data from April 1st 2016 to March 31st 2020. Baseline demographics and symptom severity were compared between LTC and non-LTC cohorts across three low-intensity interventions. Patients’ depression, anxiety, and functional impairment scores in their last treatment session before discharge were treated as their ‘post-treatment’ score. Outcome variables of Recovery, Reliable Improvement, and Reliable Recovery defined according to the IAPT reporting criteria (National Collaborating Centre for Mental Health, 2018) were compared between LTC and non-LTC cohorts. IAPT Reliable Change Indices (RCI) of six and four points were used as cutoffs to measure reliable change on the PHQ-9 and GAD-7, respectively. Recovery is determined if patients transitioned from being at caseness pre-treatment to non-caseness post-treatment, where caseness is defined as scores ≥10 on the PHQ-9 and ≥ 8 on the GAD-7. Reliable Improvement is determined when there is a decrease in the
PHQ-9 or the GAD-7 that is greater than the RCI and with no increase on either measure larger than the RCI. Finally, Reliable Recovery is determined when patients achieved both Recovery and Reliable Improvement.

To investigate whether the interventions were overall more effective in improving clinical outcomes in patients with or without LTC, Analyses of Covariance (ANCOVAs) were used, with each clinical outcome serving as dependent variables, time (pre-post treatment) and LTC status (LTC or non-LTC) as independent variables, and baseline severity of clinical scores as a covariate. To determine which, if any, of the low-intensity interventions were associated with comparatively greater changes in clinical outcomes, and whether there is a differential pattern of intervention effectiveness for LTC and non-LTC patients, the above analyses were repeated with the addition of intervention (iCBT, PGT, GSH) as an independent variable in the models. Additionally, control analyses on intervention-specific effects were conducted with the LTC cohort specifically.

Considering imbalances in age and gender ratios within each cohort across the interventions (see Table 2.1), the models controlled for potential effects of age and gender by including them as covariates. All potential interactions between independent variables were modelled, and Tukey adjusted pairwise comparisons were conducted to decompose significant interaction effects. Data analyses were carried out using R statistical package Version 4.1.1.

**Table 2.1.** Sample characteristics of LTC and non-LTC cohorts across intervention groups (iCBT, PGT, GSH).

<table>
<thead>
<tr>
<th>LTC Status Group Comparisons</th>
<th>Characteristics</th>
<th>LTC Status</th>
<th>Non-LTC Status</th>
<th>χ² / t (df)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LTC (n=4024)</td>
<td>Non-LTC (n=17,027)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (N, %)</td>
<td>Female</td>
<td>2620 (65.10)</td>
<td>11,291 (66.31)</td>
<td>2.10 (1)</td>
<td>0.147</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>1404 (34.90)</td>
<td>5736 (33.69)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>Mean, SD (Range)</td>
<td>46.05, 15.88 (18-80)</td>
<td>35.79, 12.96 (18-80)</td>
<td>-43.14 (21,049) &lt; 0.001***</td>
<td></td>
</tr>
<tr>
<td>Baseline PHQ-9</td>
<td>Mean, SD</td>
<td>14.46 (6.03)</td>
<td>13.71 (5.85)</td>
<td>-7.31 (21,049) &lt; 0.001***</td>
<td></td>
</tr>
<tr>
<td>Baseline GAD-7</td>
<td>Mean, SD</td>
<td>12.82 (5.17)</td>
<td>12.98 (4.86)</td>
<td>1.89 (21,049) 0.059</td>
<td></td>
</tr>
<tr>
<td>Baseline WSAS</td>
<td>Mean, SD</td>
<td>17.83 (9.70)</td>
<td>16.80 (8.88)</td>
<td>-6.52 (21,049) &lt; 0.001***</td>
<td></td>
</tr>
<tr>
<td>Treatment Duration (Days)*</td>
<td>Mean, SD</td>
<td>90.47 (58.25)</td>
<td>89.68 (53.63)</td>
<td>-0.75 (17,431) 0.452</td>
<td></td>
</tr>
</tbody>
</table>
2.3 Results

Of the 21,051 patients that were included in the study, 12,746 received GSH, 6,857 received iCBT, and 1,448 received PGT. Among the 4,024 of the patients that had at least one LTC, 2,620 patients underwent GSH, 1,065 patients underwent iCBT and 339 patients underwent PGT. Table 2.1 outlines the demographic and clinical characteristics of both samples. The gender ratio for both LTC patients (65.1% females) and non-LTC patients (66.3% females) were comparable, $\chi^2_{GENDER} (1) = 2.10, p = 0.15$. However, the LTC cohort (M = 46.05, SD = 15.88) were on average older than those without a LTC (M = 35.79, SD = 12.96), t(21049) = -43.14, $p < 0.001$. In relation to pre-treatment symptom severity, the LTC cohort (M = 14.46, SD = 6.03) had significantly higher levels of depression than their non-LTC counterparts (M = 13.71, SD = 5.85), t(21049) = -7.31, $p < 0.001$. Similarly, the LTC patients also had significantly higher pre-treatment functional impairment (M = 17.83, SD = 9.70) than non-LTC patients (M = 16.80, SD = 8.88), t(21049) = -6.52, $p < 0.001$. Anxiety scores were not significantly higher in the non-LTC cohort (M = 12.98, SD = 4.86) than in the LTC cohort (M = 12.82, SD = 5.17), though there was a trend towards significance, t(21049) = 1.89, $p = 0.059$. The two cohorts did not differ in the mean number of treatment days ($p = 0.452$) nor in the number of clinician-guided appointments or reviews ($p = 0.361$) (see Supplementary Materials 8.1.1 and 8.1.2 for additional demographics and treatment characteristics).

2.3.1 Clinically Significant Changes

For both the LTC and non-LTC cohorts, around 90% of patients met the criteria for caseness at pre-treatment (LTC n = 3,636, 90.36%, non-LTC n = 15,516, 91.13%, $\chi^2_{CASENESS} (1) = 2.34, p = 0.126$). Over half of both cohorts achieved Recovery (LTC n = 1,984, 54.57%, non-LTC n = 8,618, 55.54%, $\chi^2_{RECOVERY} (1) = 1.10, p = 0.295$), and around two-thirds of both cohorts achieved Reliable Improvement (LTC n = 2,364, 65.02%, non-LTC n = 10,334, 66.60%, $\chi^2_{RELIABLE IMPROVEMENT} (1) = 3.24, p = 0.072$). The proportion of patients who achieved Reliable Recovery in the LTC cohort (N = 1,803, instances where treatment duration is 0 due to administrative errors were removed from analyses).
49.59%) and the non-LTC cohort (N = 7848, 50.58%), which is approximately half for both samples, were also comparable, $\chi^2_{\text{RELIABLE RECOVERY}} (1) = 1.12, p = 0.290$ (see Table 2.1).

2.3.2 Overall Intervention Effectiveness for LTC vs. Non-LTC Patients

A comparison of intervention effects between the LTC and non-LTC cohort was conducted using two-way ANCOVAs with baseline severity as a covariate (see Figure 2.1). For depression, there was a general reduction in PHQ-9 scores from pre- to post-treatment, $F(1, 42097) = 13551.39, p < 0.001$. A significant LTC status by time interaction was also evident, $F(1, 42097) = 4.31, p = 0.038$, driven by the LTC cohort experiencing a greater reduction in symptoms (adj. pre M = 14.00, SE = 0.06; adj. post M = 8.00, SE = 0.06, $d = 1.47$) than the non-LTC cohort (adj. pre M = 13.82, SE = 0.03; adj. post M = 8.00, SE = 0.03, $d = 1.42$). For anxiety, GAD-7 scores overall reduced from pre-to post-treatment, $F(1, 42097) = 13645.64, p < 0.001$. While there was also a significant time by LTC status interaction, $F(1, 42097) = 8.70, p = 0.003$, in contrast to depression, reductions in anxiety were also greater for the non-LTC cohort (adj. pre M = 12.96, SE = 0.03; adj. post M = 7.34, SE = 0.03, $d = 1.48$) compared to the LTC cohort (adj. pre M = 12.91, SE = 0.06; adj. post M = 7.57, SE = 0.06, $d = 1.41$). In terms of functional impairment, WSAS scores also reduced from pre- to post-treatment, $F(1, 42097) = 5602.91, p < 0.001$, but having an LTC did not influence this, $F(1, 42097) = 2.18, p = 0.140$. Table 2.2 provides an overview of the adjusted means for all three outcome measures at pre- and post-treatment for LTC and non-LTC patients.
Figure 2.1. Observed means of LTC and non-LTC service users at pre-treatment and post-treatment for each outcome measure.

Note. The dashed line indicates the threshold for caseness for each measure and the error bars indicate standard deviation of the mean. LTC patients showed slightly greater reductions in depression symptoms relative to non-LTC patients, while non-LTC patients showed slightly greater reductions in anxiety symptoms when compared to their LTC counterpart. There were no group-differences in the extent to which functional impairment improved post-treatment.

Table 2.2. Adjusted means of each outcome measure for LTC and non-LTC service users at pre-treatment (pre) and post-treatment (post).

<table>
<thead>
<tr>
<th>Measures</th>
<th>LTC</th>
<th>Non-LTC</th>
<th>F (df)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre v. Post M (SE)</td>
<td>Pre v. Post M (SE)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9</td>
<td>14.00 (0.06) v. 8.00 (0.06)</td>
<td>13.82 (0.03) v. 8.03 (0.03)</td>
<td>4.31 (1, 42097)</td>
<td>0.038*</td>
</tr>
<tr>
<td>GAD-7</td>
<td>12.91 (0.06) v. 7.57 (0.06)</td>
<td>12.96 (0.03) v. 7.33 (0.03)</td>
<td>8.70 (1, 42097)</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>WSAS</td>
<td>17.21 (0.10) v. 11.39 (0.10)</td>
<td>16.94 (0.05) v. 11.35 (0.05)</td>
<td>2.18 (1, 42097)</td>
<td>0.140</td>
</tr>
</tbody>
</table>

Note. GAD-7, generalised anxiety disorder-7 item questionnaire; LTC, long-term condition; PHQ-9, patient health questionnaire-9 item. WSAS, work and social adjustment scale; SE, standard error.

2.3.3 Intervention-Specific Effectiveness for LTC vs. Non-LTC Patients

Three-way ANCOVAs were employed to investigate differences in the effectiveness of specific low-intensity psychological interventions (iCBT, GSH, and PGT) for LTC vs non-LTC patients, with baseline severity as a covariate (See Figure 2.2). For depression, a significant time by intervention interaction indicated decreases in PHQ-9 scores according to intervention type, F(2, 42089) = 27.52, p < 0.001. Post hoc tests indicated that iCBT was associated with the greatest improvements in PHQ-9 score (adj. pre M = 13.66, SE = 0.07; adj. post M = 7.33, SE = 0.07, d = 1.55), compared to GSH (adj. pre M = 14.06, SE = 0.04; adj. post M = 8.24, SE = 0.04, d = 1.43), and PGT (adj. pre M =
13.73, SE = 0.13; adj. post M = 8.86, SE = 0.13, d = 1.20), while those in GSH improved more than those in PGT (all p < 0.001). However, there was no three-way interaction, F(2, 42089) = 0.14, p = 0.87, suggesting that the effectiveness of these treatments is consistent across LTC and non-LTC patients. Likewise, for anxiety, there was no significant three-way interaction between time, intervention, and LTC status, F(2, 42089) = 0.65, p = 0.52. As with depression, there was a significant interaction between time and intervention, F(2, 42089) = 72.46, p < 0.001, where iCBT was associated with the greatest improvement in GAD-7 scores (adj. pre M = 12.79, SE = 0.06; adj. post M = 6.66, SE = 0.06, d = 1.63), followed by GSH (adj. pre M = 13.06, SE = 0.04; adj. post M = 7.70, SE = 0.04, d = 1.42) and PGT (adj. pre M = 12.53, SE = 0.12; adj. post M = 8.60, SE = 0.12, d = 1.04). Similarly for functional impairment, there was no three-way interaction between time, intervention, and LTC status, F(2, 42089) = 0.60, p = 0.55, but a significant time by intervention interaction suggested that the interventions were associated with different degrees of improvement, F(2, 42089) = 7.55, p < 0.001. While patients in both GSH (adj. pre M = 17.30, SE = 0.07; adj. post M = 11.50, SE = 0.07, d = 0.94) and iCBT (adj. pre M = 16.70, SE = 0.10; adj. post M = 10.90, SE = 0.10, d = 0.94) improved more in functioning than those in PGT (adj. pre M = 17.00, SE = 0.19; adj. post M = 12.30, SE = 0.19, d = 0.77) (all p < 0.001), there were no group differences between patients in GSH and iCBT (p = 0.816). Table 2.3 provides an overview of the adjusted means for each clinical outcome at pre- and post-treatment for all patients across each of the interventions.
Figure 2.2. Pre-treatment to post-treatment observed means in depression, anxiety, and functional impairment exhibited by LTC and non-LTC patients across GSH, iCBT, and PGT interventions.

Table 2.3. Adjusted means of each outcome measure for patients across intervention groups at pre-treatment (pre) and post-treatment (post).

<table>
<thead>
<tr>
<th>Measures</th>
<th>GSH</th>
<th>iCBT</th>
<th>PGT</th>
<th>F (df)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-9</td>
<td>14.06 (0.04) v. 8.24 (0.04)</td>
<td>13.66 (0.07) v. 7.33 (0.07)</td>
<td>13.73 (0.13) v. 8.86 (0.13)</td>
<td>27.52 (2, 42089)</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>GAD-7</td>
<td>13.06 (0.04) v. 7.70 (0.04)</td>
<td>12.79 (0.06) v. 6.67 (0.06)</td>
<td>12.53 (0.12) v. 8.60 (0.12)</td>
<td>72.46 (2, 42089)</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>WSAS</td>
<td>17.27 (0.07) v. 11.47 (0.07)</td>
<td>16.71 (0.10) v. 10.95 (0.10)</td>
<td>16.96 (0.19) v. 12.25 (0.19)</td>
<td>7.55 (2, 42089)</td>
<td>&lt; 0.001***</td>
</tr>
</tbody>
</table>

Note. GAD-7, generalised anxiety disorder-7 item questionnaire; LTC, long-term condition; PHQ-9, patient health questionnaire-9 item. WSAS, work and social adjustment scale; SE, standard error.

2.3.4 Control Analyses

To explore whether age and gender explained any of the observed effects, these variables were added as covariates to the models for each outcome measure. There was a significant main effect of age in each model (all $p < 0.001$), indicating that older age was generally associated with less severe symptoms. However, each of the observed time by intervention interactions remained significant, suggesting that age and gender did not explain the observed effects in the models. Additional analyses investigating intervention-
specific effectiveness in only the LTC cohort revealed similar patterns as the above analyses (see Supplementary Materials 8.1.3).

2.4 Discussion

This study investigated the effectiveness of low-intensity psychological interventions for treating comorbid depression and anxiety in LTC patients through retrospective analyses of large-scale patient data from a real-world mental health service. As these low-cost, scalable interventions become more mainstream in mental healthcare services, it is important to establish their therapeutic benefit in new cohorts, tested in real-world contexts. The study found that LTC patients presented with varying demographics and clinical characteristics compared to their non-LTC counterparts (i.e., LTC patients were older, more depressed, and more functionally impaired). Accounting for gender, age, and symptom severity differences, statistically significant differences were observed in the way LTC and non-LTC patients improved from low-intensity psychological interventions, where LTC patients yielded greater reduction in depression symptoms and non-LTC patients yielded greater reduction in anxiety symptoms. However, it is important to note that the overall effect sizes of these treatments were large for both cohorts (all Cohen’s $d > 1.4$), with marginal differences between them (i.e., Cohen’s $d$ differences $< 0.08$) that amounted to $<1$ score difference on both depression and anxiety measures post-treatment. The aim of CBT-based interventions is to address specific mental health issues. In line with this, the low-intensity psychological interventions employed here did exactly what they were purposed to do, which is to treat the symptoms of depression and anxiety regardless of LTC status. This observation of a general improvement in depression, anxiety, and functional impairment irrespective of LTC status constitutes some of the first evidence from large-scale real-world patient data to support the use of these interventions to treat comorbid anxiety and depression in LTC patients.

Consistent with the above, there was no effect of LTC status when investigating the differential effectiveness of three low-intensity psychological interventions for LTC and non-LTC patients. While all interventions were shown beneficial, iCBT was found to be the most effective in reducing both depression and anxiety symptoms, relative to PGT and GSH, for both cohorts. A similar pattern of results were observed when the LTC cohort was examined specifically. Overall, the finding that iCBT is generally more effective than GSH and PGT for reducing depression and anxiety in general patients enrolled in IAPT has been reported elsewhere (Palacios et al., 2023). We thus focus on discussing the
relevance and implication of our results for LTC patients. iCBT employs the same principles and components as traditional face-to-face CBT, with many additional benefits that may prove particularly beneficial for the LTC cohort. Murray (2008) states that the combination of online psychoeducation with clinician support allows patients to interpret and internalise available information. This can lead to change in and interaction between knowledge motivation, emotional state, and self-efficacy for improved health behaviours, and in turn improve LTC-related outcomes (e.g., understanding risks may alter anxiety which can lead to enhanced motivation to improve health) (Murray, 2008). Furthermore, by integrating technological advances into the treatment approach, iCBT bypasses the need for in-person attendance by presenting an online solution that is stigma-free and easily accessible, which can facilitate LTC patients’ access to healthcare due to their limited physical capacity (van Beugen et al., 2014). In relation to GSH, LTC patients may also find its remote service delivery to be beneficial in terms of increased flexibility and accessibility. While clinician support in GSH may not be as frequent or readily available as that in iCBT, research has suggested adding an element of guided support performs better than no support (Fischer et al., 2020; Karyotaki et al., 2021). In this regard, while one may argue PGT involves the most intensive form of clinician support as it is delivered and facilitated in a face-to-face format, it requires LTC patients to attend in-person, thus hindering the real-world accessibility of this intervention to those with physical limitations within this cohort.

Furthermore, our findings revealed that gender and age did not influence the effectiveness of each intervention, but rather, less severe clinical symptoms were observed in older patients. This is in line with a broader body of research highlighting the association between aging and decreased susceptibility to depression and anxiety (Jorm, 2000) which may be partially due to an accumulation of buffering psychosocial protective factors across the lifespan (Blazer, 2010). Within the context of chronic illness, younger persons with LTCs may potentially experience greater disruption to identity and routine life events than their older counterparts, which may lead to elevated levels of psychological difficulties (Piazza et al., 2007; Wilson & Stock, 2019). According to Lorig and Holman (2003), the use of CBT constitutes a vital component of LTC management in addressing the emotional difficulties accompanying the condition (Lorig & Holman, 2003). The clinically significant improvements in depression and anxiety exhibited by real-world LTC patients in the present study thus builds upon existing research; prior studies and
trials have shown the effectiveness of CBT-based interventions for treating comorbid depression and anxiety across a variety of LTCs (Fiest et al., 2016; Li et al., 2017; Reavell et al., 2018; Zhang et al., 2020). Furthermore, improvements in functioning among LTC patients was also observed post-treatment, which is in line with previous studies highlighting the utility of psychological interventions for improving the impact LTCs can have on one’s quality of life, routine functioning, and wellbeing (Anderson & Ozakinci, 2018). All in all, CBT assists LTC patients in gaining a better understanding of their illness by increasing their awareness of negative thoughts and unhelpful behaviours, while allowing them to become active participants in their own wellbeing journey through the development of adequate self-management mechanisms (Anderson & Ozakinci, 2018).

2.4.1 Strengths and Limitations

Several strengths and limitations of the present study must be considered. The study entailed a real-world analysis of a large, naturalistic patient sample enrolled in routine care, thus underscoring the ecological validity of our findings. While the generalisability of our results beyond the service within which this study has been conducted may be limited, patients were recruited from a representative mental health service in Berkshire NHS Trust, UK, of which outcome data is suggested to be comparable to the nationwide data. Nevertheless, given the nature of our retrospective, observational analyses, there may exist biases in treatment allocation that could potentially affect our results (e.g., selection bias in decision-making by clinicians and patients). There were also a lack of differences in the overall and intervention-specific treatment effects between LTC and non-LTC patients, thus warranting caution in over-interpreting the specificity of the order of treatment effects for the LTC cohort. Furthermore, both LTC and non-LTC cohorts in our study experienced, on average, moderate depression and/or anxiety symptomatology for which the low-intensity psychological interventions were intended. Thus, we cannot comment on the effectiveness of these low-intensity interventions for LTC patients who experience more severe depression and/or anxiety and may require more intensive care. Finally, a considerable weakness of the study refers to the lack of information regarding the specific chronic illness of each LTC patient (e.g., type and duration of the LTC, number of comorbidities). This was not available to the authors for analyses in the study, and as such, this study could only shed light on the effectiveness of low-intensity psychological interventions on LTC as a whole, whereas treatment effects may differ
dependent on the type of chronic illness. Our study also lacked data from disorder-specific measures. It may be that accounting for pre-treatment disorder-specific distress levels would influence the intervention effects.

2.4.2 Implications

Comorbid depression and anxiety in patients with LTC pose grave implications to the prognosis of the patient, while increasing the burden on healthcare systems to meet the demands of mental health services. Low-intensity psychological interventions are available to help alleviate this burden. Findings of this study underscore the effectiveness of these interventions, in particular iCBT, in treating comorbid depression and anxiety in LTC patients. This has potential implications for informing decision-making regarding treatment allocation for this particular cohort. Our study further supports the delivery of mental health services via integrated care, and contributes to the literature highlighting many positive effects brought about by the model, including patient satisfaction, improved access, and increased perceived quality of care (Baxter et al., 2018) as well as improved control and reporting of clinical outcomes (Katon et al., 2010b). Beyond the IAPT programme in the UK, the successful implementation of integrated care models has also been observed in other countries including Canada, the US, and Australia (Baxter et al., 2018).

2.4.3 Future Research

Stemming from our approach, future research should expand the scope by examining real-world data from multiple, geographically different IAPT services to further increase the generalisability of our findings. Comparing different services across the UK would also help identify and control for confounding covariates. While our results demonstrated no clinically significant differences in the way low-intensity psychological interventions work for LTC and non-LTC patients, recent evidence has suggested that generic CBT-based interventions might fail to acknowledge the role of LTC in mental illness. However, tailored interventions, that consider the complex interactions between the physical and mental health conditions may make treatments more meaningful and relevant for the LTC cohort (Hind et al., 2010). Future research could thus examine the extent to which tailored versus standardised low-intensity CBT-based interventions in treating comorbid depression and anxiety in LTC patients, so to verify whether the personalised version of the interventions result in greater improvements. Future research
should also consider including disorder-specific measures, such as the diabetes-distress scale (Fisher et al., 2012), as these are likely more capable of capturing the particular psychological distress associated with each chronic illness. These measures would also likely be more sensitive to tailored interventions, and significant improvement on disease-specific outcomes could in turn provide justification for tailoring interventions to specific cohorts (van Beugen et al., 2014). Another point of interest for future research regarding iCBT is its cost-effectiveness. The fact that iCBT can reduce significant public and individual costs can be hugely beneficial (Kumar et al., 2017). Evidence-based research on this key concept of health economics with particular consideration of the burdens associated with LTC is warranted to inform the wider implementation of iCBT in healthcare systems at both national and international levels.

2.5 Conclusion

With long-term conditions exerting a life-changing impact on an individual’s wellbeing and functioning, it is vital to have interventions in place that are effective in mitigating the psychological comorbidities accompanying these physical illnesses. The current study is the first to highlight the effectiveness of low-intensity CBT interventions for treating comorbid, clinically significant depression and anxiety symptoms in people with LTCs in a naturalistic routine care setting. The treatment effects demonstrated in this study support the implementation of low-intensity psychological interventions, particularly iCBT, as effective treatments for LTC patients. Further extension of iCBT as a treatment for depression and anxiety in people with LTC will alleviate the burden on healthcare systems by meeting the increasing demands for mental health services amongst this population.
Chapter 3 – The Precision in Psychiatry (PIP) Study: Testing an Internet-Based Methodology for Accelerating Research in Treatment Prediction and Personalisation

3.1 Introduction

A range of evidence-based treatments for depression exist, including pharmacotherapy, psychological therapies, and neurostimulation. These treatments work on average, but not all patients benefit. In fact, clinical trial data suggests that only 50% of patients respond to the initial treatment they receive, with just 30% achieving remission (Andersson et al., 2019c; Trivedi et al., 2006). Many patients must try multiple, sequential and/or parallel treatments on a trial-and-error basis, each taking weeks or months for potential therapeutic effects to unfold, without guarantee of success (Rush et al., 2006; Warden et al., 2007). This leads to sustained human suffering, accumulation of side-effects, and substantial economic costs (Al-Harbi, 2012; Crown et al., 2002).

One potential approach to reducing trial-and-error in psychological treatment is to develop data-informed tools that can assist mental health practitioners in prescribing the best treatment for each individual patient (Cohen & DeRubeis, 2018). This type of ‘precision medicine’ approach is not new; for more than two decades, researchers have studied the potential predictive power of a wide range of factors including socio-demographics, clinical characteristics, as well as biomarkers derived from genetic, biochemical, and neuroimaging data (McMahon, 2014; Perlman et al., 2019). While numerous factors have been observed to have an association with treatment response in individual studies, effect sizes are mostly too small to have real-world clinical value (Perlis, 2016; Perlman et al., 2019).

A solution to this problem may lie in the development of multivariable models that are informed by data from complementary domains, such as cognitive, (neuro)physiological and molecular data (Gillan & Whelan, 2017; Hawgood et al., 2015; Kessler, 2018). Machine learning is one such method that can iteratively and contemporaneously analyse multiple variables and their interaction, aggregating small individual effects into single predictive values (Chekroud et al., 2021). Using machine learning to optimise treatment approaches is promising, but to-date the published work in depression has suffered from quality issues. A recent review on predicting treatment outcomes in depression
highlighted that out of 54 published studies, just 8 met basic quality control standards of including a large sample size (i.e., > 100 participants) and an adequate validation method (Sajjadian et al., 2021). For those studies that have large sample sizes, data tend to come from clinical trials that have access to only a small number of variables per patient (Ermers et al., 2020; Lee et al., 2018; Sajjadian et al., 2021). This was the case for a model developed by Chekroud and colleagues (2016) that identified 25 self-report demographics and clinical measures which predicted treatment response to antidepressants with 60% accuracy (49% sensitivity and 71% specificity) in their held-out test dataset. Subsequently, Iniesta and colleagues (2018) trained an algorithm using a combination of clinical and molecular genetic data, which achieved high predictive performance (0.77 in the area under the receiver operating characteristic curve) in external data (69% sensitivity and 71% specificity). This suggests that incorporating different data modalities may be an important next step for improving the performance of these models.

One way to acquire these datasets is through multisite collaboration via research consortia such as the EMBARC (Trivedi et al., 2016), PReDICT (Dunlop et al., 2012), and iSPOT-D studies (Williams et al., 2011). These large randomized controlled trials are gold-standard but are costly, time-consuming, resource-intensive, and due to the involvement of many sites, are logistically complex. Therefore, there is a growing need to find alternative methodologies that can complement these approaches, providing us with larger datasets, more rapidly, and in more diverse populations.

To address these gaps, the Precision in Psychiatry (PIP) study used a novel internet-based protocol to recruit, comprehensively assess, and follow through time, mental health patients about to initiate internet-delivered cognitive behavioural therapy or antidepressant medication. Here, we tested the feasibility of this internet-based methodology in collecting large-scale patient data of various types, at home and in a flexible manner. We outline in detail the design of this study, the patient demographic and clinical characteristics, pre-post clinical changes, study attrition, schedule compliance, treatment adherence, data quality, and qualitative patient-perspectives gathered from exit surveys. In examining these facets of the study, we aim to provide guidance for the design of future internet-based studies by highlighting which factors favourably influence recruitment and data collection. We discuss the benefits and limitations of this methodology and make suggestions for future studies adopting a similar approach.
3.2 Methods

3.2.1 Participant Identification and Recruitment

*Internet-Delivered Cognitive Behavioural Therapy.* Participants receiving clinician-guided iCBT on the SilverCloud Health platform were digitally recruited from two sites: (i) a National Health Service (NHS) mental health service ‘Talking Therapies’ based near Reading, West London, United Kingdom (Berkshire Foundation Trust) and (ii) a mental health charity based in Dublin, Ireland (Aware Ireland) that provides free education programs, and information services for the public impacted by mood-related conditions. A key difference across sites was that at Talking Therapies, patients have an initial consultation with a clinician who assesses the patient’s needs before deciding whether to offer them an iCBT program via SilverCloud. In contrast, individuals recruited via the Aware charity are self-referring. At both sites, the iCBT intervention includes clinician support via the platform. At Berkshire, clinicians are made up of specially trained psychology graduates called Psychological Wellbeing Practitioners (PWPs). At Aware, graduate volunteers provide the clinical support. All supporters have been trained in using the platform. Potential participants at each site received an automated ‘Welcome’ email upon registering for SilverCloud, which contained an invitation to participate in this study via a web-link.

*Antidepressant Medication.* Individuals initiating antidepressant medication were recruited internationally using a combination of online (Google Ads, social media platforms, mental health charities) and in-print advertisement campaigns (pharmacies, general practitioners, counselling clinics, newsletters). Participants in the antidepressant arm were asked to provide details on the type and dosage of the antidepressant medication treatment they were prescribed, and to upload a photograph of their prescription for verification purposes. Participants were not required to be medication-free prior to starting the study. They were eligible to participate if they were about to experience a change in pharmacotherapy; initiating, switching, or adding medication.

3.2.2 Screening and Study Entry Requirements

*Screening.* In both treatment arms, participants read the information sheet online and provided electronic consent. Participants were notified that their participation was entirely voluntary and would not impact on their care in any way, and that their clinician would not be notified about their participation. They were also informed that they were free to
terminate or alter their treatment at any time during the study, and that this would not affect their ability to continue to participate and receive payment. After providing informed consent, participants in both arms were directed to a screening survey used to determine their eligibility. Participants provided their age, English language fluency, email address, listed medications they were taking, confirmed computer access, and told us where they heard about the study. Participants indicated whether they had already started treatment, or if they were planning to start in the future and provided an approximate treatment start date. As stated above, participants in the antidepressant arm also provided a photo of their prescription, which was manually checked for drug name, dose, and date prior to their admission. All participants completed the Work and Social Adjustment Scale (WSAS) (Mundt et al., 2002) which was used to determine eligibility.

**Inclusion/Exclusion Criteria.** Participants in both arms were excluded if they were not between 18–70 years of age, were not fluent in English, or reported that they did not have computer access. Participants were also required to score a 10 or above on the WSAS (Mundt et al., 2002) which is a transdiagnostic measure capturing impairments in daily functioning arising from mental health problems. In the antidepressant arm, participants were required to have recently started (< 2 days ago) or be planning to start/change treatment soon (< 2 days from now). If they indicated that they were planning to start their treatment in > 2 days after the study sign-up date, they were contacted via email and advised to reapply for the study closer to their treatment start date. In the iCBT arm, participants were invited to our study via automated email directly following their registration on the SilverCloud platform. Given the self-paced nature of iCBT (i.e., users undertake the treatment at their own pace, and can freely choose the order of intervention modules and content they complete in), we also asked participants to indicate when they planned to start treatment. Participants who indicated that they had already started iCBT > 2 days prior to signing up were not included in the study, and those who indicated that they planned to start in > 2 days were contacted via email, and a treatment start date and study schedule agreed upon with the research team manually. In those cases, patients had technically registered on the platform, but were not planning to engage in the modules immediately for various personal reasons.

### 3.2.3 Study Schedule

If participants were deemed eligible to take part in the study, they were sent an individualised study schedule and a web-link for completing the baseline assessment.
While we endeavoured to have participants complete the baseline on the same day they initiated treatment, we took a pragmatic and flexible approach, allowing participants a window of 4 days from their treatment start date in which to complete the baseline assessment. Four participants in the antidepressant arm completed their baseline assessments 5 days after their treatment start date due in part to administrative issues, and we chose to retain their data for analysis. In the iCBT arm, there were no participants outside of this criterion. Weekly check-in assessments and the final assessment for each participant were approximately scheduled at a 7-day interval following their treatment start date and were provided to participants 1 day before they were due with the instruction to complete them on the following day. Figure 3.1 shows an overview of the study design and the assessments involved at each timepoint.

**Figure 3.1.** An overview of study design. Participants who gave informed consent and met our inclusion/exclusion criteria were invited to complete the baseline assessment, comprising cognitive tests, and a variety of self-report questions concerning participants’ treatment, clinical symptoms, psychosocial factors, lifestyle, and socio-demographics. Participants were sent an invitation for a weekly check-in assessment on a scheduled basis for 3 consecutive weeks, which tracked any changes in clinical symptoms and treatment adherence. Participants completed the study with a fifth and final assessment after 4 weeks of treatment, which was an abbreviated version of the baseline assessment.

### 3.2.4 Outcome Measure

The primary outcome measure for this study is percent change in depression symptom severity on the Quick Inventory of Depressive Symptomatology – Self-Report (QIDS-SR) (Rush et al., 2003). For certain types of planned machine learning analysis that require
categorical outcomes, we binarize this as ‘early response’, defined as ≥ 30% pre-post improvement. We selected this because (i) participants are not expected to achieve ‘response’ (i.e., ≥ 50% pre-post improvement in QIDS-SR) or ‘remission’ (i.e., QIDS-SR score of ≤ 5) in a 4-week timeframe and (ii) prior work has shown that this threshold of early response is a strong indicator of 8-week clinical outcomes (Nierenberg et al., 2000).

### 3.2.5 Baseline Assessment

The baseline assessment took approximately 1.5–2 hours to complete and required a mouse and a keyboard. Six categories of data were gathered, spanning (i) clinical data, (ii) treatment data, (iii) cognitive test data, (iv) socio-demographics, (v) psychosocial factors and (vi) lifestyle factors (see Supplementary 8.2.1 for a full outline of variables collected in the study).

**Clinical Data.** To assess whether treatment has a transdiagnostic effect on mental health, we considered the WSAS as a secondary outcome, measuring general impairment in psychosocial functioning due to mental health problems (Mundt et al., 2002). To assess specific clinical changes, we administered a range of clinical self-report scales assessing obsessive–compulsive disorder measured by the Obsessive–Compulsive Inventory – Revised (OCI-R) (Foa et al., 2002), depression measured by the Self-Rating Depression Scale (SDS) (Zung, 1965), trait anxiety measured by the trait portion of the State-Trait Anxiety Inventory (STAI) (Spielberger et al., 1983), alcohol addiction measured by the Alcohol Use Disorder Identification Test (AUDIT) (Saunders et al., 1993), apathy measured by the Apathy Evaluation Scale (AES) (Marin et al., 1991), eating disorders measured by the Eating Attitude Test (EAT-26) (Garner et al., 1982), impulsivity measured by the Barratt Impulsivity Scale (BIS-10) (Patton et al., 1995), schizotypy measured by the Short Scales for Measuring Schizotypy (SSMS) (Mason et al., 2005), and social anxiety measured by the Liebowitz Social Anxiety Scale (LSAS) (Liebowitz, 1987). These instruments allow for the estimation of 3 transdiagnostic dimensions (anxious-depression, compulsivity, and social withdrawal) based on factor loadings identified in a prior study (Gillan et al., 2016). These transdiagnostic dimensions have been shown to map onto certain aspects of cognition better than standard questionnaires, such as model-based planning (Gillan et al., 2016; Seow et al., 2021) and metacognitive bias (Rouault et al., 2018; Seow & Gillan, 2020). In addition to self-report symptoms, we assessed our participants’ history and chronicity of mental health problems. More specifically, we assessed the number of mental health episodes they have experienced,
what age they were when they experienced their first mental health episode, the duration of their current mental health episode, the number of psychiatric diagnoses they had, and the number of close family members with psychiatric diagnoses. As previously mentioned, Chekroud and colleagues' study (2016) developed a predictive model that achieved ~60% accuracy in predicting antidepressant response in a re-analysis of the Sequenced Treatment Alternatives to Relieve Depression (STAR*D) dataset. We further included 8 miscellaneous items from this study in order to recapitulate their model as a benchmark against which to compare our own (see Supplementary Materials 8.2.1).

Treatment Variables. Treatment variables included history of medication and/or psychological treatments for mental health, concurrent medication and/or psychological treatments for mental health, as well as participants’ expectations about the mental health treatment they were about to initiate. For participants in the iCBT treatment arm, we examined objective engagement data for each participant, which was provided by SilverCloud.

Cognitive Test Data. Participants completed 4 browser-based gamified cognitive tasks in randomised order, interspersed with blocks of self-report assessments as outlined in the previous section. These were implemented in JavaScript and Python, hosted on a server at Trinity College Dublin and were accessible through any commonly used web-browser. Participants completed a two-step decision making task (Daw et al., 2011; Decker et al., 2016) which estimates various reinforcement learning parameters, including separate estimates of model-based and model-free learning, choice perseveration, and learning rate. Prior studies have shown that model-based planning is linked to compulsivity in the general population (Gillan et al., 2016) and compulsive disorders like obsessive–compulsive disorders (OCD) (Gillan & Robbins, 2014) which benefit from antidepressant medication (albeit at higher doses) (Pittenger & Bloch, 2014) and are commonly co-morbid with anxiety and depression (Torres et al., 2006). The second task in our battery is an aversive learning task that manipulates environmental volatility (Behrens et al., 2007) to assess the extent to which participants adjust their learning rate appropriately as volatility increases. A reduced sensitivity to volatility has been previously linked to trait anxiety and the functioning of the noradrenergic system (Browning et al., 2015). The third task we included measures metacognitive bias and sensitivity in the context of perceptual decision making. Individuals who score high on a transdiagnostic dimension of anxious-depression symptoms have lower confidence in their decision-making, while
those high in compulsivity have over-confidence (Rouault et al., 2018; Seow et al., 2021). Our final cognitive assessment was abstract reasoning using a computerised adaptive task based on Raven’s Standard Progressive Matrices (Raven, 2000). Reasoning deficits are associated with risk for various mental health conditions (Koenen et al., 2009).

**Socio-Demographics.** In addition to age, which they reported at study intake, participants self-reported their sex, country of residence, marital status, education level, subjective social status, and employment status.

**Psychosocial Variables.** Perceived social support was assessed using the Multidimensional Scale of Perceived Social Support (MSPSS) (Zimet et al., 1988), perceived stress was assessed using the Perceived Stress Scale (PSS) (Cohen et al., 1983), experience of stressful life events in the past 12 months was assessed using the Social Readjustment Rating Scale (SRRS) (Holmes & Rahe, 1967), and childhood traumatic experiences were measured by the Childhood Trauma Questionnaire (CTQ) (Pennebaker & Susman, 1988).

**Physical Health and Lifestyle.** This included exercising habits, smoking habits, dietary quality, current and prior recreational drug use, height, and weight. Physical health comorbidities were measured by the Cumulative Illness Rating Scale (CIRS) (Linn et al., 1968), and somatic symptoms were measured by 5 items pertaining to stomach, back, limbs, head, and chest pain in the Patient Health Questionnaire-15 (PHQ-15) (Kroenke et al., 2002).

### 3.2.6 Weekly Check-ins

Weekly check-in assessments were sent to participants in each week of the study. They could be completed using a computer, tablet, or smartphone and took approximately 10-15 minutes to complete. Participants had 4 days to complete these assessments or were otherwise excluded from further participation. They completed 3 standardised questionnaires each week, including the QIDS-SR for depression symptoms, the WSAS for impairment symptoms, and the OCI-R for OCD symptoms. In addition, participants also answered questions about treatment adherence, side effects and dosage changes (for those in the antidepressant arm), whether they initiated any other mental health treatments, and other extra relevant information they wished to inform the study coordinators after they have begun participation in the study.
3.2.7 Final Assessment

Participants were asked to complete a detailed final assessment after 4 weeks of treatment. This was almost identical to the baseline assessment, comprising 4 gamified cognitive tasks and self-report questionnaires administrated in a randomised order. Self-report variables gathered during the baseline assessment that were not expected to change (e.g., childhood trauma, age, education etc.) were not re-collected (see eTable 8.2.2.1 in Supplementary Materials 8.2.2 for schedule of assessments). Contingent on completion of the final assessment, a proportion of participants were invited to complete a short feedback survey on their experience of the study and to provide suggestions for future studies with similar scope and design.

3.2.8 Quality Control

Participants completed their assessments in an at-home environment where traditional experimental control is absent. To understand how this might affect data quality, we included questions to help us identify bad quality data. At the end of both the baseline and final assessments, participants were asked if they were distracted during the session and if so, by what. They were also asked if they had consumed any substances (e.g., alcohol/drugs) 5 hours prior to participation. Participants were assured their continued participation would not be affected by their response. In addition, we included a ‘catch question’ that was embedded in both the OCI-R and WSAS questionnaires at baseline and in the WSAS questionnaire at all subsequent timepoints. These 6 catch questions asked participants to select a specific answer option if they were paying attention.

3.2.9 Clinical Interventions

*Internet-Delivered Cognitive Behavioural Therapy (iCBT).* SilverCloud provides low-intensity, clinician-guided iCBT intervention programs for a range of common mental health problems (e.g., ‘Space from Depression’, ‘Space from Anxiety’, ‘Life Skills’, ‘Space from Stress’). The programs partially overlap in terms of content, but also have unique components. All follow evidence-based cognitive behavioural therapy (CBT) principles (Richards et al., 2014, 2020). Each module takes approximately 1 hour to complete, and while users can self-pace, they are generally recommended to complete at least 1 module per week. The intervention comprises cognitive, emotional, and behavioural components (e.g., behavioural activation, self-monitoring, activity scheduling, mood, and lifestyle monitoring). Each module incorporates introductory
quizzes and videos, interactive activities, informational content, as well as homework assignments and summaries. Personal stories and accounts from other users are also included into the presentation of the content. The interventions additionally provide tailored content and modules dependent on the user’s clinical presentation (e.g., ‘Challenging Core Beliefs’ module for depressive symptoms; ‘Worry Tree’ activity for managing symptoms of anxiety). Although the programs are clinician-guided, users are welcome to engage with the modules and content at their own pace and in the order they opt. A clinician, typically an Assistant Psychologist or a Psychological Wellbeing Practitioner (Clark, 2018), trained in the delivery of SilverCloud iCBT programs, is assigned to a user once they have registered and guides their progress through the intervention. During treatment, the clinician reviews the user’s progress while leaving feedback and responding to queries. Typically, 6-8 weekly/fortnightly review sessions are offered across the supported period of the intervention (up to 12 weeks), however, this depends on the user’s specific needs.

**Antidepressant Medication.** Participants in the antidepressant group (N = 92) were initiating a range of antidepressant medications. Most (86%) were taking selective serotonin reuptake inhibitors (SSRIs), but 13% were taking serotonin-norepinephrine reuptake inhibitors (SNRIs), 7% taking atypical antidepressants, and 2% were taking tricyclic antidepressants (TCAs). Due to polypharmacy, these numbers do not add to 100%. 8% of participants were taking more than 1 antidepressant medication and 5% were taking another non-antidepressant medication. The most common antidepressant medications were Sertraline (40%), Escitalopram (19%), and Fluoxetine (15%) (see eTable 8.2.2.2, eTable 8.2.2.3, and eTable 8.2.2.4 in Supplementary Materials 8.2.2). Most participants (90%) experienced side effects from their treatment, with the most common including sleep-related problems such as day-time sleepiness (59%) and night-time sleep disturbances (55%), gastrointestinal symptoms (52%), migraines and headaches (36%), and sexual problems (36%).

**3.2.10 Compensation**

Participants in both arms were paid €60 in an accelerating payment schedule through PayPal or digital gift cards. Participants received €10 for completing the baseline assessment, €20 euros after the third weekly check-in, and €30 upon completion of the final assessment. The feedback survey was optional and compensated with an additional €10.
3.2.11 Data Analysis

In this paper, data are reported on participants who have fully completed the study in the iCBT and antidepressant arms, recruited from 4th February 2019 to 20th July 2021 (N = 594). Where appropriate, participants’ recruitment trajectory, socio-demographic and clinical characteristics, treatment, and study compliance data (e.g., retention rates) were compared between study arms using chi-square, t-tests, and repeated measures analyses of variance (ANOVA) (for comprehensive results see ‘Between-Group Comparisons’ in Supplementary Materials 8.2.2). The significance of results (p-value) is reported for context and comparison, however, this study is largely descriptive in nature rather than focusing on hypothesis testing. As such, no correction for multiple comparisons was conducted. To assess data quality, we reported on the numbers of participants who were inattentive, distracted or intoxicated; and to assess the impact of this on data quality, we compared response consistency (i.e., the correlation of similar self-reported items) across the groups who were and were not flagged by these criteria. Finally, a qualitative content analysis was conducted on 4 open-ended free-text questions from the online feedback survey. This method allows researchers to quantify concepts in the data by counting the number of times these concepts appeared, thus providing descriptive statistics fit for the quantitative reporting of this data (Hsieh & Shannon, 2005).

3.3 Results

3.3.1 Participant Recruitment and Retention

Detailed information regarding recruitment and retention are presented in Figure 3.2. Recruitment for the antidepressant arm began in February 2019 and the iCBT arm began in March 2020.¹ For the iCBT arm, once both sites were active (Aware and Berkshire), we reached a peak recruitment rate of 59 per month, with a mean of 47 (SD = 10.14) (estimated for 12 months, August 2020—July 2021). In the antidepressant arm, active paid and unpaid recruitment via multiple sources spanned February 2019 to March 2020 (13 months), with a peak of 15 per month and a mean of 7 (SD = 3.67). The arm remained open for participants after that time, but active advertising efforts were halted (Figure 3.3). At the time of article preparation, screening data from N = 1811 were assessed for eligibility across the iCBT (N = 1507) and antidepressant (N = 304) arms. Of those

¹ The first informal participant of the antidepressant arm was recruited in December 2018, however, as this was during the pilot recruitment phase, this participant and their recruitment date were therefore not considered in the study.
eligible participants, 63% of participants completed the baseline assessment (N = 710), comprising N = 600 in the iCBT arm and N = 110 in the antidepressant arm. For both groups, retention of baseline completers to weekly check-in 3 was excellent at ≥ 92%, only dropping to 84% for the final assessment. For study completers in the antidepressant arm, most were referred from Google Ads (39%), followed by advertisements through pharmacies (25%), social media campaigns (11%), and general practitioners (8%). For the iCBT group, all were referred from SilverCloud and most came from Talking Therapies in the United Kingdom (83%) and the remaining through Aware Ireland (17%).

**Figure 3.2.** Participant flow chart (CONSORT chart). Once they completed the assessment at each study timepoint, participants were progressed onto the next stage of the study. Participants were progressed if they completed the assessments fully at each study stage. If due to technical errors participants were not able to complete specific components of their assessments, it was deemed appropriate to progress them onto the next stage of the study or be financially compensated.
3.3.3 Patient Demographic and Clinical Characteristics

Baseline characteristics of the study completers in both treatment arms are presented in detail in Tables 3.1 and 3.2 (see eTable 8.2.2.5 and eTable 8.2.2.6 in Supplementary Materials 8.2.2 for baseline characteristics of baseline completers). Participants in both arms were primarily young in their mid- to late-twenties, white, female, employed, third level educated, came from the United Kingdom and Ireland, and subjectively rated themselves on average in the middle of social class status. Most participants reported having 1 or more mental health diagnoses, the most common being depression and/or generalised anxiety. Most participants reported not having a family member with mental health illness, but they themselves have had \( \geq 2 \) lifetime mental health episodes which first began in their adolescence/adulthood. Most participants reported not having engaged in mental health treatment before, and in their self-report of expectations about treatment efficacy on a scale from 0–9 (“I don’t expect to feel any better” to “I expect to feel completely better”), the average patient rated a 5.

**Table 3.1** Baseline demographic characteristics.

<table>
<thead>
<tr>
<th>Sample Characteristics</th>
<th>iCBT</th>
<th>Antidepressant</th>
<th>( t / \chi^2 (df) )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>391</td>
<td>77.89</td>
<td>65 70.65</td>
<td>4.21 (3) 0.24</td>
</tr>
<tr>
<td>Male</td>
<td>107</td>
<td>21.31</td>
<td>25 27.17</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 3.3.** Recruitment Rates. Number of participants recruited from each arm from February 2019 to July 2021. The antidepressant arm launched first, initiating recruitment in February 2019. Paid recruitment efforts were focused on a 13-month period from that date to March 2020, when the iCBT arm commenced. The iCBT arm was initiated in March 2020 via Aware Ireland, and in August 2020 recruitment began through Talking Therapies, Berkshire, South London, U.K.
Table 3.2. Baseline clinical characteristics.

<table>
<thead>
<tr>
<th>Sample Characteristics</th>
<th>iCBT</th>
<th>Antidepressant t / (X^2) (df)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>No. of Current Diagnosis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>155</td>
<td>30.88</td>
<td>8</td>
</tr>
<tr>
<td>One</td>
<td>183</td>
<td>36.45</td>
<td>37</td>
</tr>
<tr>
<td>&gt;One</td>
<td>164</td>
<td>32.67</td>
<td>47</td>
</tr>
<tr>
<td>Types of Diagnoses*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>155</td>
<td>30.88</td>
<td>8</td>
</tr>
<tr>
<td>Depression</td>
<td>245</td>
<td>48.80</td>
<td>70</td>
</tr>
<tr>
<td>GAD</td>
<td>209</td>
<td>41.63</td>
<td>48</td>
</tr>
<tr>
<td>Panic Disorder</td>
<td>25</td>
<td>4.98</td>
<td>4</td>
</tr>
<tr>
<td>PTSD</td>
<td>20</td>
<td>3.98</td>
<td>13</td>
</tr>
<tr>
<td>OCD</td>
<td>23</td>
<td>4.58</td>
<td>4</td>
</tr>
<tr>
<td>Others</td>
<td>41</td>
<td>8.17</td>
<td>13</td>
</tr>
<tr>
<td>Family with Mental Disorders</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>207</td>
<td>41.24</td>
<td>32</td>
</tr>
<tr>
<td>One</td>
<td>156</td>
<td>31.08</td>
<td>30</td>
</tr>
<tr>
<td>Two</td>
<td>81</td>
<td>16.14</td>
<td>16</td>
</tr>
<tr>
<td>≥Three</td>
<td>58</td>
<td>11.55</td>
<td>14</td>
</tr>
<tr>
<td>No. of Lifetime Episodes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;2</td>
<td>53</td>
<td>10.73</td>
<td>7</td>
</tr>
</tbody>
</table>
2-5  246  49.80  31  34.07
>5  195  39.47  53  58.24

**Age of onset (years)**

<table>
<thead>
<tr>
<th></th>
<th>Count</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Childhood (1-12)</td>
<td>86</td>
<td>17.48</td>
<td>23</td>
<td>24.47</td>
</tr>
<tr>
<td>Teenage (13-17)</td>
<td>211</td>
<td>42.89</td>
<td>47</td>
<td>50.00</td>
</tr>
<tr>
<td>Adulthood (18-70)</td>
<td>195</td>
<td>39.63</td>
<td>22</td>
<td>23.40</td>
</tr>
</tbody>
</table>

**Current episode length (days)**

<table>
<thead>
<tr>
<th></th>
<th>Count</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count</td>
<td>457</td>
<td>199</td>
<td>(2557)</td>
<td>190</td>
</tr>
<tr>
<td>Mean</td>
<td>84</td>
<td>0.05</td>
<td>(539)</td>
<td>0.96</td>
</tr>
</tbody>
</table>

**History of Past Treatment**

<table>
<thead>
<tr>
<th></th>
<th>Count</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never Before</td>
<td>224</td>
<td>44.62</td>
<td>30</td>
<td>31.91</td>
</tr>
<tr>
<td>Psychotherapy &amp;</td>
<td>115</td>
<td>22.91</td>
<td>28</td>
<td>29.79</td>
</tr>
<tr>
<td>Medication</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medication only</td>
<td>82</td>
<td>16.33</td>
<td>14</td>
<td>14.89</td>
</tr>
<tr>
<td>Psychotherapy only</td>
<td>81</td>
<td>16.14</td>
<td>20</td>
<td>21.28</td>
</tr>
</tbody>
</table>

**Treatment Expectation (0-9)**

<table>
<thead>
<tr>
<th></th>
<th>Count</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment Expectation</td>
<td>502</td>
<td>5 (2.04)</td>
<td>92</td>
<td>5 (1.89)</td>
</tr>
<tr>
<td>Treatment Expectation</td>
<td></td>
<td>-1.95</td>
<td>592</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Outliers were not excluded in the descriptive analyses of clinical characteristics. Types of Diagnoses: The total number of diagnoses type exceeds the sample size of baseline completers (i.e., participants have the option to pick more than one diagnosis).

In terms of clinical severity at baseline, participants in the antidepressant arm had a mean QIDS-SR score of 16.51 (SD = 4.17) and a mean WSAS score of 22.73 (SD = 6.84), indicating severe depression (Rush et al., 2003) and functioning (Mundt et al., 2002), respectively. Participants in the iCBT arm had a somewhat lower QIDS-SR score of 13.86 (SD = 4.28) at baseline, corresponding to moderate depression severity, and a mean WSAS score of 19.02 (SD = 6.65), also falling in the moderate range (Figure 3.4). Clinical severity of other symptoms assessed at baseline are presented in Table 3.3 (and eFigure 8.2.2.1 in Supplementary Materials 8.2.2).

![Figure 3.4](image)

**Figure 3.4.** Baseline clinical symptom score distribution of depression (QIDS) and impairment (WSAS) for participants in the iCBT and antidepressant arm.
Table 3.3. Baseline clinical symptom scores across treatment arms.

<table>
<thead>
<tr>
<th>Clinical Symptoms</th>
<th>iCBT</th>
<th>Antidepressant</th>
<th>t(df)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Depression (QIDS-SR)</td>
<td>13.86</td>
<td>4.28</td>
<td>16.51</td>
<td>4.17</td>
</tr>
<tr>
<td>Impairment (WSAS)*</td>
<td>19.02</td>
<td>6.65</td>
<td>22.73</td>
<td>6.84</td>
</tr>
<tr>
<td>Apathy (AES)</td>
<td>41.89</td>
<td>8.94</td>
<td>43.31</td>
<td>9.46</td>
</tr>
<tr>
<td>Alcohol Use (AUDIT)*</td>
<td>5.82</td>
<td>5.57</td>
<td>7.74</td>
<td>7.78</td>
</tr>
<tr>
<td>Impulsivity (BIS)</td>
<td>67.50</td>
<td>11.15</td>
<td>68.21</td>
<td>10.88</td>
</tr>
<tr>
<td>Eating Disorder (EAT)</td>
<td>12.15</td>
<td>10.83</td>
<td>13.99</td>
<td>12.38</td>
</tr>
<tr>
<td>Social Anxiety (LSAS)</td>
<td>38.45</td>
<td>16.62</td>
<td>40.89</td>
<td>17.14</td>
</tr>
<tr>
<td>OCD (OCI-R)</td>
<td>23.45</td>
<td>12.64</td>
<td>25.38</td>
<td>12.87</td>
</tr>
<tr>
<td>Schizotypy (SSMS)</td>
<td>19.09</td>
<td>6.87</td>
<td>22.10</td>
<td>7.50</td>
</tr>
<tr>
<td>Depression (SDS)</td>
<td>54.17</td>
<td>8.09</td>
<td>58.55</td>
<td>7.91</td>
</tr>
<tr>
<td>Trait Anxiety (STAI)</td>
<td>61.13</td>
<td>8.78</td>
<td>65.08</td>
<td>8.66</td>
</tr>
</tbody>
</table>

*At baseline, N = 3 were missing AUDIT symptom score and N = 12 were missing WSAS symptom score.

3.3.3 Treatment Adherence and Concurrent Treatments

For both groups, the treatment adherence was high by week 3, where over ≥97% of the iCBT group reported still undergoing treatment (i.e., 98% at WCI 1 and WCI 2 and 97% at WCI 3) and ≥98% of the antidepressant group reported still taking antidepressant medication (i.e., 99% at WCI 1 and WCI 2 and 98% at WCI 3). In the antidepressant arm, 4 participants altered the dosage of their medication during the study participation (N=2 took less than prescribed and N=2 took more than prescribed). For the iCBT group, 29% were receiving another treatment during the study (N=148), of which 39 (8% of total iCBT arm) were taking concurrent medication and 109 (22%) were receiving a concurrent form of psychotherapy. For the antidepressant group, 9% (N=8) were taking at least one other medication for a mental health problem at the time of study intake and 36% (N=33) were receiving some form of psychotherapy. Thus, there were partial overlaps in the treatments received across the two study arms.

3.3.4 Pre-Post 4-Week Clinical Changes

Participants in both arms experienced significant improvement in depression symptoms after 4 weeks of treatment. Participants in the antidepressant arm experienced a significantly larger percent reduction in QIDS-SR from baseline than those in the iCBT arm, t(589) = 2.73, p = 0.007, even after controlling for imbalances in baseline severity,
F(1, 588) = 4.36, p = 0.04.² Figure 3.5C, 3.5D show the weekly percentage distribution of participants achieving early response, response, and remission throughout the study for each of the two treatment arms. For the iCBT arm, by week 4, 39% of participants have achieved early response (i.e., a 30% reduction), 17% of participants have achieved response (i.e., a 50% reduction) and 13% of participants have achieved remission (i.e., a score ≤ 5). Participants in the antidepressant arm exhibited a significantly higher rate of early response at 51%, $X^2 = 5.09 (1), p = 0.02$, as well as rate of response at 29%, $X^2 = 7.19 (1), p = 0.007$, but no significant difference in their remission rate of 11%, $X^2 = 0.24 (1), p = 0.62$. In terms of absolute score change, in the iCBT arm, QIDS-SR depression scores were significantly reduced by an average of 3.09 points (SD = 4.31) (21%), $t(500) = 16.06, p < 0.001$, with a moderate effect size, $d = 0.72$. In the antidepressant arm, this reduction was larger with an average of 5.18 points (SD = 5.11) (31%) on the QIDS-SR, $t(91) = 9.73, p < 0.001$, with a large effect size, $d = 1.01$. A two-way ANOVA confirmed this difference was significant, $F(1, 591) = 17.26, p < 0.001$ (Figure 3.5A).

²N = 2 in the iCBT arm identified as outliers were removed for this analysis (i.e., they have QIDS % changes larger than ±3 standard deviations from mean).
Figure 3.5. Clinical change in QIDS-SR. (A) Pre-post 4-week QIDS-SR score reduction. Both treatment arms experienced significant decreases in depression score measured by QIDS-SR from the baseline to the final assessment. (B) Effect sizes and statistical significance of clinical symptom reduction in both treatment arms. All clinical symptoms reduced significantly from the baseline to final assessment in both treatment arms except for schizotypy, eating disorder symptoms, and impulsivity in the antidepressant arm. (C) Percentages of early response, response, and remission achieved by participants in the iCBT arm at each study timepoint. (D) Percentages of early response, response, and remission achieved by participants in the antidepressant arm at each study timepoint.

In terms of general functional impairment (WSAS), there were modest but significant improvements in both treatment groups. Participants in the iCBT arm saw their self-reported impairment reduce by 1.57 points (SD = 7.55) (8%), \( t(499) = 4.65, p < 0.001, d = 0.21 \) and those in the antidepressant arm reported reductions of 3.09 points (SD = 8.46) (14%), \( t(79) = 3.27, p = 0.002, d = 0.37 \). These percentage changes did not differ significantly across the treatment arms, \( t(572) = 1.36, p = 0.17 \).3 Consistent with a transdiagnostic perspective on mental health, clinical gains extended beyond depression symptoms and daily functioning. Analyses revealed significant reductions in most clinical symptoms gathered in both treatment arms (all \( p < 0.05 \)), except for schizotypy (\( p = 0.10 \)), impulsivity (\( p = 0.95 \)), and eating disorder symptoms (\( p = 0.05 \)) in the antidepressant arm (Figure 3.5B).

3.3.5 Study Schedule Compliance

On average, participants in both arms completed the baseline assessment ~ 1 day after initiating treatment (Antidepressant: Mean = 1.24, Median = 1, SD = 1.64, range = -3 to + 5 days; iCBT: Mean = 0.77, Median = 1, SD = 1.45, range = -2 to + 4 days). For the iCBT cohort, we had the benefit of some objective data from the iCBT provider to complement the self-report. The median difference between self-reported treatment start date and the day participants first registered on the iCBT platform was + 1 day (Mean = 1.76, SD = 2.90, range = -1 to + 20) (i.e., they registered for iCBT on the platform 1 day before they reported to us they would start treatment). The due date for all subsequent assessments were based on the self-report treatment start date, regardless of whether their last assessment was completed slightly early or late. Weekly check-in assessments and the final assessment were provided to participants 1 day before they were due with the instruction to complete them on the following day. Despite this

\(^3\text{N = 4 in the iCBT arm and N = 1 in the antidepressant arm identified as outliers were removed for this analysis (i.e., they have WSAS % changes larger than \pm 3 standard deviations from mean).}\)
instruction, we found that many participants completed them immediately upon receipt (i.e., 1 day before due date). From the treatment initiation date, weekly check-in 1 was completed on average on day 6 (Mean = 6.78, SD = 1.33), but there were a handful of longer intervals (range = 3–15), weekly check-in 2 was completed on average on day 13 (Mean = 13.88, SD = 1.40, range = 8–22), and weekly check-in 3 was completed on average on day 20 (Mean = 20.81, SD = 1.35, range = 15–28). The final assessment, which was more time-consuming than the weekly check-ins, was completed on average on day 28 (Mean = 28.76, SD = 1.74, range = 23–37). The median interval between treatment initiation and final assessment was 28 days (Mean = 28.70, SD = 1.59, range = 24–36) in the iCBT arm and 29 days (Mean = 29.15, SD = 2.42, range = 23–37) in the antidepressant arm (Figure 3.6A, 3.6B, and eFigure 8.2.2.2 in Supplementary Materials 8.2.2).

**Figure 3.6.** Distributions of overlapping completions dates of each study section for (A) the iCBT arm and (B) the antidepressant arm. Day ‘0’ depicts treatment start date.

Participants were requested to complete the baseline and final assessments in a single sitting, taking short breaks between sections. However, for a variety of practical and technical reasons, some participants were only able to partially complete their baseline or final assessment before returning later to complete the remaining sections. We defined participants as completing the section in 1 sitting if they did not take a break exceeding 4 hours between any of the study sections. Using this cut-off, 9% (N = 47) of participants in the iCBT arm and 23% of participants (N = 21) for the antidepressant arm did not complete the baseline assessment in a single sitting. The trend is similar for the final session, 9% (N = 43) in the iCBT arm and 16% (N = 15) in the antidepressant arm did not
complete it in a single sitting. Of those who completed their assessments in a single sitting, the median time it took participants to complete the baseline assessment was 1.63 hours (SD = 0.77) and the median time to complete the final assessment was 1.30 hours (SD = 0.85). Participants were more likely to complete the brief weekly check-ins during daytime (6am-6 pm: 76%) when compared to the baseline and final assessments (both 59%, $X^2 = 62.71, p < 0.001$).

### 3.3.6 Data Quality

At baseline, 66% reported being distracted in some way (iCBT: N = 310, 65%; Antidepressant: N = 61, 75%). Overall, the most common types of distractions endorsed were family and friends (37%), background noise (32%), and phone (28%). In relation to intoxicating substances, at baseline, just 3% of participants informed us that they had taken 1 of our defined substances within 5 hours of starting the study (iCBT: N = 14, 3%; Antidepressant: N = 4, 5%). Of the very few participants who reported any form of substance use, 13 had consumed alcohol (2%), 5 reported marijuana use (< 1%) and 2 people reported using opiates (< 1%) (see **Table 8.2.2.7** and **Table 8.2.2.8** in Supplementary Materials 8.2.2 for similar trends in distraction and substance use items at the final assessment). In terms of our inattention ‘catch questions’, 11% (N = 63) of participants failed at least 1 of the 6 attention checks embedded in the study (iCBT: N = 51, 10%; Antidepressant: N = 12, 13%). The majority of inattentive participants were only inattentive at one time (N = 47, 8% of total sample), with just 3% of the total sample (N = 16) failing more than 1 attention check. People were more likely to be inattentive at certain timepoints in the study, $X^2 = 25.32$ (5), $p < 0.001$. The longer, more burdensome assessment sessions had more attention lapses (baseline: check 1 N = 17, check 2 N = 35; final: check 1 N = 21) than the 3 brief weekly check-ins (1 check at each: N = 12, N = 11, N = 10, respectively). To further assess data quality, we examined participants’ consistency in reporting their height at the baseline and final assessments. Height reports were reliably measured across the two time points (ICC1 = 0.97), and there was no significant difference in the absolute size of the discrepancy of height reports based on whether participants were classed as inattentive or not, $t(67) = -1.66, p = 0.01$ (**Figure 3.7A, 3.7B**). Finally, we examined the internal consistency of self-report symptom assessments. At baseline, Cronbach’s alpha was good

---

4At baseline, N = 33 were missing data for distraction and substance use data quality item checks.
for all scales (i.e., r > 0.7), ranging from 0.71–0.95, and this rose to 0.81–0.95 at the final assessment (Figure 3.7C, 3.7D). Full results are presented in eTable 8.2.2.9 in Supplementary Materials 8.2.2.

**Figure 3.7.** Data Quality indicators. Correlation of height (in inches) was gathered at the baseline and final assessments in (A) the Antidepressant arm, r = 0.98 and (B) the iCBT arm, r = 0.97. Participants who failed at least 1 attention check are coloured grey. Internal consistency of the self-report questionnaires (Cronbach’s alpha) for the (C) Antidepressant arm and the (D) iCBT arm.

### 3.3.7 Qualitative Feedback

Of 155 invited, 135 participants completed the online feedback survey from 19th June 2020 to 13th October 2020, giving a response rate of 87%. Data were analysed for 4 open-ended free-text questions concerning what participants liked and disliked about the study, what they suggested could be added to the study, and whether they found the payment schedule to be satisfactory (see section 'Qualitative Data Analysis' in Supplementary Materials 8.2.2). When asked “What did you like about the study?”, the most prominent theme emerging from the responses relates to Self-Reflection (40%). Participants liked how the study prompted them to reflect on aspects of their mental health they would not
have done otherwise and helped them keep track of treatment progress through the weekly check-ins. Another major theme was that participants found the study Easy to Complete (33%), citing convenience in terms of both online accessibility and flexibility with respect to assessment completion times and dates, the inclusion of breaks and email reminders, and the clarity of instructions. A proportion of respondents said they liked the Gamified Tasks (24%) which some found interactive and challenging, and a further 20% of participants reported feeling aligned in general with the Study’s Mission. Only 4% of participants reported Payment as what they liked about the study. Although 24% of participants reportedly liked the games, when asked “What did you dislike about the study?”, a large number (89%) also cited the Gamified Tasks (89%), which were felt to be tedious (e.g., “repetitive”, “boring”, “lengthy”), and in some cases confusing, frustrating, and too difficult. The second most prominent theme in response to this question about dislikes referred to the overall Study Design and Mechanics (13%). Some did not like the length of baseline and follow-up assessments and overall time-commitment involved, while others had problems with study coordination, administrative or other logistical problems.

In terms of suggestions for additions to the study in future, most of the respondents suggested additional aspects of Self-Report (83%). Recommendations ranged from the inclusion of free-text and experience sampling to including a broader range of questions on treatment information, psychological states and behaviours, demographics, lifestyle, physical health, environmental factors, own perceptions of change/symptoms/problems, and positive mood. Another area for improvement pertained to the Study Mechanics and Design, including extending the overall study duration and including a longer-term follow-up assessment. A good proportion of participants (30%) reported there was Nothing they wished to add to the study. In relation to the payment schedule, participants were overwhelmingly satisfied, with only 7% citing a negative experience (e.g., missed/delayed payments, not worth the time-commitment). Most participants (71%) rated the payment schedule positive or very positive and some (33%) were neutral about it (e.g., “fine”, “no complaints”, “appropriate”).

3.4 Discussion

The adoption of online data collection in psychiatry research has seen a dramatic increase in recent years (Gillan & Daw, 2016), but much of this research remains cross-sectional and correlational in nature. The Precision in Psychiatry (PIP) study extends this
conventional approach to create a foundation for longitudinal treatment prediction research in psychiatry. We recruited and screened a large sample of individuals receiving iCBT (baseline N = 600, final N = 502) and a smaller sample receiving antidepressant medication (baseline N = 110, final N = 92). For eligible patients, we acquired an extensive range of self-report and cognitive measures (> 600 variables) at baseline and after 4 weeks of treatment, in addition to brief weekly check-ins. In what follows, we discuss the benefits and limitations of this approach and put forward recommendations for future studies (Table 3.4).

3.4.1 Recruitment at Scale, at Speed

The major success of the study is that it enabled us to recruit a large cohort of patients undertaking treatment for depression in a relatively short period of time. This was most evident in the iCBT arm, where we reached a maximum recruitment rate of 59 patients completing the baseline assessment per month. This corresponded to just over 500 full study completers within one year and a half. While the antidepressant arm was slower and more expensive to recruit for, we nonetheless gathered data from close to 100 individuals in 13 months, which compared to conventional strategies for recruiting participants with clinical diagnoses, was rapid. This approach also benefitted from high retention rate, where 93% of participants were retained for 3 weeks, and that dropped to 84% at week 4, following the final (lengthier) assessment (1.5 hours). If future research does not require detailed cognitive and clinical follow-up data (i.e., studies focused purely on prediction), this suggests one can expect retention > 90%, if follow-up assessments are brief (e.g., restricting to 1 or 2 self-report outcome measures). Qualitative feedback from users suggests that the flexibility of the study design may have helped us to recruit and retain participants. When participants are able to take part from any location, and at any time, this reduces logistic challenges associated with traditional, in-person data collection methods (e.g., travel to in-person locations, 9–5 participation hours) and makes research available to people often underrepresented in research (e.g., those from rural areas, socially anxious, more severely disabled). Treatment adherence for those who remained in the study was very high at >= 97%.

3.4.2 Compatibility with Digital Therapy

Digital psychological interventions such as iCBT are becoming increasingly popular as they allow greater access to care at a reduced cost, while demonstrating similar
effectiveness for those requiring low intensity intervention (Andersson et al., 2019a; Kumar et al., 2017; Webb et al., 2017). There exists, however, little basic research examining the mechanisms of therapeutic change in iCBT, how it affects cognition, brain function, or indeed, who it is best suited to and why. We see this as an important opportunity for future work for several reasons. iCBT lends itself well to systematic research as the therapeutic content that patients have access to is standardised and reproducible, which solves issues of both inter-clinician and intra-clinician variability in the delivery of in-person CBT and leads to more generalisable insights. Individual variability in engagement with the online platform can be tracked precisely via granular and objective treatment data (e.g., what modules, when, and for how long), which can be mined to understand moderators of treatment success (Chien et al., 2020; Enrique et al., 2019). This may be particularly useful for researchers and clinical providers aiming to identify active ingredients of successful CBT, for personalisation, precision and more. This combination of digitised therapy and digitised research may thus provide a much more direct route to real-world clinical integration than other less integrated approaches.

3.4.3 Non-Random Assignment in Naturalistic Design

The observational nature of this study reflects the ‘real world’ of treatment allocation (i.e., non-randomised), which places a fundamental limit on causal inference. Though it does not solve the problem of non-random assignment, we included more than one observational arm, which allows us to assess the generalisability and specificity of any treatment prediction model we develop to new cohorts and treatments. In terms of demographics, participants in both iCBT and antidepressant arms were primarily white, female, employed, third level educated, which limits the generalisability of these findings. These sample characteristics are comparable to other large-scale studies recruiting for antidepressant treatment (Trivedi et al., 2006) and iCBT (Richards et al., 2020), indicating that this lack of generalisability is not a problem unique to digital treatment research, but something that all research in this area needs to work to address. Participants in the antidepressant arm were marginally younger and more likely to be unemployed, but most notably they had more severe clinical presentations and symptoms than their iCBT counterparts. This was expected as it follows the guidelines of the Improving Access to Psychological Therapies (IAPT) program in NHS, where iCBT is typically prescribed first for mild to moderate depression before antidepressant medication is considered (NICE, 2022). Given this, the finding that by week 4, participants in the antidepressant
arm experienced greater symptom reduction, should be interpreted with caution. Prior research suggests comparable effectiveness of the two treatments (Forand et al., 2019) and the short timeframe of our study and the self-paced nature of the iCBT intervention may have made for a weaker overall ‘dose’ for this arm. Some participants were receiving concurrent, overlapping treatments (8% of patients in the iCBT arm taking medication, and 36% of the antidepressant arm receiving some form of psychotherapy). This is a significant limitation of the inclusive study design we adopted, and insights regarding specificity or generality of any effects should be supported with sensitivity analyses (i.e., excluding participants undertaking concurrent treatments).

3.4.4 Lack of Experimental Control

While we could not control when and if participants would complete each study section as per their schedule, to make participation as convenient and flexible as possible, we issued each study section one day before due-date and allowed participants a 4-day window to complete it. As a result, participants on average completed assessments 1 day earlier than they were due, and participants overall differed in the intervals between starting treatment and completing baseline and subsequent sessions. While these differences were minimised, issues of timing are some of the most challenging for researchers working with internet-based methods to manage. As previously mentioned, online studies primarily rely on self-report, rather than clinician-assigned diagnoses or severity assessments. This raises legitimate concerns regarding the reliability and validity of online data gathered in a less-controlled environment when compared to traditional, in-lab/in-clinic settings. Online studies can be susceptible to inattentive and careless responding, as is the case for other forms of online research (e.g., crowdsourcing) (Zorowitz et al., 2021). At a minimum, prior research suggests that individuals tend to follow task instructions better when tested in-person versus at home (Ramsey et al., 2016). Our analyses of the quality of the baseline data we gathered revealed that some participants failed to complete their assessments in a single sitting (11%), most reported being distracted during the study session (63%), and a small few had even consumed intoxicating substances (3%). On the extreme end, some online platforms (e.g. Amazon’s Mechanical Turk) are suffering from major quality control issues, with a recent paper finding that >50% of respondents reported their own gender identity inconsistently at two time-points (Donegan & Gillan, 2022). We believe these more serious risks can be mitigated by adopting a more targeted recruitment protocol such as that described here,
i.e., advertising the study to only those individuals eligible, using validation steps (prescription upload, registration requirement for iCBT), and ensuring that the mission of the study is aligned to the goals of the participants (i.e., improving mental health treatment) (Donegan & Gillan, 2022). In terms of our more objective quality checks, just 11% of subjects were caught by any of our attention checks when filling in online questionnaires. Overall, we found the data to be of excellent quality; height (in inches) self-reported at week 0 and week 4 had near perfect inter-rater reliability. This exceeds the 2-week test–retest reliability of height (in adolescents) gathered using paper booklets ($r = 0.93$) (Brener et al., 2003). Internal consistency of the self-report questionnaires administered was also high. QIDS had the lowest Cronbach’s alpha at baseline of 0.71, comparable to that observed in another patient sample at treatment outset (alpha = 0.72) (Rush et al., 2003). In terms of measurement properties, inter-rater reliability (clinician agreement) for some of the most common mental health conditions, including depression, is relatively low for the criteria of the Diagnostic and Statistical Manual of Mental Disorders-5 (DSM-5) (Regier et al., 2013), while self-report assessments enjoy much higher reliability, both in-person (Geschwind et al., 2021) and online (Shapiro et al., 2013). Although self-report has these advantages, it may be less valid for use in mental health populations where insight is compromised.

3.5 Conclusion

Depression is a highly heterogeneous disorder for which no single treatment intervention is universally effective. We need to move from a trial-and-error approach to treatment to one that is precise and where possible personalised. To this end, researchers are currently exploring the potential of developing clinical decision tools by training machine learning algorithms to predict clinical outcomes. In order to obtain robust predictions, we need substantially larger sample sizes than is typical in the field. Our data suggest that Internet-based methods can achieve this, allowing us to gather rich, complex datasets from large cohorts, with measurable indicators of treatment adherence and engagement. We hope that the detailed data we have provided in this paper provides a working template for future Internet-based treatment studies in psychiatry.
## Practical Guidance for Internet-Based Treatment Prediction Research

<table>
<thead>
<tr>
<th>Guidance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Keep Assessments Brief</strong></td>
</tr>
<tr>
<td>Retention was high for brief, self-report assessments and in particular weekly check-ins were well-received by patients wishing to track their progress through treatment. Cognitive tests were by far the most disliked component of our study. Considerable work is needed to make these more tolerable for participants.</td>
</tr>
<tr>
<td><strong>2. Ensure Incentives are Aligned</strong></td>
</tr>
<tr>
<td>The key to quality data in an online environment is to keep incentives aligned. Participants in our study resonated with the mission of the study and/or enjoyed the opportunity for self-reflection. Future research should be sensitive to these motivations and (i) communicate the mission of the study clearly, early, and often, (ii) supply participants with information about study outcomes at the time of publication, (iii) solicit feedback from participants and (iv) consider a graphical display where service users can visualise their progress throughout treatment.</td>
</tr>
<tr>
<td><strong>3. Make Participation Easy</strong></td>
</tr>
<tr>
<td>The ease of participation is imperative to achieving successful online recruitment, for example, allowing participants to complete assessments remotely and at a time convenient to them. In addition to a PC/laptop, smartphone and smartwatch may be incorporated in future for increased convenience in online data collection. They can further facilitate the collection of different sorts of data, such as mobility data, sleep, and experience sampling data.</td>
</tr>
<tr>
<td><strong>4. Issue Regular Reminders, be Flexible and Pragmatic</strong></td>
</tr>
<tr>
<td>To encourage retention, a timely reminder for each assessment should be delivered a day prior to due date, and a small window for completion may be provided to increase flexibility for participants to complete each assessment. Sensitivity analyses can be used to ensure late or early assessments do not confound results.</td>
</tr>
<tr>
<td><strong>5. Data Quality is not a Given</strong></td>
</tr>
<tr>
<td>Data quality indicators (e.g., catch questions, distraction probes, and stable variables for high test-retest reliability analysis) should continue to be included for assessing the quality of self-report online data. The online research environment changes and is potentially vulnerable to BOTS or dishonest respondents. To reduce the threat this poses to valid research, recruitment should be targeted to those initiating treatment and include a validation (prescription photo, iCBT registration).</td>
</tr>
</tbody>
</table>
Chapter 4 – Machine Learning Prediction of Depression Symptom Change Following Internet-Delivered Cognitive Behavioural Therapy

4.1 Introduction

Depression, as one of the leading causes of disability worldwide, is a debilitating but common condition affecting millions of individuals every year (World Health Organization, 2023). Psychotherapy such as cognitive behavioural therapy (CBT) is considered a frontline treatment alongside pharmacology (NICE, 2020), and it is increasingly being delivered online to address issues like limited access to and availability of in-person care (Kazdin & Blase, 2011; McHugh & Barlow, 2010). Despite continuous development of internet-based CBT (iCBT), rates of patients benefiting from it remain poor. Similar to antidepressant medication (Trivedi et al., 2006) and face-to-face psychotherapy (Cuijpers et al., 2021a), roughly half of the patients respond to iCBT, with just a third achieving clinically meaningful remission (Andersson et al., 2019a). A considerable reason for this heterogeneity in treatment response may be due to the trial-and-error approach often prescribed in treatment allocation to patients. Identifying individuals likely to benefit from treatment before they start is therefore crucial for advancing this field (Andersson, 2016; Cuijpers et al., 2012).

Researchers have been working to discover markers that could predict depression improvement following iCBT. These include biomarkers such as therapygenetics (e.g., genetic risk scores; Andersson et al., 2019) and neuroimaging markers (e.g., brain region activity and volume; Webb et al., 2018), which may be effective but resource-intensive to collect in practice. Using cognitive data as a proxy for direct brain measurement is more practical, but their signal for predicting treatment response remains unclear (e.g., cognitive flexibility; Lindner et al., 2016; Silfvernage et al., 2018). Studies commonly investigate sociodemographic and clinical variables such as sex, age, education, marital status, employment, psychiatric history, and psychosocial functioning, as well as treatment-related factors like credibility and expectation of success. Collectively, however, they all show inconsistencies in predicting treatment response (Button et al., 2012; Edmonds et al., 2018; El Alaoui et al., 2016; Hadjistavropoulos et al., 2016). The severity of baseline depression symptoms is a relatively strong predictor; several individual patient data meta-analyses found that more severe baseline depression indicated larger effects of iCBT (Karyotaki et al., 2017, 2018, 2021). Nevertheless, each
of these variables, even when statistically significant, holds only a small amount of explanatory power, making it difficult to translate them into clinical use (Chekroud et al., 2021; Marek et al., 2020).

This presents a unique opportunity for machine learning to be used to develop multivariable prediction models from large-scale, longitudinal data (Chekroud et al., 2021; Rost et al., 2023). Early successful machine learning models came from studies predicting antidepressant medication response. Chekroud and colleagues’ model (2016) used 25 clinical and demographic variables to predict depression remission status, resulting in ~60% accuracy in hold-out data. They found baseline depression severity as well as depression item/subscales to carried important predictive signals. Iniesta and colleagues (2016; 2018) extended this line of work by showing that model predictions may be drug-specific, where an escitalopram-trained model predicted escitalopram response better than nortriptyline, and vice versa. They also demonstrated that combining multimodal data (i.e., genetics, socio-demographic, clinical features) can significantly improve predictive accuracy (i.e., ~70 accuracy in external validation).

Aside from a few exemplars, research to-date has suffered from significant methodological issues (Chekroud et al., 2021; Ermers et al., 2020; Lee et al., 2018; Sajjadian et al., 2021). Studies often retrospectively reanalysed clinical trial data with limited variables, did not assess out-of-sample estimates of model fit, and lacked large sample sizes necessary for accurate, robust predictions. The outlook is even less favourable when considering psychotherapy specifically; a recent scoping review revealed only 44 studies (mostly proof-of-concepts) have been carried out in the area, of which 14 had N>200 and only 3 externally validated their models (Aafjes-van Doorn et al., 2021). To get the large, multivariable data that we need for accurate machine learning predictions, one promising solution is to leverage online research methods. Digitising treatment prediction research can dramatically upscale and accelerate rich, longitudinal data collection, while increasing the depth and breadth of data being collected from diverse samples (Lee et al., 2023; Rutledge et al., 2019). iCBT and online research complement each other by enabling the remote, standardised collection of data at scale and at speed, which can be integrated efficiently. In this sense, both digitised intervention and research lend themselves well to the application of predictive models with machine learning (Chekroud et al., 2021; Lee et al., 2023).
The use of machine learning in predicting iCBT treatment response is rapidly emerging, albeit uncommon still. Some initial proof-of-concepts can be found predicting iCBT response in obsessive-compulsive disorder (N=61; Lenhard et al., 2018), social anxiety (N=26; Månsson et al., 2015), and body dysmorphia (N=88; Flygare et al., 2020). These studies reported high accuracies (75-92%) with no external validation, likely attributable to model overfitting during training procedures (Isacsson et al., 2023). In depression, Pearson and colleagues (2019) built an ensemble model with self-report data (N=283) that outperformed a benchmark linear regression model in predicting depression level post-iCBT ($R^2=0.25\%; +0.08\%$ gain), and found iCBT engagement data (e.g., module usage, therapist access) to be important predictors. Their results suggest that incorporating change data during treatment may improve prediction performance. Their model, however, was not externally validated using hold-out data. Critically, a model relying on treatment data cannot be applied before treatment starts to guide and individualise treatment allocation. Hornstein and colleagues (2021) evaluated several machine learning models that used only pre-treatment variables to predict post-iCBT responder status (N=970). Their winning model achieved a modest 60% balanced accuracy when tested in hold-out data, likely because they only included a very limited range of self-report data. In this sense, the merit of incorporating multimodal data to enhance prediction performance is demonstrated by Wallert and colleagues (2022) who used demographics, clinical, process (e.g., time of day completing assessment), and genetic data in machine learning to predict remission following iCBT (N=894). The final model retained predictors belonging to all 4 types of data and yielded 65.6% accuracy in external validation. One major drawback of this study, however, is the absence of a treatment comparison group to assess the model’s specificity, key to determining whether the predictions are unique to iCBT or generally applicable to other treatments. To our knowledge, while studies have previously tested for drug-specificity of their models (Iniesta et al., 2018), no research has directly assessed the specificity of iCBT prediction models to other depression treatments, such as antidepressant medication.

To address this gap, the Precision in Psychiatry (PIP) study used machine learning to predict early depression response for patients initiating iCBT using a wide range of self-report and cognitive data gathered at baseline. The study adopted a fully internet-based method to recruit and longitudinally assess patients as they progressed through iCBT. We further tracked a smaller cohort of patients initiating antidepressant medication to test the
treatment specificity of our model predictions. For both arms, early treatment response was assessed at week 4, which has been shown to be a reliable indicator of overall response (Belanger et al., 2023; Enrique et al., 2019; Nierenberg et al., 2000). The PIP study aims to predict early iCBT response with comparable performance to that of post-iCBT, all while offering the advances of being much more closely aligned with real-world implementation.

4.2 Methods

4.2.1 Study Design and Participants

The PIP study is a 4-week longitudinal observational study that aimed to use machine learning to identify baseline self-report and cognitive predictors of early treatment response to iCBT for depression. Using a fully internet-based protocol, we recruited and tracked patients initiating iCBT intervention (or antidepressant medication) for common mental health issues for the first 4 weeks of their treatment. A detailed overview of the study design and procedures, recruitment, sample characteristics, outcome assessments, interventions, clinical changes, treatment information, study feasibility and attrition, data quality, as well as ethical approval has been published elsewhere (Lee et al., 2023). Briefly, our primary study arm comprised patients initiating clinician-guided iCBT on the SilverCloud platform, digitally recruited from a mental health charity in Dublin, Ireland and from a National Health Service (NHS) Talking Therapies clinic in London, UK. SilverCloud provides low-intensity, evidence-based iCBT interventions for a broad range of mental health conditions, of which efficacy in improving clinical outcomes have been shown previously (Richards et al., 2020). A smaller, secondary study arm comprised patients initiating a variety of antidepressant medication, globally recruited using a combination of online and in-print advisements. Participants in both arms were included if they were between 18-70 years old, fluent in English, had access to a computer, were starting treatment within 2 days of study sign-up, and scored ≥10 on the Work and Social Adjustment Scale (Mundt et al., 2002), a transdiagnostic measure of functional impairment as a result of mental health. Eligible participants invited to take part in the study were sent an individualised study schedule and web-link for completing the baseline assessment, 3 consecutive weekly check-ins, and the final assessment (see Figure 4.1A).
Figure 4.1 A) PIP study design overview. At week 0, eligible participants were invited to complete the baseline assessment comprising self-report questionnaires and gamified cognitive tasks online. Subsequently, for 3 consecutive weeks, they were invited to complete a weekly assessment on clinical symptoms and treatment adherence, before completing a final assessment at week 4, an abbreviated version of the baseline assessment. B) Participant flow chart. Participants were progressed onto the next stage of the study upon full completion of each assessment. Upon imputation of missing QIDS-SR score at the final assessment, the sample sizes included for analyses increased from N=799 to N=883.

Participant flow chart of the study is shown in Figure 4.1B. We adopted a complete cases approach, where only participants who completed all assessments were included.
Nevertheless, to maximise the sample sizes for training and validating our treatment prediction model, we imputed the score of our primary depression outcome, measured on the Quick Inventory of Depressive Symptomatology-Self Report (QIDS-SR) (Rush et al., 2003), for those with missing data at study end-point. We predicted the missing final QIDS-SR score at week 4 in the training sample using QIDS-SR score at week 3 in a linear regression (b=0.88, SE=0.03, p<.001). We then applied the same formula for imputing missing final QIDS-SR score in the test samples. This increased our final sample size from N=799 (iCBT N=702, antidepressant N=97) to N=883 (iCBT N=776, antidepressant N=107).

The majority of participants from both arms resided in Ireland and the UK, and tended to be young, female, single, employed, and perceived themselves to be of middle social class status. In relation to clinical characteristics, while most participants reported having no family members with mental health history, they themselves reported currently having ≥1 psychiatric disorders (primarily depression and anxiety) with minimum 2 lifetime mental health episodes, and the most common age of onset being in their adolescence. Most participants have had prior experience with mental health treatments, and self-reported an average rating of treatment success expectation with their current intervention. Some participants reported taking concurrent treatments to their interventions; more so psychotherapy than antidepressant medication (see Table 4.1 for patient characteristics of study completers in the iCBT and antidepressant arm).

**Table 4.1** Baseline characteristics of study completers.

<table>
<thead>
<tr>
<th>Sample Characteristics</th>
<th>Study Arms</th>
<th>t / X² (df)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>iCBT⁵</td>
<td>Antidepressant⁶</td>
<td></td>
</tr>
<tr>
<td>Sex, N (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>600 (77.5)</td>
<td>78 (72.9)</td>
<td>2.03 (2)</td>
</tr>
<tr>
<td>Male</td>
<td>168 (21.7)</td>
<td>27 (25.2)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>6 (0.8)</td>
<td>2 (1.9)</td>
<td></td>
</tr>
<tr>
<td>Country, N (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>648 (83.7)</td>
<td>42 (39.2)</td>
<td>124.09 (2)</td>
</tr>
<tr>
<td>Ireland</td>
<td>109 (14.1)</td>
<td>46 (43.0)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>17 (2.2)</td>
<td>19 (17.8)</td>
<td></td>
</tr>
<tr>
<td>Age, Mean (SD)</td>
<td>31.8 (11.0)</td>
<td>30.1 (10.4)</td>
<td>1.52 (877)</td>
</tr>
<tr>
<td>Marital Status, N (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>303 (39.1)</td>
<td>47 (43.9)</td>
<td>1.60 (5)</td>
</tr>
<tr>
<td>In a Relationship</td>
<td>226 (29.2)</td>
<td>31 (29.0)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>196 (25.3)</td>
<td>23 (21.5)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>28 (3.6)</td>
<td>3 (2.8)</td>
<td></td>
</tr>
<tr>
<td>Separated</td>
<td>19 (2.5)</td>
<td>3 (2.8)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>2 (0.3)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Education, N (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;Third Level</td>
<td>181 (23.4)</td>
<td>15 (14.0)</td>
<td>4.81 (2)</td>
</tr>
<tr>
<td>Some/Complete</td>
<td>412 (53.2)</td>
<td>63 (58.9)</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>Third Level</td>
<td>181 (23.4)</td>
<td>29 (27.1)</td>
<td></td>
</tr>
<tr>
<td>Employment, N (%)</td>
<td></td>
<td>15.38 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Employed</td>
<td>555 (71.7)</td>
<td>57 (53.3)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>213 (27.5)</td>
<td>48 (44.8)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>6 (0.8)</td>
<td>2 (1.9)</td>
<td></td>
</tr>
<tr>
<td>Subjective Social Status (0-9), Mean (SD)</td>
<td>4.17 (1.68)</td>
<td>4.40 (1.98)</td>
<td>-1.30 (879)</td>
</tr>
<tr>
<td>No. of Current Diagnoses, N (%)</td>
<td>34.11 (2)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>263 (34.0)</td>
<td>8 (7.5)</td>
<td></td>
</tr>
<tr>
<td>One</td>
<td>276 (35.6)</td>
<td>45 (42.0)</td>
<td></td>
</tr>
<tr>
<td>&gt;One</td>
<td>235 (30.4)</td>
<td>54 (50.5)</td>
<td></td>
</tr>
<tr>
<td>Types of Diagnoses, N (%)</td>
<td>9.84 (5)</td>
<td>.080</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>263 (34.0)</td>
<td>8 (7.5)</td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>367 (47.4)</td>
<td>81 (75.7)</td>
<td></td>
</tr>
<tr>
<td>GAD</td>
<td>300 (38.8)</td>
<td>58 (54.2)</td>
<td></td>
</tr>
<tr>
<td>Panic Disorder</td>
<td>32 (4.1)</td>
<td>5 (4.7)</td>
<td></td>
</tr>
<tr>
<td>PTSD</td>
<td>28 (3.6)</td>
<td>14 (13.1)</td>
<td></td>
</tr>
<tr>
<td>OCD</td>
<td>36 (4.7)</td>
<td>4 (3.7)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>55 (7.1)</td>
<td>13 (12.1)</td>
<td></td>
</tr>
<tr>
<td>Family with Mental Disorders, N (%)</td>
<td>3.44 (3)</td>
<td>.329</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>320 (41.3)</td>
<td>37 (34.6)</td>
<td></td>
</tr>
<tr>
<td>One</td>
<td>238 (30.8)</td>
<td>33 (30.8)</td>
<td></td>
</tr>
<tr>
<td>Two</td>
<td>122 (15.8)</td>
<td>18 (16.8)</td>
<td></td>
</tr>
<tr>
<td>≥Three</td>
<td>94 (12.1)</td>
<td>19 (17.8)</td>
<td></td>
</tr>
<tr>
<td>No. of Lifetime Episodes, N (%)</td>
<td>7.54 (2)</td>
<td>.023</td>
<td></td>
</tr>
<tr>
<td>&lt;2</td>
<td>81 (10.6)</td>
<td>8 (7.6)</td>
<td></td>
</tr>
<tr>
<td>2-5</td>
<td>371 (48.7)</td>
<td>40 (37.7)</td>
<td></td>
</tr>
<tr>
<td>&gt;5</td>
<td>310 (40.7)</td>
<td>58 (54.7)</td>
<td></td>
</tr>
<tr>
<td>Age of Onset, N (%)</td>
<td>10.04 (2)</td>
<td>.007</td>
<td></td>
</tr>
<tr>
<td>Childhood</td>
<td>132 (17.4)</td>
<td>27 (25.7)</td>
<td></td>
</tr>
<tr>
<td>Adolescence</td>
<td>315 (41.6)</td>
<td>51 (48.6)</td>
<td></td>
</tr>
<tr>
<td>Adulthood</td>
<td>311 (41.0)</td>
<td>27 (25.7)</td>
<td></td>
</tr>
<tr>
<td>Current Episode Duration (Days)^d, Median (Range)</td>
<td>199 (0-19,490)</td>
<td>200 (2-15,904)</td>
<td>0.19 (797)</td>
</tr>
<tr>
<td>History of Past Treatment, N (%)</td>
<td>10.11 (3)</td>
<td>.018</td>
<td></td>
</tr>
<tr>
<td>Never Before</td>
<td>353 (45.6)</td>
<td>34 (31.8)</td>
<td></td>
</tr>
<tr>
<td>Psychotherapy &amp; Medication</td>
<td>170 (22.0)</td>
<td>34 (31.8)</td>
<td></td>
</tr>
<tr>
<td>Medication only</td>
<td>123 (15.9)</td>
<td>15 (14.0)</td>
<td></td>
</tr>
<tr>
<td>Psychotherapy only</td>
<td>128 (16.5)</td>
<td>24 (22.4)</td>
<td></td>
</tr>
<tr>
<td>Concurrent Treatment, N (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antidepressant Medication</td>
<td>62 (8.0)</td>
<td>9 (8.4)</td>
<td>0.02 (1)</td>
</tr>
<tr>
<td>Psychotherapy</td>
<td>182 (23.5)</td>
<td>42 (39.3)</td>
<td>12.40 (1)</td>
</tr>
<tr>
<td>Treatment Expectation (0-9), Mean (SD)</td>
<td>5.06 (2.05)</td>
<td>4.77 (1.93)</td>
<td>1.40 (879)</td>
</tr>
</tbody>
</table>

^aExcluded missing data for descriptive analyses (N=2 for sex, country, marital status, education, employment, subjective social status, number of diagnoses, types of diagnoses, family with mental health disorders, treatment history, and treatment expectations, N=3 for age, N=14 for number of lifetime episodes, N=18 for age of onset, N=76 for current episode duration). ^bExcluded missing data for descriptive analyses (N=1 for age, N=1 for number of lifetime episodes, N=2 for age of onset, N=8 for current episode duration). ^cThe total number of diagnoses type exceeds the sample size of completers (i.e., participants have the option to pick more than one diagnosis). ^dMedian and range reported instead of mean and standard deviation due to extremely skewed data.

### 4.2.2 Outcome Measure
The study operationalised early treatment response as the change score measured on the QIDS-SR from the baseline assessment (week 0) to the final assessment (week 4). The QIDS-SR is a widely used 16-item self-report instrument designed to assess the severity of DSM-IV criterion symptoms for major depressive disorder. The measure has been shown to enjoy highly acceptable reliability and concurrent validity (Rush et al., 2003). Of the study completers, participants in the antidepressant arm presented with more severe baseline depression severity (M=16.38, SD=4.19) than those in the iCBT arm (M=13.72, SD=4.30), t(881)=−6.04, p<.001. Baseline depression severity was also similar between the original completer sample (N=799, M=14.02, SD=4.35) and those for which final QIDS-SR were imputed (N=84, M=14.25, SD=4.61), t(881)=0.47, p=.64. Participants in both the antidepressant arm (M=4.98, SD=5.11, t[96]=9.61, p<.001) and the iCBT arm (M=3.03, SD=4.17, t[701]=19.23, p<.001) improved in depression symptoms after 4 weeks of treatment. This reduction was significantly larger in the antidepressant arm when compared to the iCBT arm, t(797)=−4.19, p<.001, but participants between-arms were not different on their QIDS-SR score at study end-point, t(797)=−1.56, p=.012.1

4.2.3 Predictors of Interest

At baseline, participants completed a comprehensive battery of self-report assessments and gamified cognitive tasks in randomised order. Baseline predictors of interest spanned six categories of data, including socio-demographics, psychosocial factors, lifestyle and general health factors, clinical data, treatment data, and cognitive data. To ensure model optimisation, all interval and continuous variables were standardised and nominal data binarised, with the exception of ‘age of onset’ which was dummy transformed. Variables with rare endorsement, defined as <10% in any response option for binary items and ≥90% in any response option for interval/continuous variables, were eliminated. Variables that were highly collinear (r≥0.8) and had near zero variance were also removed.

It is widely known optimal feature selection remains a challenge in the application of machine learning in treatment prediction. The predictive utility of features with different levels of information may depend on the type of algorithm used. The study therefore adopted an exploratory strategy to feature selection, testing several combinations of feature sets with varying levels of granularity based on:

---

1This analysis was carried out with the original sample of completers (iCBT N=702, antidepressant N=97) excluding those for which the final QIDS-SR scores were imputed.
(i) An item-level approach (357 predictors), where each item was entered as an individual predictor.

(ii) A subscale score approach (100 predictors), where psychometric subscale scores (total scores if not available) were entered as predictors.

(iii) A total score approach (78 predictors), where psychometric total scores were entered as predictors.

(iv) A filter-based approach employing the random forest variable importance calculation method when entering all items as predictors in the model, to circumvent human bias in feature selection.

Of note, both the total and subscale feature sets incorporated 9 symptom-specific QIDS-SR items whilst the item and filter-based feature sets incorporated all 16 items of the scale. A full list of predictor variables collected in the study is detailed in the online variable directory (see Supplementary Materials 8.2.1).

4.2.4 Model Derivation

We tested a combination of linear and non-linear machine learning models, including elastic net regression, random forest, eXtreme gradient boosting machine (XGBoost) in linear and tree-form to explore the optimal model fit with regards to diversity in model complexity, interpretability, assumptions, handling of dimensionality, and detection of higher-order effects and non-linear data patterns.

Elastic net regression is a parsimony-oriented model that employs regularisation hyperparameters (lasso and ridge) for penalising regression weights to address feature multicollinearity, by combining the predictive utility of a high number of variables and in turn prevent overfitting (Friedman et al., 2010). By relying on linear functions, elastic net regression allows for improved interpretability of the predictor-outcome relationship. Both the random forest and XGBoost tree-form are ensemble learning methods, combining multiple weak learners (i.e., random subsamples of decision trees of predictors) to model complex, non-linear relationships between the predictors and outcome, which may compromise interpretability. While random forest algorithm constructs independent decision trees of random selected predictors before combining and averaging their predictions which is an approach resilient to overfitting (Breiman, 2001), XGBoost tree trains its decision trees in a sequential manner (each new tree aims at fitting the residual error of the previous one), which may lead to better predictive performance.
XGBoost further allows the incorporation of linear models as base learners in addition to decision trees (XGBoost linear) with regularisation, which may further improve interpretability and generalisation of models. By comparing a range of diverse algorithms with varying approaches in the selecting and weighting of variables, it would allow us to identify the optimal predictive model.

### 4.2.5 Model Training and Cross-Validation

**Figure 4.2** demonstrates the processing and analysis pipeline for the study. Each model was trained on 70% of the iCBT completer dataset (N=543). To internally evaluate and compare performance in predicting depression symptomatology improvement, we carried out a 10-fold nested repeated cross validation (nrCV) for each model, where the outer and inner cross-validation folds were stratified based on our outcome measure of QIDS-SR change. nrCV is a resampling technique that separates the processes of hyperparameter optimisation and model selection (inner folds) and model performance evaluation (outer folds) to minimise overfitting and optimistic bias in performance estimation (Lewis et al., 2023). Repeated iterations were implemented to reduce the impact of random variability and to stabilise performance estimates.

In brief, with each of the 10 outer folds, the data are partitioned into outer training sets (90%) and outer validation sets (10%). Within each outer fold, a 10-fold repeated cross-validation with 10 iterations takes place in the outer training set, i.e., an inner fold. Within each inner fold, a model is trained and tuned using various hyperparameter configurations using the inner training set (90%). The best model configuration is selected based on the lowest root mean square error (RMSE) on the inner validation sets (10%) in the inner folds. This model is then brought to fit on the whole outer training set and evaluated on the outer validation set of the outer fold. With 10 outer folds, this process is repeated 10 times, generating 10 models. The performances across these 10 models are averaged together to give a measure of a final RMSE value to use for comparison across models (Lewis et al., 2023). Lastly and independently, one last round of 10-fold cross-validation is performed on the whole training dataset to determine the optimal hyperparameters to fit the final model, used for prediction with external data.

nrCV was applied to each machine learning model with each feature set separately. For the filter-based approach, a random forest-based filter was applied to all items entered as predictors in the model, which ranks each of their importance by computing the average
decrease in prediction accuracy when a particular variable is randomly permuted with others remaining unchanged. The higher the decrease in prediction accuracy as a result, the more important the predictor (Breiman, 2001). This filter was embedded within the outer training folds of the nrCV to prevent leakage of information into the outer validation folds. Furthermore, for each machine learning algorithm type, we estimated a benchmark model comprising only baseline depression severity, age, and sex as predictors. This allows us to quantify the improvement of prediction from additional predictors by comparing their performance to a minimal set of variables. Altogether, 20 machine learning models were trained and compared based on performance estimates resulting from the nrCV analyses. For our continuous outcome measure, we used the coefficient of determination R², which quantifies the proportion of variance in QIDS-SR change explained by the model, averaged across the predictions on the outer validation folds, to determine the model’s expected predictive utility in unseen data. We considered a benchmark R² of ≥6.3% to be clinically meaningful, in line with a pre-established consensus on clinical significance (Uher et al., 2012).

**Figure 4.2** Predictive modelling pipeline. We used 70% of the iCBT sample (N=543) to train machine learning models that predict depression improvement indexed by the QIDS-SR during the first 4 weeks of treatment. We tested 4 machine learning algorithms, each applied to 5 different sets of features with varying level of granularity. We applied nested repeated cross-validation (nrCV) to each model, involving 10 outer loops for model evaluation and 10 inner loops (with 10 iterations each) for hyperparameter optimisation and feature selection. We determined the best model explaining the most variance in the outcome, and confirmed its performance via 100 runs of the nrCV. Finally, we averaged the feature coefficients over the 100 runs and tested the averaged model’s generalisability on
2 separate hold-out data sets: 30% of the iCBT sample (N=223) and the antidepressant medication sample (N=107).

4.2.6 Model Testing and External Validation

*Permutation-based significance testing.* The final model was statistically compared to the benchmark model of the same algorithm type using permutation-based testing to quantify any additional variance explained by the predictors beyond basic variables of baseline severity, age, and sex. We focused on reporting the results of the final model here due to the computationally intensive nature of this analysis. To test this, we assumed predictions from the benchmark and final model were equal, and generated a null distribution of $R^2$ differences between the two models after creating 1000 random pairs of predictions, where the individual predictions are randomly taken from either the benchmark or the final model. We then used this null distribution to derive the p-value for true $R^2$ difference estimated from both models. Cross-validation (and not nested cross-validation) was carried out for this analysis as hyperparameter optimisation was not required.

*Stability analyses.* As machine learning algorithms may be sensitive to random data partitioning between training and validation sets during cross-validation, to ensure the robustness of our results, we repeated the nrCV analyses 100 times for the final model and brought forward the averaged coefficients of retained features for external validation.

*External validation.* To test the final averaged model’s generalisability to unseen data, we applied it to two hold-out datasets to predict their QIDS-SR change scores and measured the model’s performance in $R^2$ and RMSE. The first test dataset comprised the remaining 30% of the iCBT completer sample (N=233). The 70:30 random split of the iCBT sample for model training and testing was stratified in a way so that recruitment site (Ireland/UK), age, sex, baseline and final QIDS-SR scores were balanced between the two. The second test dataset comprised the antidepressant sample (N=107) to test the treatment-specificity of our model prediction. Crucially, the test datasets were not involved at any stage of data preparation, model development, and internal model validation.

4.2.7 Predictor Importance

To understand the underlying factors driving the predictions of the final model, we determined the variable importance of the retained features of the final model in a model-agnostic approach using Shapley additive explanation (SHAP) values (Lundberg & Lee,
SHAP values calculates the average marginal contribution of each predictor to the model performance across all possible combinations of predictors.

4.2.8 Missing Data

For missing data, we imputed the median for continuous/ordinal variables and the mode for binary variables. The rates of missingness for all predictors were between 0-5%, with the exception of ‘current episode duration’ (9%). To avoid leakage of information into hold-out datasets at this step, we imputed the median-mode values derived from the training dataset and applied them to missing data in the test sets.

All data processing and analyses were carried out using R (version 4.2.2). We made extensive use of R packages including caret (Kuhn, 2008), glmnet (Friedman et al., 2010), xgboost (Chen & Guestrin, 2016) for predictive modelling, and fastshap for calculating SHAP (Greenwell & Boehmke, 2020). Statistical significance was determined at p<.05.

4.3 Results

4.3.1 Cross-Validation Performance and Final Model Derivation

Table 4.2 shows the performance measures of all 20 models assessed during nrCV analyses. All model algorithms, regardless of the feature set employed, predicted substantially beyond the clinical threshold (i.e., $R^2=6.3\%$), with the exception of the XGBoost linear model employing the item score feature set ($R^2=4\%$) and filter-based feature set ($R^2=5.2\%$). Comparisons of performance measures revealed the best performing model as the elastic net regression employing the total score feature set, which was associated with the lowest prediction error (RMSE=.924, MAE=.736) and the highest proportion of variance explained ($R^2=14.6\%$) (see Figure 4.3A). Our non-parametric permutation significance test further showed this model outperformed the elastic net regression benchmark model ($R^2=9\%$, RMSE=.960, MAE=.754) significantly by 5.6\% (p<.001) (see Figure 4.3B). Stability analyses repeating nrCV 100 times revealed, on average, the elastic net regression with total score features predicted 14\% variance in change in QIDS-SR (mean $R^2=14\%$, SD=.008, 95\% CI [.138, .142]) with the lowest RMSE (mean RMSE=.927, SD=.004, 95\% CI [.926,.927]).

Table 4.2 Model performance results from nested cross-validation analyses predicting change in QIDS-SR score in the training sample (N=543).
<table>
<thead>
<tr>
<th>Type of Algorithm</th>
<th>Feature Set</th>
<th>Performance Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$R^2$</td>
</tr>
<tr>
<td>Elastic Net Regression</td>
<td>Benchmark</td>
<td>.090</td>
</tr>
<tr>
<td></td>
<td>Total Scores</td>
<td>.146</td>
</tr>
<tr>
<td></td>
<td>Subscale Scores</td>
<td>.113</td>
</tr>
<tr>
<td></td>
<td>Item Scores</td>
<td>.125</td>
</tr>
<tr>
<td></td>
<td>Filter-Based</td>
<td>.121</td>
</tr>
<tr>
<td></td>
<td>Benchmark</td>
<td>.079</td>
</tr>
<tr>
<td></td>
<td>Total Scores</td>
<td>.142</td>
</tr>
<tr>
<td></td>
<td>Subscale Scores</td>
<td>.138</td>
</tr>
<tr>
<td></td>
<td>Item Scores</td>
<td>.092</td>
</tr>
<tr>
<td></td>
<td>Filter-Based</td>
<td>.086</td>
</tr>
<tr>
<td>Random Forest</td>
<td>Benchmark</td>
<td>.077</td>
</tr>
<tr>
<td></td>
<td>Total Scores</td>
<td>.119</td>
</tr>
<tr>
<td></td>
<td>Subscale Scores</td>
<td>.089</td>
</tr>
<tr>
<td></td>
<td>Item Scores</td>
<td>.040</td>
</tr>
<tr>
<td></td>
<td>Filter-Based</td>
<td>.052</td>
</tr>
<tr>
<td>XGB Linear</td>
<td>Benchmark</td>
<td>.084</td>
</tr>
<tr>
<td></td>
<td>Total Scores</td>
<td>.112</td>
</tr>
<tr>
<td></td>
<td>Subscale Scores</td>
<td>.116</td>
</tr>
<tr>
<td></td>
<td>Item Scores</td>
<td>.083</td>
</tr>
<tr>
<td></td>
<td>Filter-Based</td>
<td>.089</td>
</tr>
<tr>
<td>XGB Tree</td>
<td>Benchmark</td>
<td>.089</td>
</tr>
<tr>
<td></td>
<td>Total Scores</td>
<td>.116</td>
</tr>
<tr>
<td></td>
<td>Subscale Scores</td>
<td>.116</td>
</tr>
<tr>
<td></td>
<td>Item Scores</td>
<td>.083</td>
</tr>
<tr>
<td></td>
<td>Filter-Based</td>
<td>.089</td>
</tr>
</tbody>
</table>

Note: $R^2$=R-squared; RMSE=Root Mean Square Error; MAE=Mean Absolute Error

**Figure 4.3** Model performance from cross-validation. A) $R^2$ and RMSE values obtained from nested cross-validation analyses for elastic net regression, random forest, XGBoost linear and tree models employing the benchmark, total scores, subscale scores, item scores, and filter-based feature sets,
respectively. B) Null distribution of 1000 permuted R² differences between the elastic net regression with the benchmark and total score feature sets, with the true R² difference score residing outside of the distribution.

### 4.3.2 External Validation

Bringing forward the final model from the stability analyses to external validation, we found that the model explained more variance in QIDS-SR change from the baseline to final assessment than in the cross-validation when applied to the iCBT hold-out dataset (R²=18.5%, RMSE=.878); this prediction was not treatment-specific however, with the model explaining also more outcome variance in the antidepressant group than in cross-validation (R²=17.7%, RMSE=1.102) (see Figure 4.4A and 4.4B).

![Figure 4.4](chart.png)

**Figure 4.4** Final averaged model performance during external validation. A) Model performance of 1) the final averaged model across 100 runs of nrCV (R²=14%) and during external validation with the iCBT hold-out dataset (R²=18.5%) and the antidepressant hold-out dataset (R²=17.7%). B) Pearson correlation between the actual values of QIDS-SR change scores (scaled) and the predicted QIDS-SR change scores (scaled) in both the iCBT hold-out dataset and the antidepressant hold-out dataset, respectively.

### 4.3.3 Predictor Importance

Of the 78 baseline predictors included in the final elastic net regression model, out of the 100 repeats of the nrCV, the same 27 variables were retained every time (alpha=.737, lambda=.053), with 4 extra variables retained 61 times (alpha=.684, lambda=.053) (see eTable 8.3.1.1 in Supplementary Materials 8.3.1). Figure 4.5 demonstrates the averaged SHAP values of the retained 31 variables in the final model, the averaged
coefficients of which are shown in eTable 8.3.1.2, Supplementary Materials 8.3.1. The top 2 performing predictors were baseline depression severity measured on both the QIDS-SR and the Zung Self-Rating Depression (SDS) scale, albeit in opposing direction (greater QIDS-SR and decreased SDS total scores at baseline lead to greater change in QIDS-SR). Expectation of treatment success as a treatment-related variable featured highly following baseline depression severity, where higher ratings are associated with greater improvement in depression symptomatology. The rest of the predictors primarily comprised demographics (e.g., sex), physical health and lifestyle (e.g., exercise, diet), environmental factors (e.g., stressful life events, social support), depression-specific symptoms (e.g., low mood, lack of interest), as well as transdiagnostic clinical characteristics (e.g., apathy, impulsivity, functional impairment). The model further retained several cognitive variables (e.g., metacognition efficiency, model-based and model-free index, volatility learning), but all were featured low in comparison to the rest of the predictors.

![Figure 4.5 Ranked mean SHAP values of 31 retained predictors in the final model, averaged over 100 iterations of the model. Greater the mean SHAP values, the more important the predictor.](image-url)
4.4 Discussion

Improving the rates of treatment response in depression has not proved to be an easy feat, yet pursuits using machine learning within the realm of precision medicine have shown promise. The aim is to reliably estimate the likelihood of treatment response for each individual from the get-go, which in turn may guide decisions surrounding treatment allocation (Rost et al., 2023). To this end, the PIP study integrated digitised research and intervention to satisfy the ‘big data’ requirement of machine learning (Lee et al., 2023). While other prediction studies have employed machine learning, our study was the first to predict early treatment response in depression for patients undertaking iCBT in a observational setting, and test the specificity of model predictions against another type of treatment (i.e., antidepressant medication). Our findings may have implications for timely adjustment of treatment based on early response and potentially improve the overall response rate of iCBT (Sajjadian et al., 2021).

Using a comprehensive battery of baseline self-report and cognitive data all gathered remotely online before treatment initiation, we tested and compared a diverse array of linear and non-linear machine learning algorithms with varying levels of feature granularity, as it was important to explore the relationship between the nature of the data and algorithm type. Our findings from the internal nested cross-validation analyses revealed that all models performed relatively similar, well exceeding the pre-established benchmark for clinical significance (i.e., $R^2 \geq 6.3\%$; Uher et al., 2012), with the exception of the XGBoost linear model employing the item score and filter-based feature sets. Apart from the XGBoost tree, each model algorithm performed the best respectively when the total score feature set was incorporated. While one may assume a richer dataset with increased number and granularity of predictors would result in more accurate predictions, this increases the risk of topological overlap which may in turn translate to an elevated level of measurement noise, thus yielding suboptimal performance instead. Of all 20 models tested during nested cross-validation, the best performing model was the elastic net regression employing the total score feature set, explaining 14.6\% variance in early depression symptomatology change following 4 weeks of iCBT treatment. This dropped slightly to 14\% when evaluated 100 times via stability analyses, but overall the model still had the lowest prediction error amongst the rest. The superiority of elastic net regression relative to other machine learning algorithms has been previously highlighted (Webb et al., 2020). As a variant of linear regression models with regularisation, it is
robust against overfitting while more easily interpretable at the same time, making it the ideal candidate algorithm for generalising to and predicting outcomes in new unseen data (Delgadillo et al., 2017).

Case in point, when we brought the final model averaged from the stability analyses forward to external validation in the iCBT hold-out dataset, it explained a greater proportion of variance ($R^2=18.5\%$) in depression symptomatology change than in nested cross-validation. Our final model, using just 31 self-report and cognitive predictors at baseline to predict 4 weeks of iCBT response, demonstrated comparable/better performance to similar studies that predicted response after a full course of treatment or at longer follow-up timepoints. These included populations seeking treatments in antidepressant medication (Iniesta et al., 2016), psychotherapy (Buckman et al., 2021) and digital interventions (Hornstein et al., 2021; Jacobson & Nemesure, 2021). In cases where our performance was slightly inferior in comparison, studies either incorporated change data during treatment (Pearson et al., 2019) or other multimodal data that may be otherwise more inaccessible (i.e., genetics data; Wallert et al., 2022). Our findings successfully demonstrated the potential applicability of machine learning, using pre-treatment information easily obtained online, for clinicians to estimate from the get-go, the extent a patient may benefit from iCBT in their first few weeks of treatment. The PIP study represents a significant stride towards incorporating algorithmic tools to inform clinical practice in early stages of treatment. However, improvement in the prediction performance is further warranted before any implementation of the tool can take place.

Of note, not only did the final model generalise well to the iCBT hold-out dataset, it did also to the antidepressant medication hold-out dataset ($R^2=17.7\%$), suggesting that the model’s predictions were not treatment-specific. Further, we cannot ensure that our findings do not reflect (i) susceptibility to placebo effects or (ii) the naturalistic course of depression over 4 weeks. To our understanding, no prior research has investigated the ability of machine learning models to differentiate treatment response between different intervention types (e.g., medication vs. psychotherapy). Here, we speculate several reasons for our finding. First, the ability for models to differentiate between treatment class and/or type may depend on the type of predictors incorporated. In antidepressants, it has been found that models trained with genetic and clinical data (Iniesta et al., 2018) and EEG markers (Tozzi et al., 2020; Williams et al., 2015) may be class-specific, but not resting-state EEG (Rajpurkar et al., 2020) or neuroimaging markers (Goldstein-Piekarski
et al., 2018). In our study, we did not consider predictors that may be most relevant for iCBT (e.g., computer fluency, engagement) but a wide range of self-report such as sociodemographics and transdiagnostic clinical factors previously associated with depression treatment response (e.g., psychiatric comorbidity and pre-treatment disability; Kessler et al., 2017; Smits et al., 2012), which may explain why the model with these general, robust predictors also generalised well to antidepressant sample. In addition, the observational nature of the PIP study provides a lack of control in sampling due to non-random treatment assignment based on routine clinical decisions (Lee et al., 2023; Rost et al., 2023). This may lead to increased heterogeneity in the data and in turn model predictions (Webb et al., 2020). Unlike in clinical trials, where a systematic comparison of different treatment arms often result in treatment-specific predictions that are not readily generalisable to other treatments (Rost et al., 2023). Related to this is the fact that some participants in our study were undertaking concurrent treatments simultaneously (e.g., iCBT with antidepressant medication and/or traditional psychotherapy), which limits our ability to restrict our inference to iCBT treatment response (Lee et al., 2023). Those in the antidepressant sample also reported significantly higher baseline depression severity when compared to the iCBT sample, the increased variance of which may infer more signal for the model to make predictions on. Future studies should adopt a randomised controlled trial design with consideration to treatment-specific predictors to determine differential treatment response.

One major challenge facing precision in psychiatry is the lack of transparency and explainability in the underlying mechanisms of predictions made by machine learning (Rost et al., 2023). Findings of this study helped elucidate this by identifying baseline patient characteristics that contribute to treatment response in early stages of iCBT. Perhaps not surprisingly, baseline QIDS-SR depression severity was the strongest predictor of depression symptomatology improvement, as established robustly in a host of machine learning prediction studies (Chekroud et al., 2016; Li et al., 2023a; Pearson et al., 2019; Wallert et al., 2022; Webb et al., 2020), and also in studies investigating specifically iCBT treatment response (Button et al., 2012; Edmonds et al., 2018; Karyotaki et al., 2017, 2018, 2021; Hadjistavropoulos et al., 2016). As expected, higher baseline QIDS-SR scores predicted greater reductions in QIDS-SR at week 4. This response definition, which relies on change, is a composite measure heavily influenced by the baseline score. Therefore, both measures are susceptible to mathematical coupling
(i.e., a variable correlates with a change score that includes that same variable). While it may be the case that baseline score can associate with its change score (or a follow up score) in ways that reflect important recovery mechanisms, the confounding effects arising from their mathematical coupling and the potential for ceiling effects need to be considered (Browne et al., 2010; Oldham, 1962; Terluin, 2012). What we didn’t expect, however, is the paradoxical finding that baseline depression measured on the SDS predicted depression change in the opposite direction. A previously study by Scodari and colleagues (2023) reported a similar finding, attributing it to measurement variances among the two different scales of depression. This is likely also in our case, where the QIDS-SR scale assess a range of depression symptoms pertaining to a DSM-IV diagnosis of Major Depressive Disorder (Rush et al., 2003), while the SDS scale taps into the pervasive and disturbing effect of depression, focussing more on the physiological and psychomotor domains (Zung, 1965), the latter for which iCBT may not be as effective as a treatment that seeks to correct unhelpful cognitive thinking and behaviours (Hofmann, 2012).

Importantly, we found that the final model explained early treatment response significantly more than a benchmark model with just baseline depression severity, age, and sex, highlighting the added predictive utility of other predictors included in the study. For instance, high expectations of treatment success ranked the highest following baseline depression severity in predicting early iCBT response. As a common factor for treatment response in psychotherapy (Flygare et al., 2020; Pearson et al., 2019; Webb et al., 2020), it has been suggested to substantially contribute to therapeutic gains regardless of the specific psychotherapeutic approach used (Mogoașe et al., 2017; Wampold et al., 2002). This suggests that early success in iCBT for depression strongly relies on the patient’s subjective belief in whether the intervention will work for them, highlighting the implication for clinicians to encourage buy-in of the intervention prior to treatment assignment. In line with the literature, specific symptoms such as loss of interest, negative view of self, low mood, appetite/weight problems, anxiety waiting in line, trauma avoidance, and fatigue largely drove the prediction (Hornstein et al., 2021; Koutsouleris et al., 2016; Wallert et al., 2022; Webb et al., 2020), demonstrating the merit for considering individual symptom profiles in predictive efforts (Fried & Nesse, 2015). In addition, a range of transdiagnostic clinical variables spanning different physical and psychiatric conditions and chronicity was also featured (i.e., apathy, functional...
impairment, physical and psychiatric co-morbidities, age of onset of mental health episodes, social anxiety, impulsivity, body aches and pains), which is largely consistent with literature highlighting comorbid psychopathology and physical impairment as important predictors of symptom change in depression (Kessler et al., 2017). While sociodemographic variables are typically used in traditional approaches to investigate depression treatment response (Rost et al., 2023; Vieira et al., 2022), only sex (i.e., being male) predicted early iCBT response in our study. Rather, the model featured some lifestyle and physical health variables not so commonly considered in similar studies, such as exercise, diet, and body mass index. Interestingly, we see cognitive features related to volatility learning, metacognition, model-based and mode-free planning also contributing to the model’s prediction. In contrast to prior work, educational attainment was not retained in the final model, and one possibility is that cognitive variables accounted for the variance educational attainment may explain. Albeit ranking lower than most self-report variables in the model, this provides merit for the multimodal approach to predicting treatment response as previously endorsed (Chekroud et al., 2021b; Iniesta et al., 2018; Rost et al., 2023; Wallert et al., 2022). As we continue to progress prediction efforts in the field, it may be necessary to incorporate self-report and cognitive factors addressed during treatment to construct a more relevant psychological patient profile (Vieira et al., 2022).

Our results should be considered in light of certain limitations. The observational, uncontrolled nature of the PIP study implies that we cannot assume the model prediction is causally specific to early stages of iCBT, especially since some of our participants were undertaking concurrent treatments as iCBT. While this may be typical in a naturalistic, observational setting (Webb et al., 2020), it means clinicians may not use this model to recommend iCBT vs. other treatments for patients to try out. Future randomised controlled trials should seek to develop machine learning algorithms for differentiating response to various treatments, so that they can be of use to determine the optimal interventions for each individual (Gillan & Whelan, 2017). Furthermore, few issues persist with regards to the study’s outcome measure of early depression change. Firstly, the measure was solely dependent on subjective patient ratings, not corroborated by formal/external post-treatment assessments. The outcome is also not completely independent of its predictors (e.g., baseline depression), which may induce measurement and incorporation bias (Rutjes et al., 2006; Schmidt & Factor, 2013). One could argue in...
favour for a binarised and clinically meaningful outcome measure irrespective of predictor bias, such as remission/non-remission status, but such would be unrealistic to consider and achieve during early stages of treatment. While the PIP study endeavoured to collect an extensive range of pre-treatment predictors (i.e., 357 individual items), it was still missing some important variables (e.g., race, income) or variables of different modalities (e.g., genetics or neuroimaging markers) that may capture some unexplained variance in the outcome. Nevertheless, the PIP study considered data types such as self-report and gamified cognitive factors that could be seamlessly administered and assessed in an internet-based research method, which has the potential to scale up future treatment prediction research (Lee et al., 2023). In this regard, future studies should consider incorporating smartphone-based and/or passive sensing data (e.g., app usage, heart rate variability, geographic location) that can be easily integrated into digitised research and intervention. These novel objective measures offer a less resource-intensive and burdensome alternative over other highly dimensional but costly data (e.g., genetics and neuroimaging), potentially unveiling previously undetected patterns that might improve predictive accuracy (Chekroud et al., 2021; Rost et al., 2023). Lastly, if the translation and implementation of algorithmic-driven tools such as our model of early iCBT treatment changes are ever going to take place in real-life clinics, there is a need to prove their added predictive utility over and above the expertise of clinicians, with high acceptability and feasibility. Future studies should seek to explicitly test the accuracy of machine learning prediction models against those generated by clinicians themselves.

4.5 Conclusion

In conclusion, the application of machine learning in digitised research and intervention represents a promising frontier in improving precision in psychiatry. Our findings provided insights into a multitude of baseline patient characteristics spanning self-report and cognitive data that are predictive of iCBT treatment effectiveness at an early stage, with modest and comparable accuracy to similar studies investigating a full course of mental health treatment or at longer follow-ups. The PIP study adds to the growing body of research utilising algorithmic approaches to enhance personalised treatment in depression, highlighting the potential machine learning has to predict and optimise early treatment outcomes for individuals with depressive symptomology.
Chapter 5 – Estimating the Prognostic Value of Cross-Sectional Network Connectivity for Treatment Response in Depression

5.1 Introduction

Depression is one of the most prevalent and debilitating mental illnesses worldwide (World Health Organization, 2023). Despite the availability of effective treatments, a considerable proportion of individuals with depression still fail to achieve an adequate and sustained improvement (Cuijpers et al., 2021a; Rush et al., 2006; Trivedi et al., 2006). Unfortunately, there are few reliable and robust characteristics that distinguish those who respond and do not respond to treatment with most efforts to-date focused on standardised clinical measures and demographics (Maj et al., 2020; McMahon, 2014; Rost et al., 2023). Many have suggested this is a consequence of the way we conceptualise depression as a latent phenomenon that causes observed symptoms like sadness and anhedonia, which we typically sum to produce an overall depression score. Network theory of psychopathology forwards a different perspective and posits that symptoms are interacting components of a dynamical system (Borsboom, 2017; Borsboom & Cramer, 2013), which can result in positive feedback loops that propel people into episodes of illness. The greater the connectivity of these symptom networks, the lower the psychological resilience one has, with more connected networks reacting more strongly to perturbations and taking longer to recover. A key prediction of network theory emerging from this is that individuals with tightly connected networks should have greater vulnerability to depression, poorer prognosis, and more treatment resistance (Cramer et al., 2016; Pe et al., 2015; van Borkulo et al., 2015).

Several studies tested this using cross-sectional network analysis. van Borkulo and colleagues compared baseline connectivity differences between persisters (n=253) and remitters (n=262) of depression after two years (van Borkulo et al., 2015). In line with network theory, persisters had tighter network connectivity compared to remitters at baseline. This was replicated in a child/adolescent sample (n=566/174) (McElroy et al., 2019), but there have also been null findings, for example, in adolescents (n=232/233) (Schweren et al., 2018), and when depression and anxiety symptoms were examined together (n=956/1466) (O’Driscoll et al., 2021). On a more granular level, some studies have shown that the severity of symptoms that are more ‘central’ (i.e. important) is associated with non-response (Elliott et al., 2020; Hagan et al., 2021), and that
improvements in central symptoms predict changes in other symptoms (Papini et al., 2020; Robinaugh et al., 2016; Rodebaugh et al., 2018). Findings regarding the centrality hypothesis, however, are not univocal (O’Driscoll et al., 2021; Spiller et al., 2020), and it remains unclear whether centrality measures perform better than other network/non-network metrics when compared directly. Finally, contrary to network theory, a host of studies have reported that connectivity increases (rather than decreases) after treatment (Beard et al., 2016; Berlim et al., 2021; Blanco et al., 2020; Bos et al., 2018; Curtiss et al., 2021).

One of the common critiques of the network literature is the over-reliance on cross-sectional data and methods; estimating correlations between symptoms across-subjects rather than within-subject (Contreras et al., 2019; Robinaugh et al., 2020), and often employing small samples (Schumacher et al., 2022). This introduces two issues. First, it is uncertain if cross-sectional relationships between symptoms correspond to intraindividual relationships (Epskamp & Fried, 2018; Fisher et al., 2018). Second, cross-sectional studies typically construct just two networks of differential treatment response for comparison. This precludes controlling for potential confounds such as symptom severity and variance. Variance is of particular interest as it relates to the strength of the association that can be observed between symptoms. Cross-sectional networks are typically estimated from the partial correlations between symptom-pairs (Fried et al., 2016), and the correlation between any two nodes is their covariance proportional to their total variance. This leaves network estimation susceptible to change in variance, which can be introduced artificially when creating sub-groups of participants (Bos & De Jonge, 2014; Fried et al., 2016; Terluin et al., 2016). Prior research has shown that connectivity differences remain when groups are matched on baseline severity (McElroy et al., 2019; van Borkulo et al., 2015), but to our knowledge, none have assessed the impact of variance.

Our study sought to fill this gap by examining baseline network differences in N=40,518 patients who received internet-delivered cognitive behavioural therapy (iCBT) for depression. Leveraging our large sample, we adopted a novel subsampling approach so to conduct parametric analyses for 160 independent responder and non-responder networks with n=250 unique patients per subsample. Importantly, these subsamples naturally varied in levels of baseline network connectivity, symptom severity, and variance. This allowed us to assess if differences in cross-sectional network connectivity are better
explained by differences in depression severity and/or variance, which have not been separable using standard methods comparing single dyads of responder-non-responder networks. Additionally, using the independent networks from the subsampling method, we assessed whether other network metrics such as symptom centrality related to treatment success and contextualised their effect sizes against simpler metrics such as mean and variance of individual symptoms. Finally, findings were tested for generalisation to partially overlapping samples receiving iCBT of a longer duration (8-12 weeks) and to networks constructed from anxiety symptoms in patients receiving anxiety-relevant iCBT.

5.2 Methods

5.2.1 Study Setting and Intervention

We examined an archival dataset of patients who received iCBT from SilverCloud Health between January 2015 to December 2020, as part of the Improving Access to Psychological Therapies program within the National Health Service in England. The intervention followed NICE guidelines and have shown efficacy in improving clinical outcomes with sustained effects (Palacios et al., 2022; Richards et al., 2020). Patients provided their consent for their anonymized data to be used in routine service evaluations.

5.2.2 Outcome Measure

Depression was measured by the Patient Health Questionnaire-9 (PHQ-9) (Kroenke et al., 2001). PHQ-9 was administered to patients at the beginning of each iCBT session, but patients were able to skip and return to these assessments later.

5.2.3 Study Sample

Figure 5.1A illustrates the process from which we derived our final study sample. First, patients were excluded if they did not have at least one PHQ-9 completed in a timeframe of 4-8 weeks since treatment initiation. We included patients completing relatively short durations of treatment (i.e., 4 weeks) due to the self-paced nature of iCBT (Lawler et al., 2021). The last PHQ-9 completed within the 4-8 week window was deemed as the follow-up assessment. As the study focused on examining the association between depression network characteristics and clinical changes following treatment for depression, patients were further excluded if they scored <10 on the PHQ-9 (i.e., did not reach ‘caseness’ for depression) at baseline, and if they were enrolled in any other type of
iCBT program not purposed for treating depression. Most patients were clinician-guided, meaning treatment progress was monitored and facilitated by a clinician. As prior studies have shown differential efficacy of iCBT when guided vs. unguided (Karyotaki et al., 2021), we excluded data from patients who were unguided. Furthermore, patients who satisfied the responder and non-responder status defined in our study were included. Patients were classified as Responder if 1) they recovered (i.e., transitioned from ‘caseness’ to ‘non-caseness’ post-treatment), and 2) their score reduction was greater than the Reliable Change Index of ≥6 on the PHQ-9 (Jacobson & Truax, 1991). Patients were classified as Non-Responders if they met neither of these criteria, and patients who met only one of these criteria were treated as intermediate cases that were removed from analyses. Finally, as network estimation is influenced by sample size (Burger et al., 2022), we yielded equal-sized groups for Responders and Non-Responders by matching the cohorts using 1:1 propensity score matching (n=20,259 per group), where each patient with a specific number of days in treatment in the Responder group was matched to another patient with the same number of treatment days in the Non-Responder group, independent of their clinical scores.

Figure 5.1 Sampling procedures for analyses. (A) Final study sample flow chart with inclusion and exclusion criteria. (B) Subsampling procedure for parametric analyses testing whether baseline depression severity and variance explained the association between network connectivity and treatment response. The Responder and Non-Responder samples were divided into 80 sets of n=250, respectively, where each set differed naturally in PHQ-9 baseline mean and variance. NOTE: INT =
Data Analysis

Baseline and Pre-Post Score Analyses. Differences in PHQ-9 sum and item scores at baseline and follow-up, along with treatment engagement, were compared across Responders and Non-Responders using t-tests and ANOVA.

Network Analysis. Cross-sectional networks using Gaussian Graphical Models were estimated for Responders and Non-Responders at baseline and follow-up using all items of the PHQ-9 (Epskamp & Fried, 2018; Epskamp et al., 2018a). Relationships between symptoms (nodes) were estimated using partial correlations (edges) (i.e., the relationship between two symptoms after controlling for the others within the same network). The glasso regularization penalisation technique based on the Extended Bayesian Information Criterion was performed during model selection (Chen & Chen, 2008). A tuning hyperparameter ($\gamma = 0.5$) was employed to find the optimal balance between parsimony and goodness of fit of the network. Network connectivity was defined as the weighted sum of the signed associations between nodes. For symptom centrality, we focused on examining node strength as one of the most evaluated and intuitive metrics in psychological networks. It quantifies the strength of a node’s direct connections to other nodes in the network (Bringmann, 2021). Statistical significance testing on network connectivity, edge-specific, and centrality differences were conducted using the Network Comparison Test (NCT) (van Borkulo et al., 2022). The NCT is a two-tailed resampling-based permutation test that compares network differences between two independent, cross-sectional networks (responders and non-responders). Edge-difference networks (i.e., subtracting two network covariance-matrices) were used to illustrate significant edge differences between networks.

Power Estimation. To determine the required sample size to detect connectivity differences between Responders vs. Non-Responders at baseline, we repeated the NCT 1000 times for random subsets of n=250, n=500, n=750, and n=1000 per group and reported the statistical power, i.e., the proportion of samples in which a significant difference was detected.
Subsampling Analysis. To test if the relationship between connectivity and treatment response is explained by baseline severity and/or variance differences, we divided our sample into 160 independent subsamples of n=250, of which 80 were Responders and 80 were Non-Responders (Figure 5.1B). Each subsample naturally varied in baseline PHQ-9 sum score mean and PHQ-9 sum score variance, which allowed us to treat these networks as unique observations in linear regressions predicting network connectivity from response status, with baseline PHQ-9 sum score mean and PHQ-9 sum score variance as covariates. Using these independent subsamples, we further tested the added prognostic value of network metrics for treatment success; we contextualised the magnitude (i.e., effect size) of the association between baseline network connectivity and treatment response by comparing it to other baseline measures in univariate regressions, with response status as the IV, and the severity and variance of PHQ-9 sum and item score as well as strength centrality of individual symptoms as DVs. We repeated this procedure to test for differences in network connectivity, prior to and after treatment.

Generalisation Test. To test if our main results generalised, we applied the same analytical procedures to two other samples from our dataset. This included 1) a smaller group of patients (N=22,952) who underwent a longer course of iCBT (8-12 weeks) for depression to examine treatment duration effect (Supplementary Materials 8.4.1) and 2) a larger group of patients (N=70,620) who received iCBT for anxiety to probe whether observed findings were disorder-specific, where response status and networks were based on the Generalised Anxiety Disorder-7 (GAD-7) (Spitzer et al., 2006) (Supplementary Materials 8.4.2). The main dataset partially overlapped with both of these datasets (33% for the 8-12 weeks iCBT sample, 49% for the GAD sample).

All data processing and analyses were conducted using R (version 4.1.1). We used specific packages such as MatchIt for group matching (Ho, et al., 2011), qgraph for network visualisation (Epskamp et al., 2012), bootnet for network estimation (Epskamp & Fried, 2018), and NetworkComparisonTest for network comparisons (van Borkulo et al., 2022).

5.3 Results

5.3.1 Sample Characteristics

Non-Responders had significantly higher baseline PHQ-9 sum score mean and PHQ-9 sum score variance (M=16.26, SD=4.03) compared to Responders (M=15.33, SD=3.56)
Non-Responders also scored higher on all PHQ-9 items and had greater variance in ‘loss of interest/pleasure’, ‘depressed mood’, ‘psychomotor problems’, and ‘suicidality’ (Table 5.1, eFigure 8.4.1). By definition, Responders exhibited a larger reduction post-treatment (M=10.06, SD=3.47) than Non-Responders (M=0.13, SD=3.36) in PHQ-9 sum score, t(40516)=292.83, P<.001, even after controlling for imbalance in baseline PHQ-9 sum score mean, F(1, 40515)=121473.12, P<.001 (Figure 5.2A, eTable 8.4.1, eFigure 8.4.2). On average, Responders were in treatment one day longer (M=44.17, SD=7.93) than Non-Responders (M=43.07, SD=8.22), t(51883)=-15.36, P<.001. There were more Non-Responders (68%) receiving depression-only iCBT vs. comorbid depression-anxiety iCBT than Responders (65%), X²=64.09 (2), P<.001.
Figure 5.2. Full-Sample Network Differences at Baseline. (A) PHQ-9 sum score before and after iCBT by responder group. (B) Baseline network visualisations by responder group, where green and red edges denote positive and negative partial correlations, respectively. NOTE: INT = ‘loss of interest/pleasure’, DEP = ‘depressed mood’, SLE = ‘sleep’, FAT = ‘fatigue’, APP = ‘appetite’, WOR = ‘worthlessness’, CON = ‘concentration’, MOT = ‘psychomotor problems’, SUI = ‘suicidality’. (C) Power analyses for detecting network connectivity differences at baseline. Responder and Non-Responder groups were randomly subsampled 1000 times each at N=250, N=500, N=750, and N=1000. (D) Strength centrality comparisons of PHQ-9 symptom nodes between Responders and Non-Responders at baseline.
Table 5.1. Comparisons of PHQ-9 item and sum score means and variances of Responders and Non-Responders at baseline.

<table>
<thead>
<tr>
<th>PHQ-9 Variable</th>
<th>Response Status</th>
<th></th>
<th></th>
<th>t / F (p)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Responders (N=20,259)</td>
<td>Non-Responders (N=20,259)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Loss of Interest/Pleasure</strong></td>
<td>Mean</td>
<td>1.90</td>
<td>1.96</td>
<td>8.27 (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.62</td>
<td>0.67</td>
<td>1.07 (P&lt;.001)</td>
</tr>
<tr>
<td><strong>Depressed Mood</strong></td>
<td>Mean</td>
<td>2.01</td>
<td>2.06</td>
<td>7.28 (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.60</td>
<td>0.63</td>
<td>1.06 (P&lt;.001)</td>
</tr>
<tr>
<td><strong>Sleep</strong></td>
<td>Mean</td>
<td>2.18</td>
<td>2.29</td>
<td>13.28 (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.75</td>
<td>0.70</td>
<td>0.93 (P&lt;.001)</td>
</tr>
<tr>
<td><strong>Fatigue</strong></td>
<td>Mean</td>
<td>2.32</td>
<td>2.42</td>
<td>13.69 (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.56</td>
<td>0.52</td>
<td>0.93 (P&lt;.001)</td>
</tr>
<tr>
<td><strong>Appetite</strong></td>
<td>Mean</td>
<td>1.76</td>
<td>1.90</td>
<td>14.03 (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.98</td>
<td>0.92</td>
<td>0.95 (P&lt;.001)</td>
</tr>
<tr>
<td><strong>Worthlessness</strong></td>
<td>Mean</td>
<td>2.02</td>
<td>2.07</td>
<td>6.07 (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.75</td>
<td>0.74</td>
<td>0.99 (P=.35)</td>
</tr>
<tr>
<td><strong>Concentration</strong></td>
<td>Mean</td>
<td>1.84</td>
<td>1.72</td>
<td>12.92 (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.80</td>
<td>0.80</td>
<td>1.00 (P=.89)</td>
</tr>
<tr>
<td><strong>Psychomotor Problems</strong></td>
<td>Mean</td>
<td>0.92</td>
<td>1.05</td>
<td>14.40 (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.85</td>
<td>0.93</td>
<td>1.10 (P&lt;.001)</td>
</tr>
<tr>
<td><strong>Suicidality</strong></td>
<td>Mean</td>
<td>0.51</td>
<td>0.66</td>
<td>20.01 (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.54</td>
<td>0.72</td>
<td>1.35 (P&lt;.001)</td>
</tr>
<tr>
<td><strong>PHQ-9 Total</strong></td>
<td>Mean</td>
<td>15.33</td>
<td>16.26</td>
<td>24.64 (P&lt;.001)</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>12.70</td>
<td>16.21</td>
<td>1.28 (P&lt;.001)</td>
</tr>
</tbody>
</table>

Note: All p-values indicated above for PHQ-9 item comparisons have been adjusted for multiple significance testing using the Hochberg method.

5.3.2 Full Sample Network Differences at Baseline

The Non-Responder network had greater connectivity than the Responder network at baseline (3.15 vs 2.70, S=0.44, P<.001) (Figure 5.2B). This effect was small; a power analysis revealed that n=750 per group was required to achieve 85% power to detect this (Figure 5.2C). When we further matched both groups on baseline PHQ-9 sum scores, thereby matching on both PHQ-9 sum score mean and PHQ-9 sum score variance (n=18,281 per group; mean difference: t[36560]=0, P=1; variance difference: F=1.00, P=1), connectivity differences disappeared between Responders and Non-Responders.
(2.73 vs. 2.72, S=0.008, P=.80), suggesting that sum score mean and/or variance drive the effect. We found 10/36 edges were significantly different between-groups (all P<.05) (eTable 8.4.3, eFigure 8.4.4A). The Non-Responder network had two more edges present, while the Responder network had five weaker positive edges and two stronger negative edges. With regards to strength centrality (Figure 5.2D), ‘depressed mood’ was the most central symptom in both networks (1.18 vs 1.22, P=.17). Responders exhibited greater strength in ‘worthlessness’ (0.93 vs 0.83, P=.004) and ‘loss of interest/pleasure’ (0.89 vs 0.84, P=0.047), while ‘sleep’ (0.66 vs 0.74, P=.02) and ‘psychomotor problems’ (0.61 vs 0.71, P=.002) were significantly more central in the Non-Responder network (eTable 8.4.2).

5.3.3 Parametric Analysis of PHQ-9 Sum Score Mean, Variance and Network Connectivity

Responders and Non-Responders differed in baseline PHQ-9 sum score and symptom mean, PHQ-9 sum score and symptom variance, and network connectivity. To disentangle these features, we drew 160 independent samples of n=250 Responders and n=250 Non-Responders (i.e., 80 subsets per group). We found that baseline PHQ-9 sum score mean and PHQ-9 sum score variance were positively correlated in the networks of both Responders (r=0.47, P<.001) and Non-Responders (r=0.35, P=.002), where the greater the PHQ-9 sum score mean within each subsample, the higher the PHQ-9 sum score variances (Figure 5.3A). We estimated networks for each subsample and found that networks were more connected in Non-Responders (β=−1.35, SE=0.11, P<.001) (Figure 5.3D). However, network connectivity across these subsamples was positively associated with baseline PHQ-9 sum score mean (Non-Responders, r=0.23, P=.04; Responders, r=0.20, P=.08; Figure 5.3B) and PHQ-9 sum score variance (Responders r=0.41; P<.001; Non-Responders r=0.58, P<.001; Figure 5.3C). Taking these network characteristics forward to a multiple linear regression analysis, group differences in network connectivity survived after controlling for baseline PHQ-9 sum score mean (β=−0.71, SE=0.26, P=.007, Figure 5.3E), but not PHQ-9 sum score variance (β=−0.28, SE=0.19, P=.14, Figure 5.3F).
Figure 5.3. Parametric analyses on independent subsamples of Responders and Non-Responders. (A) Correlation between baseline PHQ-9 mean and variance of 160 independent samples of N=250 participants used to construct networks, split by responder group. (B) The same analysis was carried out for baseline PHQ-9 mean and baseline network connectivity of these networks, and (C) baseline PHQ-9 variance and network connectivity. (D) Network connectivity differences between 80 Responder and 80 Non-Responders networks overall, and (E) after controlling for baseline PHQ-9 mean (p=0.007) and (F) variance (p=0.14), respectively. (G) Regression analyses with response status (Responder, Non-Responder) as IV and individual symptom features (mean, variance, centrality) as DVs. All regressions were statistically significant (all p<0.05), except for symptom variance in concentration (p=0.89) and worthlessness (p=0.07).

5.3.4 Parametric Analysis of Symptom-Level Data

The subsampling analysis further revealed between-group differences in symptom strength, where the centrality of all symptoms were higher in the Non-Responder subsets (all P<.001, Figure 5.3G). To contextualize these differences, we compared their effect sizes relative to the mean and variance of individual symptoms, and the aggregate measures from the prior section. We found that baseline PHQ-9 sum score mean was the most strongly associated with response status (β=−1.79, SE=0.07, P<.001), where Non-Responders had greater baseline severity. This was followed by ‘suicidality’ mean (β=−1.74, SE=0.08, P<.001), and baseline PHQ-9 sum score variance (β=−1.67, SE=0.09, P<.001) (Figure 5.3G). Notably, the mean score of every symptom (except ‘depressed mood’) was more associated with treatment response than its centrality. The strength of
‘depressed mood’, the most central symptom at baseline for both groups, had the highest signal for treatment response of all other symptom strengths, but was still weaker than 7/9 measures of item means.

5.3.5 Network Connectivity Changes Following Treatment

Examining changes following treatment, the overall network connectivity of the full sample increased from baseline to follow-up (2.97 vs. 4.08, S=1.10, P<.001). These effects were evident separately in both the Responder networks (2.70 vs 3.25, S=0.55, P<.001) (eFigure 8.4.3A, 8.4.3C, 8.4.4C; eTable 8.4.4), and Non-Responder networks (3.15 vs 3.52, S=0.38, P<.001) (eFigure 8.4.3B, 8.4.3D, 8.4.4D, eTable 8.4.5). At follow-up, Non-Responders continued to have a more connected network (3.52 vs 3.25 S=0.27, P<.001) compared to Responders (eFigure 8.4.3C, 8.4.3D, 8.4.4B, eTable 8.4.6). In the subsampling analysis, we examined network connectivity in both groups, pre- and post-treatment. A repeated measures ANOVA revealed a significant main effect of Group, where Non-Responders had overall more connected networks, F(1, 156)=197.23, P<.001. There was also an effect of Time, where networks increased in connectivity from baseline to follow-up, F(1, 156)=545.45, P<.001. Finally, there was a Group by Time interaction, F(1, 156)=37.44, P<.001, driven by the fact that Responders had greater increases in connectivity (M=1.05, SD=0.52), t(78)=-18.14, P.adj<.001, compared to Non-Responders (M=0.62, SD=0.37), t(78)=-14.79, P.adj<.001. PHQ-9 sum score variance decreased over time for Responders but increased for Non-Responders, both likely a function of the small range of values required to qualify for ‘response’ (eFigure 8.4.5). Correlational analyses revealed that changes in network connectivity were not associated with changes in PHQ-9 sum score mean for Responders (r=0.09, P=.44) nor for Non-Responders (r=0.06, P=.60). For both cohorts, changes in network connectivity were positively associated with changes in PHQ-9 sum score variance (Responder r=0.42, P<.001; Non-Responder r=0.49, P<.001).

5.3.6 Replication and Generalisation

To test the robustness of our main findings, we repeated the core analyses for two partially overlapping datasets including 1) patients receiving iCBT for 8-12 weeks

---

6The subsampling analysis pertaining to network connectivity changes following treatment included 79 Responder subsamples and 79 Non-Responder subsamples due to the removal of n=1 subsample network that had a non-positive definite covariance matrix, which is unstable.
We replicated our results in both sensitivity analyses: at baseline, the full sample Non-Responder network was more connected than the full sample Responder network in both patients undergoing longer treatment (3.08 vs. 2.74, S=0.34, \(P<.001\)) and in those receiving iCBT for anxiety (2.68 vs 2.42, S=0.26, \(P<.001\)). Parametric analyses revealed that, in both cases, connectivity differences between Responders and Non-Responders were no longer significant when sum score variance was accounted for in the model (patients undergoing longer treatment: \(\beta=0.23, SE=0.20, P=.25\); patients undergoing treatment for anxiety: \(\beta=-0.19, SE=0.12, P=.13\)). Baseline sum score mean and sum score variance were also once again more predictive of treatment response than baseline network connectivity in both patients undergoing longer iCBT (mean: \(\beta=-1.53, SE=0.14, P<.001\); variance: \(\beta=-1.50, SE=0.14, P<.001\), connectivity: \(\beta=-1.07, SE=0.18, P<.001\)) and those receiving iCBT for anxiety (mean: \(\beta=-1.86, SE=0.05, P<.001\); variance: \(\beta=-1.78, SE=0.06, P<.001\); connectivity: \(\beta=-1.67, SE=0.08, P<.001\)). Lastly, correlational analyses examining network changes following treatment confirmed an association between sum score variance changes and network connectivity changes in both patients undergoing longer iCBT (Non-Responders: \(r=0.34, P=.02\); Responders: \(r=0.23, P=.127\)) and patients receiving iCBT for anxiety (Non-Responder: \(r=0.59, P<.001\); Responder: \(r=0.49, P<.001\)) (see Supplementary Materials 8.4.1 and 8.4.2 for a detailed report of sensitivity analyses findings).

5.4 Discussion

Prior work has suggested that patients with more tightly connected symptom networks are more treatment resistant (Cramer et al., 2016; Pe et al., 2015; van Borkulo et al., 2015). However, existing studies are based on comparisons of single responder vs. non-responder cross-sectional networks (Fisher et al., 2018), with relatively low samples (Forbes et al., 2017), that do not account for symptom variance (Terluin et al., 2016). We addressed these gaps in a sample of \(N=40,518\) that was analysed as a whole, and also divided into subsamples, thereby permitting parametric analyses of the role of variance in connectivity estimates, separate to that of severity. In the single network comparison, we found that connectivity was greater for Non-Responders than Responders at baseline. This effect was small, however, requiring \(n=750\) per group to reliably detect it, and we identified two potential confounds: Non-Responders had greater depression severity and variance at baseline. To disentangle these effects, we created 160 independent networks.
of Responders and Non-Responders (n=250 each), and tested across networks if severity and/or variance explained connectivity differences. While the Non-Responder networks were on average more connected than the Responder networks, after controlling for sum score variance, the association between connectivity and treatment response was no longer significant. We replicated this result in two partially overlapping generalisation samples, one with patients undergoing a longer duration of iCBT (8-12 weeks) and another based on anxiety, not depression (4-8 weeks).

This paper highlights an important confound that is under-studied in the network literature (Bos & De Jonge, 2014; Terluin et al., 2016); network estimation is based on (partial) symptom correlations which depend on the variance of these symptoms, not just their covariance. Imbalances in variance may be an inherent clinical characteristic of treatment-resistant groups (Friedman et al., 2012), but can also be easily introduced when subgrouping patients based on treatment response (leading to range restriction of items) (Linn, 1968). That said, it is important to recognise that variance contributes to, but is not the same as, network connectivity. For example, correlations between network connectivity and variance were moderate (r=0.41-0.58), and recent work examining temporal, intraindividual networks found associations with symptom change over time that survived controlling for variance (Kelley et al., 2023). Moreover, networks actually became more connected following treatment despite reductions in both symptom severity and variance, a counter-intuitive finding most consistent in the network literature (Beard et al., 2016; Berlim et al., 2021; Blanco et al., 2020; Bos et al., 2018; Curtiss et al., 2021). One explanation is that increased symptom connectivity is not necessarily bad; a highly connected network should theoretically lead to a more malleable system, but not necessarily worsening mental health (Fried et al., 2016b; McElroy et al., 2019), as therapeutic gains may be due to systems becoming less ‘stuck’ and more open to change. Recent work examining personalised network dynamics in healthy individuals supports this; individuals with more connected depression networks tended to have greater fluctuations in depression over 6 weeks, but these went in both positive and negative directions of change (Kelley et al., 2023).

Consistent with prior work (Hagan et al., 2021; O’Driscoll et al., 2021; Robinaugh et al., 2016), ‘depressed mood’ had the highest strength centrality for both groups at baseline. However, we found that the severity of all symptoms (except ‘worthlessness’) was more strongly linked to treatment response than the strength of ‘depressed mood’, and that the
severity of each symptom was more predictive than its corresponding strength centrality. Both baseline severity and variance were also more predictive of treatment success than network connectivity. The lack of added prognostic value of network metrics was previously challenged by Spiller and colleagues (2020), who found that both mean symptom severity and count were more predictive of symptom changes than centrality indices. Together these findings question the real-world prognostic utility of cross-sectional network metrics, over and beyond basic self-report symptom data readily available at baseline.

There are several limitations of this study. Firstly, this was a retrospective, observational study with no control group. Information on patient demographics and concurrent treatment such as medication status were also not available. It therefore remains unclear whether the observed results can be generalised to networks estimated with patients undergoing alternative treatment (e.g., antidepressant medication). Our main study sample was also limited to patients who, on average, scored on the cusp of the cut-off for determining less/more severe depression at baseline (i.e., 16 on the PHQ-9), and therefore may not be representative of all patients with depression enrolled in primary care (NICE, 2022). In addition, while the PHQ-9 is widely used for detecting and monitoring depression symptoms within routine care settings, the instrument is primarily purposed for screening depression symptoms against the Diagnostic and Statistical Manual of Mental Disorders-Fourth Edition (DSM-IV) by combining related symptomology into single items (Harrison et al., 2021). Future research should consider gold-standard symptom assessments such as semi-structured clinical interviews specifically designed and validated for in-depth assessment of individual symptoms of depression (e.g., Wing et al., 1990). As previously noted, networks estimated from cross-sectional data do not always generalise onto an individual-level (Hamaker, 2012; von Klipstein et al., 2021), and indeed, differences in baseline sum score mean and sum score variance can be introduced systematically by the binary definition of ‘response’ that is required for cross-sectional network analysis. The crucial next step for network theory is to move towards a dynamical account of psychopathology afforded by personalised, within-subject networks for each patient undergoing treatment overtime.

5.5 Conclusion

In a large sample of >40,000 patients, we determined that network connectivity differences between iCBT responders and non-responders are small, requiring hundreds
of patients to be appropriately powered. We highlighted that symptom variance is an important confound to interpreting cross-sectional network effects and may drive prior findings of increased baseline connectivity in treatment non-responders. The baseline mean and variance of depression sum and symptom scores fared better at predicting response than both overall network connectivity and individual symptom strength centrality.

Chapter 6 – General Discussion

6.1 Summary

We have evidence that iCBT is a flexible, stigma-free, and scalable solution that can widen and expedite access to evidence-based support in depression (Andersson et al., 2019; Cuijpers et al., 2010; 2018; Hobbs et al., 2017; Karyotaki et al., 2021; Spek et al., 2007). Despite its increase in clinical use, our understanding of who it best benefits, and why, remains limited. It is clear a single mental health treatment does not work equally for everyone, but progress towards personalised medicine for psychotherapy has been remarkably slow (Simon & Perlis, 2010). Mullarkey and Schleider (2021) allude that the primary reason for this lack of progress is the critical mismatch between our aspiration for clarity about which treatment works best for whom, and the often ill-equipped study designs and methods that we use to test this. Treatment decisions are still being made on the basis of trial-and-error, personal experiences, and potentially unreliable anamnestic information, rather than objective and replicable markers that can reliably form a patient profile for which iCBT is optimal for. Notably, a common methodological challenge in the realm of precision psychiatry to provide such markers is limited sample power.

To this end, this thesis emphasises the need for a shift towards a big data approach to delve deeper into the mechanisms and predictors of iCBT for depression. Using large patient datasets, 1) I investigated the real-world effectiveness of iCBT for important subgroups to inform who we should prescribe iCBT to; 2) I harnessed the power of algorithmic, data-driven tools to predict iCBT treatment response in depressed individuals assessed prior to treatment, and lastly, 3) I applied cross-sectional network analysis to depression symptoms to attempt to understand why iCBT works for some, but not others. Below, I provide a summary of each chapter, encompassing their specific aims, methodologies, and findings. I then discuss this comprehensive body of evidence in light of implications concerning the research and utilisation of iCBT in mental health.
service delivery. I address some important strengths and limitations of this thesis, recommend avenues for future research for expanding the scope of my work, and hope to conclude with valuable insights that can be judiciously applied to clinical decision-making regarding iCBT.

6.1.1 Summary on Chapter 2

So what sort of patient data can we use to inform initial treatment decisions in iCBT? We first began our enquiry by focusing on a particularly vulnerable, high risk subgroup prone to developing depression: individuals suffering from chronic long-term conditions. In Chapter 2, I investigated the effectiveness of iCBT for real-world patients with LTC and comorbid depression and anxiety symptoms. Access to appropriate psychological care for this subgroup is especially challenging. These individuals already bear the physical and financial burden of their LTC, and healthcare services often struggle to meet both their physical and mental health needs (Naylor et al., 2012). In this sense, the increased flexibility and accessibility of iCBT for this cohort is particularly pronounced (Beatty & Lambert, 2013; Naylor et al., 2012; van Beugen et al., 2014). Plenty of controlled trials support the use of iCBT to treat comorbid depressive symptoms in LTC patients across conditions like chronic pain, diabetes, cardiovascular diseases, and cancer (Adhikary et al., 2023; Mehta et al., 2018; van Beugen et al., 2014). But these studies vary in quality (Beatty & Lambert, 2013; Charova et al., 2015), and often have small sample sizes, making it difficult to compare with other interventions (Moshe et al., 2021). Importantly, robust real-world evidence was still largely missing (Kumar et al., 2017). Considering the challenges in translating trial findings to clinical settings (e.g., overestimation of effects and reduced sample generalizability; Moshe et al., 2021), we thought it crucial to investigate the effectiveness of iCBT for patients with LTC with adequate statistical power when the intervention is implemented in a naturalistic service context.

To do this, we retrospectively analysed a large-scale dataset comprising 4 years of routine care data from 21,051 patients, including 4024 with LTC, who enrolled in low-intensity CBT interventions (i.e., iCBT, guided self-help, and group therapy) under the UK’s Improving Access to Psychological Therapies (IAPT) program. IAPT provides treatment to >500,000 patients per year within the public health system; its IAPT-LTC pathway is one successful example that integrates both physical and mental health support. The service follows the stepped-care model in treatment delivery, which many sees as a
starting point for tailoring treatment options to patients with varying clinical presentations (Clark, 2018). In this naturalistic context, we found low-intensity CBT-based interventions as a whole, delivered at IAPT step 2 and 3, improved depression more in LTC patients and improved anxiety more in non-LTC patients, but the differences between which were small (i.e., <1 point difference on the scales) and unlikely to make a clinical difference; they are in general just as effective in treating depression and anxiety in patients with and without LTC. This underscores the merit of integrating these interventions in mainstream healthcare service delivery, with high ecological validity that aligns with broader findings concerning psychotherapies in general (Cuijpers et al., 2023).

In regular routine care, a key enquiry for healthcare professionals and service providers is whether we can expect to see any additional benefits from iCBT in comparison to the array of alternative interventions for patients with LTC. In this sense, we found iCBT to outperform guided self-help and group therapy, again regardless of whether someone has a LTC or not. iCBT combines psychoeducation with clinician support, helping patients better understand health-related information which can motivate them to improve related behaviours (Murray, 2008). With the convenience of it being online, it offers easy, stigma-free access for individuals with LTC to access psychological help who may otherwise struggle with in-person care (van Beugen et al., 2014). This work offers important insights for managing patients with LTC and comorbid depression and anxiety symptoms. Clinicians now have highly valuable, robust guidance when it comes to choosing the most appropriate treatment for this vulnerable cohort, and can confidently consider iCBT as a viable option amongst other interventions.

Above is a clear example of how knowing which subgroups for whom iCBT is more suitable than other interventions, can personalise care pathway for patients with depression. One major caveat here is that we cannot determine whether additional treatment personalisation (i.e., tailored interventions, disease-specific measurement) might change our observations, given evidence that suggests a tailored approach may be more preferable when treating psychological comorbidities in this cohort (Hind et al., 2010). The study also lacked details about each patient’s specific chronic illness; what it was, how many they had, how long were they diagnosed for, all of which could interact with their treatments and potentially influence study findings. Moreover, while physical comorbidities is a reliable marker for depression treatment response (Jankowsky et al., 2022), there are many more characteristics about a person that carry important prognostic
signal for their likelihood to respond to iCBT. Trying to personalise treatment based on a one-at-a-time approach does not get us (and has not gotten us) anywhere, when each factor on their own improves treatment outcome prediction by a tiny amount (Chekroud et al., 2021; Simon & Perlis, 2010). Even in attempts that try to examine more than a few predictors at a time, samples are too small and unrepresentative, often leading to false positives and overestimation of effect sizes (Forstmeier et al., 2017).

In this sense, Chapter 3 and 4 recognise the importance of this multivariable, big-data approach, which underlies the core aims of the Precision in Psychiatry (PIP) study introduced in these chapters. If we wish to capture the complexity and heterogeneity of depression and reliably estimate a person’s likelihood of responding to iCBT, we need to move beyond underpowered studies and single-factor approaches, and acquire a substantial amount of data from a large and diverse pool of individuals. A critical challenge therefore is how we can get the large, high-quality data needed for this endeavour. The good news is, given the scalability of iCBT for rapid acquisition of patients at scale while standardising longitudinal treatment outcome monitoring, the field has been very excited about its potential to bring about a novel experimental paradigm that appeals to the application of data-driven algorithmic prediction tools (Chekroud et al., 2021; McNamara et al., 2022). To be able to develop robust, multimodal prediction models for treatment response in psychiatry, we propose that aspects of digitisation, like in iCBT, should be adopted into the way we collect our data, which are much more time- and cost-effective than traditional, lab-based methods.

6.1.2 Summary on Chapter 3

Chapter 3 introduced and tested an innovative, online-based methodology in the PIP study for collecting data from individuals undergoing iCBT and antidepressant medication during the first 4 weeks of their treatments. Online data collection is gaining traction in psychiatry research, due to its potential to cost-effectively and rapidly gather data from large, diverse samples for repeated longitudinal assessments (Gillan & Rutledge, 2021). We showed this clearly in the PIP study, where our fully internet-based protocol significantly expedited remote data collection from treatment-seeking samples with excellent study retention (85%) and treatment adherence (≥97%) in just ~1 year of active recruitment, surpassing that in traditional lab-based and research consortia settings. Pairing this method with iCBT allowed for more expansive enrolment of participants compared to antidepressant medication (a monthly average of 47 baseline iCBT
completers compared to 15 in the antidepressant arm), making it a powerful tool for scaling up recruitment of large samples needed for precise, reliable prediction models (Gillan & Whelan, 2017). Although the study lasted only 4 weeks, both treatment arms showed significant improvements not only in depression but also in 11 transdiagnostic psychiatric symptoms. Even with no in-person elements to the protocol, study schedule compliance was excellent: there was only ~1 day difference on average between the scheduled and the actual date of assessment completion.

Online data collection offers not only speed and convenience but also depth. In the PIP study, it facilitated collection of a broad range of mental health relevant variables (>600 variables per person) from treatment samples shown to be demographically and clinically representative over time (Berinsky et al., 2012; Shapiro et al., 2013). While self-report data are typically more popular in that they offer meaningful insights and practical value for real-world clinical integration (Chekroud et al., 2019), we can also easily obtain estimates of neural correlates and brain function using computerised cognitive tasks, which are compatible with online administration (Coughlan et al., 2019; McNab et al., 2015; Rutledge et al., 2014). Naturally, there were concerns about increased noise and bias in online data, which we attempted to mitigate using regular objective attention checks. While a good proportion of participants reported being distracted during assessments (~66%), this did not impact negatively on our data quality; indeed, only a small percentage failed attention checks (8% failed 1, and 3% failed >1), and the 4-week reliability of self-report assessments were generally high (in height and all clinical assessments). Qualitative participant feedback was also mainly positive, with many finding the assessments flexible, easy to complete, and reflective, although some regarded the gamified tasks to be somewhat tedious, while others suggested longer study durations and more self-report assessments.

In brief, an internet-based methodology is promising for longitudinal treatment-oriented research in depression, permitting rapid, cost-effective and in-depth data collection with good acceptability and high data quality. Importantly, this study provides a template for future research combining digitised research methods and intervention designs in computational psychiatry research, a field dominated by cross-sectional research methods. Nonetheless, there were limitations to this approach. The PIP study was observational, which precludes us from making strong causal claims due to the non-random allocation of participants to their treatment arms. Participants in both arms had
differences in baseline characteristics and symptom improvement, and some were also undertaking other treatments for their mental health. Keeping these limitations in mind, we brought forward our online sample for an algorithmic-approach to predict iCBT response in chapter 4.

6.1.3 Summary on Chapter 4

Chapter 4 saw us applying machine learning techniques to develop prognostic models for early depression treatment response in patients initiating iCBT, using pre-treatment self-report and cognitive data. The focus on using pre-treatment data permits us to apply the model to guide treatment decisions before treatment starts. These models can assess many complex factors at once and gauge their relative importance towards prediction, providing more insightful information about iCBT response compared to post-hoc explanatory methods (Yarkoni & Westfall, 2017). We compared an array of ML methods with varying levels of feature granularity through rigorous cross-validation, tested the generalisability of the best model in hold-out data, and assessed how specific our predictions were to iCBT response. The winning model, an elastic net regression with 31 self-report (total scores) and cognitive features, explained 14.6% variance in 4-week iCBT treatment outcomes during cross-validation, significantly surpassing a clinical criterion ($R^2 > 6.3\%$; Uher et al., 2012) and outperforming a simple benchmark model by 5.6%. The model did even better when we tested it on hold-out data (18.5% variance explained). Its performance was similar to other studies that had longer follow-up periods (Buckman et al., 2021; Chekroud et al., 2016; Hornstein et al., 2021; Iniesta et al., 2016), but with added implications for optimising iCBT treatment personalisation based on early responses. In an important advance over prior work, we tested the specificity of our model and found that it performed comparably in the antidepressant group (17.7% variance explained), suggesting that our predictions were not specific to iCBT but also applicable to antidepressant medication treatment response. Successful prediction of this kind marks an important step forward in clinical practice; it implies that these models could inform optimal treatment allocation decisions before treatment even begins, saving clinicians and patients time, energy, and resources.

This prediction performance of our best model, while good, still has room for improvement before it can be effectively used for clinical decision-making. Deo (2015) notes that acceptable predictive model performance in clinical psychology comes from 1) measuring the right things and 2) measuring enough of them. There is often a trade-off
between innovative, theoretically driven measurement of rich phenotypes and having a sufficiently large dataset. For instance, studies using neuroimaging data can easily lead to overfitting due to a high ratio of features to participants who are costly to recruit. Conversely, studies with large N tend to rely on electronic health records with limited available measurements. Even with a substantial sample size of N>70,000 patients, Bone and colleagues (2021) showed that advanced ML algorithms failed to outperform traditional logistic regression using routine electronic health records. At a minimum, a simulation study by Luedtke and colleagues (2019) suggests we need at least N=500 patients per arm to approximate a treatment assignment rule. This figure is also likely optimistic, considering it was only compared to random treatment assignment. More participants would be required if the data is noisy and sophisticated methods are used to detect any nonparametric and interactional effects between predictors (Jacobucci & Grimm, 2020; Luedtke et al., 2019; McNamara et al., 2022). In this sense, we demonstrate how moving towards digital methods and intervention can help bridge this gap, allowing the collection of theory-based, multimodal data from hundreds of patients in a relatively fast pace.

Our work in the PIP study effectively uncovered specific patient profiles that are more likely to benefit from early stages of iCBT treatment. Of note, baseline depression severity, as well as a host of specific depressive symptoms, played a big part in determining whether someone will respond to iCBT early or not, which is consistent with existing depression treatment literature (Chekroud et al., 2016; Hornstein et al., 2021; Iniesta et al., 2016; Webb et al., 2020). The rest of the profile featured mostly self-report data; closely following in rank was treatment expectation as well as other transdiagnostic psychiatric symptoms. Various general health, lifestyle, and environmental factors also featured on the list, but the model only included 1 commonly investigated sociodemographic variable (i.e., gender). While cognitive variables did not feature as high as most other self-report variables in the model, their inclusion still supports the value of using a multimodal approach for predicting treatment response. In this sense, ML is helpful in identifying what baseline characteristics a person has that can influence how well they respond in the early stages of iCBT. But these prediction-focused applications are not a panacea; depression and the therapy process itself are beyond intricate, and we still lack a complete understanding of how these factors influence each other, especially when it comes to the interplay between individual depression symptoms (e.g., how
motivation affects guilt or how sleep affects mood). We must adapt our methods to better understand how they interact with each other to affect outcomes.

### 6.1.4 Summary on Chapter 5

To do this, we took to an alternative conceptual lens, namely the network theory of psychopathology in Chapter 5. The theory proposes that depression symptoms interact as components of a dynamical system, and it is this interaction that leads to the rise, maintenance, and persistence of depression (Borsboom, 2017). We tested a key prediction that has significant implications for depression prognosis: individuals who do not respond to treatment have more interconnected symptoms (i.e., elevated network connectivity) at baseline. Prior research investigating this premise, which relied heavily on cross-sectional data, produced mixed evidence (McElroy et al., 2019; O’Driscoll et al., 2021; Schweren et al., 2018; van Borkulo et al., 2015), likely due to insufficient sample sizes used to compare single responder vs. non-responder networks. As we delved deeper, it became evident that these factors not only affect the stability and robustness of network estimation, but that cross-sectional network comparisons are inherently inadequate to understand how intra-individual differences unfold. As a result, we sought to determine if prior research was affected by confounds such as baseline severity and variance of symptoms.

Once again leveraging the scalability of digital interventions, we featured the largest sample of iCBT patients to-date to investigate this, with >20,000 responders and non-responders who underwent 4-8 weeks of iCBT treatment. In line with network theory, the non-responder network at baseline exhibited greater connectivity than responders; the caveat being this effect was small, required hundreds of patients per group to detect it, and also disappeared once we adjusted for differences in depression variance (not severity) between-groups. This is particularly relevant because prior research has linked greater network connectivity with higher psychological vulnerability (i.e., higher mean levels of symptom severity) (van Borkulo et al., 2015). Mathematically speaking, network estimation is correlation-based and so is sensitive to differences in symptom variance, not just covariance. When symptoms become more severe, they can reach higher scores, leading to increased variance and in turn increased connectivity (Fried et al., 2016b; Terluin et al., 2016). Non-responders presented more severe and varied symptoms at baseline compared to responders, which may explain their elevated level of baseline network connectivity.
Though this presents a confound, it is important to note that while connectivity can be affected by variance, it is not synonymous with it. Indeed, we observed increased connectivity post-treatment even when variance decreased across the same timeframe, just like many studies that demonstrated elevated connectivity after successful depression treatment (Beard et al., 2016; Berlim et al., 2020; Blanco et al., 2020; Bos et al., 2018; Curtiss et al., 2021). Some have attributed this to methodological issues like low statistical power and ceiling/floor effect in symptoms (Fried et al., 2016b), or as a result of psychotherapy effects such as response shift bias (albeit also happens in antidepressant treatment), both of which are unlikely in our case. Rather, we think our finding lends support to an emerging alternative interpretation of what network connectivity means in a psychopathological context: rather than elevated psychological vulnerability, it infers increased adaptability/malleability instead. This would make sense, if one considers a tightly connected network where symptoms have the ability to highly influence each other, they can change in either direction together. For example, symptoms may deteriorate quicker with one another when triggered by external stressors, but the reverse can also happen after successful treatment, leading to ‘positive spiralling’ whereby improvements in one symptom can rapidly lead to improvements in others, again through a tightly connected network (Fried et al., 2016b; Kelley et al., 2023; McElroy et al., 2019). That being said, the way symptoms change over time during treatment may not be fully understood by examining cross-sectional networks at single timepoints.

Lastly, we found that for both groups, ‘depressed mood’ was the most central symptom. Before we can take this forward for clinical use, we need to understand the actual predictive value of network metrics in context. Studies investigating the prognostic utility of centrality in cross-sectional networks yielded contentious findings (Hagan et al., 2021; O’Driscoll et al., 2021; Robinaugh et al., 2016). Some even suggest that the centrality-outcome relationship was not stronger than simple feature of symptom count (Silk et al., 2019; Spiller et al., 2020). In this regard, we found that both baseline severity and variance were more predictive of treatment response than network connectivity, and that the severity of each symptom was more predictive than its corresponding centrality. This raises questions about the practical use and real-world utility of depression cross-sectional networks in clinical settings; if they do not enhance our ability to predict treatment success compared to readily available baseline data, what is their real value?
6.2 Implications

6.2.1 Testing for Treatment Specificity

Numerous studies exist when it comes to examining response prediction and mechanisms, not limited to just iCBT but across various depression treatments (Andersson et al., 2019c; Domhardt et al., 2021; Godlewska & Harmer, 2021; Herzog et al., 2018; Kazdin, 2007; Marwood et al., 2018; Roiser et al., 2012; Rost et al., 2023). In that regard, we believe efforts to determine treatment specificity are crucial to ensure the observed effects are specific to iCBT. Despite the observational nature of our work in this thesis, we endeavoured to test the generalisability and treatment specificity of our findings to iCBT. Firstly, in our subgroup analysis involving patients with LTC, we directly compared the effectiveness of iCBT with other low-intensity interventions, which provided valuable information for clinicians when choosing treatments for this cohort. In the PIP study, we trained and tested our model predicting early depression change with iCBT samples, but also externally validated it with an independent antidepressant dataset. While some studies have explored the drug-specificity of machine learning models in antidepressant medication (Chekroud et al., 2016; Iniesta et al., 2018), the PIP study is among the first to investigate the treatment specificity of a machine learning model comparing psychotherapy and antidepressant treatment.

To this end, our model generalised well on patients receiving antidepressant treatment. While this could be due to the observational nature of the PIP study, it is possible that psychotherapies like iCBT and antidepressant medication may share common but also dissimilar treatment mechanisms that operate on different levels of therapeutic action (DeRubeis et al., 2008). Then, it is perhaps not surprising to find that both iCBT and antidepressant medication induced similar transdiagnostic treatment effects in improving a range of clinically relevant symptoms other than depression. For example, behavioural activation in psychotherapy vs. neurotransmission alteration in antidepressant medication are both involved in modifying distorted cognition (Hollon, 2019), while therapeutic alliance in psychotherapy is evidently missing in pharmacology (Wampold et al., 2002). A recent study by Dunlop and colleagues (2023) showed that reduced affective network connectivity with motor systems was a shared process important for recovery with both CBT and antidepressant medication. But they also found differential brain-based effects for both treatments; medication was independently associated with broadly inhibitory effects and CBT with networks involved in cognitive control. It would be imperative to
explore this further, particularly with treatments that have distinct mechanisms such as neuromodulation techniques (e.g., transcranial magnetic stimulation, electroconvulsive therapy), to determine if specificity exist in those cases (Miloseva & Richter, 2022). Furthermore, it is also important to challenge the fundamental assumption that iCBT works the same way as traditional CBT simply because they share similar strategies and protocol. The delivery of iCBT is technologically-mediated and has varying levels of therapist involvement. These differences in turn can influence how iCBT and traditional CBT mechanisms work and affect symptom outcomes (Mogoase et al., 2017).

Just being able to predict treatment response is no longer sufficient; we need to be able to determine which treatment is best for each individual. Prognostic models that can help us do that already exist, and are in development towards implementation, such as the personalised advantage index (PAI) based on multivariate prediction models (Cohen & DeRubeis, 2018; DeRubeis et al., 2014). The PAI determines the treatment expected to be more effective for an individual patient, and quantifies the extent of this predicted advantage. Data from RCTs have shown that individuals who were assigned to their predicted optimal treatment yielded significantly better outcomes compared to those assigned to their predicted non-optimal treatment, in different depression treatment conditions (antidepressant medication vs. CBT; (DeRubeis et al., 2014)) and different psychotherapy treatment conditions (cognitive vs. interpersonal therapy; (Huibers et al., 2015). These individualised prediction models are more clinically informative and can assist both clinicians and patients in selecting the most suitable treatment. As advanced statistical modelling approaches, new predictive factors, and big data become more accessible, these models hold the potential to enhance outcomes in depression treatment (Cohen & DeRubeis, 2018).

6.2.2 Embracing an Online, Data-Driven Approach

Traditional, theory-driven approaches to predicting and understanding depression treatment responses struggle to address the complexity and diversity of the condition (Chekroud et al., 2021b; Simon & Perlis, 2010). We think it is time to embrace a digital shift in the way we conduct research (Gillan & Daw, 2016; Lazar et al., 2017). We showed in the PIP study, that internet-based methods, when paired with iCBT, work really well in ensuring smooth and swift enrolment to enhance recruitment. Worth noting here is that the more detailed assessments at baseline and final timepoints were only accessible via a computer/laptop, which may not be readily available for everyone.
think even better retention rates can be achieved if the entire study can be integrated in easily accessible devices like smartphones or smartwatches. These technologies can make research even more convenient and burdenless for individuals to participate (Gillan & Rutledge, 2021). We should also expand on other means of facilitating online testing, such as forming research collaborations with mental health providers to integrate online testing into patient referrals (Gillan & Daw, 2016; Gillan & Whelan, 2017). An industry-academia collaboration in this thesis illustrates the benefits of such partnerships; by collaborating with an iCBT provider, we seamlessly integrated our online study into their patient referral system. We also had access to an untapped, vast archival database of iCBT users (N>300,000), which made extensive investigations of iCBT treatment response using advanced statistical modelling possible.

Based on our comprehensive evaluation of the feasibility, acceptability, participant perspectives of online testing, we believe the secret to successful online testing is two-fold; make participation as easy as possible, while maintaining data integrity and quality. For remote dense and longitudinal sampling, minimising participant burden is vital for maintaining retention. Assessments should be as brief, non-repetitive, and easy to complete. Gamifying data collection, particularly with cognitive tests, can help keep participants engaged. Some successful examples include studies investigating cognitive markers like model-based planning in psychopathology (Donegan et al., 2023) and disentangling active cognitive components of CBT (Norbury et al., 2023). Relatedly, online testing enhances methodological standardisation to data collection which minimises unintended measurement variations. This is a double-edge sword in a way, as any and all administerial and technical errors can uniformly affect participants. To mitigate this, there should be clear, user-friendly assessment instructions in place. Repeated testing of the data collection pipeline before implementation and ongoing spot-checks during recruitment are also essential precautions.

Data quality in online testing is diminishing. Over time, studies have shown that participants completing studies online are becoming prone to distractions and may employ heuristic response strategies to save time and effort during assessments. While large online samples can help offset random measurement noise (Gillan & Rutledge, 2021), the impact of poor data quality is in some cases systematic. Studies show that inattentive/careless participants tend to endorse more mental health symptoms than the general online population on scales that have a negative skew, potentially increasing the
risk of false-positive errors (Chandler et al., 2020; Ophir et al., 2020). Zorowitz and colleagues (2021) found that because of this, inattentive/careless participants can induce spurious correlations (i.e., inflate/reverse observed effects) between task behaviours and symptom measures. These correlations reduced with each quality check, and even disappeared when these participants were effectively screened out.

This is nonetheless worrying, coupled with the fact that concerns about data quality from online labour markets are growing (Chmielewski & Kucker, 2020). Recent research by Burnette and colleagues (2022) and Donegan & Gillan (2022) shows that data obtained via Amazon Mechanical Turk (AMT) were of insufficient quality for drawing reliable conclusions. Both studies had to exclude hundreds of participants in their studies as a result. Furthermore, the increasing sophistication of bots in the age of artificial intelligence has rendered conventional protective measures like catch questions, attention checks, and response consistency requirements less effective (Burnette et al., 2022; Zorowitz et al., 2021). Donegan & Gillan (2022) posit the way forward for online testing should be with caution and with scrutiny; there should be robust control measures, comprehension tests, and sensitivity analyses excluding inattentive/careless participants throughout the research process. Payments should be contingent on eligible participants completing specific study sections. Understanding participants’ intrinsic motivation for undertaking online research is also key. In the PIP study, participants expressed a desire to contribute to mental health research, with money incentive a secondary consideration. When participants’ motivation aligns with study goals, the research process becomes more seamless and efficient. Online testing has made a transformative impact on psychiatry research, its potential in treatment prediction research response is only just beginning. The field is evolving, and researchers must continuously adapt to emerging technological advances and the changing landscape of online research (Donegan & Gillan, 2022).

6.2.3 Clinical Use of Prognostic Models

Once we are ‘powered’ enough with high quality, large, and rich data, the hope is that we can use it to train data-driven, prognostic models (Lazar et al., 2017). These prediction approaches, when rigorously assessed and validated, are set to complement post-hoc explanatory approaches. The PIP model was developed to predict early iCBT response using a wide range of baseline characteristics. It identifies prognostic factors at the screening stage, and provides clinicians an objective, algorithmic-based tool to guide
treatment allocation and referral decisions before treatment even begins. In a practical scenario, picture a patient seeking depression treatment at a healthcare provider, possibly on a large waitlist. The patient’s information could be obtained in advance and fed into the PIP algorithm, which predicts how much improvement they will experience in the early stages of iCBT. This prediction helps the clinician decide whether to offer them iCBT based on a predefined clinical threshold of improvement. If the algorithm predicts significant improvement, the patient can start iCBT immediately. But if it predicts a higher risk of poor outcomes, they can be referred straight into alternative treatments, possibly more intensive, in-person care. A predictive model focused on early stages of treatment helps the clinician anticipate how patients will respond to treatment early on, and provides baseline recommendations meaningful to the clinician that are easy to implement (Penedo et al., 2022; Li et al., 2023; Sajjadian et al., 2021). This approach allows for timely adjustments for improved effectiveness, as shown by Delgadillo and colleagues (2018) when they monitored early on the patients for whom non-response is predicted.

Before we can think about deploying machine learning algorithms into clinical practice, we need to consider several prerequisites. Firstly, the model should rely on data readily accessible by clinicians without incurring additional resources. The PIP model used just 31 baseline variables of self-report and cognition to predict a modest amount of change in depression after 4 weeks of iCBT. These data types can be easily implemented and evaluated by clinicians or via self-ratings. In contrast, biological measures like neuroimaging or genetics are expensive, cumbersome, and difficult to assess, making them less suitable for routine clinical testing. Their inclusion should only be justified if they substantially improve performance (Rost et al., 2023). Relatedly, in clinical practice, it is important to strike a balance between model interpretability and complexity. While high accuracy is valuable, understanding why a treatment works is more often more crucial. While not always the case, complex models with high accuracy might use irrelevant features that hinder clinicians from interpreting and drawing meaningful inferences. In that regard, its clinical utility is limited, further impeding our understanding of depression’s etiology, development, and maintenance (Vieira et al., 2022; Zhang et al., 2021).

The concept of explainability does not just apply to the features, but also to the treatment outcome. Across depression treatment prediction studies, there are substantial variations
in the definitions of the outcome that models predict. Typically, psychiatry research uses a dichotomous approach, which involves setting a response threshold based on the amount of improvement (Hornstein et al., 2021; Lenhard et al., 2018), a clinical cut-off for remission (Chekroud et al., 2016; Iniesta et al., 2018; Wallert et al., 2022), or a blend of the two (van Breda et al., 2017). While the dichotomous approach is arguably more clinically intuitive and relevant for treatment decision-making, it is criticised for losing valuable information (Altman et al., 1994; Royston et al., 2006). Less attention, on the other hand, has been given to predicting continuous outcome variables (Jacobson & Nemesure, 2021; Pearson et al., 2019; Webb et al., 2020). Continuous metrics such as change in depression (as in the PIP study) or final depression score post-treatment are strongly influenced by baseline severity, which is a robust predictor of iCBT treatment outcome (Button et al., 2012; Edmonds et al., 2018; Hadjistavropoulos et al., 2016) at the same time a mathematical confound to the prediction (the calculation of change includes the baseline score, and the final score post-treatment is contingent on how high baseline severity is). This confound raises concerns specifically about the practical utility of baseline scores in a predictive context. While some suggest that baseline scores may still hold intrinsic value in predicting change/followup scores that reflects therapeutic recovery processes, it is crucial we consider how ceiling effects may interact with score variability, potentially leading to confounding associations between them (Browne et al., 2010; Oldham, 1962; Terluin, 2012). We currently do not have consensus regarding a standardised definition of treatment response, and this poses a challenge for comparing the performances of different machine learning algorithms. This also goes for variation in what is deemed an ‘acceptable’ threshold for model accuracy; some showed that model accuracy of >65% was deemed clinically actionable and useful (Forsell et al., 2022), but no guidance has been set for predicting continuous measures in this regard. A way around this alludes to a combination of the two; train the model to predict continuous scores first (thus maximizing information available), and then categorise it post-hoc based on a threshold (thus maximizing clinical utility) (Vieira et al., 2022).

The PIP model is a significant step towards precision in predicting iCBT treatment response for depressed individuals. Like many similar studies, its performance remains modest, and we need more research to fully ascertain the usefulness of prognostic models like this as a practical tool for clinicians (Rost et al., 2023). Recent studies are just starting to apply these models in real-world settings to allocate treatments, but results are
mixed. A study by Delgadillo and colleagues (2022) randomised therapists to provide care to 951 patients in an algorithm-based stratified care arm vs. stepped care as usual arm (treatment as usual). They found patients in the stratified care arm had higher depression remission rates (52.3%) compared those in the standard stepped care arm (45.1%). Similarly, Browning and colleagues (2021) randomised depressed patients into algorithmic-informed care vs. usual care for citalopram. Difference in recovery rates between the two arms (55.9% in algorithmic-informed care vs. 51.8% in usual care) here was similar to the above study, but did not reach statistical significance. This suggests that while algorithm-assisted care shows promise, we need more effective algorithms before we proceed to their full implementation in real-world clinical practice.

To truly understand the value of these models, we also need to directly compare their predictions with those made by human expertise. Research suggest clinicians often generate their predictions based on intuition (Perlis, 2016), and therefore prone to bias (Lutz et al., 2022). If we can demonstrate that data-driven models can improve prediction accuracy beyond human experts, then they hold clinical utility (Vieira et al., 2022). Model performance matters even more especially when we consider the detrimental impact poor ML recommendations can have on treatment decisions. An experiment conducted by Jacobs and colleagues (2021) investigated the impact of ML recommendations on 220 clinicians’ antidepressant treatment choices in a series of simulated patient vignettes. They did not find that treatment selection accuracy improved when clinicians received ML recommendations vs. not, but critically, incorrect ML recommendations furthered lowered their treatment selection accuracy. ML performance also influenced perceived utility of the tool; they found that correct ML recommendations correlated significantly with higher perceived utility of the tool when compared to incorrect recommendations. This highlights the importance of considering how clinicians will use machine learning models in real-world treatment decision-making, beyond just assessing the accuracy of ML tools in isolation. Nevertheless, ML in psychiatry is meant to assist clinicians, not replace them. Researchers and clinicians both have a care obligation to ensure these algorithms in treatment decision-making does not cause harm, in particularly when it comes to the sensitive nature of mental health data. These models can easily inherit biases in data, such as underrepresentation of sample characteristics (e.g., gender or race), which can potentially lead to profound discrimination if not handled sensitively. If these challenges are effectively addressed, the integration of big
data, machine learning, and theory-driven development of treatments holds significant promise for advancing our prediction and understanding of iCBT for depression (Rutledge et al., 2019).

6.3 Limitations and Future Research

6.3.1 Cross-Sectional vs. Intra-Individual

This thesis primarily relied on baseline patient data for prognostic profiling or single pre-post treatment comparisons. Cross-sectional data, commonly used in network research, is limiting in many ways. Indeed, it can offer insight into symptom associations at a group-level, such as in our study where we analysed responder and non-responder networks pre-post iCBT to study depression symptom changes. Cross-sectional networks in this sense, are useful for generating exploratory hypotheses about symptom relations, but they are purely correlational and cannot imply direct, causal effects between symptoms, or generalize to individual-level changes due to treatment (Epskamp et al., 2018b; Hamaker, 2012; Klipstein et al., 2021). This is because between-subject variations and within-subject variations are only equivalent under very stringent conditions and are highly unrealistic when we apply these conditions in psychological research (Molenaar & Campbell, 2009). Cross-sectional networks further preclude independent exploration of confounding variables like baseline severity and variance during network estimation. We attempted to account for them through parametric testing using independent subsamples of responders and non-responders, which helped discern how these variables contribute to connectivity differences between-groups. Within the remit of what cross-sectional data can do, however, we could not provide in-depth insights into the dynamic symptom relationships and treatment effects, and the role of variability in network connectivity during treatment.

For these reasons and more, the field is beginning to move past cross-sectional tests of network theory towards personalised/idiographic methods. These networks comprised longitudinal, within-person time-series data, such as ecological momentary assessment (EMA). This approach allows researchers to model the intricate, dynamical interactions between symptoms over time and assess Granger causality. This can illuminate how treatment affects the entire system of depression within an individual, and test if that impact is different in responders and non-responders (Burger et al., 2022; Jones & Robinaugh, 2021; Wright & Zimmermann, 2019). In this regard, some small-scale studies
like Levinson and colleagues’ (2021) identified highly variable and person-dependent influential symptoms for treatment targets in eating disorders (N=34), while Hoffart and colleagues (2019) related specific therapeutic mechanisms in exposure therapy for PTSD to hypervigilance and physiological reactivation (N=65). A notable study in depression, conducted by Komulainen and colleagues (2020), pooled prospective data from 8 antidepressant trials (N=3559). The authors found that improvements specifically in depressed mood, insomnia, and suicidality had bigger impact on subsequent improvement in the rest of the depression symptoms (i.e., greater out-strength centrality) in the treatment arm compared to placebo arm.

Having said this, as the personalised network approach gains momentum, it becomes crucial to collect enough data points for everyone so to ensure reliability in estimated parameters (Epskamp, 2020). One way we can do this is to make the network meaningful for everyone so that they are motivated to engage in intense longitudinal data collection. Moving forward, future studies should adopt a transdiagnostic network approach that transcends beyond the boundaries of categorical psychiatric diagnoses (Roefs et al., 2023). This involves considering not only variables related to the primary diagnosis of depression, but also comorbid disorders (e.g., anxiety, OCD), and individual-specific contextual variables encompassing various life aspects such as treatments (Bekhuis et al., 2018; Blanken et al., 2019; Boschloo et al., 2019), life events (Cramer et al., 2012), or social activities (Wichers, 2014). Personalised networks offer a deep understanding of how these elements interact to maintain depressive presentation, thus enabling a higher degree of personalisation in tailoring treatments for each person (Roefs et al., 2023; Wichers et al., 2021). To achieve this, collaboration between patients and clinicians is vital when customising personalised networks. This collaborative process helps generate working hypotheses, choose the right intervention for targeting key symptoms, and develop a dynamic understanding of the patient’s psychopathological profile (Burger et al., 2022; Fisher & Boswell, 2016).

6.3.2 Digital Behavioural Data & Phenotyping

We believe treatment prediction research in iCBT will truly be ‘data-driven’ once we successfully combine complementary data sources for prediction, reflecting the fact that treatment response likely comprise influences from multiple interacting biopsychosocial factors of the person (Iniesta et al., 2018; Wallert et al., 2022), as well as their interaction with their treatment (Pearson et al., 2019). Yet, practical clinical use of these models
necessitates cost-effective mass recruitment of patients, which rules out a lot of the complex biomarker measures like neuroimaging, hormones, and genetics (Gillan & Whelan, 2017). One unique advantage of digital interventions like iCBT is that they offer us automated, detailed, and quantifiable user engagement and behavioural data on their treatment platform, such as modules viewed, tool usage, program completion rates, and clinician interactions (Donkin et al., 2011). Studies consistently highlight a strong dose-response relationship; the more patients engage with iCBT, the more improvement they experience, which makes engagement a critical factor in determining outcomes (Donkin et al., 2011). Chien and colleagues (2020) found unique associations between 5 different engagement profiles and specific usage of essential iCBT components and outcomes. Those who improved in depression most tended to complete key CBT components such as cognitive restructuring and behavioural activation within the initial 2 weeks, irrespective of time spent on the platform. Importantly, we can also use these data within predictive models to provide interpretable and actionable outputs. Pearson and colleagues (2019) identified specific usage of iCBT modules and therapist access as important predictors in a baseline machine learning model predicting depression level 8 weeks post-iCBT. Even though patient engagement is unknown prior to treatment, the authors posited the model may still be useful for predicting outcomes for new patients with varying levels of engagement.

Nonetheless, engagement in a digital health context remains a huge unknown. Attrition rates are notoriously poor; patients typically only complete 50-70% of the program (Christensen et al., 2009), and drop-out rates can range up to 50% in guided interventions and up to 74% when unguided (Christensen et al., 2009). However, some show that completing the entire program is not necessary for clinical benefits (Christensen & Mackinnon, 2006), and others argue that disengagement from iCBT is not entirely a bad thing. A qualitative study conducted interviews with iCBT dropouts revealed both negative (e.g., treatment doesn’t work for them) and positive experiences (got the most out of treatment already) (Lawler et al., 2021). In the context of our study, we found a weak link between iCBT engagement metrics and depression improvement, which could be due to its short duration (4 weeks). A longer study duration aligned with the recommended dosage of iCBT (i.e., 6-8 weeks; Richards et al., 2014a; 2014b) might better capture the dose-response relationship. Furthermore, high treatment adherence rates in our study may have limited meaningful investigations into drop outs, albeit we
conducted sensitivity analyses excluding these individuals. Future research should delve deeper into engagement and adherence in digital interventions with a personalised approach, for instance, the optimal level of engagement for each individual, which would be of scientific and clinical importance for maximising therapeutic benefits (Moshe et al., 2021).

The potential of iCBT engagement data, however, is contingent on whether patients are active (or inactive) with their treatment, which may introduce systematic biases in sample selection, data completeness, and attrition. Relatedly, the field of treatment prediction is getting increasingly excited in passive data collection using digital devices such as smartphones and wearables, to assess patients’ health-related behavioural patterns, a concept known as ‘digital phenotyping’ (Chekroud et al., 2021; Gillan & Rutledge, 2021). These devices can now reliably and automatically capture a wide range of sensor data, including physiological (e.g., heart rate variability, stress levels, and sleep quality), behavioural (app usage, social patterns, exercise, language use), and environmental information (geospatial location) (Moshe et al., 2021), which offer insights otherwise inaccessible via self-reports alone for treatment prognosis. For such high dimensional, information-dense data, data-driven prognostic models like machine learning are exceptionally well-suited for uncovering obscure patterns for tailoring prediction and personalisation efforts, such as rapid and long-term changes in symptom severity, which can be used to trigger the delivery of just-in-time adaptive interventions (i.e., the right type of support at the right time) (Garcia-Ceja et al., 2018; Nahum-Shani et al., 2017; Teepe et al., 2021). Collecting passive data this way is also very low burden; it requires minimal time and effort from participants, avoids active participation of data input, and greatly scales up the amount of intraindividual data collected (Rost et al., 2023). One example is illustrated by Kelley & Gillan (2022), whereby digital phenotyping of language via mining of social media data permitted them to gather sufficient time-series, intra-individual data spanning periods of depression to create personalised networks for each person (N=964), which has been a challenge in network research. All in all, digital phenotyping holds promise in personalising care delivery with clinically valuable predictions, broadens opportunities for tailored interventions, while furthering our understanding of mental illness (Chekroud et al., 2021; Gillan & Rutledge, 2021; Marsch et al., 2022). Future studies should assess whether including certain kinds of idiographic,
passive data improves our ability to predict iCBT treatment response beyond predictors collected in a single baseline session.

In the above context, both passive data and engagement data are not initially available at baseline for analyses. In the PIP study, our focus was on making predictions using baseline data only so that the model can be immediately applied before a patient starts iCBT. However, research in iCBT and psychotherapy suggests that incorporating symptom changes during the initial weeks of treatment, as in Adaptive Treatment Strategies, increases prediction accuracy (Bone et al., 2021; Forsell et al., 2020; Schibbye et al., 2014). In their recommendation on ML methodological choices in iCBT treatment prediction, Isacsson and colleagues (2023) tested 80 models with various combinations of baseline variables, weekly symptoms, and treatment activity (N=6695). They found that the best predictions for identifying patients at risk of not responding to iCBT involved treatment data up to week 4. By week 2, the model’s accuracy exceeded a clinically useful benchmark (>67% accuracy), providing clinicians the ability to make personalised adjustments while treatment is ongoing. Having said that, treatment prediction work becomes less interesting and readily applicable when we need to consider a significant proportion of the treatment itself beforehand. In the PIP study, we highlight that the ‘baseline’ nature of the model is a strength in itself. It provides treatment recommendations before iCBT begins, reduces the risk of mid-treatment dropout, and avoids wasting valuable resources and unnecessary patient suffering. We believe these two approaches need not be in conflict; they can complement each other and contribute to the flourishing of data-driven precision in psychiatry (Wallert et al., 2022).

6.3.2 Experimental Control

A key limitation in this thesis is the use of observational study design throughout our work. This design follows a more naturalistic approach, observing patients who received iCBT based on routine clinical decisions. It reflects how iCBT is used in real-world settings and offers high ecological validity, but it may also introduce greater heterogeneity into the data (Rost et al., 2023; Webb et al., 2020). As researchers, we lacked direct control over certain study aspects, limiting our ability to make inferences about iCBT. Firstly, patients were not randomly assigned to treatment group in both our LTC subgroup analysis and the PIP study. Responders and non-responders in our network analysis were also individuals who were naturally referred to iCBT through their healthcare providers. The lack of randomisation in treatment assignment could have
introduced systematic differences between treatment groups, such as variations in sample characteristics and selection bias from referral. Furthermore, the lack of experimental control in observational studies makes it challenging to draw causal inferences about treatment mechanisms; in this regard, it is very possible that patients may be receiving additional mental health treatments alongside iCBT. For one, information about concurrent treatments was not available in our LTC subgroup and network analyses. We know this was true in the PIP study, where a good proportion of participants in both the iCBT and antidepressant arms reported taking concurrent treatments. Consequently, we could not entirely attribute our findings solely to the impact of iCBT.

Through experimental study designs, future research can move towards an innovative experimental paradigm that is mechanistically driven and component oriented so to better elucidate mechanisms of iCBT. This entails exploring the active ingredients and moderators of iCBT and how this may differ for different patients (Domhardt et al., 2021). Given the highly standardised nature of iCBT, it becomes possible to manipulate specific iCBT elements (e.g., treatment duration, self-reflection, therapeutic alliance, mood-monitoring) while controlling for others, to tackle domain-specific depression-relevant presentations such as rumination and distorted thinking. This helps us understand the causal mechanisms underlying change, by unfolding the precise steps and processes through which iCBT induces therapeutic action (Kazdin, 2007; Moshe et al., 2021). It also helps us to develop and identify treatment strategies that directly target these mechanisms while eliminating redundant ones (Furukawa et al., 2021).

A similar approach can also be applied to network studies. For instance, targeting highly central symptoms as initial treatment targets is a contested hypothesis, as the dynamics of psychopathological networks may function radically different in other network types (e.g., social networks) (Bringmann et al., 2019). In this sense, experimental studies that isolate and target central nodes of the network for each individual patient compared to standard treatment are required to determine their efficacy. Ongoing work in this area is actively exploring the potential of targeting central networks in personalised networks to inform case and treatment formulations in psychotherapy, such as PREMISE (Burger et al., 2022) and TheraNet (Hall et al., 2022). In these initiatives, clinicians in the intervention group receive an individualised network with centrality indices related to specific symptoms. As patients progress in treatment, these networks dynamically change and provide feedback to clinicians for integration into their care plan. The control
interventions in comparison would follow evidence-based techniques without the
guidance of the personalised network. Interventions guided by the individual patient’s
dynamic symptom network are expected to enhance treatment success and decrease
relapse, while shedding light on the temporal dynamics between symptoms that contribute
to improvement during treatment (Roefs et al., 2023). Briefly, experimental study designs
promote a more precise and personalised matching of intervention (components) to
specific symptom presentations and vulnerabilities relevant to the individual (Gillan &
Rutledge, 2021). To our knowledge, large-scale, controlled studies focusing on
implementation have not been extended to investigate iCBT treatment response. This
represents a promising research direction that we encourage others to explore.

6.4 Conclusion

In summary, this thesis sought to predict and understand treatment response to iCBT in
depression. Through our work that collectively examined patients undergoing iCBT in
real-world settings, we highlighted the advantages of a big data approach to advance
precision in psychiatry. We first ascertained iCBT is effective for patients with chronic
physical conditions in everyday clinical settings. Insights from this work comprised some
of the first evidence from large-scale, real-world patient data to inform the prescription of
iCBT relative to other low-intensity interventions for this cohort. Expanding on the big
data approach, we tested the feasibility of a fully internet-based methodology for
upscaleing treatment prediction research. This method successfully helped us to gather
rich, complex data from substantially larger sample sizes, with good data quality and
measurable indicators of patient engagement and treatment adherence. Using this rich
dataset in the PIP study, we developed and evaluated a multimodal machine learning
algorithm aimed to predict early iCBT response, with modest performance that
generalised well to antidepressant patients. Lastly, to conclude on an even bigger note, we
investigated whether baseline cross-sectional networks of depression symptoms
differentiated between iCBT responders and non-responders using the largest sample size
in this research area to-date. We found that symptom connectivity differences at baseline
between responders and non-responders were likely driven by differences in baseline
depression variance. We also found that cross-sectional network metrics did not carry
more prognostic value about iCBT treatment response than baseline measures that we
already have. While big data holds promise, we need even bigger ideas to unlock the
dynamic nature of depression. It is time to embrace innovative statistical methods and put
these ideas to the test, working together with clinicians and patients to achieve improved precision and personalisation in iCBT for every individual in the real world.
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8 Supplementary Materials

8.1 Supplementary Materials for Chapter 2

8.1.1 Supplementary Material 1 for Chapter 2

eTable 8.1.1. Comprehensive sample characteristics of LTC and non-LTC cohorts across intervention groups (iCBT, PGT, GSH).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>LTC Status</th>
<th>( \chi^2 ) / t (df)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LTC (n=4024)</td>
<td>Non-LTC (n=17027)</td>
<td></td>
</tr>
<tr>
<td>Gender (N, %)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2620 (65.10)</td>
<td>11,291 (66.31)</td>
<td>2.10 (1)</td>
</tr>
<tr>
<td>Male</td>
<td>1404 (34.90)</td>
<td>5736 (33.69)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td>-43.14 (21049)</td>
</tr>
<tr>
<td>Mean, SD (Range)</td>
<td>46.05, 15.88 (18-80)</td>
<td>35.79, 12.96 (18-80)</td>
<td></td>
</tr>
<tr>
<td>Employment (N, %)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>2385 (60.04)</td>
<td>12602 (75.20)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>447 (11.30)</td>
<td>1457 (8.56)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>131 (3.32)</td>
<td>1143 (6.83)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>563 (14.20)</td>
<td>575 (3.43)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>424 (10.70)</td>
<td>969 (5.79)</td>
<td>982.02 (4)</td>
</tr>
<tr>
<td>Ethnicity (N, %)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>British</td>
<td>3038 (78.70)</td>
<td>12866 (77.90)</td>
<td></td>
</tr>
<tr>
<td>Other White Background</td>
<td></td>
<td>179 (4.64)</td>
<td>1172 (7.10)</td>
</tr>
<tr>
<td>Asian</td>
<td>391 (10.10)</td>
<td>1460 (8.84)</td>
<td></td>
</tr>
<tr>
<td>Caribbean</td>
<td>85 (2.20)</td>
<td>327 (1.98)</td>
<td></td>
</tr>
<tr>
<td>African</td>
<td>55 (1.42)</td>
<td>207 (1.25)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>113 (2.93)</td>
<td>477 (2.89)</td>
<td>36.47 (6)</td>
</tr>
<tr>
<td>Baseline PHQ-9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean, SD</td>
<td>14.46 (6.03)</td>
<td>13.71 (5.85)</td>
<td>-7.31 (21049)</td>
</tr>
<tr>
<td>Baseline GAD-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean, SD</td>
<td>12.82 (5.17)</td>
<td>12.98 (4.86)</td>
<td>1.89 (21049)</td>
</tr>
<tr>
<td>Baseline WSAS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean, SD</td>
<td>17.83 (9.70)</td>
<td>16.80 (8.88)</td>
<td>-6.52 (21049)</td>
</tr>
<tr>
<td>Treatment Duration (Days)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean, SD</td>
<td>90.47 (58.25)</td>
<td>89.68 (53.63)</td>
<td>-0.75 (17431)</td>
</tr>
<tr>
<td>Number of Appointments</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean, SD</td>
<td>5.14 (2.64)</td>
<td>5.10 (2.41)</td>
<td>-0.91 (21049)</td>
</tr>
<tr>
<td>IAPT Clinical Outcomes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caseness (N, %)</td>
<td>3636 (90.36)</td>
<td>15516 (91.13)</td>
<td>2.34 (1)</td>
</tr>
<tr>
<td>Recovery (N, %)</td>
<td>1984 (54.57)</td>
<td>8618 (55.54)</td>
<td>1.10 (1)</td>
</tr>
<tr>
<td>Reliable Improvement (N, %)</td>
<td>2364 (65.02)</td>
<td>10334 (66.60)</td>
<td>3.24 (1)</td>
</tr>
</tbody>
</table>
eTable 8.1.2.1. Treatment characteristics of LTC and non-LTC cohorts within iCBT intervention group

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>LTC Status</th>
<th>t (df)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LTC (n=1065)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Duration (Days)*</td>
<td>Non-LTC (n=5792)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean, SD</td>
<td>93.93 (53.03)</td>
<td>90.19 (49.35)</td>
<td>-2.18 (6855)</td>
</tr>
<tr>
<td>Number of Appointments</td>
<td>5.63 (2.34)</td>
<td>5.54 (2.22)</td>
<td>-1.13 (6855)</td>
</tr>
</tbody>
</table>

aInstances where treatment duration is 0 due to administrative errors were removed from analyses (N=427).

eTable 8.1.2.2. Treatment characteristics of LTC and non-LTC cohorts within PGT intervention group

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>LTC Status</th>
<th>t (df)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LTC (n=339)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Duration (Days)*</td>
<td>Non-LTC (n=1109)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean, SD</td>
<td>52.34 (48.50)</td>
<td>48.48 (38.11)</td>
<td>-1.52 (1446)</td>
</tr>
<tr>
<td>Number of Appointments</td>
<td>4.92 (2.55)</td>
<td>4.68 (2.08)</td>
<td>-1.80 (1446)</td>
</tr>
</tbody>
</table>

aInstances where treatment duration is 0 due to administrative errors were removed from analyses (N=13).

eTable 8.1.2.3. Treatment characteristics of LTC and non-LTC cohorts within GSH intervention group

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>LTC Status</th>
<th>t (df)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LTC (n=2620)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Duration (Days)*</td>
<td>Non-LTC (n=10126)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean, SD</td>
<td>95.07 (59.93)</td>
<td>95.32 (55.86)</td>
<td>0.18 (12744)</td>
</tr>
<tr>
<td>Number of Appointments</td>
<td>4.97 (2.74)</td>
<td>4.89 (2.51)</td>
<td>-1.36 (12744)</td>
</tr>
</tbody>
</table>

aInstances where treatment duration is 0 due to administrative errors were removed from analyses (N=3,178).
Intervention-Specific Effectiveness Analyses for LTC patients. For depression, there was a significant main effect for time, indicating that the LTC cohort experienced an overall reduction in PHQ-9 scores from pre-treatment to post-treatment, \( F(1, 8041) = 2029.52, p < 0.001 \). The extent to which LTC patients reduced their PHQ-9 scores from pre-treatment to post-treatment varied across intervention type, as evidenced by a time by intervention group significant interaction, \( F(2, 8041) = 8.37, p < 0.001 \). Results from Tukey post-hoc tests indicated that LTC patients engaged in iCBT exhibited significantly greater improvements in PHQ-9 scores (adj. pre-treatment \( M = 14.22, SE = 0.13; \) adj. post-treatment \( M = 7.72, SE = 0.13, d = 1.55 \)) than those in GSH (adj. pre-treatment \( M = 14.60, SE = 0.08; \) adj. post-treatment \( M = 8.67, SE = 0.08, d = 1.41, p = 0.008 \)) and PGT (adj. pre-treatment \( M = 14.22, SE = 0.23; \) adj. post-treatment \( M = 9.17, SE = 0.23, d = 1.20, p < 0.001 \)), while GSH was associated with greater improvements than PGT (\( p = 0.010 \)). A similar pattern was observed for anxiety measured on the GAD-7; a significant main effect of time indicated an overall reduction in GAD-7 scores experienced by the LTC cohort, \( F(1, 8041) = 1832.88, p < 0.001 \). A significant interaction effect between time and intervention indicated that LTC patients across each intervention differed from each other in the extent their anxiety symptoms improved, \( F(2, 8041) = 19.22, p < 0.001 \). LTC patients in iCBT exhibited greater improvement in GAD-7 scores (adj. pre-treatment \( M = 12.68, SE = 0.12; \) adj. post-treatment \( M = 6.65, SE = 0.12, d = 1.56 \)) when compared to PGT (adj. pre-treatment \( M = 12.43, SE = 0.21; \) adj. post-treatment \( M = 8.43, SE = 0.21, d = 1.04, p < 0.001 \)) and GSH (adj. pre-treatment \( M = 12.92, SE = 0.08; \) adj. post-treatment \( M = 7.68, SE = 0.08, d = 1.36, p = 0.001 \)), while those in GSH improved more than those in PGT (\( p = 0.001 \)). For functional impairment, there was a significant main effect of time, \( F(1, 8041) = 822.74, p < 0.001 \), reflecting a general reduction in functional impairment from pre-treatment to post-treatment. However, there was no significant interaction effect between time and intervention group, indicating that reductions in impairment scores did not vary across the intervention groups, \( F(2, 8041) = 1.40, p = 0.247 \).

To explore whether sociodemographic differences such as age and gender of the LTC patients explained any of the observed interaction effects, we added age and gender as covariates to the models for each outcome measure. There was a significant main effect of age in each model (all \( p < 0.001 \)), indicating that older age was generally associated with less severe symptoms. However, each of the observed time by intervention type
interaction effects remained significant. Thus, neither age or gender explained the superior
ty of iCBT over GSH and PGT, nor the superiority of GSH over PGT, for reducing anxiety and depression symptoms in LTC patients.

8.2 Supplementary Materials for Chapter 3

8.2.1 Variable Directory

Socio-Demographics

Age
Variable type: Continuous discrete variable
Measurement: “What is your age?”
Response options: 18-70 (years of age)
Variable name: age

Sex
Variable type: Nominal variable
Measurement: “What is your sex?”
Response options: Female (0), Male (1), Intersex (2), Male to Female (3), Female to Male (4)
Variable name: Sex

Country of Residence
Variable type: Nominal variable
Measurement: “What is your country of residence?”
Response options: Free-entry field
Variable name: Country

Marital Status
Variable type: Ordinal variable
Measurement: “What is your marital status?”
Response options: Single (0), Married (1), In a relationship (2), Separated (3), Divorced (4), Widowed (5)
Variable name: MStatus

Education Level
Variable type: Ordinal variable
Measurement: “What is the highest level of education that you’ve completed?”
Response options: No schooling completed (0), Some early primary (1), Completed primary school (2), some secondary education (3), completed secondary education (4), trade/technical/vocational training (5), some undergraduate education (6), completed undergraduate education (7), some postgraduate education (8), master's degree (9), doctorate degree (10)
Variable name: Education

Employment Status
Variable type: Ordinal variable
Measurement: “What best describes your current employment status?”
Response options: Unemployed not looking (0), unemployed looking (1), full-time employed (2), part-time employed (3), self-employed (4), retired (5)
Variable name: Employment

Subjective Social Status
Variable type: Continuous discrete variable
Measurement: MacArthur Scale of Subjective Social Status (Adler et al., 2000)
Response options: 0-10 (the higher the number, the higher the subjective status)
Variable name: SSStatus

**Physical Health and Lifestyle**

**Exercise**

Average days of exercise per week
Variable type: Continuous discrete variable
Measurement: “On average, how many days per week do you engage in moderate to strenuous exercise? (e.g. a brisk walk, a run, swimming, cycling, weight lifting, team sports etc.).” Item drawn from the Physical Activity Vital Sign (PAVS)
Response options: 0-7 days
Variable name: Exercise_days

Average minutes of exercise on days of exercising
Variable type: Continuous discrete variable
Measurement: “On these days, on average, how many minutes do you engage in exercise at this level?”
Response options: 0 min, 10 min, 20 min, 30 min, 40 min, 50 min, 60+ min
Variable name: Exercise_min

**Diet**

Overall diet quality
Variable type: Ordinal variable
Measurement: “In general, how healthy is your overall diet?”
Response options: Very poor (0), Poor (1), Fair (2), Good (3), Very good (4), Excellent (5)
Variable name: Diet_quality

Frequency of eating fish
Variable type: Ordinal variable
Measurement: “How often do you usually eat fresh or canned fish? (NOT including fish and chips)”
Response options: rarely/never (0), once a month (1), twice a month (2), once a week (3), twice a week (4), every second day (5), once a day (6), more than once a day (7)
Variable name: Diet_fish

Frequency of taking diet supplements containing fish
Variable type: Ordinal variable
Measurement: “Do you regularly take diet supplements that contain fish oils or omega 3 fatty acids?”
Response options: rarely/never (0), once a month (1), twice a month (2), once a week (3), twice a week (4), every second day (5), once a day (6), more than once a day (7)
Variable name: Diet_fishsupp

**Drug Use**

Marijuana use
Variable type: Ordinal variable
Measurement: “Have you ever taken marijuana?”
Response options: No (0), Yes (1)
Variable name: Drugs_1
Marijuana use habits
*Conditional on (1) in Drugs_1
Variable type: Ordinal variable
Measurement: “Have you ever taken marijuana?”
Response options: Once/rarely in the past (0), Frequently in the past but quit (1), Still ongoing (2)
Variable name: Drugs_1_group

Frequency of marijuana use in the past (quitters)
*Conditional on (1) in Drugs_1_group
Variable type: Ordinal variable
Measurement: “How frequently did you take it in the past?”
Response options: Less than once a month (0), Every month (1), Every week (2), Daily or almost daily (3), More than once a day (4)
Variable name: Drugs_1_past_freq

Age when first started using marijuana (quitters)
*Conditional on (1) in Drugs_1_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you started taking it?”
Response options: 0-70 years old
Variable name: Drugs_1_past_age1

Age when quitted using marijuana (quitters)
*Conditional on (1) in Drugs_1_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you quit?”
Response options: 0-70 years old
Variable name: Drugs_1_past_age2

Frequency of current marijuana use (users)
*Conditional on (2) in Drugs_1_group
Variable type: Ordinal variable
Measurement: “How frequently do you take it?”
Response options: Less than once a month (0), Every month (1), Every week (2), Daily or almost daily (3), More than once a day (4)
Variable name: Drugs_1_freq

Age when first started using marijuana (users)
*Conditional on (2) in Drugs_1_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you started taking it?”
Response options: 0-70 years old
Variable name: Drugs_1_age

Ecstasy/MDMA use
Variable type: Ordinal variable
Measurement: “Have you ever taken ecstasy/MDMA?”
Response options: No (0), Yes (1)
Variable name: Drugs_2

Ecstasy/MDMA use habits
*Conditional on (1) in Drugs_2
Variable type: Ordinal variable
Measurement: “Have you ever taken ecstasy/MDMA?”
Response options:  Once/rarely in the past (0), Frequently in the past but quit (1), Still ongoing (2)
Variable name:  Drugs_2_group

Frequency of ecstasy/MDMA use in the past (quitters)
*Conditional on (1) in Drugs_2_group
Variable type:  Ordinal variable
Measurement:  “How frequently did you take it in the past?”
Response options:  Less than once a month (0), Every month (1), Every week (2), Daily or almost daily (3), More than once a day (4)
Variable name:  Drugs_2_past_freq

Age when first started using ecstasy/MDMA (quitters)
*Conditional on (1) in Drugs_2_group
Variable type:  Continuous discrete variable
Measurement:  “How old were you when you started taking it?”
Response options:  0-70 years old
Variable name:  Drugs_2_past_age1

Age when quitted using ecstasy/MDMA (quitters)
*Conditional on (1) in Drugs_2_group
Variable type:  Continuous discrete variable
Measurement:  “How old were you when you quit?”
Response options:  0-70 years old
Variable name:  Drugs_2_past_age2

Frequency of current ecstasy/MDMA use (users)
*Conditional on (2) in Drugs_2_group
Variable type:  Ordinal variable
Measurement:  “How frequently do you take it?”
Response options:  Less than once a month (0), Every month (1), Every week (2), Daily or almost daily (3), More than once a day (4)
Variable name:  Drugs_2_freq

Age when first started using ecstasy/MDMA (users)
*Conditional on (2) in Drugs_2_group
Variable type:  Continuous discrete variable
Measurement:  “How old were you when you started taking it?”
Response options:  0-70 years old
Variable name:  Drugs_2_age

Stimulant drug (e.g., cocaine, amphetamines)
Variable type:  Ordinal variable
Measurement:  “Have you ever taken stimulant drugs (e.g., cocaine/amphetamines)’?
Response options:  No (0), Yes (1)
Variable name:  Drugs_3

Stimulant drug use habits
*Conditional on (1) in Drugs_3
Variable type:  Ordinal variable
Measurement:  “Have you ever taken stimulant drugs (e.g., cocaine/amphetamines)’?
Response options:  Once/rarely in the past (0), Frequently in the past but quit (1), Still ongoing (2)
Variable name:  Drugs_3_group

Frequency of stimulant drug use in the past (quitters)
*Conditional on (1) in Drugs_3_group
Variable type: Ordinal variable
Measurement: “How frequently did you take it in the past?”
Response options: Less than once a month (0), Every month (1), Every week (2), Daily or almost daily (3), More than once a day (4)
Variable name: Drugs_3_past_freq

Age when first started using stimulant drug (quitters)
*Conditional on (1) in Drugs_3_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you started taking it?”
Response options: 0-70 years old
Variable name: Drugs_3_past_age1

Age when quitted using stimulant drug (quitters)
*Conditional on (1) in Drugs_3_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you quit?”
Response options: 0-70 years old
Variable name: Drugs_3_past_age2

Frequency of current stimulant drug use (users)
*Conditional on (2) in Drugs_3_group
Variable type: Ordinal variable
Measurement: “How frequently do you take it?”
Response options: Less than once a month (0), Every month (1), Every week (2), Daily or almost daily (3), More than once a day (4)
Variable name: Drugs_3_freq

Age when first started using stimulant drug (users)
*Conditional on (2) in Drugs_3_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you started taking it?”
Response options: 0-70 years old
Variable name: Drugs_3_age

Opiates (e.g., on prescription; codeine, oxycodone)
Variable type: Ordinal variable
Measurement: “Have you ever taken opiates on prescription excluding Solpadeine and Neurofen Plus (e.g. codeine, oxycodone)?”
Response options: No (0), Yes (1)
Variable name: Drugs_4

Opiate use habits
*Conditional on (1) in Drugs_4
Variable type: Ordinal variable
Measurement: “Have you ever taken opiates on prescription excluding Solpadeine and Neurofen Plus (e.g. codeine, oxycodone)?”
Response options: Once/rarely in the past (0), Frequently in the past but quit (1), Still ongoing (2)
Variable name: Drugs_4_group

Frequency of opiate use in the past (quitters)
*Conditional on (1) in Drugs_4_group
Variable type: Ordinal variable
Measurement: “How frequently did you take it in the past?”
Response options: Less than once a month (0), Every month (1), Every week (2), Daily or almost daily (3), More than once a day (4)
Variable name: Drugs_4_past_freq

Age when first started using opiates (quitters)
*Conditional on (1) in Drugs_4_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you started taking it?”
Response options: 0-70 years old
Variable name: Drugs_4_past_age1

Age when quit using opiates (quitters)
*Conditional on (1) in Drugs_4_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you quit?”
Response options: 0-70 years old
Variable name: Drugs_4_past_age2

Frequency of current opiate use (users)
*Conditional on (2) in Drugs_4_group
Variable type: Ordinal variable
Measurement: “How frequently do you take it?”
Response options: Less than once a month (0), Every month (1), Every week (2), Daily or almost daily (3), More than once a day (4)
Variable name: Drugs_4_freq

Age when first started using opiates (users)
*Conditional on (2) in Drugs_4_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you started taking it?”
Response options: 0-70 years old
Variable name: Drugs_4_age

‘Street’ opiates (e.g., without prescription; heroin/codeine/oxycodone)
Variable type: Ordinal variable
Measurement: “Have you ever taken ‘street’ opiates, that is, without prescription (e.g. heroin/codeine/oxycodone)?”
Response options: No (0), Yes (1)
Variable name: Drugs_5

Street opiate use habits
*Conditional on (1) in Drugs_5
Variable type: Ordinal variable
Measurement: “Have you ever taken ‘street’ opiates, that is, without prescription (e.g. heroin/codeine/oxycodone)?”
Response options: Once/rarely in the past (0), Frequently in the past but quit (1), Still ongoing (2)
Variable name: Drugs_5_group

Frequency of street opiate use in the past (quitters)
*Conditional on (1) in Drugs_5_group
Variable type: Ordinal variable
Measurement: “How frequently did you take it in the past?”
Response options: Less than once a month (0), Every month (1), Every week (2), Daily or almost daily (3), More than once a day (4)
Variable name: Drugs_5_past_freq

Age when first started using street opiates (quitters)
*Conditional on (1) in Drugs_5_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you started taking it?”
Response options: 0-70 years old
Variable name: Drugs_5_past_age1

Age when quitted using street opiates (quitters)
*Conditional on (1) in Drugs_5_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you quit?”
Response options: 0-70 years old
Variable name: Drugs_5_past_age2

Frequency of current street opiate use (users)
*Conditional on (2) in Drugs_5_group
Variable type: Ordinal variable
Measurement: “How frequently do you take it?”
Response options: Less than once a month (0), Every month (1), Every week (2), Daily or almost daily (3), More than once a day (4)
Variable name: Drugs_5_freq

Age when first started using street opiates (users)
*Conditional on (2) in Drugs_5_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you started taking it?”
Response options: 0-70 years old
Variable name: Drugs_5_age

Sedatives / Tranquilizers (e.g., on prescription)
Variable type: Ordinal variable
Measurement: “Have you ever taken sedatives/tranquilizers on prescription?”
Response options: No (0), Yes (1)
Variable name: Drugs_6

Sedative / tranquilizer use habits
*Conditional on (1) in Drugs_6
Variable type: Ordinal variable
Measurement: “Have you ever taken sedatives/tranquilizers on prescription?”
Response options: Once/rarely in the past (0), Frequently in the past but quit (1), Still ongoing (2)
Variable name: Drugs_6_group

Frequency of sedative / tranquilizer use in the past (quitters)
*Conditional on (1) in Drugs_6_group
Variable type: Ordinal variable
Measurement: “How frequently did you take it in the past?”
Response options: Less than once a month (0), Every month (1), Every week (2), Daily or almost daily (3), More than once a day (4)
Variable name: Drugs_6_past_freq

Age when first started using sedative / tranquilizer (quitters)
*Conditional on (1) in Drugs_6_group
Variable type: Continuous discrete variable

178
Measurement: "How old were you when you started taking it?"
Response options: 0-70 years old
Variable name: Drugs_6_past_age1

Age when quitted using sedative / tranquilizer (quitters)
*Conditional on (1) in Drugs_6_group
Variable type: Continuous discrete variable
Measurement: "How old were you when you quit?"
Response options: 0-70 years old
Variable name: Drugs_6_past_age2

Frequency of current sedative / tranquilizer use (users)
*Conditional on (2) in Drugs_6_group
Variable type: Ordinal variable
Measurement: "How frequently do you take it?"
Response options: Less than once a month (0), Every month (1), Every week (2), Daily or almost daily (3), More than once a day (4)
Variable name: Drugs_6_freq

Age when first started using sedative / tranquilizer (users)
*Conditional on (2) in Drugs_6_group
Variable type: Continuous discrete variable
Measurement: "How old were you when you started taking it?"
Response options: 0-70 years old
Variable name: Drugs_6_age

'Street' sedatives / Tranquilizers (e.g., without prescription)
Variable type: Ordinal variable
Measurement: "Have you ever taken street’ sedatives / tranquilizers, that is, without prescription?"
Response options: No (0), Yes (1)
Variable name: Drugs_7

Street sedative / tranquilizer use habits
*Conditional on (1) in Drugs_7
Variable type: Ordinal variable
Measurement: "Have you ever taken ‘street’ sedatives / tranquilizers, that is, without prescription?"
Response options: Once/rarely in the past (0), Frequently in the past but quit (1), Still ongoing (2)
Variable name: Drugs_7_group

Frequency of street sedative / tranquilizer use in the past (quitters)
*Conditional on (1) in Drugs_7_group
Variable type: Ordinal variable
Measurement: "How frequently did you take it in the past?"
Response options: Less than once a month (0), Every month (1), Every week (2), Daily or almost daily (3), More than once a day (4)
Variable name: Drugs_7_past_freq

Age when first started using street sedative / tranquilizer (quitters)
*Conditional on (1) in Drugs_7_group
Variable type: Continuous discrete variable
Measurement: "How old were you when you started taking it?"
Response options: 0-70 years old
Variable name: Drugs_7_past_age1
Age when quitted using street sedative / tranquilizer (quitters)
*Conditional on (1) in Drugs_7_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you quit?”
Response options: 0-70 years old
Variable name: Drugs_7_past_age2

Frequency of current street sedative / tranquilizer use (users)
*Conditional on (2) in Drugs_7_group
Variable type: Ordinal variable
Measurement: “How frequently do you take it?”
Response options: Less than once a month (0), Every month (1), Every week (2), Daily or almost daily (3), More than once a day (4)
Variable name: Drugs_7_freq

Age when first started using street sedative / tranquilizer (users)
*Conditional on (2) in Drugs_7_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you started taking it?”
Response options: 0-70 years old
Variable name: Drugs_7_age

Physical Health Comorbidities (CIRS)
Variable type: Continuous discrete variable
Measurement: Cumulative Illness Rating Scale (CIRS) (LINN et al., 1968)
Response options: A 6-item Likert scale for 13 items: None (0), Mild (1), Moderate (2), Severe (3), Extremely severe (4). A total score is yielded by summing item responses. The higher the score, the higher the impairment.
Variable name: CIRS_total

Pain (PHQ-15)
Variable type: Continuous discrete variable
Measurement: Patient Health Questionnaire (PHQ-15) (Kroenke et al., 2002)
Response options: A 3-item Likert Scale for 5 items. Not bothered at all (0), Bothered a little (1), Bothered a lot (2). A total score is yielded by summing item responses. The higher the score, the higher the pain level.
Variable name: PAIN_total

Smoking

Cigarettes

Ever smoked cigarettes
Variable type: Binary variable
Measurement: “Have you ever smoked cigarettes?”
Response options: No(0), Yes(1)
Variable name: Smoking_ever

Smoking habits (users or quitters)
*Conditional on (1) in Smoking_ever
Variable type: Ordinal variable
Measurement: “Please select the option which best applies to you”
Response options: Once or rare occasions in the past (0), Frequently in the past (1), Ongoing basis (2)
Variable name: Smoking_group

Frequency of smoking in the past (quitters)
*Conditional on (1) in Smoking_group
Variable type: Ordinal variable
Measurement: “How frequently did you smoke in the past? (include instances where you have only taken one or two puffs”
Response options: Less than once per day (0), 1-5 times (1), 5-10 times (2), 10-20 times (3), 20-30 times (4), more than 30 times (5)
Variable name: Smoking_past_freq

Age when first started smoking (quitters)
*Conditional on (1) in Smoking_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you started smoking?”
Response options: 0-70 years old
Variable name: Smoking_past_AgeStart

Age when quitted smoking (quitters)
*Conditional on (1) in Smoking_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you quit?”
Response options: 0-70 years old
Variable name: Smoking_past_AgeQuit

Frequency of current smoking (users)
*Conditional on (2) in Smoking_group
Variable type: Ordinal variable
Measurement: “How frequently do you smoke? (include instances where you have only taken one or two puffs)"
Response options: Less than once per day (0), 1-5 times (1), 5-10 times (2), 10-20 times (3), 20-30 times (4), more than 30 times (5)
Variable name: Smoking_present_freq

Age when first started smoking (users)
*Conditional on (2) in Smoking_group
Variable type: Continuous discrete variable
Measurement: “How old were you when you started smoking?”
Response options: 0-70 years old
Variable name: Smoking_present_AgeStart

Vaping

Ever vaped (i.e., smoked e-cigarettes)
Variable type: Binary variable
Measurement: “Have you ever vaped (i.e., smoked e-cigarettes)?”
Response options: No (0), Yes (1)
Variable name: Smoking_vape_ever

Vaping habits
*Conditional on (1) on Smoking_vape_ever
Variable type: Ordinal variable
Measurement: “Please select the option which best applies to you:”
Response options: Once or rare occasions in the past (0), Frequently in the past (1), Ongoing basis (2)
Variable name: Smoking_vape_group

Frequency of vaping in the past (quitters)
*Conditional on (1) on Smoking_vape_group
Variable type: Ordinal variable
Measurement: “How frequently did you vape in the past? (account for all instances – even times where you have only taken one or two puffs)

Response options: Less than once per day (0), 1-5 times (1), 5-10 times (2), 10-20 times (3), 20-30 times (4), more than 30 times (5)

Variable name: Smoking_vape_past_freq

Age when first started vaping (quitters)
*Conditional on (1) on Smoking_vape_group

Variable type: Continuous discrete variable
Measurement: “How old were you when you started vaping?”
Response options: 0-70 years old
Variable name: Smoking_vape_past_AgeStart

Age when quitted vaping (quitters)
*Conditional on (1) on Smoking_vape_group

Variable type: Continuous discrete variable
Measurement: “How old were you when you quit?”
Response options: 0-70 years old
Variable name: Smoking_vape_past_AgeQuit

Frequency of current vaping (users)
*Conditional on (2) on Smoking_vape_group

Variable type: Ordinal variable
Measurement: “How frequently do you vape? (account for all instances – even times when you have only taken one or two puffs)
Response options: Less than once per day (0), 1-5 times (1), 5-10 times (2), 10-20 times (3), 20-30 times (4), more than 30 times (5)
Variable name: Smoking_vape_present_freq

Age when first started vaping (users)
*Conditional on (2) on Smoking_vape_group

Variable type: Continuous discrete variable
Measurement: “How old were you when you started vaping?”
Response options: 0-70 years old
Variable name: Smoking_vape_present_AgeStart

Other forms of tobacco

Variable type: Binary variable
Measurement: “Do you consume other forms of tobacco (e.g. chewing tobacco, snuff) on a regular basis?”
Response options: Yes (1), No (0)
Variable name: Smoking_Other

Height and Weight

Weight

Variable type: Continuous discrete variable
Measurement: “What is your weight at present (in lbs) (please give your best estimate)”
Response options: Free numeric entry field
Variable name: currentweight

Height

Height in feet
Variable type: Continuous discrete variable
Measurement: “What is your height (in feet and inches)?”
Response options: 1-8 feet
Variable name: FeetDropdownld

Height in inches
Variable type: Continuous discrete variable
Measurement: “What is your height (in feet and inches)?”
Response options: 0-11 inches
Variable name: InchesDropdownld

**Psychosocial**

**Stressful Life Events (SRRS)**
Variable type: Continuous discrete variable
Measurement: Social Readjustment Rating Scale (SRRS) (Holmes & Rahe, 1967)
Response options: False (0), True (1) for 43 items. A total score is yielded by multiplying the ‘True’ answers by a specific weight. Some life events are thus classes as more stressful than others (e.g., death of a spouse adds 100 points to total, whereas a change in residence adds 20). The higher the summed score, the more stressful events.
Variable name: SRRS_total

**Childhood Trauma (CTQ)**
Variable type: Continuous discrete variables
Measurement: Childhood Trauma Questionnaire (CTQ) (Pennebaker & Susman, 1988)
Response options: A 5-item Likert scale for 28 items: Never true (0), Rarely true (1), Sometimes true (2), Often true (3), Very often true (4). A total score and 5 subscale scores are yielded by summing respective item responses. The higher the score, the higher the childhood trauma.
Variable name: CTQ_total, CTQ_emabuse, CTQ_physabuse, CTQ_sexabuse, CTQ_emneglect, CTQ_physneglect

**Perceived Social Support (MSPSS)**
Variable type: Continuous discrete variable
Measurement: Multidimensional Scale of Perceived Social Support (MSPSS) (Zimet et al., 1988)
Response options: A 7-item Likert scale for 12 items: Very strongly disagree (0), Strongly disagree (1), Mildly disagree (2), Neutral (3), Mildly agree (4), Strongly Agree (5), Very strongly Agree (6). A total score is yielded by summing item responses. The higher the score, the higher the perceived support.
Variable name: SOSU_total

**Perceived Stress (PSS)**
Variable type: Continuous discrete variable
Measurement: Perceived Stress Scale (PSS) (Cohen et al., 1983)
Response options: A 5-item Likert scale for 10 items: Never (0), Almost Never (1), Sometimes (2), Fairly often (3), Very often (4). A total score is yielded by summing item responses. The higher the score, the more perceived stress.
Variable name: PSS_total

**Clinical**

**Chronicity**
No. of poor mental health episodes\textsuperscript{7}
Variable type: Continuous discrete variable
Measurement: “How many times in your life have you experienced an episode of poor mental health?”
Response options: 0-29 times
Variable name: TFLTE_episodes

Age of onset of mental health episodes
Variable type: Continuous discrete variable
Measurement: “What age were you when you experienced your first episode of poor mental health?”
Response options: 0-70 years
Variable name: TFLTE_ageonset

Onset of current mental health episode\textsuperscript{8}
Variable type: Continuous discrete variable
Measurement: “When did this current episode of poor mental health start?”
Response options: DD/MM/YY
Variable name: TFLTE_currentonset

Psychiatric Diagnoses (Self)
Variable type: Binary variables
Measurement: “I currently have a diagnosis of… (Please select all that apply)”
Response options: Yes (TRUE) and No (FALSE) for 13 diagnoses. A total score is yielded by summing the number of ‘True’ for all diagnoses.
Variable name: Diagnoses_total, Diagnosis_Dep, Diagnosis_OCD, Diagnosis_GAD, Diagnosis_PanD, Diagnosis_PTS, Diagnosis_BPD, Diagnosis_Schiz, Diagnosis_PersD, Diagnosis_SubD, Diagnosis_AnoD, Diagnosis_BulD, Diagnosis_BinD, Diagnosis_TicD

Psychiatric Diagnosis (Family)
Variable type: Continuous discrete variable
Measurement: “Do you have any close relatives who ever received a diagnosis of a mental health disorder? (Please only count your biological parents, biological siblings or biological children)”
Response options: 0-10 close relatives
Variable name: TFLTE_famHist

Miscellaneous Psychiatric Symptoms
Variable type: Continuous discrete variable
Measurement: Top predictors in Chekroud and colleagues’ 2016 study (Chekroud et al., 2016)
Response options: Yes (1,) No (0) for 8 items.
• Have you experienced depressed mood most of the day, nearly every day?\textsuperscript{9}
• Have you been bothered by aches and pains in many different parts of your body?\textsuperscript{10}
• Did reminders of a traumatic event make you shake, break out into a sweat, or have a racing heart?\textsuperscript{11}
• Did you try to avoid activities, places, or people that reminded you of a traumatic event?\textsuperscript{12}

\textsuperscript{7} Due to non-normality of the variable, the responses were binned and converted into a categorical variable: 3 distinct groups: 1) <2 lifetime episodes, 2) 2-5 lifetime episodes, and 3) >5 lifetime episodes.
\textsuperscript{8} Due to technical glitch in the survey, a small number of participants are missing the specific day / month of the year of onset. For instances missing the day (DD), the first day of the month/year provided was designated as the day of the date (i.e., 1\textsuperscript{st} of the month). For instances missing the day and the month (DD/MM), the first day and first month of the year provided was designated as the day and month of the date (i.e., 1\textsuperscript{st} January).
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- Did you have attacks of anxiety that caused you to avoid certain situations or to change your behavior or normal routine?
- Did standing in long lines make you feel fearful, anxious, or nervous?
- Did driving or riding in a car make you feel fearful, anxious, or nervous?
- Have you ever witnessed a traumatic event such as rape, assault, someone dying in an accident, or any other extremely upsetting incident?

**Transdiagnostic Self-Report Questionnaires**

**Apathy (AES)**
- Variable type: Continuous discrete variable
- Measurement: Apathy Evaluation Scale (AES) (Marin et al., 1991)
- Response options: A 4-point Likert scale for 18 items: Not at all (0), Slightly (1), Somewhat (2), A lot (3). A total score is yielded by summing item responses. The higher the score, the higher apathetic.
- Variable name: AES_total

**Alcoholism (AUDIT)**
- Variable type: Continuous discrete variable
- Measurement: Alcohol Use Disorder Identification Test (AUDIT; Saunders et al., 1993)
- Response options: A 5-point Likert Scale for 8 items (0-4) and a 3-point Likert Scale for 2 items. A total score is yielded by summing item responses. The higher the score, the higher the likelihood of hazardous/harmful alcohol consumption.
- Variable name: AUDIT_total

**Impulsivity (BIS)**
- Variable type: Continuous discrete variable
- Measurement: Barratt Impulsivity Scale (BIS) (Patton et al., 1995)
- Response options: A 4-point Likert scale for 30 items: Rarely/Never (1), Occasionally (2), Often 3), Almost always/Always (4). A total score is yielded by summing item responses. The higher the score, the higher the level of impulsivity.
- Variable name: BIS_total

**Eating disorder (EAT-26)**
- Variable type: Continuous discrete variable
- Measurement: Eating Attitudes Test (EAT-26) (Garner et al., 1982)
- Response options: A 6-point Likert scale for 26 items: Never (1), Rarely (2), Sometimes (3), Often (4), Usually (5), Always (6). A total score is yielded by summing item responses. The higher the score, the higher the level of concern about dieting, body weight, or problematic eating behaviours.
- Variable name: EAT_total

**Social anxiety (LSAS)**
- Variable type: Continuous discrete variable
- Measurement: Liebowitz Social Anxiety Scale (LSAS) (Liebowitz, 1987)

---

9 The AES score labels were abbreviated in our study during administration of the measure. The response options traditionally read (1) Not at all characteristic, (2) Slightly characteristic, (3) Somewhat characteristic, (4) Very characteristic. We simply used (1) Not at all, (2) Slightly, (3) Somewhat, (4) A lot.

10 In the original version of the scale, participants answered all 24 items twice each time pertaining to how anxious or fearful they feel in the situation respectively. Prior work has shown these correlate with one another near perfectly, so we merged the response option to reduce redundancy; participants answered all 24 items just once with regards to how anxious OR fearful they feel in the situation.
Response options: A 4-point Likert scale for 24 items: None (0), Mild (1), Moderate (2), Severe (3). A total score is yielded by summing item responses. The higher the score, the higher the level of social anxiety.

Variable name: LSAS_total

Schizotypy (SSMS)
Variable type: Continuous discrete variable
Measurement: Short Scales for Measuring Schizotypy (SSMS-R) (Mason et al., 2005)
Response options: ‘No (0) and Yes (1) for 43 items. A total score is yielded by summing item responses. The higher the score, the likely the presence of schizotypy.

Variable name: SCZ_total

Depression (SDS)
Variable type: Continuous discrete variable
Measurement: Self-Rating Depression Scale (SDS) (Zung, 1965)
Response options: A 4 Likert scale for 20 items: A little of the time (1), Some of the time (2), Good part of the time (3), Most of the time (4). A total score is yielded by summing item responses. The higher the score, the more depressed the individual.

Variable name: SDS_total

State anxiety (STAI-T)\textsuperscript{11}
Variable type: Continuous discrete variable
Measurement: State-Trait Anxiety Inventory (STAI) (Spielberger et al., 1983)
Response options: A 4-point Likert scale for 20 items: Not at all (1), Somewhat (2), Moderately so (3), Very much so (4). A total score is yielded by summing item responses. The higher the score, the higher the level of anxiety.

Variable name: STAI_total

Obsessive-Compulsive disorder (OCI-R)
Variable type: Continuous discrete variable
Measurement: Revised Obsessive-Compulsive Inventory (OCI-R) (Foa et al., 2002)
Response options: A 5-point Likert scale for 18 items: Not at all (0), A little (1), Moderately (2), A lot (3), Extremely (4). A total score is yielded by summing item responses. The higher the score, the more likely the presence of OCD.

Variable name: OCI_total

Clinical Outcome Measures

Depression (QIDS-SR)\textsuperscript{12}
Variable type: Continuous discrete variable
Response options: A 4-point Likert scale for 16 items (0 to 3). A total score is yielded by summing 9 item responses. The higher the score, the higher the level of depression.

Variable name: QIDS_total

\textsuperscript{11} There were errors associated with the administration of the STAI-T measure. 1) The opening instructions were taken from the SDS measure rather than the STAI measure. Thus, instead of asking subjects to rate how they ‘generally feel’, they were instead asked to rate the response that “best describes how often you felt or behaved this way during the past several days.” 2) The STAI response options were taken from the STAI State form (“not at all”, “sometimes”, “often”, almost always”).

\textsuperscript{12} The last item of the QIDS was abbreviated from “I think of suicide or death several times a day in some detail, or I have made specific plans for suicide or have actually tried to take my life” to (“I think of suicide or death several times a day in some detail, or have actually tried to take my life.”
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**Functional Impairment (WSAS)**
Variable type: Continuous discrete variable
Measurement: Work and Social Adjustment Scale (WSAS; Mundt et al., 2002)
Response options: A 8-point Likert scale for 5 items: Not at all (0), Slightly (2), Definitely (4), Markedly (6), Very severely (8). A total score is yielded by summing item responses. The higher the score, the higher the level of impairment.
Variable name: WSAS_total

**Treatment History**

**Past antidepressant medication treatment**
Variable type: Binary variable
Measurement: “Have you ever in the past completed a course of antidepressant medication?”
Response options: No (0), Yes (1)
Variable name: TFLTE_ADpast

No. of past antidepressant medication treatment*
*Conditional on TRUE in TFLTE_ADpast
Variable type: Continuous discrete variable
Measurement: “How many times?”
Response options: 0-10 times
Variable name: TFLTE_ADpast_freq

Success of past antidepressant medication treatment*
*Conditional on TRUE in TFLTE_ADpast
Variable type: Continuous discrete variable
Measurement: “How many times would you say this kind of treatment has resulted in a significant improvement in your symptoms?”
Response options: 0-10 times
Variable name: TFLTE_ADpast_helped

**Ever taken Sertraline**
*Conditional on TRUE in TFLTE_ADpast
Variable type: Binary variable
Measurement: “Have you ever taken an antidepressant called Sertraline (also known as Zoloft/Lustral)?”
Response options: No (0), Yes (1)
Variable name: TFLTE_ADpast_sertraline

**Blood test for antidepressant medication**
*Conditional on TRUE in TFLTE_ADpast
Variable type: Binary variable
Measurement: “Did your prescriber take a blood sample from you before they gave you the prescription for your antidepressant?”
Response options: No (0), Yes (1)
Variable name: TFLTE_ADpast_bloodTest

**Past psychotherapy treatment**
Variable type: Binary variable
Measurement: “Have you ever in the past completed a course of psychological therapy?”
Response options: No (0), Yes (1)
Variable name: TFLTE_PTpast

Types of past psychotherapy treatment*
*Conditional on TRUE in TFLTE_PTpast
Variable type: Binary variables
Measurement: “Please select the type of psychological therapy:”
Response options: Yes (TRUE), No (FALSE) for 10 psychotherapy interventions
Variable name: 10 variables with TFLTE_PTpast the short-handed name of each psychotherapy

- Behavioural therapy (TFLTE_PTpast_BT)
- Cognitive Behavioural Therapy (TFLTE_PTpast_CBT)
- Counselling (TFLTE_PTpast_Couns)
- Cognitive Therapy (TFLTE_PTpast_CT)
- Family Therapy (TFLTE_PTpast_FT)
- Interpersonal Therapy (TFLTE_PTpast_IPT)
- Mindfulness (TFLTE_PTpast_Mindflns)
- Other (TFLTE_PTpast_Other)
- Psychoanalytic (TFLTE_PTpast_Psychoan)
- Psychodynamic (TFLTE_PTpast_Psychodyn)

Success of past psychotherapy treatment*
*Conditional on TRUE in TFLTE_PTpast
Variable type: Continuous discrete variable
Measurement: “How many times would you say this kind of treatment has resulted in a significant improvement in your symptoms?”
Response options: 0-10 times
Variable name: TFLTE_PTpast_helped

Failure of past psychotherapy treatment*
*Conditional on TRUE in TFLTE_PTpast
Variable type: Continuous discrete variable
Measurement: “How many times would you say this kind of treatment has failed to result in a significant improvement in your symptoms?”
Response options: 0-10 times
Variable name: TFLTE_PTpast_failed

Treatment Expectation
Variable type: Ordinal variable
Measurement: “What point on this 10-point scale best describes your expectations about what is likely to happen as a result of your current antidepressant treatment?”
Response options: 10-point Likert scale from “I don’t expect to feel any better” (0) to “I expect to feel completely better” (9)
Variable name: TFLTE_expectations

Antidepressant Medication Type
Variable type: Binary variables
Measurement: “Please select the antidepressant that you have been prescribed from the list below: (Check more than one if you are taking more than one)”
Response options: Yes (TRUE), No (FALSE) for 21 antidepressant medication + 1 free entry field for participants to write in unlisted antidepressant medication type.
Variable name: 22 variables with med in front of medication name

Selective Serotonin Reuptake Inhibitors (SSRIs)
- Citalopram
- Escitalopram
- Fluoxetine
- Fluvoxamine
- Paroxetine
- Sertraline

Serotonin and Norepinephrine Reuptake Inhibitors (SNRIs)
- Desvenlafaxine
- Duloxetine
- Levomilnacipran
- Venlafaxine

Tricyclics
- Amitriptyline
- Clomipramine
- Doxepin
- Dosulepin
- Imipramine
- Trimipramine
- Amoxapine
- Despiramine
- Nortriptyline
- Protriptyline

Atypical Antidepressants
- Agomelatine
- Mirtazapine

Antidepressant Medication Dosage
*Asked for the antidepressant arm only
Variable type: Binary variables
Measurement: “Please select the statement that best applies to you”
Response options: Yes (TRUE), No (FALSE) for 3 binary variables including 1) taking exact dosage, 2) taking less dosage, 3) taking more dosage
Variable name: Taking_Exact_Dosage, Taking_Less_Dosage, Taking_More_Dosage

Antidepressant Medication Side Effects
*Asked for the antidepressant arm only

Presence of antidepressant side effects
Variable type: Binary variable
Measurement: “Have you been bothered by any side-effects?”
Response options: Yes (TRUE), No (FALSE)
Variable name: SideEff

Types of antidepressant side effects
Variable type: Binary variable
Measurement: “Please tell us the side-effect(s) you have been most bothered by:”
Response options: Yes (TRUE), No (FALSE) for 10 side effects + 1 free entry field for other unlisted antidepressant side effects.
Variable name: 11 variables with SideEff in front of side effect type

- Difficulty thinking or remembering (SideEff_CogDiff)
- Day-time sleepiness (SideEff_DaySl)
- Gastrointestinal symptoms e.g. nausea, diarrhea, constipation (SideEff_Gastro)
- Migraines/Headaches (SideEff_MigHe)
- Muscle/joint aches (SideEff_MusJoi)
- Night-time sleep disturbance (SideEff_NightSl)
• Personality changes, such as appearing flat, or without emotion (SideEff_PersCh)
• Sexual problems (SideEff_SexPr)
• Suicidal thoughts (SideEff_SuicTh)
• Weight Gain (SideEff_WeightG)
• Other side-effect(s) not listed above (SideEff_Other)

**Treatment Adherence**

**Treatment adherence (antidepressant)**
Variable type: Binary variable
Measurement: “Are you still taking an antidepressant medication?”
Response options: Yes (TRUE), No (FALSE)
Variable name: Taking_Antidepressant

**Treatment adherence for (iCBT)**
Variable type: Binary variable
Measurement: “Are you still taking an online CBT course?”
Response options: Yes (TRUE), No (FALSE)
Variable name: Taking_CBT

**Treatment non-adherence reasons (antidepressant)**
Variable type: Binary variables
Measurement: “Please tell us why you stopped taking the antidepressant:”
Response options: Yes (TRUE), No (FALSE) for 4 binary variables + 1 free entry field for other unlisted treatment non-adherence reasons
Variable name: 5 variables with non_adhere in front of the treatment non-adherence reason

• My mental health symptom got worse (nonadhere_gotworse)
• The medication was not making me feel better (nonadhere_nothelpful)
• Side effects were too strong (nonadhere_strongsideeff)
• Other reason (nonadhere_other)
• Other reason (free entry field; nonadhere_otherreason)

**Treatment non-adherence reasons (iCBT)**
Variable type: Binary variables
Measurement: “Please tell us why you stopped:”
Response options: Yes (TRUE), No (FALSE) for 4 binary variables + 1 free entry field for other unlisted treatment non-adherence reasons
Variable name: 5 variables with non_adhere in front of the treatment non-adherence reason

• My mental health symptom got worse (nonadhere_gotworse)
• The CBT was not making me feel better (nonadhere_nothelpful)
• I found the CBT too difficult (nonadhere_toodifficult)
• Other reason (nonadhere_other)
• Other reason (free entry field; nonadhere_otherreason)

**Extra Treatment Information**
Variable type: Binary variable
Measurement: “Is there any other information you would like us to know that we have not asked?”
Response options: Yes (TRUE), No (FALSE) + 1 free entry field for entering extra information (conditional on TRUE)
Variable name: Extra_WCI_Info (TRUE/FALSE), ExtraInfo (free filling box)

**Concurrent Medication Treatment**
Variable type: Binary variable
Measurement: 2 separate questions asked for each treatment arm at 3 weekly check-in timepoints. “Have you started taking any other medications?” (antidepressant) and “Are you currently taking any medication for your mental health?” (iCBT)
Response options: Yes (TRUE), No (FALSE)
Variable name: Taking_OtherMed

Concurrent medication treatment type (antidepressant)*
*Conditional on TRUE in Taking_OtherMed (antidepressant)
Variable type: Categorical string variables
Measurement: “Please provide details about the medication(s):”
Response options: 3 free entry fields. It was not compulsory for participants to provide this information.
Variable name: OtherMed_1, OtherMed_2, OtherMed_3

Concurrent medication treatment dosage (antidepressant)*
*Conditional on TRUE in Taking_OtherMed (antidepressant)
Variable type: Continuous discrete variable
Measurement: “Please provide details about the medication(s):”
Response options: 3 free entry fields. It was not compulsory for participants to provide this information.
Variable name: OtherMedDose_1, OtherMedDose_2, OtherMedDose_3

Concurrent medication treatment type (iCBT)*
*Conditional on TRUE in Taking_OtherMed (iCBT)
Variable type: Binary variables
Measurement: “Please select the antidepressant that you have been prescribed from the list below: (Check more than one if you are taking more than one)”
Response options: Yes (TRUE), No (FALSE) for 21 antidepressant medication + 1 free entry field for other unlisted antidepressant medication type. It was not compulsory for participants to provide this information.
Variable name: 22 variables with med in front of medication name (see Antidepressant Medication Type)

Concurrent Psychotherapy Treatment

Concurrent psychotherapy treatment (baseline)
Variable type: Binary variable
Measurement: Are you currently receiving regular psychological therapy?
Response options: Yes (1), No (0)
Variable name: TFLTE_PTcurrent

Types of concurrent psychotherapy treatment (baseline)*
*Conditional on TRUE in TFLTE_PTcurrent
Variable type: Binary variables
Measurement: “Please select the type of psychological therapy:”
Response options: Yes (TRUE), No (FALSE) for 10 psychotherapy interventions. It was not compulsory for participants to provide this information.
Variable name: 10 variables with PT in front of psychotherapy short-handed name (e.g., TFLTE_PTcurrent_CBT)

- Behavioural therapy (TFLTE_PTcurrent_BT)
- Cognitive Behavioural Therapy (TFLTE_PTcurrent_CBT)
- Counselling (TFLTE_PTcurrent_Counsig)
- Cognitive Therapy (TFLTE_PTcurrent_CT)
• Family Therapy (TFLTE_PTcurrent_FT)
• Interpersonal Therapy (TFLTE_PTcurrent_IPT)
• Mindfulness (TFLTE_PTcurrent_Mindflns)
• Other (TFLTE_PTcurrent_Other)
• Psychoanalytic (TFLTE_PTcurrent_Psychoan)
• Psychodynamic (TFLTE_PTcurrent_Psychodyn)

Concurrent psychotherapy treatment (weekly)
Variable type: Binary variable
Measurement: 2 separate questions asked for each treatment arm at 3 weekly check-in timepoints. “Are you currently receiving regular psychological therapy?” (antidepressant) and “Have you started any other form of psychological therapy?” (iCBT)
Response options: Yes (TRUE), No (FALSE)
Variable name: PT_WCI

Concurrent psychotherapy treatment type (weekly)*
*Conditional on TRUE in concurrent psychotherapy treatment (weekly)
Variable type: Binary variables
Measurement: “Please select the type of psychological therapy:”
Response options: Yes (TRUE), No (FALSE) for 10 psychotherapy interventions. It was not compulsory for participants to provide this information.
Variable name: 10 variables with PT in front of psychotherapy short-handed name

- Behavioural therapy (PT_WCI_BT)
- Cognitive Behavioural Therapy (PT_WCI_CBT)
- Counselling (PT_WCI_Counsg)
- Cognitive Therapy (PT_WCI_CT)
- Family Therapy (PT_WCI_FT)
- Interpersonal Therapy (PT_WCI_IPT)
- Mindfulness (PT_WCI_Mindflns)
- Other (PT_WCI_Other)
- Psychoanalytic (PT_WCI_Psychoan)
- Psychodynamic (PT_WCI_Psychodyn)

iCBT Treatment Engagement
*Measurement is taken objectively as users engage with the iCBT platform

Total time spent (seconds)
Variable type: Continuous discrete variable
Measurement: The combination of the time spent in each session (in seconds) from the first to the last log-in. Interactions lasting longer than 30 minutes are automatically counted as 1 minute, to avoid counting long idle periods when the program is open toward the total count.
Variable name: total_time_spent_(seconds)

Number of sessions
Variable type: Continuous discrete variable
Measurement: The number of times (logins) the user accessed the program. If a specific session has inactivity periods longer than 30 minutes, the next moment of activity will count as a new session.
Variable name: number_of_sessions

Average session length (seconds)
Variable type: Continuous variable
Measurement: Dividing the total time on the platform by the number of sessions.
Variable name: avg_session_length_(seconds)

Number of activities
Variable type: Continuous variable
Measurement: Every instance a user interacted actively with the platform, e.g., completed a journal entry, used an interactive tool, downloaded, or played relaxation audios. Participants were able to use these activities as many times as they wished.
Variable name: num_activities

Number of modules in program
Variable type: Continuous discrete variable
Measurement: The total number of modules available to the user specific to the iCBT program assigned to them.
Variable name: no_of_modules_in_program

Modules completed
Variable type: Continuous discrete variable
Measurement: The number of modules out of the total number of modules available in the program that the user completed.
Variable name: num_activities

Percentage of program viewed
Variable type: Continuous variable
Measurement: Ranging from 0-1, this metric captures the proportion of the program that is completed by the user.
Variable name: percentage_programme_viewed

Activities per session
Variable type: Continuous variable
Measurement: Dividing the total number of activities completed by the total number of sessions.
Variable name: activities_per_session

Modules per session
Variable type: Continuous variable
Measurement: Dividing the total number of modules completed by the total number of sessions.
Variable name: modules_per_session

Number of journal entries
Variable type: Continuous discrete variable
Measurement: The total number of journal entries submitted by the user on the platform.
Variable name: number_journal_entries

Length of journal entries
Variable type: Continuous discrete variable
Measurement: The total number of characters used in the total number of journal entries submitted by the user on the platform.
Variable name: length_journal_entries

Supporter Experience
Variable type: Continuous discrete variable
Measurement: The total number of reviews completed by the clinician prior to their assignment to the user. i.e. the level of experience of the clinician managing the client.

Variable name: supporter_experience

Number of reviews
Variable type: Continuous discrete variable
Measurement: The total number of reviews sent from the assigned clinician to the user so to encourage use of the platform while monitoring and providing feedback about the progress from the last review.

Variable name: num_reviews

Length of reviews
Variable type: Continuous discrete variable
Measurement: The sum of the total number of characters used in all reviews written by the clinician for the user.

Variable name: length_of_reviews

Average review length
Variable type: Continuous discrete variable
Measurement: Dividing the length of reviews by the number of reviews.

Variable name: avg_review_length

Reviews fit versus template
Variable type: Continuous variable
Measurement: Ranging from 0-1, this is a percentage showing how similar the review text is to a set of templates that are used by the service. A lower value means the message was more customised, and a higher value means the closer / more similar to the templates.

Variable name: reviews_fit_vs_template

Number of review notes
Variable type: Continuous discrete variable
Measurement: The number of replies that the user left for their clinician after a review.

Variable name: number_reviewnotes

Review note length
Variable type: Continuous discrete variable
Measurement: The total number of characters in the review notes left by the user for their clinician after a review.

Variable name: note_length

Baseline Depression Score
Variable type: Continuous discrete variable
Measurement: Patient Health Questionnaire (PHQ-9) (Kroenke et al., 2001)
Response options: A 4 Likert scale for 9 items: Not at all (0), Several days (2), More than half the days (3), Nearly every day (4). A total score is yielded by summing item responses. The higher the score, the more depressed the individual. This measure is taken at baseline (i.e., when participants first logged onto the platform).

Variable name: phq_time1

Baseline Anxiety Score
Variable type: Continuous discrete variable
Measurement: Generalised Anxiety Disorder Assessment (GAD-7) (Spitzer et al., 2006a)
Response options: A 4 Likert scale for 7 items: Not at all (0), Several days (2), More than half the days (3), Nearly every day (4). A total score is yielded by summing item
responses. The higher the score, the more anxious the individual. This measure is taken at baseline (i.e., when participants first logged onto the platform).
Variable name: gad7_time1

Number of tools used
Variable type: Continuous discrete variable
Measurement: The total number of tools used by the user on the platform. Examples include Mood Monitor and Worry Tree.
Variable name: num_tools_used

Modules viewed
Variable type: Continuous discrete variable
Measurement: The total number of modules within a specific assigned program that were viewed by users on the platform. Partially viewed modules as well as fully viewed modules contribute to this metric.
Variable name: modules_viewed

Mode of Engagement
Variable type: Continuous variable
Measurement: Ranging from 0-1, the percentage the user spent on each digital application to access the platform. Currently, iCBT can be accessed through the phone (mobile), the tablet, the computer (pc), or the SilverCloud app.
Variable name: mobile, tablet, pc, app

Site
Variable type: Categorical variable
Measurement: The mental health service the user registered with to access their iCBT treatment. Participants in the study either registered with the mental health charity Aware in Dublin, Ireland or the Talking Therapies services in Berkshire, London, UK.
Variable name: aware, Berkshire

SilverCloud Program Name
Variable type: Categorical variable
Measurement: The assigned iCBT treatment program to the user by the mental health service based on patients’ mental health presentations. SilverCloud has over 40 programs across the spectrum of mental health available to their user. Participants registered with the mental health charity Aware in Dublin, Ireland were only assigned the Life Skills Online program. Below includes a non-exhaustive list of SilverCloud programs available to participants in our study.
Variable name: silvercloud_program_name

- Space from Depression
- Life Skills Online
- Space from GAD
- Space from Depression & Anxiety
- Space from Anxiety
- Space from Stress
- Space from Social Anxiety
- Space for Perinatal Wellbeing
- Space for Resilience
- Space in Chronic Pain from Depression & Anxiety
- Space from OCD
- Space from Health Anxiety
- Space from Phobia
- Space from Panic
- Space for Sleep
- Space in Lung Conditions from Depression & Anxiety
- Space in Diabetes from Depression & Anxiety

**Cognitive Performance**

Perceptual Decision-Making Task
Variable type: Cognitive test data, numerous derived measures
Measurement: Dot discrimination task based on (Rouault et al., 2018). A perceptual decision-making task which dissociates between decision-formation and two components of metacognitive evaluation – confidence bias (subjective confidence regardless of fluctuations owing to performance) and metacognitive efficiency (the sensitivity of one’s confidence reports to correct/incorrect judgements). Gamified as a task where participants guess which sunflower has more seeds (Figure 8.2.1A).
Response options: Left, Right (select sides with more dots). Confidence ratings on 6-point scale from guessing to certain.
Variable name: Metacognitive bias, metacognitive efficiency, reaction time, accuracy, stimulus intensity deviations, non-decision time, decision threshold, baseline drift rate, effect of dot difference on drift rate

**Figure 8.2.1A** Dot discrimination task for assessing metacognitive evaluation.

Two-Step Reinforcement-Learning Task
Variable type: Cognitive test data, numerous derived measures
Measurement: Two-step reinforcement-learning task (Daw et al., 2011; Decker et al., 2016). A reinforcement learning task where two sequential decisions are made on each trial with a goal of maximising reward that is probabilistically associated with stimuli in the second stage choice. It allows derivation of model-based and model-free learning estimates per participant (Figure 8.2.1B).
Response options: Left, Right (select planets). Left, Right (select aliens).
Variable name: Model-based learning, Model-free learning, Reaction Time, RT sensitivity to Transition Structure, Choice stochasticity, Learning rate, Choice stickiness
Figure 8.2.1B Reinforcement learning task (N=200 trials) for assessing goal-directed learning.

Learning Under Volatility Task
Variable type: Cognitive test data, numerous derived measures
Measurement: An gamified version of an aversive learning task (Behrens et al., 2007) was used to measure how well subjects learning rates adjust to environmental volatility (Figure 8.2.1C).
Response options: Left, Right (select urchin).
Variable name: Reaction Time, Choice stochasticity, Learning rate, Learning Rate Adjustment based on Volatility, Choice stickiness, Risk preference

Figure 8.2.1C. Aversive learning task for assessing relative learning rate.

Abstract Reasoning Test\textsuperscript{13}
Variable type: Cognitive test data, numerous derived measures

\textsuperscript{13} Due to technical errors, the completion of the Abstract Reasoning Test was not required for participants to progress further with the study. As a result, data on this cognitive task were gathered on a subsample of participants in the study.
Measurement: Computerized Adaptive Test (CAT) based on a bank of 26 items similar to that used in the Raven’s Standard Progressive Matrices (Raven, 2000) previously operationalised in a prior study (Gillan et al., 2016) (Figure 8.2.1D).

Response options: Mouse selection, 1 of 8 options

Variable name: IQ (adaptive generated theta value); number of correct responses, reaction time.

Figure 8.2.1D. An example of trial item of the IQ Computerized Adaptive Test in measuring abstract reasoning

Data Quality Probes

Distraction Probe
Variable type: Binary variables
Measurement: “Were you distracted by any of the following while you completed the study?”
Response options: Self-report checkboxes (TRUE for yes and FALSE for no) for the following distraction types: TV, Phone (e.g., phone call/text message/social media), Something on the computer that you used for the study, interruptions from family/friends, Pet, Knock on the door, background noises, other (free text). If participants did not select any of these options, their response was coded as “not distracted”. If they selected any of the above responses, they were coded as ‘distracted’

Substance Use Probe
Variable type: Binary variables
Measurement: “Did you consume any of the following substances within 5 hours of starting the study?”
Response options: Self-report checkboxes (TRUE for yes and FALSE for no) for the following substance types: Alcohol, Marijuana, Ecstasy/MDMA, Stimulant drugs (cocaine/amphetamine), Opiates (e.g. codeine, oxycodone, heroin), sedatives/tranquilisers (e.g., Valium/Xanax), Other (free text). If participants did not select any of these options, their response was coded as “no substance use”. If participants selected any of the specified substances above, they were coded ‘substance use’. In contrast to the distraction probe, if participants selected ‘Other’, they were coded as ‘no substance use’. This is because based on the free text data, participants selected this option if they had taken coffee or prescription medicine, which we do not consider problematic substance use for the purposes of this item.
Attention Check OCI
Variable type: Data quality probe
Measurement: “If you are paying attention, select ‘a little’ as your response”
Response options: A 5-point Likert scale: Not at all (0), A little (1), Moderately (2), A lot (3), Extremely (4).
Variable name: OCItrap

Attention Check WSAS
Variable type: Data quality probe
Measurement: “If you are paying attention to these questions, please select "Not at all" as your answer”
Response options: A 8-point Likert scale for 5 items: Not at all (0), Slightly (2), Definitely (4), Markedly (6), Very severely (8).
Variable name: WSAScatch

8.2.2 PIP Supplementary Material

Schedule of Assessments

eTable 8.2.2.1 Measures collected per study stage, from screening, baseline, weekly check-ins to the final assessment.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Screening</th>
<th>Baseline</th>
<th>WCI 1</th>
<th>WCI 2</th>
<th>WCI 3</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>Socio-Demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Country of Residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital Status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education Level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment Status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjective Social Status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical Health and Lifestyle</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exercise</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drug Use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical Health Comorbidities (CIRS)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain (PHQ-15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoking</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Height &amp; Weight</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychosocial</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stressful Life Events (SRRS)</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Childhood Trauma (CTQ)</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived Social Support (MSPSS)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived Stress (PSS)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychiatric Diagnoses (Self)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychiatric Diagnoses (Family)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miscellaneous Psychiatric Symptoms</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apathy (AES)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcoholism (AUDIT)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Impulsivity (BIS)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eating Disorder (EAT-26)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social Anxiety (LSAS)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schizotypy (SSMS)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression (SDS)</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
State Anxiety (STAI-T)  X  X
Obsessive Compulsive Disorder (OCI-R)  X  X  X  X  X
Depression (QIDS-SR)  X  X  X  X  X
Functional Impairment (WSAS)  X  X  X  X  X

Treatment
Antidepressant Medication Type\textsuperscript{a}  X
Treatment History  X
Treatment Expectation  X
Treatment Adherence  X  X  X
Antidepressant Medication Side Effects\textsuperscript{a}  X  X  X
Antidepressant Medication Dosage\textsuperscript{a}  X  X  X
Extra Treatment Information  X  X  X
Concurrent Medication Treatment  X  X  X  X
Concurrent Psychotherapy Treatment  X  X  X  X
iCBT Treatment Engagement\textsuperscript{b}  X  X  X  X  X

Cognitive Performance
Perceptual Decision-Making Task  X
Two-Step Reinforcement-Learning Task  X  X
Learning Under Volatility Task  X  X
Abstract Reasoning Test  X

Data Quality Probes
Distraction Probe  X  X
Substance Use Probe  X  X
Attention Check OCI  X
Attention Check WSAS  X  X  X  X  X

\textsuperscript{a}Only collected for the antidepressant arm. \textsuperscript{b}Only collected for the iCBT arm

Descriptives of Medication in the Antidepressant Arm

eTable 8.2.2.2. Proportion of participants receiving medication from the different drug classes (N = 92).

<table>
<thead>
<tr>
<th>Drug Class</th>
<th>Frequency (N)</th>
<th>Percent (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selective serotonin reuptake inhibitor (SSRI)</td>
<td>79</td>
<td>85.87</td>
</tr>
<tr>
<td>Serotonin–norepinephrine reuptake inhibitor (SNRI)</td>
<td>12</td>
<td>13.04</td>
</tr>
<tr>
<td>Atypical antidepressant</td>
<td>6</td>
<td>6.52</td>
</tr>
<tr>
<td>Tricyclic antidepressant (TCAs)</td>
<td>2</td>
<td>2.17</td>
</tr>
<tr>
<td>Other non-antidepressant</td>
<td>5</td>
<td>5.43</td>
</tr>
</tbody>
</table>

The total percentage exceeds 100 as participants can be taking more than one medication of different classes.

eTable 8.2.2.3. List of antidepressant medications prescribed (N = 92).

<table>
<thead>
<tr>
<th>Name</th>
<th>Frequency (N)</th>
<th>Percent (%)</th>
<th>Mean Dose</th>
<th>SD Dose</th>
<th>Range Dose</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSRI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sertraline</td>
<td>37</td>
<td>40.22</td>
<td>60.20</td>
<td>29.59</td>
<td>2.5-150</td>
</tr>
<tr>
<td>Escitalopram</td>
<td>17</td>
<td>18.48</td>
<td>12.65</td>
<td>5.34</td>
<td>5-20</td>
</tr>
<tr>
<td>Fluoxetine</td>
<td>14</td>
<td>15.22</td>
<td>22.86</td>
<td>7.26</td>
<td>20-40</td>
</tr>
<tr>
<td>Citalopram</td>
<td>7</td>
<td>7.61</td>
<td>20</td>
<td>5.78</td>
<td>10-30</td>
</tr>
<tr>
<td>Paroxetine</td>
<td>2</td>
<td>2.17</td>
<td>20</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>Fluvoxamine</td>
<td>1</td>
<td>1.09</td>
<td>20</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>Vortioxetine</td>
<td>1</td>
<td>1.09</td>
<td>10</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>SNRI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Venlafaxine</td>
<td>8</td>
<td>8.70</td>
<td>51.56</td>
<td>27.90</td>
<td>37.5-112.5</td>
</tr>
<tr>
<td>Duloxetine</td>
<td>3</td>
<td>3.26</td>
<td>50</td>
<td>17.32</td>
<td>30-60</td>
</tr>
<tr>
<td>Levomilnacipran</td>
<td>1</td>
<td>1.09</td>
<td>20</td>
<td>0</td>
<td>NA</td>
</tr>
</tbody>
</table>

200
All participants were taking at least one medication from the list above.

**Table 8.2.4.** List of other non-antidepressant medication prescribed (N = 92).

<table>
<thead>
<tr>
<th>Name</th>
<th>Frequency (N)</th>
<th>Percent (%)</th>
<th>Mean Dose</th>
<th>SD Dose</th>
<th>Range Dose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propranolol</td>
<td>1</td>
<td>1.09</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Olanzapine</td>
<td>1</td>
<td>1.09</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Zolpidem</td>
<td>1</td>
<td>1.09</td>
<td>10</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>Sumatriptan</td>
<td>1</td>
<td>1.09</td>
<td>50</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>Lamotrigine</td>
<td>1</td>
<td>1.09</td>
<td>150</td>
<td>0</td>
<td>NA</td>
</tr>
</tbody>
</table>

In addition to their antidepressant medications, participants reported other medication they were taking for their brain health, entered in free-response boxes. *Missing N=1 dose

**Baseline Characteristics of Baseline Completers**

**Table 8.2.5.** Baseline demographics of baseline completers (N = 710).

<table>
<thead>
<tr>
<th>Sample Characteristics</th>
<th>iCBT</th>
<th></th>
<th>Antidepressant</th>
<th></th>
<th>t / X² (df)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>%</td>
<td>Median (SD)</td>
<td>N</td>
<td>Median (SD)</td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>466</td>
<td>77.67</td>
<td></td>
<td>79</td>
<td>71.82</td>
<td>2.58 (3)</td>
</tr>
<tr>
<td>Male</td>
<td>128</td>
<td>21.33</td>
<td></td>
<td>29</td>
<td>26.36</td>
<td>0.87</td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
<td>1.00</td>
<td></td>
<td>2</td>
<td>1.82</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Country</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>487</td>
<td>81.71</td>
<td></td>
<td>40</td>
<td>36.36</td>
<td>132.71 (2)</td>
</tr>
<tr>
<td>Ireland</td>
<td>100</td>
<td>16.78</td>
<td></td>
<td>47</td>
<td>42.73</td>
<td>0.03</td>
</tr>
<tr>
<td>Other</td>
<td>9</td>
<td>1.51</td>
<td></td>
<td>23</td>
<td>20.91</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>598</td>
<td>29 (11.00)</td>
<td></td>
<td>109</td>
<td>26 (9.73)</td>
<td>-2.22 (705)</td>
</tr>
<tr>
<td>Marital Status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>239</td>
<td>39.83</td>
<td></td>
<td>47</td>
<td>42.73</td>
<td>1.86 (5)</td>
</tr>
<tr>
<td>In a Relationship</td>
<td>178</td>
<td>29.67</td>
<td></td>
<td>36</td>
<td>32.73</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>145</td>
<td>24.17</td>
<td></td>
<td>21</td>
<td>19.09</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>21</td>
<td>3.50</td>
<td></td>
<td>3</td>
<td>2.73</td>
<td></td>
</tr>
<tr>
<td>Separated</td>
<td>16</td>
<td>2.67</td>
<td></td>
<td>3</td>
<td>2.73</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>1</td>
<td>0.17</td>
<td></td>
<td>0</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Education Level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;Third Level</td>
<td>142</td>
<td>23.67</td>
<td></td>
<td>16</td>
<td>14.55</td>
<td>4.47 (2)</td>
</tr>
<tr>
<td>Some/Complete</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third Level</td>
<td>323</td>
<td>53.83</td>
<td></td>
<td>66</td>
<td>60.00</td>
<td></td>
</tr>
<tr>
<td>&gt;Third Level</td>
<td>135</td>
<td>22.50</td>
<td></td>
<td>28</td>
<td>25.45</td>
<td></td>
</tr>
<tr>
<td>Employment Status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>414</td>
<td>69.00</td>
<td></td>
<td>59</td>
<td>53.64</td>
<td>10.16 (2)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>180</td>
<td>30.00</td>
<td></td>
<td>50</td>
<td>45.45</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>6</td>
<td>1.00</td>
<td></td>
<td>1.0</td>
<td>0.91</td>
<td></td>
</tr>
<tr>
<td>Subjective Social Status</td>
<td>600</td>
<td>4 (1.69)</td>
<td></td>
<td>110</td>
<td>4 (1.96)</td>
<td>1.44 (708)</td>
</tr>
</tbody>
</table>

Outliers were not excluded in the descriptive analyses of demographic characteristics.
**Table 8.2.2.6.** Baseline clinical characteristics of baseline completers (N = 710).

<table>
<thead>
<tr>
<th>Sample Characteristics</th>
<th>iCBT</th>
<th></th>
<th>Antidepressant</th>
<th></th>
<th>t / X² (df)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Current Diagnosis</td>
<td>N (%)</td>
<td>Median (SD)</td>
<td>N (%)</td>
<td>Median (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>192 (32.00)</td>
<td></td>
<td>8 (7.27)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One</td>
<td>217 (36.17)</td>
<td></td>
<td>45 (40.91)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;One</td>
<td>191 (31.83)</td>
<td></td>
<td>57 (51.82)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Types of Diagnoses a</td>
<td>600 (100.00)</td>
<td></td>
<td>110 (100.00)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>192 (32.00)</td>
<td></td>
<td>8 (7.27)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>287 (47.83)</td>
<td></td>
<td>81 (73.64)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD</td>
<td>245 (40.83)</td>
<td></td>
<td>63 (57.27)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panic Disorder</td>
<td>30 (5.00)</td>
<td></td>
<td>5 (4.55)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTSD</td>
<td>25 (4.17)</td>
<td></td>
<td>13 (11.82)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCD</td>
<td>25 (4.17)</td>
<td></td>
<td>5 (4.55)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>46 (7.67)</td>
<td></td>
<td>13 (11.82)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family with Mental Disorders</td>
<td>600 (100.00)</td>
<td></td>
<td>110 (100.00)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>251 (41.83)</td>
<td></td>
<td>37 (33.64)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One</td>
<td>187 (31.17)</td>
<td></td>
<td>35 (31.82)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two</td>
<td>92 (15.33)</td>
<td></td>
<td>21 (19.09)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥Three</td>
<td>70 (11.67)</td>
<td></td>
<td>17 (15.45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of Lifetime Episodes</td>
<td>592 (100.00)</td>
<td></td>
<td>109 (100.00)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;2</td>
<td>63 (10.64)</td>
<td></td>
<td>9 (8.26)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-5</td>
<td>292 (49.32)</td>
<td></td>
<td>41 (37.61)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;5</td>
<td>237 (40.03)</td>
<td></td>
<td>59 (54.13)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age of onset (years)</td>
<td>588 (100.00)</td>
<td></td>
<td>109 (100.00)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Childhood (1-12)</td>
<td>107 (18.20)</td>
<td></td>
<td>31 (28.44)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teenage (13-17)</td>
<td>251 (42.69)</td>
<td></td>
<td>53 (48.62)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adulthood (18-70)</td>
<td>230 (39.12)</td>
<td></td>
<td>25 (22.94)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current episode length</td>
<td>543 (100.00)</td>
<td>187 (2456)</td>
<td>100 (202 (2320))</td>
<td></td>
<td>0.01 (641)</td>
<td>0.99</td>
</tr>
<tr>
<td>(days)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>History of Past Treatment</td>
<td>600 (100.00)</td>
<td></td>
<td>110 (9.31 (3))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never Before</td>
<td>273 (45.50)</td>
<td></td>
<td>36 (32.14)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychotherapy &amp; Medication</td>
<td>136 (22.67)</td>
<td></td>
<td>32 (28.57)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medication only</td>
<td>95 (16.00)</td>
<td></td>
<td>15 (13.39)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychotherapy only</td>
<td>96 (16.00)</td>
<td></td>
<td>27 (24.11)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Expectation (0-9)</td>
<td>600 (100.00)</td>
<td>5 (2.05)</td>
<td>110 (5 (1.91))</td>
<td></td>
<td>-1.23 (708)</td>
<td>0.22</td>
</tr>
</tbody>
</table>

*Types of Diagnoses: The total number of diagnoses type exceeds the sample size of baseline completers (i.e., participants have the option to pick more than one diagnosis). Outliers were not excluded in the descriptive analyses of clinical characteristics.
Baseline Clinical Score Distribution

**Figure 8.2.2.1.** Baseline clinical symptom total score distribution for the iCBT and antidepressant arm.
Study Schedule Compliance

**eFigure 8.2.2.2.** Distributions of overlapping completions dates of baseline, weekly, and final assessments.

**Reliability and Validity of Self-Report Data**

**eTable 8.2.2.7.** Data quality checks on completers (N = 573) at the final assessment.

<table>
<thead>
<tr>
<th>Data Quality Items</th>
<th>iCBT</th>
<th>Antidepressant</th>
<th>(X^2) (df)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>%</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td>Distraction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>488</td>
<td>100</td>
<td>85</td>
<td>100</td>
</tr>
<tr>
<td>No</td>
<td>310</td>
<td>63.52</td>
<td>62</td>
<td>72.94</td>
</tr>
<tr>
<td></td>
<td>178</td>
<td>36.48</td>
<td>23</td>
<td>27.06</td>
</tr>
<tr>
<td>Substance Use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>488</td>
<td>100</td>
<td>85</td>
<td>100</td>
</tr>
<tr>
<td>No</td>
<td>17</td>
<td>3.48</td>
<td>3</td>
<td>3.53</td>
</tr>
<tr>
<td></td>
<td>471</td>
<td>96.52</td>
<td>82</td>
<td>96.47</td>
</tr>
</tbody>
</table>

At final assessment, N = 21 were missing data for distraction and substance use data quality item checks.

**eTable 8.2.2.8.** Distraction types and substance uses of distracted and/or intoxicated completers at the final assessment.

<table>
<thead>
<tr>
<th>Data Quality Items</th>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distraction Types</td>
<td>372</td>
<td></td>
</tr>
<tr>
<td>Background Noise</td>
<td>125</td>
<td>33.60</td>
</tr>
<tr>
<td>Family and Friends</td>
<td>122</td>
<td>32.80</td>
</tr>
<tr>
<td>Phone</td>
<td>99</td>
<td>26.61</td>
</tr>
<tr>
<td>Others</td>
<td>189</td>
<td>50.81</td>
</tr>
<tr>
<td>Substance Uses</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Alcohol</td>
<td>13</td>
<td>65.00</td>
</tr>
</tbody>
</table>
### eTable 8.2.2.9.

Internal consistency of self-report scales at baseline and final assessments (Cronbach’s alpha).

<table>
<thead>
<tr>
<th>Clinical Symptoms</th>
<th>Baseline</th>
<th>Follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \alpha )</td>
<td>( \alpha )</td>
</tr>
<tr>
<td>Depression (QIDS-SR)</td>
<td>0.71</td>
<td>0.81</td>
</tr>
<tr>
<td>Impairment (WSAS)(^a)</td>
<td>0.72</td>
<td>0.86</td>
</tr>
<tr>
<td>Apathy (AES)</td>
<td>0.86</td>
<td>0.89</td>
</tr>
<tr>
<td>Alcohol Use (AUDIT)(^a)</td>
<td>0.86</td>
<td>0.85</td>
</tr>
<tr>
<td>Impulsivity (BIS)</td>
<td>0.82</td>
<td>0.83</td>
</tr>
<tr>
<td>Eating Disorder (EAT)</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>Social Anxiety (LSAS)</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>OCD (OCI-R)</td>
<td>0.89</td>
<td>0.92</td>
</tr>
<tr>
<td>Schizotypy (SSMS)</td>
<td>0.84</td>
<td>0.87</td>
</tr>
<tr>
<td>Depression (SDS)</td>
<td>0.78</td>
<td>0.84</td>
</tr>
<tr>
<td>Trait Anxiety (STAI)</td>
<td>0.86</td>
<td>0.92</td>
</tr>
</tbody>
</table>

\(^a\)At baseline, \(N = 3\) were missing AUDIT symptom score and \(N = 12\) were missing WSAS symptom score.

**Between-Group Comparisons**

In relation to participant recruitment and attrition, a total sample of \(N = 594\) were recruited for analyses of this study, of which \(N = 502\) (85%) were in the iCBT arm and \(N = 92\) (15%) were in the antidepressant arm. Retention of baseline completers \(N = 710\) to weekly check-in 3 was excellent for all groups, with no significant differences between iCBT participants (93%) and antidepressant participants (92%), \(X^2 = 0.06\) (1), \(p = 0.80\). For the final assessment, those numbers dropped to 84% for both treatment arms.

In relation to patient demographic and clinical characteristics (Table 3.1 and Table 3.2 in the main text), there were no between-group differences in sex, but there was a trend for participants in the iCBT arm to be older than those in the antidepressant arm, \(t(590) = -1.78\), \(p = 0.08\). Participants in the iCBT arm came from the United Kingdom and Ireland (>98%), whereas the antidepressant arm was more international with 17% coming from other regions around the world, \(X^2 = 86.93\) (2), \(p < 0.001\). Education level, marital status, and subjective social status did not differ across study arms (all \(p \geq 0.16\)), but there were greater rates of unemployment in the antidepressant arm, \(X^2 = 12.81\) (2), \(p = 0.002\). Most participants reported having one or more mental health diagnoses. This differed across arms; 9% of participants in the antidepressant arm had no formal diagnosis versus 31% of
the iCBT arm, \(X^2 = 21.67\) (2), \(p < 0.001\). This was expected as a proportion of the CBT arm were self-referring. There was no difference across study arms in the number of participants reporting having a family member with a mental health condition, \(X^2 = 1.80\) (3), \(p = 0.62\). Participants in the antidepressant arm compared to the iCBT arm reported having more lifetime mental health episodes, \(X^2 = 11.09\) (2), \(p = 0.004\), as well as earlier age of onset, \(X^2 = 8.68\) (2), \(p = 0.01\), but there were no group differences in self-reported duration of current mental health episode, \(X^2 = 0.05\), \(p = 0.96\). There was a trend towards more participants in the iCBT arm being treatment-naïve at 45% versus 32% in the antidepressant arm, \(X^2 = 5.95\) (3), \(p = 0.11\). To assess expectations about treatment efficacy, participants rated on a scale from 0-9 (“I don’t expect to feel any better” to “I expect to feel completely better”). Those in the iCBT arm had a trend towards higher expectations (\(M = 5.02, SD = 2.04\)) about treatment success than those in the antidepressant arm (\(M = 4.58, SD = 1.89\)), \(t(592) = -1.95, p = 0.05\).

In terms of clinical severity at baseline, participants in the antidepressant arm had a mean QIDS-SR score of 16.51 (SD = 4.17), which is conventionally interpreted as corresponding to severe symptoms of depression (24). QIDS-SR scores were somewhat lower in the iCBT arm with a mean of 13.86 (SD = 4.28), which corresponds to moderate depression symptoms (\(t(592) = 5.47, p < 0.001\)). For WSAS, those in the antidepressant arm had a mean of 22.73 (SD = 6.84), which indicates severe impairment in functioning. In the iCBT arm, scores were again lower with a mean of 19.02 (SD = 6.65), falling in the moderate range, \(t(580) = 4.61, p < 0.001\). Between-group comparisons of clinical severity of other symptoms assessed at baseline are shown in Table 3.3 in the main text, where the trend continued for those in the antidepressant arm to have greater severity.

While comparisons between-groups on pre-post 4-week clinical changes are discussed in the main text, here we report between-group differences in relation to clinical change trajectory. To understand the trajectory of treatment response, we examined the weekly depression scores measured on the QIDS-SR. We carried out a linear regression with QIDS-SR as the dependent variable and assessment week (0-4, within-subject) and treatment group (between-subject) as independent variables. As expected, there was a linear effect of assessment week, \(\beta = -1.25, p < 0.001\), indicating that symptoms decreased with time. There was a main effect of group, such that symptoms were overall lower in the iCBT group (\(M = 11.9, SD = 4.84\)) when compared to the antidepressant group (\(M = 12.9, SD = 5.40\)), \(\beta = -1.86, p < 0.001\). There was a significant interaction
between group and assessment week, $\beta = 0.44$, $p < 0.001$. Tests of simple effects revealed significant differences across the study arms in depression at baseline only, such that as reported earlier, the iCBT group ($M = 13.86$, $SD = 4.28$) initiated the study with lower QIDS scores than the antidepressant group ($M = 16.51$, $SD = 4.17$), $\beta = -2.65$, $p < 0.001$. There were however no group differences in depression scores at any other timepoint (all $p >= 0.21$). To identify where in treatment the biggest gains occurred and if this differed by group, we tested for significant changes in symptoms from week to week. For depression, there were significant reductions in symptoms week-on-week for the iCBT group (all $p < 0.001$), except for the final interval of week 3 to week 4 ($\beta = -0.1$, $p = 0.45$). Similar trends can be observed for the antidepressant group, where symptoms reduced week-on-week ($p <= 0.006$) up until the final interval of week 3 to week 4 ($\beta = -0.24$, $p = 0.50$). In terms of between-group differences, participants in the antidepressant arm had larger improvements in depression for the baseline to week 1 interval only compared to iCBT ($\beta = 2.00$, $p < 0.001$), while all other week-to-week changes did not differ across groups (all $p > 0.58$).

There were also between-group differences in study schedule compliance for the comprehensive assessments at the baseline and final timepoint. Participants in the antidepressant arm completed the baseline assessment 1.24 days after initiating antidepressant medication (Median = 1, $SD = 1.64$, range = -3 to +5 days). For the iCBT cohort, this was reduced to 0.77 days (Median = 1, $SD = 1.45$, range = -2 to +4 days), which was significantly shorter than for the antidepressant arm, $t(591) = 2.80$, $p = 0.005$. For the iCBT arm, the median interval between treatment initiation and final assessment was 28 days ($M = 28.70$, $SD = 1.59$, range = 24-36). In the antidepressant arm, the median interval between treatment initiation and final assessment was 29 days ($M = 29.15$, $SD = 2.42$, range = 23-37), which was significantly longer than in the iCBT arm, $t(586) = 2.24$, $p = 0.03$. We further compared the two groups in terms of differences in the number of participants who did not complete the baseline and final assessments in one sitting, defined as those who did not take a break exceeding 4 hours between the study sections. At baseline, 9% ($N = 47$) of participants in the iCBT arm and 23% of participants ($N = 21$) for the antidepressant arm did not complete the assessment in one single session. At the final assessment, similarly, 9% ($N = 43$) in the iCBT arm and 16% ($N= 15$) in the antidepressant arm did not complete it in a single session. Arm differences
were significant at baseline, \( X^2 = 13.90 \) (1), \( p < 0.001 \), and at final, \( X^2 = 5.28 \) (1), \( p = 0.02 \).

In relation to group differences in data quality, at baseline, there was a trend for participants in the antidepressant arm (\( N = 61, 75\% \)) to be more distracted than those in the iCBT arm (\( N = 310, 65\% \)), \( X^2 = 3.56 \) (1), \( p = 0.06 \). There were no differences between the iCBT and antidepressant study arms on the proportion who took intoxicating substances during participation, \( X^2 = 0.91 \) (1), \( p = 0.34 \) (see Table 8.2.2.7 and Table 8.2.2.8 for similar trends in distraction and substance use items at final assessment).

There were also no significant between-group differences in the proportion of participants who were inattentive (i.e., failed the catch questions) (iCBT \( N = 51, 10\% \); Antidepressant \( N = 12, 13\% \)), \( X^2 = 0.68 \) (1), \( p = 0.41 \).

iCBT Program Effects

Objective treatment engagement data were available from SilverCloud for almost all participants in the iCBT group (\( N = 491 \)). Consistent with the self-paced nature of iCBT, we found that engagement varied considerably across participants (see eTable 8.2.2.10, eFigure 8.2.2.3A and eFigure 8.2.2.3B). For example, on average, participants spent just over 2 hours on the platform over the 4-week study period, with values ranging from 2.5 minutes to >17 hours. This corresponded to participants on average viewing 37% of the program they received. On average, participants received two reviews from their supporter and completed 17 activities. Correlational analyses revealed associations between QIDS percent change and total time spent on the platform, \( r(483) = 0.11, p = 0.01 \) (eFigure 8.2.2.3C), average time per session, \( r(486) = 0.15, p < 0.001 \), number of activities, \( r(486) = 0.11, p = 0.02 \), and activities per session \( r(483) = 0.14, p < 0.001 \). The percentage of the program viewed was not significantly related to percent change, \( r(486) = 0.07, p = 0.13 \) (eFigure 8.2.2.3D), nor were the number of sessions, the number of reviews by supporters and the number of notes sent from client to supporter (all \( p > 0.57 \)).

Our sample represented users utilising a range of iCBT programs, which include unique tools and modules, but largely overlap in terms of core content. To examine whether the inclusion of a range of programs had effects on treatment response, we compared QIDS percent change across participants undertaking different iCBT program types. Specifically, we compared data from the most utilised programs including Space from Depression, Space from Depression & Anxiety, Space from Anxiety, Space from Generalised Anxiety Disorder (GAD) and Life Skills. Miscellaneous programs were
merged into an ‘Others’ category (see Supplementary Materials 8.2.1). A one-way ANOVA demonstrated no significant effect of program type on depression percent change score measured by the QIDS, $F(4, 483) = 0.79, p = 0.53$, indicating that despite there being some variation in the specific iCBT programs participants received, the treatment effect of iCBT on depression was not dependent on program type (eFigure 8.2.2.3E).

**eTable 8.2.2.10** Summary statistics of iCBT treatment engagement over 4 weeks ($N = 491$).

<table>
<thead>
<tr>
<th>Program Type</th>
<th>% (N)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space from Depression</td>
<td>24.03 (118)</td>
<td></td>
</tr>
<tr>
<td>Space for Life Skills$^a$</td>
<td>16.90 (83)</td>
<td></td>
</tr>
<tr>
<td>Space from GAD</td>
<td>15.27 (75)</td>
<td></td>
</tr>
<tr>
<td>Space from Depression &amp; Anxiety</td>
<td>14.87 (73)</td>
<td></td>
</tr>
<tr>
<td>Space from Anxiety</td>
<td>9.57 (47)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>19.35 (95)</td>
<td></td>
</tr>
<tr>
<td><strong>Median (SD)</strong></td>
<td></td>
<td>2.5-1033.08</td>
</tr>
<tr>
<td>Total Time Spent (minutes)</td>
<td>140.62 (162.38)</td>
<td>2.5-1033.08</td>
</tr>
<tr>
<td>Number of Sessions$^b$</td>
<td>11 (11.20)</td>
<td>2-133</td>
</tr>
<tr>
<td>Average Time per Session (minutes)</td>
<td>13.24 (10.75)</td>
<td>1.16-73.04</td>
</tr>
<tr>
<td>Number of Activities$^c$</td>
<td>17 (15.02)</td>
<td>1-99</td>
</tr>
<tr>
<td>Activities per Session</td>
<td>1.50 (0.98)</td>
<td>0.2-6.71</td>
</tr>
<tr>
<td>Percentage of Program Viewed</td>
<td>37.18 (23.54)</td>
<td>0-100</td>
</tr>
<tr>
<td>Number of Reviews$^d$</td>
<td>2 (0.92)</td>
<td>0-4</td>
</tr>
<tr>
<td>Number of Review Notes$^e$</td>
<td>1 (2.47)</td>
<td>0-42</td>
</tr>
</tbody>
</table>

$^a$All participants recruited through Aware in Ireland was offered Space for Life Skills program.  $^b$A single session is defined as each individual instance users logged onto the program. If a specific session has inactivity periods longer than 30 minutes, the next moment of activity will count as a new session.  $^c$An activity is defined as an instance a user interacted actively with the platform, e.g., completed a journal entry, used an interactive tool, downloaded, or played relaxation audios.  $^d$A review is defined as a message the assigned clinician send to the user so to encourage use of the platform while monitoring and providing feedback about the progress from the last review.  $^e$A review note is defined as a reply that the user left for their clinician after a review. Treatment engagement data of the iCBT completers cohort were missing for $N = 11$ due to technical error.
**eFigure 8.2.2.3 iCBT treatment engagement data** (A) Distribution of total time spent (mins) by participants in the iCBT arm across the first 4 weeks of iCBT treatment. (B) Distribution of the proportion of platform viewed by participants in the iCBT arm across the first 4 weeks of iCBT treatment. (C) Relationship between pre-post 4-week depression (QIDS) percent change and total time spent (mins). Correlation analyses showed a significantly positive association between the two variables, $r(483) = 0.11, p = 0.01$. (D) Relationship between pre-post 4-week depression (QIDS) percent change and proportion of platform viewed. Correlation analyses revealed a nominally positive but not statistically significant association between the two variables, $r(483) = 0.07, p = 0.11$. (E) iCBT program specific effects on pre-post 4-week depression (QIDS) percent change. A one-way ANOVA revealed no significant effect of program type on depression percent change score measured by the QIDS, $F(5, 482) = 0.75, p = 0.59$.

**Sensitivity Analyses**

*Excluding inattentive responders on clinical change*

*Pre-Post 4-Week Clinical Changes.* For participants in the iCBT arm, depression score significantly decreased by an average of 3.05 points (SD = 4.24) (22%), $t(449) = 15.25, p < 0.001$, $d = 0.72$. For participants in the antidepressant arm, depression score significantly decreased by an average of 5.38 points (SD = 4.94) (33%) on the QIDS-SR, $t(79) = 9.74, p < 0.001$, $d = 1.10$. A two-way ANOVA confirmed this difference was significant, $F(1, 528) = 19.46, p < 0.001$. Participants in the antidepressant arm
experienced a significantly larger percent reduction in QIDS-SR from baseline than those in the iCBT arm, t(526) = 3.10, p = 0.002, after controlling for baseline severity, t(525) = 2.52, p.adj = 0.01. With regards to response and remission rates, for the iCBT arm, by week 4, 39% of participants have achieved ‘early response’, 17% of participants have achieved ‘response’, and 13% of participants have achieved ‘remission’. Participants in the antidepressant arm showed significantly higher rate of early response at 54%, X² = 5.51 (1), p = 0.02, and rate of response at 33%, X² = 9.64 (1), p = 0.002, but not in their remission rate of 13%, X² = 0.05 (1), p = 0.82. With regards to general functional impairments (WSAS), participants in the iCBT arm had a significant decrease from baseline to final assessment by an average of 1.69 points (SD = 7.43) (9%), t(448) = 4.82, p < 0.001, d = 0.23, while those in the antidepressant arm reported an average reduction of 3.59 points (SD = 8.29) (16%), t(69) = 3.62, p < 0.001, d = 0.43. These differences across arms were not significant, t(511) = 1.59, p = 0.11. Furthermore, significant reductions in most other clinical symptoms were observed, in both treatment arms (all p<0.05), with the exception of schizotypy (p = 0.1) and impulsivity (p= 0.34) in the antidepressant arm.

Clinical Change Trajectories. A regression with QIDS-SR as the dependent variable and assessment week (0-4, within-subject) and treatment group (between subject) as independent variables was conducted. There was a linear effect of assessment week, β = -1.32, p < 0.001, indicating that symptoms decreased with time. There was a group main effect where symptoms were overall lower in the iCBT group (M = 11.7, SD = 4.77) than that in the antidepressant group (M = 12.4, SD = 5.25), β = -1.77, p < 0.001. There was a significant interaction between group and assessment week, β = 0.53, p < 0.001. Tests of simple effects revealed significant differences across the study arms in depression at baseline only (iCBT M = 13.60, SD = 4.18; antidepressant M = 16.40, SD = 3.96), β = -2.76, p < 0.001. There were no group differences in depression scores at any other timepoint (all p >= 0.42). For depression, there were significant reductions in symptoms week-on-week for the iCBT group (all p < 0.001), except for the final interval of week 3 to week 4 (β = -0.05, p = 0.72). Similar trends can be observed for the antidepressant group, where symptoms reduced week-on-week from baseline to the third weekly check-in (p <= 0.002). However, there was a slight increase in depression score from week 3 to week 4 where the final assessment took place (β = -0.67, p = 0.04). Participants in the antidepressant arm had larger improvements in depression for the baseline to week 1
interval only compared to iCBT ($\beta = 2.33$, $p < 0.001$), while all other week-to-week changes did not differ across groups (all $p > 0.08$).

**Comparison of baseline QIDS-SR symptomatology between dropouts and completers**

Sensitivity analyses comparing baseline QIDS-SR total scores between baseline completers (i.e., dropped out subsequent to completing the baseline assessment) and completers (completed all study assessments at all time points) revealed no significant differences between the two cohorts (drop outs $M = 14.00$, $SD = 4.79$; completers $M = 14.30$, $SD = 4.37$), $t(708) = 0.59$, $p = 0.56$. Similarly, there were no significant differences in baseline WSAS total scores between drop outs ($M = 20.70$, $SD = 7.59$) and completers ($M = 19.50$, $SD = 6.79$), $t(694) = -1.62$, $p = 0.11$.

**Inattentive responders on response consistency indicators**

We examined inattentive responders’ ($N = 63$) consistency in self-report height across two timepoints in the study (baseline and final assessments). Results were similar to that of the total sample, where the two height reports were highly correlated across the time points, $r(61) = 94$, $p < 0.001$. We also examined the internal consistency of self-report symptom assessments of inattentive responders. Cronbach’s alpha were good for all scales at baseline (i.e., range 0.74-0.96) and at final (i.e., range 0.75-0.96) at the final assessment.

**Qualitative Data Analysis**

A qualitative content analysis was conducted on four open-ended free-text questions included in the online feedback survey. Content analysis is a qualitative research method used to analyse text-based, qualitative data through subjective interpretation of their content by way of systematic coding, categorising, and identifying themes or patterns. This method was deemed appropriate for the purpose of this analysis as it allows researchers to quantify concepts in the data by counting the number of times these concepts appeared, thus providing descriptive statistics fit for the quantitative reporting of this data. Two researchers reviewed the responses to each four of the survey questions independently and identified categories and sub-categories capturing common themes and ideas. A codebook describing each category/sub-category with inclusion/exclusion criteria was devised independently by the two researchers before they converged to discuss and agree on the list of categories/sub-categories. In the case where multiple themes emerged within one response, each distinct theme was categorised on their own,
meaning respondents may have duplicated responses with specific elements pertaining to separate categories. Using the codebook, one of these researchers subsequently coded the responses and another independent research assistant separately coded 25% of responses to each question. Inter-rater reliability was checked using percentage agreement on the subset of 25% of responses to each question. Inter-rater reliability for each question exceeded 80%.
8.3 Supplementary Materials for Chapter 4

8.3.1 Predictor Importance

eTable 8.3.1.1 Ranked coefficients of retained predictors in the final elastic net regression model employing the total score feature set.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model with 27 retained predictors (39 times)</th>
<th>Model with 31 retained predictors (61 times)</th>
</tr>
</thead>
<tbody>
<tr>
<td>QIDS total score</td>
<td>0.349</td>
<td>QIDS total score</td>
</tr>
<tr>
<td>SDS total score</td>
<td>-0.128</td>
<td>SDS total score</td>
</tr>
<tr>
<td>Treatment expectation</td>
<td>0.096</td>
<td>Treatment expectation</td>
</tr>
<tr>
<td>Anhedonia (QIDS-13)</td>
<td>0.084</td>
<td>Anhedonia (QIDS 13)</td>
</tr>
<tr>
<td>MSPSS total score</td>
<td>0.082</td>
<td>MSPSS total score</td>
</tr>
<tr>
<td>View of self (QIDS-11)</td>
<td>0.062</td>
<td>Sadness (QIDS 05)</td>
</tr>
<tr>
<td>Sadness (QIDS 05)</td>
<td>0.062</td>
<td>View of self (QIDS 11)</td>
</tr>
<tr>
<td>Age of onset (adolescence)</td>
<td>-0.061</td>
<td>Age of onset (adolescence)</td>
</tr>
<tr>
<td>AES total score</td>
<td>-0.045</td>
<td>AES total score</td>
</tr>
<tr>
<td>WSAS total score</td>
<td>-0.040</td>
<td>WSAS total score</td>
</tr>
<tr>
<td>CIRS total score</td>
<td>-0.040</td>
<td>CIRS total score</td>
</tr>
<tr>
<td>SRRS total score</td>
<td>-0.033</td>
<td>Appetite/weight problems</td>
</tr>
<tr>
<td>Diet (fish intake)</td>
<td>0.030</td>
<td>SRRS total score</td>
</tr>
<tr>
<td>Other psychiatric diagnoses</td>
<td>-0.026</td>
<td>Diet (fish intake)</td>
</tr>
<tr>
<td>LSAS total score</td>
<td>-0.025</td>
<td>Other psychiatric diagnoses</td>
</tr>
<tr>
<td>BIS total score</td>
<td>-0.020</td>
<td>LSAS total score</td>
</tr>
<tr>
<td>Anxiety standing in long lines (LP 06)</td>
<td>0.020</td>
<td>Anxiety standing in long lines (LP 06)</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.010</td>
<td>Gender</td>
</tr>
<tr>
<td>Metacognitive Efficiency</td>
<td>-0.009</td>
<td>Metacognitive Efficiency</td>
</tr>
<tr>
<td>Model-based index</td>
<td>-0.009</td>
<td>Model-based index</td>
</tr>
<tr>
<td>Model-free index</td>
<td>-0.008</td>
<td>Fatigue (QIDS 14)</td>
</tr>
<tr>
<td>Fatigue (QIDS 14)</td>
<td>0.005</td>
<td>Model-free index</td>
</tr>
<tr>
<td>Exercise duration</td>
<td>0.004</td>
<td>Exercise duration</td>
</tr>
<tr>
<td>Trauma avoidance (LP 04)</td>
<td>-0.003</td>
<td>Trauma avoidance (LP 04)</td>
</tr>
<tr>
<td>Helpfulness of past psychotherapy</td>
<td>0.001</td>
<td>Helpfulness of past psychotherapy</td>
</tr>
<tr>
<td>Diet (fish supplement intake)</td>
<td>-0.001</td>
<td>Diet (fish supplement intake)</td>
</tr>
<tr>
<td>Learning rate (stable environment)</td>
<td>0.001</td>
<td>Learning rate (stable environment)</td>
</tr>
<tr>
<td>Risk preference (volatile environment)</td>
<td>0.001</td>
<td>Risk preference (volatile environment)</td>
</tr>
<tr>
<td>Body mass index</td>
<td>-0.001</td>
<td>Body mass index</td>
</tr>
<tr>
<td>Body aches and pains (LP 02)</td>
<td>0.0003</td>
<td>Body aches and pains (LP 02)</td>
</tr>
</tbody>
</table>

eTable 8.3.1.2. Ranked averaged coefficients of retained predictors in the final elastic net regression model employing the total score feature set.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>QIDS total score</td>
<td>0.346</td>
</tr>
<tr>
<td>SDS total score</td>
<td>-0.132</td>
</tr>
<tr>
<td>Treatment expectation</td>
<td>0.097</td>
</tr>
<tr>
<td>Anhedonia (QIDS 13)</td>
<td>0.088</td>
</tr>
<tr>
<td>MSPSS total score</td>
<td>0.082</td>
</tr>
<tr>
<td>Sadness (QIDS 05)</td>
<td>0.066</td>
</tr>
<tr>
<td>View of self (QIDS 11)</td>
<td>0.065</td>
</tr>
<tr>
<td>Age of onset (adolescence)</td>
<td>-0.064</td>
</tr>
<tr>
<td>AES total score</td>
<td>-0.047</td>
</tr>
<tr>
<td>Metric</td>
<td>Value</td>
</tr>
<tr>
<td>-------------------------------------------------------------</td>
<td>--------</td>
</tr>
<tr>
<td>WSAS total score</td>
<td>-0.042</td>
</tr>
<tr>
<td>CIRS total score</td>
<td>-0.041</td>
</tr>
<tr>
<td>Appetite/weight problems</td>
<td>0.036</td>
</tr>
<tr>
<td>SRRS total score</td>
<td>-0.035</td>
</tr>
<tr>
<td>Diet (fish intake)</td>
<td>0.031</td>
</tr>
<tr>
<td>Other psychiatric diagnoses</td>
<td>-0.028</td>
</tr>
<tr>
<td>LSAS total score</td>
<td>-0.025</td>
</tr>
<tr>
<td>Anxiety standing in long lines (LP 06)</td>
<td>-0.021</td>
</tr>
<tr>
<td>BIS total score</td>
<td>-0.021</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.014</td>
</tr>
<tr>
<td>Metacognitive Efficiency</td>
<td>-0.011</td>
</tr>
<tr>
<td>Model-based index</td>
<td>-0.011</td>
</tr>
<tr>
<td>Fatigue (QIDS 14)</td>
<td>0.008</td>
</tr>
<tr>
<td>Model-free index</td>
<td>-0.008</td>
</tr>
<tr>
<td>Exercise duration</td>
<td>0.006</td>
</tr>
<tr>
<td>Trauma avoidance (LP 04)</td>
<td>-0.005</td>
</tr>
<tr>
<td>Helpfulness of past psychotherapy</td>
<td>0.003</td>
</tr>
<tr>
<td>Diet (fish supplement intake)</td>
<td>-0.002</td>
</tr>
<tr>
<td>Learning rate (stable environment)</td>
<td>0.001</td>
</tr>
<tr>
<td>Risk preference (volatile environment)</td>
<td>0.001</td>
</tr>
<tr>
<td>Body mass index</td>
<td>-0.001</td>
</tr>
<tr>
<td>Body aches and pains (LP 02)</td>
<td>0.0003</td>
</tr>
</tbody>
</table>

8.4 Supplementary Materials for Chapter 5

8.4.1 Results on Patients Receiving 8-12 Weeks of iCBT

From our archival dataset, we examined data from patients who received iCBT for depression for 8-12 weeks (N=22,952) to test the generalisability of the main findings (eFigure 8.4.6). This analysis captured participants who needed a longer duration to achieve treatment response, but also reduced the sample size as many individuals from the main analysis had stopped using the programme by week 8. This sample therefore also partially overlapped with those in the main analysis.

In line with our main analyses, the full sample Non-Responder network (n=11,476) had greater network connectivity than the full sample Responder network (n=11,476) at baseline (3.08 vs. 2.74, S=0.34, P<.001). We found that 7/36 edges were significantly different between-groups (all P<.05). As in the main findings, this connectivity differences between Responders and Non-Responders disappeared (2.75 vs. 2.71, S=0.04, P=.42) when groups were exact-matched on baseline PHQ-9 sum score mean (n=10,757 per group; mean difference: t[21512]=0, P=1; variance difference: F=1.00, P=1). The symptom ‘depressed mood’ remained the most central symptom in both the Responder and Non-Responder networks (1.18 vs 1.18, P=.95), while sleep (Responder: 0.62 vs. Non-Responder: 0.72, P=.02) and ‘psychomotor problems’ (Responder: 0.62 vs. Non-Responder: 0.73, P=.02) were the only symptoms that were significantly different in strength centrality between the cohorts.

Due to the smaller sample size, we were only able to draw 90 non-overlapping samples of n=250 Responders and n=250 Non-Responders, with 45 subsamples per group. We once again found that the 45 networks of Non-Responders had greater network connectivity than that of Responders at baseline (β=-1.07, SE=0.18, P<.001), and that the constructs of baseline PHQ-9 sum score mean, PHQ-9 sum score variance, and network connectivity were still positively correlated in the networks of both cohorts (r=0.37-0.70, all P<.05). Group differences in the connectivity of these networks, did not survive after controlling for either baseline PHQ-9 sum score mean (β=-0.24, SE=0.26, P=.34) nor PHQ-9 sum score variance (β=0.23, SE=0.20, P=.25). Results from our parametric analyses of symptom-level data were in line with that of our main analyses; each symptom strength centrality were higher in the Non-Responder networks than that of Responders (all P<.001). Baseline PHQ-9 sum score mean remained the most predictive of response.
status ($\beta=-1.53$, SE=0.14, $P<.001$), followed by PHQ-9 sum score variance ($\beta=-1.50$, SE=0.14, $P<.001$), with both non-network metrics being more predictive than network connectivity ($\beta=-1.07$, SE=0.18, $P<.001$). Similar to that of our main analyses, the severity of most individual symptoms were more predictive of treatment response than its centrality, with the exception of ‘depressed mood’ (mean $\beta=-0.60$, SE=0.20, $P=.003$; strength $\beta=-0.89$, SE=0.19, $P<.001$) and worthlessness (mean $\beta=-0.22$, SE=0.21, $P=.31$; strength $\beta=-0.49$, SE=0.21, $P=.02$), and the mean of 6/9 symptoms had higher predictive utility than the strength of ‘depressed mood’ which was the most central symptom in both networks (all $P<.001$).

8.4.2 Results on Anxiety Symptom Networks (GAD-7)

To investigate the generalisability and specificity of the main findings of our study, we applied the same sampling (eFigure 8.4.7) and analytical procedures to anxiety symptom networks constructed using all seven items from the GAD-7 ($N=70,620$). (Spitzer et al., 2006b) This sample partially overlapped with that of the main analysis, as both include patients receiving the combined depression-anxiety iCBT program. However, it is different in that it also includes those who completed anxiety-only iCBT programs and excluded individuals who completed depression-only programs.

As per our main analyses with depression networks, at baseline, the full sample ($n=35,310$) non-Responder network had greater connectivity than the full sample ($n=35,310$) Responder network (2.68 vs 2.42, S=0.26, $P<.001$). Out of 21 estimated edges, seven were significantly different between-groups (all $P<.05$). Subsequent to exact-matching on baseline GAD-7 total scores ($n=31,086$ per group, mean difference: $t[62170]=0$, $P=1$; variance difference: $F=1.00$, $P=1$), this effect was substantially reduced (S=0.26 reduced to S=.04), though connectivity differences remained between Non-Responders and Responders (2.46 vs. 2.42, S=0.03, $P=.01$). With regards to strength centrality, the same symptom that had the highest strength in both groups (i.e., not being able to stop worrying; 1.21 vs 1.20, $P=.57$).

For our parametric analyses, due to the larger full sample, we were able to draw 200 non-overlapping samples of $n=350$ Responders and $n=350$ Non-Responders (i.e., 100 subsamples per group). Overall, the 100 networks of Non-Responders were more connected than that of Responders ($\beta=-1.67$, SE=0.08, $P<.001$). We again found that GAD-7 sum score mean, GAD-7 sum score variance, and also network connectivity at
baseline were all positively correlated with each other in the networks of both Responders and Non-Responders (r=.027-0.75, all P<.01). Between-groups differences in network connectivity at baseline were no longer significant, when baseline GAD-7 sum score variance was accounted for in the model (β=-0.19, SE=0.12, P=.13), but not baseline GAD-7 sum score mean (β=-0.59, SE=0.20, P=.003), replicating the results of the main depression analysis. In line with our main findings from the parametric analyses on symptom-level data, the centrality of all symptoms were higher in the Non-Responder networks than that of Responders (all P<.01). Our parametric analyses in contextualising the effect sizes of these metrics for predicting response revealed that both baseline GAD-7 sum score mean (β=-1.86, SE=0.05, P<.001) and baseline GAD-7 sum score variance (β=-1.78, SE=0.06, P<.001) were more predictive than baseline network connectivity (β=1.67, SE=0.08, P<.001). The severity of every individual symptom itself was still more predictive of treatment response than its centrality (all P<.05), and the mean of all symptoms had higher predictive utility than the most central symptom of not being able to stop worrying (all P<.001).

8.4.3 Results on Patients Excluded from Main Analyses

Baseline Descriptive Analyses for Patients who Did Not Meet Response Criteria. The main analyses focused on patients who met caseness for depression (≥10 on the PHQ-9) and received treatment (4-8 weeks clinician-guided, depression-relevant iCBT) (i.e., patients who met Criterion 1 to 4, outlined in Figure 5.1A in main manuscript; N=66,970). Further, the sample was filtered to include those who satisfied our response criteria (i.e., Criterion 5), with both Responder and Non-Responder groups matched on treatment days (i.e., Criterion 6), resulting in a final N=40,518). While patient demographics of the study sample was not made available to the authors, we explored some basic descriptive of patients who were excluded based on our response criteria (i.e., did not qualify as a ‘Responder’ or ‘Non-Responder’) and were not matched for inclusion in our final sample (N=26,452).

At baseline, excluded patients, on average, presented moderately severe depression scores on the PHQ-9 and severe anxiety scores on the GAD-7. There was no significant difference in baseline depression severity between excluded patients (M=15.78, SD=4.63) and the main study sample (M=15.80, SD=3.83), t(66968)=0.53, P=.60. However, excluded patients were significant more anxious at baseline (M=14.65, SD=3.78) than those included (M=14.52, SD=3.67), t(41007)=-3.48, P<.001. Both groups on average
underwent approximately 6 weeks of iCBT treatment, with the main study sample undergoing just one more day of treatment (M=44, SD=8.09) compared to excluded patients (M=43, SD=8.19), \( t(66968)=2.27, P=.02 \).

**Results on Patients Receiving 1-4 Weeks of iCBT.** Our main analyses focused on patients who received a minimal dose of iCBT (i.e., 4-8 weeks) as the focus of the study was to determine if baseline network characteristics are associated with clinical changes following treatment. Nonetheless, we tested whether our findings generalised to patients who disengaged from treatment early. We re-ran our main analysis on the subset of patients with initial caseness who completed at least 1 week of iCBT but dropped out / disengaged before 4 weeks of treatment. This sample therefore did not overlap with those in the main analysis (N=6552, n=3276 each in Responder and Non-Responder group).

The Non-Responder network of the full sample displayed higher network connectivity at baseline than the Responder network (3.23 vs. 2.39, \( S=0.84, P<.001 \)), which was consistent with the main analyses. Out of the 36 edges examined, 7 were significantly different between-groups (all \( P<.05 \)). When the groups were exactly matched on baseline PHQ-9 sum score mean (n=2639 per group), the connectivity differences between the Responders and Non-Responders vanished (2.46 vs. 2.59, \( S=0.12, P=.30 \)) (mean difference: \( t[5726]=0, P=1 \); variance difference: \( F=1.00, P=1 \)), again, similar to the primary results. In both Responder and Non-Responder networks, the symptom of ‘depressed mood’ remained the most central (1.17 vs. 1.18, \( P=.92 \)). Symptoms that significantly differed in centrality between-groups included ‘sleep’, ‘fatigue’, ‘concentration’, ‘appetite’, and ‘psychomotor problems’, all of which exhibited higher centrality in the Non-Responders network.

With a much smaller sample size, we were only able to draw 42 non-overlapping samples of n=150 Responders and n=150 Non-Responders (21 subsamples per group). Baseline PHQ-9 sum score mean, PHQ-9 sum score variance, and network connectivity were all positively correlated in the networks of both cohorts (r=0.16-0.73), but only the correlations between PHQ-9 sum score variance and connectivity were significant for both groups (all \( P<.05 \)), which may attribute to the lack of power. Overall, we found that the network connectivity of the Non-Responders was greater than that of Responders at baseline (\( \beta=-1.67, SE=0.17, P<.001 \)); this difference disappeared yet again when PHQ-9 sum score variance was included as a covariate in the model (\( \beta=0.15, SE=0.33, P=.64 \), not PHQ-9 sum score mean (\( \beta=-1.22, SE=0.44, P=.009 \)). Each symptom strength
centrality was higher in the Non-Responder networks than in the Responder networks ($P<.05$). Both non-network metrics of baseline PHQ-9 sum score variance ($\beta=-1.83$, SE=0.11, $P<0.001$) and baseline PHQ-9 sum score mean ($\beta=-1.83$, SE=0.12, $P<.001$) were the most predictive of response status ($\beta=-1.83$, SE=0.11, $P<0.001$) and performed better than network connectivity ($\beta=-1.67$, SE=0.17, $P<.001$). The severity of each individual symptoms was also more predictive of treatment response than their strength centrality (all $P<0.001$).

### 8.4.4 Sensitivity Analyses with Alternative Response Definitions

The study operationalised depression treatment response using the IAPT criteria for reliable recovery (i.e., patients who initially met caseness at baseline must transition to non-caseness post-treatment, defined as $\geq10$ on the PHQ-9, while experiencing $\geq6$ point reduction from pre- to post-treatment). To test whether our results generalised to other definitions of treatment response, we repeated our core analyses with three levels of percent reduction in PHQ-9 from pre- to post-treatment.

**Response Defined as $\geq30\%$ Reduction in PHQ-9 Sum Score From Pre- To Post-Treatment.** Out of N=66,970 patients who met initial caseness and received a minimal dose of treatment (i.e., 4-8 weeks), n=34,779 were classified as Responders and n=32,191 were classified as Non-Responders. After matching on treatment days, this yielded an equal sample size of n=32,191 in both cohorts. The full-sample baseline Non-Responder network was more connected than Responders (3.33 vs. 3.12, S=0.22, $P<.001$) with 9/36 edges were significantly different between-groups (all $P<.05$). When groups were matched on baseline PHQ-9 sum score (mean difference: $t[60454]=0$, $P=1$; variance difference: $F=1.00$, $P=1$), this rendered the connectivity difference between Responders and Non-Responders non-significant (3.16 vs. 3.13, S=0.03, $P=.11$). The most central symptom for both groups was ‘depressed mood’, (Responder: 1.19; Non-Responder: 1.25, $P=.02$). ‘Loss of Interest/Pleasure’ was more central in the Responder network (0.92 vs. 0.85, $P=.01$), while ‘sleep’ (0.78 vs. 0.70, $P<0.001$) and ‘motor’ (0.74 vs. 0.69, $P=.02$) were more central in the Non-Responders network. For the parametric analyses, 256 non-overlapping samples of n=250 Responders and n=250 Non-Responders (128 subsamples each group) were drawn. Baseline PHQ-9 sum score mean, PHQ-9 sum score variance, and network connectivity were positively correlated ($r=0.40-0.79$, all $P<.001$). There were significant group differences in connectivity ($\beta=-1.14$, SE=0.10, $P<0.001$), but this difference went away when we controlled for PHQ-9 sum score variance in the model.
(β=0.13, SE=0.09, P=.17), but not PHQ-9 sum score mean (β=-0.61, SE=0.12, P<.001). Both PHQ-9 sum score mean (β=-1.24, SE=0.10, P<.001) and PHQ-9 sum score variance (β=-1.42, SE=0.09, P<.001) predicted treatment response better than network connectivity (β=-1.14, SE=0.10, P<.001). The item severity of each symptom was also more predictive of response than their strength centrality, apart from ‘depressed mood’ (mean: β=-0.27, SE=0.12, P=.03; strength: β=-0.62, SE=0.12, P<.001) and ‘worthlessness’ (mean: β=-0.11, SE=0.13, P=.34; strength: β=-0.36, SE=0.12, P=.003).

Response Defined as ≥50% Reduction in PHQ-9 Sum Score from Pre- To Post-Treatment. Out of N=66,970 patients who met initial caseness and received 4-8 weeks of treatment, n=20,176 were classified as Responders and n=46,794 were classified as Non-Responders. After matching on treatment days, both groups had a sample size of n=20,176. The baseline full-sample non-Responder network was more connected than Responders (3.28 vs. 3.11, S=0.17, P<.001) with 9/36 edges significantly different from each other (all P<.05). After matching on baseline PHQ-9 sum score (mean difference: t[38050]=0, P=1; variance difference: F=1.00, P=1), this difference went away (Responder: 3.13 vs. Non-Responder: 3.14, S=0.006, P=.78). ‘Depressed mood’ was the most central symptom for both networks (R: 1.21 vs. NR: 1.22, P=.74). Both ‘loss of interest/pleasure’ (Responder: 0.94 vs. Non-Responder: 0.86) and ‘worthlessness’ (Responder: 0.94 vs. Non-Responder: 0.84) were more central for Responders than Non-Responders (all P<.05). We drew 160 non-overlapping samples of n=250 Responders and n=250 Non-Responders (80 subsamples each group) for the parametric analyses. Baseline PHQ-9 sum score mean, PHQ-9 sum score variance, and network connectivity were positively correlated (r=0.39-0.77, all P<.01). Although there were significant differences in baseline network connectivity between-groups (β=-1.01, SE=0.14, P<.001), this difference disappeared after we accounted for PHQ-9 sum score variance (β=-0.04, SE=0.11, P=.71), but not PHQ-9 sum score mean (β=-0.66, SE=0.16, P<.001). Both PHQ-9 sum score mean (β=-1.11, SE=0.13, P<.001) and PHQ-9 sum score variance (β=-1.20, SE=0.13, P<.001) were better predictors of response than network connectivity (β=-1.11, SE=0.13, P<.001). The severity of each item was also more predictive of response than their strength.

Response Defined as ≥70% Reduction in PHQ-9 Sum Score from Pre- To Post-Treatment. Out of N=66,970 patients who met initial caseness and received 4-8 weeks of treatment, n=8719 were classified as Responders and n=58,251 were classified as Non-
Responders. After matching based on treatment days, both cohorts consisted of n=8719. At baseline the full Non-Responder network was more connected than Responders (3.21 vs. 3.05, S=0.17, P<.001). 4/36 edges were significantly different between-groups (all P<.05). When groups were matched on baseline PHQ-9 sum score (mean difference: t[16060]=0, P=1; variance difference: F=1.00, P=1, this rendered the connectivity difference non-significant (Responder: 3.04 vs. Non-Responder: 3.08, S=0.04, P=.34).

‘Depressed mood’ remained the most central symptom for both networks (Responder: 1.19 vs. Non-Responder: 1.21, P=.77), but only ‘worthlessness’ (Responder: 0.96 vs. Non-Responder: 0.9221, P=.03) was significantly different between groups. In our parametric analyses, we drew 68 non-overlapping samples of 250 Responders and 250 Non-Responders (34 subsamples each). We found positive correlations between baseline PHQ-9 sum score mean, PHQ-9 sum score variance, and network connectivity (r=0.34-0.76, all P<.05). Although group differences in connectivity were significant (β=-1.09, SE=0.20, P<.001), controlling for PHQ-9 sum score mean in the model eliminated this difference (β=-1.16, SE=0.34, P=.65), but not PHQ-9 sum score variance (β=-0.39, SE=0.17, P=0.02). PHQ-9 sum score mean (β=-1.65, SE=0.14, P<.001) predicted treatment response better than network connectivity (β=-1.11, SE=0.20, P<.001). Item severity was also more predictive of response than strength centrality for each symptom, apart from ‘depressed mood’ (mean: β=-0.49, SE=0.24, P=.04; strength: β=-0.64, SE=0.23, P=.008).

**eFigure 8.4.1. Distribution of PHQ-9 item scores of Responders and Non-Responders at baseline.**
eFigure 8.4.2. Pre-Post treatment PHQ9 item scores by responder group

Responders exhibited a significant decrease in all PHQ-9 symptoms from baseline to follow-up. Non-Responders improved on some PHQ-9 items, including ‘loss of interest/pleasure’, ‘depressed mood’, ‘fatigue’, and ‘worthlessness’ (all P.adj<.001), but worsened in ‘appetite’, ‘concentration’, and ‘psychomotor problems’ (all P.adj<.001) and did not change in ‘sleep’ problems (P.adj=.19) nor ‘suicidality’ (P.adj=.13). Error bars denote standard deviations from the mean score.
eFigure 8.4.3. Network visualisations of Responders and Non-Responders at baseline and follow-up

S3A and S3B visualises Responder and Non-Responder networks at baseline, respectively (also reported in the main text; reposted here for visual comparison to follow-up). S3C and S3D visualise Responder and Non-Responder networks at follow-up. Green edges denote positive partial correlations between 2 symptom nodes, while red edges denote negative partial correlations. NOTE: INT = ‘loss of interest/pleasure’, DEP = ‘depressed mood’, SLE = ‘sleep’, FAT = ‘fatigue’, APP = ‘appetite’, WOR = ‘worthlessness’, CON = ‘concentration’, MOT = ‘psychomotor problems’, SUI = ‘suicidality’.
eFigure 8.4.4. Edge-difference comparison between- and within-groups

Network of edge-differences showing only significant edges. S4A and S4B visualises edge strength differences between Responder and Non-Responder networks at baseline and follow-up, respectively. Green edges denote stronger edge strength in the Non-Responder network, while red edges denote stronger edge strength in the Responder network; S4C and S4D visualises edge strength differences pre-post network differences for Responders and Non-Responders, respectively. Green edges denote stronger edge strength in the baseline network, while red edges denote stronger edge strength in the follow-up network. NOTE: INT = ‘loss of interest/pleasure’, DEP = ‘depressed mood’, SLE = ‘sleep’, FAT = ‘fatigue’, APP = ‘appetite’, WOR = ‘worthlessness’, CON = ‘concentration’, MOT = ‘psychomotor problems’, SUI = ‘suicidality’.

Baseline: Non-Responder - Responder
Follow-Up: Non-Responder - Responder
Responder: Follow-Up - Baseline
Non-Responder: Follow-Up - Baseline
Figure 8.4.5. Distribution of PHQ-9 sum score variance change pre-post treatment by responder group

Distributions of pre-post treatment changes in PHQ-9 sum score variance for 160 subsamples, split by responder group. Positive values on the x-axis reflect an increase in PHQ-9 sum score variance pre-post treatment. Conversely, the greater the negative values on the x-axis, the bigger the decrease in PHQ-9 sum score variance pre-post treatment.

Figure 8.4.6. Sampling procedures for analyses on patients undergoing 8-12 weeks of iCBT.
Final study sample flow chart with inclusion and exclusion criteria for analyses pertaining to patients undergoing 8-12 weeks of iCBT.

eFigure 8.4.7. Sampling procedures for analyses using GAD-7 networks.

Final study sample flow chart with inclusion and exclusion criteria for analyses pertaining to networks constructed using the Generalised Anxiety Disorder-7 (GAD-7). (Spitzer et al., 2006b) The Responder status was determined if patients 1) transitioned from ‘caseness’ to ‘non-caseness’ post-treatment, defined by the clinical cut-off of 8 on the measure, and 2) if their score reduction was greater than the Reliable Change Index of ≥4 on the GAD-7. (Jacobson & Truax, 1991) Patients were classified as Non-Responders if they met neither of these criteria, and those who met only one of these criteria were removed from analyses.

eTable 8.4.1. Comparisons of baseline and follow-up PHQ-9 sum and item score means and variances of Responders and Non-Responders.

<table>
<thead>
<tr>
<th>Group</th>
<th>PHQ-9 Variable</th>
<th>Timepoint</th>
<th>t / F (p.value)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Baseline</td>
<td>Follow-Up</td>
</tr>
<tr>
<td>Responder</td>
<td>Loss of Interest/Pleasure</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>1.90</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.62</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>Depressed Mood</td>
<td>Mean</td>
<td>2.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Variance</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>Sleep</td>
<td>Mean</td>
<td>2.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Variance</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Fatigue</td>
<td>Mean</td>
<td>2.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Variance</td>
<td>0.56</td>
</tr>
</tbody>
</table>
### Appetite
- Mean: 1.76
- Variance: 0.98
- $176.18$ ($P<.001$)

### Worthlessness
- Mean: 2.02
- Variance: 0.75
- $229.91$ ($P<.001$)

### Concentration
- Mean: 1.72
- Variance: 0.80
- $192.85$ ($P<.001$)

### Psychomotor Problems
- Mean: 0.92
- Variance: 0.85
- $121.39$ ($P<.001$)

### Suicidality
- Mean: 0.51
- Variance: 0.54
- $89.63$ ($P<.001$)

### PHQ-9 Total
- Mean: 15.33
- Variance: 12.70
- $413.24$ ($P<.001$)

### Non-Responder

#### Loss of Interest/Pleasure
- Mean: 1.96
- Variance: 0.67
- $12.59$ ($P<.001$)

#### Depressed Mood
- Mean: 2.06
- Variance: 0.63
- $9.66$ ($P<.001$)

#### Sleep
- Mean: 2.29
- Variance: 0.70
- $1.32$ ($P<.01$)

#### Fatigue
- Mean: 2.42
- Variance: 0.52
- $5.03$ ($P<.001$)

#### Appetite
- Mean: 1.90
- Variance: 0.92
- $-11.82$ ($P<.001$)

#### Worthlessness
- Mean: 2.07
- Variance: 0.74
- $14.12$ ($P<.001$)

#### Concentration
- Mean: 1.84
- Variance: 0.80
- $-3.99$ ($P<.001$)

#### Psychomotor Problems
- Mean: 1.05
- Variance: 0.93
- $-5.86$ ($P<.001$)

#### Suicidality
- Mean: 0.66
- Variance: 0.72
- $1.53$ ($P=.13$)

#### PHQ-9 Total
- Mean: 16.26
- Variance: 16.21
- $5.38$ ($P<.001$)

Note: All p-values indicated above PHQ-9 items have been adjusted for multiple significance testing using the Hochberg method.
**eTable 8.4.2.** Raw and standardised centrality values of Responders and Non-Responders at baseline.

<table>
<thead>
<tr>
<th>PHQ-9 Variable</th>
<th>Raw Strength Values Responders</th>
<th>Raw Strength Values Non-Responders</th>
<th>Standardised Strength Values Responders</th>
<th>Standardised Strength Values Non-Responders</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss of Interest/Pleasure</td>
<td>0.89</td>
<td>0.84</td>
<td>0.58</td>
<td>0.22</td>
<td>0.047*</td>
</tr>
<tr>
<td>Depressed Mood</td>
<td>1.18</td>
<td>1.22</td>
<td>1.94</td>
<td>2.22</td>
<td>0.167</td>
</tr>
<tr>
<td>Sleep</td>
<td>0.66</td>
<td>0.74</td>
<td>-0.54</td>
<td>-0.30</td>
<td>0.020*</td>
</tr>
<tr>
<td>Fatigue</td>
<td>0.87</td>
<td>0.90</td>
<td>0.46</td>
<td>0.53</td>
<td>0.416</td>
</tr>
<tr>
<td>Appetite</td>
<td>0.55</td>
<td>0.57</td>
<td>-1.05</td>
<td>-1.17</td>
<td>0.637</td>
</tr>
<tr>
<td>Worthlessness</td>
<td>0.93</td>
<td>0.83</td>
<td>0.75</td>
<td>0.20</td>
<td>0.004**</td>
</tr>
<tr>
<td>Concentration</td>
<td>0.71</td>
<td>0.74</td>
<td>-0.32</td>
<td>-0.29</td>
<td>0.244</td>
</tr>
<tr>
<td>Psychomotor Problems</td>
<td>0.61</td>
<td>0.71</td>
<td>-0.81</td>
<td>-0.42</td>
<td>0.002**</td>
</tr>
<tr>
<td>Suicidality</td>
<td>0.57</td>
<td>0.61</td>
<td>-0.99</td>
<td>-0.99</td>
<td>0.242</td>
</tr>
</tbody>
</table>

**eTable 8.4.3.** Ranked comparison of significantly different edges between the Responder network and Non-Responder network at baseline

<table>
<thead>
<tr>
<th>Edge</th>
<th>Local Connectivity Responders</th>
<th>Local Connectivity Non-Responders</th>
<th>Difference in Local Connectivity</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss of Interest/Pleasure-Depressed Mood</td>
<td>0.47</td>
<td>0.42</td>
<td>-0.05</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Loss of Interest/Pleasure-Sleep</td>
<td>0.00</td>
<td>0.03</td>
<td>0.03</td>
<td>0.034*</td>
</tr>
<tr>
<td>Sleep-Fatigue</td>
<td>0.28</td>
<td>0.31</td>
<td>0.03</td>
<td>0.007***</td>
</tr>
<tr>
<td>Depressed Mood-Appetite</td>
<td>-0.05</td>
<td>-0.02</td>
<td>0.03</td>
<td>0.017*</td>
</tr>
<tr>
<td>Sleep-Appetite</td>
<td>0.14</td>
<td>0.17</td>
<td>0.03</td>
<td>0.023*</td>
</tr>
<tr>
<td>Psychomotor Problems-Suicidality</td>
<td>0.06</td>
<td>0.09</td>
<td>0.03</td>
<td>0.032*</td>
</tr>
<tr>
<td>Fatigue-Concentration</td>
<td>0.06</td>
<td>0.09</td>
<td>0.03</td>
<td>0.007**</td>
</tr>
<tr>
<td>Depressed Mood-Psychomotor Problems</td>
<td>0.00</td>
<td>0.03</td>
<td>0.03</td>
<td>0.001**</td>
</tr>
<tr>
<td>Loss of Interest/Pleasure-Worthlessness</td>
<td>-0.07</td>
<td>-0.02</td>
<td>0.05</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Depressed Mood-Suicidality</td>
<td>0.17</td>
<td>0.23</td>
<td>0.06</td>
<td>&lt; 0.001***</td>
</tr>
</tbody>
</table>

Note: Negative values in column “Difference in Local Connectivity” indicate the edge shows stronger connectivity in the Responder network, while positive values indicate stronger connectivity in the Non-Responder network.

**eTable 8.4.4.** Ranked comparison of significantly different edges between baseline and follow-up networks of Responders

<table>
<thead>
<tr>
<th>Edge</th>
<th>Local Connectivity Baseline</th>
<th>Local Connectivity Follow-Up</th>
<th>Difference in Local Connectivity</th>
<th>p</th>
</tr>
</thead>
</table>
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<table>
<thead>
<tr>
<th>Edge</th>
<th>Local Connectivity</th>
<th>Difference in Local Connectivity</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depressed Mood-Suicidality</td>
<td>0.23</td>
<td>0.03</td>
<td>0.008**</td>
</tr>
<tr>
<td>Concentration-Psychomotor Problems</td>
<td>0.33</td>
<td>0.02</td>
<td>0.027**</td>
</tr>
<tr>
<td>Depressed Mood-Worthlessness</td>
<td>0.37</td>
<td>0.03</td>
<td>0.003**</td>
</tr>
<tr>
<td>Worthlessness-Suicidality</td>
<td>0.22</td>
<td>0.03</td>
<td>0.033*</td>
</tr>
<tr>
<td>Fatigue-Psychomotor Problems</td>
<td>-0.05</td>
<td>0.03</td>
<td>0.036*</td>
</tr>
<tr>
<td>Sleep-Fatigue</td>
<td>0.31</td>
<td>0.04</td>
<td>0.006*</td>
</tr>
<tr>
<td>Psychomotor Problems-Suicidality</td>
<td>0.09</td>
<td>0.04</td>
<td>0.004**</td>
</tr>
<tr>
<td>Worthlessness-Concentration</td>
<td>0.08</td>
<td>0.05</td>
<td>&lt; 0.001***</td>
</tr>
<tr>
<td>Loss of Interest/ Pleasure</td>
<td>0.42</td>
<td>0.06</td>
<td>&lt; 0.001***</td>
</tr>
</tbody>
</table>

Note: Negative values in column ‘Difference in Local Connectivity’ indicate the edge shows stronger connectivity in the baseline network, while positive values indicate stronger connectivity in the follow-up network.

**eTable 8.4.5.** Ranked comparison of significantly different edges between baseline and follow-up networks of Non-Responders
Table 8.4.6. Ranked comparison of significantly different edges between the Responder network and Non-Responder network at follow-up

<table>
<thead>
<tr>
<th>Edge</th>
<th>Local Connectivity</th>
<th>Difference in Local Connectivity</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Responders</td>
<td>Non-Responders</td>
<td></td>
</tr>
<tr>
<td>Sleep-Concentration</td>
<td>0.10</td>
<td>0.04</td>
<td>-0.06</td>
</tr>
<tr>
<td>Sleep-Worthlessness</td>
<td>-0.005</td>
<td>-0.07</td>
<td>-0.06</td>
</tr>
<tr>
<td>Loss of Interest/Pleasure-Appearance</td>
<td>0.09</td>
<td>0.03</td>
<td>-0.06</td>
</tr>
<tr>
<td>Loss of Interest/Pleasure-Worthlessness</td>
<td>0.03</td>
<td>-0.02</td>
<td>-0.05</td>
</tr>
<tr>
<td>Psychomotor Problems-Suicidality</td>
<td>0.18</td>
<td>0.13</td>
<td>-0.05</td>
</tr>
<tr>
<td>Loss of Interest/Pleasure-Concentration</td>
<td>0.20</td>
<td>0.16</td>
<td>-0.04</td>
</tr>
<tr>
<td>Concentration-Suicidality</td>
<td>-0.02</td>
<td>-0.001</td>
<td>-0.02</td>
</tr>
<tr>
<td>Appetite-Suicidality</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>Fatigue-Psychomotor Problems</td>
<td>-0.03</td>
<td>-0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>Fatigue-Suicidality</td>
<td>-0.03</td>
<td>-0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>Depressed Mood-Aperture</td>
<td>-0.04</td>
<td>-0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Appetite-Concentration</td>
<td>0.03</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>Sleep-Psychomotor Problems</td>
<td>0.03</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>Sleep-Fatigue</td>
<td>0.32</td>
<td>0.35</td>
<td>0.05</td>
</tr>
<tr>
<td>Sleep-Suicidality</td>
<td>-0.04</td>
<td>0.00</td>
<td>0.04</td>
</tr>
<tr>
<td>Fatigue-Concentration</td>
<td>0.06</td>
<td>0.10</td>
<td>0.04</td>
</tr>
<tr>
<td>Concentration-Psychomotor Problems</td>
<td>0.30</td>
<td>0.35</td>
<td>0.05</td>
</tr>
<tr>
<td>Depressed Mood-Sleep</td>
<td>0.006</td>
<td>0.07</td>
<td>0.06</td>
</tr>
<tr>
<td>Loss of Interest/Pleasure-Depressed Mood</td>
<td>0.41</td>
<td>0.48</td>
<td>0.07</td>
</tr>
<tr>
<td>Sleep-Apetite</td>
<td>0.10</td>
<td>0.19</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Note: Negative values in column ‘Difference in Local Connectivity’ indicate the edge shows stronger connectivity in the Responder network, while positive values indicate stronger connectivity in the Non-Responder network.