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Abstract— Social robots have a recognizable physical ap-
pearance, a distinct voice, and interact with users in spe-
cific contexts. Previous research has suggested a ‘matching
hypothesis’, which seeks to rationalise how people judge a
robot’s appropriateness for a task by its appearance. Other
research has extended this to cover combinations of robot
voices and appearances. In this paper, we examine the miss-
ing connection between robot voice, robot appearance, and
deployment context. In so doing, we asked participants to
match a robot image to a voice within a defined interaction
context. We selected widely available social robots, identified
task contexts they are used in, and manipulated the voices
in terms of gender, naturalness, and accent. We found that
the task context mediates the ‘matching hypothesis’. People
consistently selected a robot based on a vocal feature for a
certain context, and a different robot based on the same vocal
feature for another context. We suggest that robot voice design
should take advantage of current technology that enables the
creation and tuning of custom voices. They are a flexible tool
to increase perception of appropriateness, which has a positive
influence on Human-Robot Interaction.

I. INTRODUCTION

Spoken communication is the primary form of interaction
between a growing number of social robots and their users.
However, the overall effort of designing robot voices is
considerably less than the amount of work that goes into
designing their physical appearance [1]–[4]. Research in
Human-Robot Interaction (HRI) could exploit the flexibility
afforded by many available Text-to-Speech systems, voice
banks, and custom recordings, enabling designers to gain
greater control over how robots are perceived.

Voices contribute to impression formation of newly-met
individuals in human-human interactions [5], as well as
shaping how impressions develop over time [6]. Besides
linguistic content, voices carry a wide variety of information,
ranging from indexical characteristics of the speaker such as
gender, age, and place of origin, as well as temporary state
alterations, like mood, emotions, or health [7], [8].
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Importantly, listeners are accurate at deciphering this in-
formation [9] and use it to decide on their next action [10].
Applying these observations for human-robot interactions,
we can hypothesise that an appropriate voice for a robot will
influence users’ impressions. But what is an ‘appropriate’
voice for a robot? One suggestion is that voices should match
the physical features of robots [11], [12], for example in
terms of anthropomorphism [13]. However, as social robots
are increasingly employed in a variety of settings, such
as in hotel receptions, nursing homes, museums, schools,
and hospitals, it is conceivable that the task context in
which the robot is employed will also contribute to voice
appropriateness.

A voice may provide important indicators to influence the
perceived suitability of the robot in a specific deployment
context, similar to what has been shown for human voices
advertising products in commercials [14]. Voice, physical
appearance, and context might shape the communication
between humans and social robots, yet we are not aware
of any systematic approach to understand this interaction.

The paper is structured as follows: previous work on first
impressions and expectations based on voice and appear-
ance in human-robot as well as human-human interaction
is discussed in Section II; our contribution is detailed in
Section III; results from the experiment are presented in
Section IV and discussed in Section V.

II. RELATED WORK

Previous studies have shown that people perceive robots
differently depending on the context in which the interaction
takes place. This effect of context has mostly been studied
in terms of specific physical robot features, most notably
anthropomorphism (machine-like vs. human-like), behaviour
(playful vs. serious; making mistakes; exhibiting joint at-
tention; etc.), and gender. Regarding anthropomorphism, in
[15], people selected their preferred robot companion from
a list of different pictures, varying in terms of gender, age,
and human-likeness, for different tasks (personal care, social
interaction, decision making and house chores). Generally,
people preferred the more machine-like robots for all tasks
except the decision making ones. [16] demonstrated that
anthropomorphism level can also affect the attribution of
blame to robots that have to make moral decisions: specif-
ically, human-like robots are blamed more for action in
the footbridge dilemma (derailing the train and killing the
worker on the tracks), while machine-like robots are blamed
more for inaction (not derailing the train and letting the
passengers crash). Robot appearance and behaviour were also
found to affect robot mind judgments, i.e. what intentions
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a robot is perceived to have [17]. Finally, participants in
[18] attributed higher social capabilities, including honesty,
to robots that looked more sophisticated. This is an important
consideration, as over-trusting or under-trusting a robot in a
critical situation might lead to serious harm [19], [20].

Regarding gender, there is evidence that people apply
gender stereotypes to robots; for example, participants in [21]
had to converse with a robot, which was manipulated to look
either male or female, about dating norms – a stereotypically
feminine topic. Participants spent longer time talking with
the female robot, perhaps because they thought that this robot
had more knowledge on the topic. Participants in [15] also
mentioned that they would like a female robot to assist with
chores and personal care, and a male robot to assist with
decision making tasks.

Delving into why certain robot features might be perceived
as more appropriate than others in a specific context, [22]
found support for a ‘matching hypothesis’: robot appearance
and behaviour should match the task that the robot has
to carry out, for instance in terms of seriousness. Their
participants liked a serious-behaving robot more in a serious
task, and a playful-behaving robot more in a playful task. A
similar explanation was suggested by [23]: the appearance
and behaviour of a robot might evoke some first impressions,
or mental model, on what tasks it might be able to perform;
these first impressions are then weighted against the actual
tasks it needs to perform. For example, participants in
[15] might have thought that a mechanical-looking robot
lacked the skills to help them make economic decisions,
while a human-like robot must have possessed them. In
general, researchers agree that a robot should evoke the right
first impressions and expectations, because in cases where
expectations are higher than performance, future trust and
compliance will decrease [6], [23]–[25].

A few studies discovered a similar ‘matching effect’ for
integrating robot voice and appearance. In these instances,
robot voice was mostly investigated in terms of naturalness,
gender, and accent. For example, regarding naturalness, [13]
argued that robot voice and body should be matched in
terms of anthropomorphism, to avoid feelings of eeriness.
[26] suggested that a robot’s language skills influence peo-
ple’s behaviour towards that robot: participants gave more
commands to a robot that had a voice, whether synthetic or
natural, and fewer to a robot that communicated with beeps.
Participants likely assumed that speechless robots could not
understand language, so they did not speak either. Within the
speaking robot condition, however, participants gave more
commands to the synthetic-voiced robot than the natural one,
perhaps because they thought that a robot with a human voice
was more competent and therefore needed fewer commands.
[26] also investigated robot deployment context: participants
watched videos of a robot in different scenarios (robot
damaged, robot in danger, robot requiring more information,
robot has located target, robot has completed task). They
found that, for example, participants gave more commands to
the robot in the videos where the robot needed assistance, and
concluded that a robot’s voice should be chosen based on task

context. In particular, this would allow for the transmission
of pragmatic information which may increase the operation
success.

In terms of voice gender, it has been found that a NAO
robot was assigned a different gender based on its voice
alone [27]; however, the voice gender of the robot did not
affect participants’ perceived robot friendliness, trustworthi-
ness, or likeability [28], [29]; nor did it influence people’s
interpersonal distance from the robot [30]. However, robots
that showed feminine physical traits were matched with a
female voice more often than a male voice, and the same
happened the other way around [12]. Thus, while perceiving
a robot as having a gender might not affect the quality of the
interaction, we still find evidence of a ‘matching hypothesis’,
in that people tend to match multimodal features related to
the same gender.

Finally, in terms of accent, a few studies have shown that
a robot speaking with an accent that matches participants’
accent is perceived more favourably [27], [31]. This can be
explained in terms of in-group preferences, as perceiving
someone as belonging to one’s same social group imme-
diately primes favourable first impressions [32], including
of robots [33]. Finally, there is one study that examined
the interaction between accent and context in Human-Robot
Interaction: an experiment focusing on the Arabic language
showed that participants believed that robots with the same
regional accent as theirs were more credible – when the
robots were knowledgeable – than those with a standard
accent. On the other hand, robots with standard accents
were perceived to be the more credible when the robots had
little knowledge [34]. Similar interactions between accents
and context are plausible with other languages. Thus, these
studies suggest that vocal features such as naturalness, gen-
der, and accent influence people’s perception and behaviour
towards robots.

Nevertheless, all this evidence seems to not have yet
inspired a change in the way researchers design speech-
based Human-Robot Interaction studies. [12] conducted an
informal survey of researchers whose paper at the HRI 2018
conference featured a speaking robot, asking why they chose
a certain voice for this robot. Very few responses mentioned
looking for a specific feature in the voice, such as gender or
accent, to suit the type of interaction; the majority reported
choosing a voice due to convenience. These findings indicate
how little attention has been dedicated to robot voice design
in the past. The contrast with other fields is striking; robot
voices in films and television are carefully crafted to achieve
the desired character effect [4], and voice design for bodyless
conversational user interfaces is receiving a lot of attention
in its research venues [35]–[37].

With this brief review of relevant literature, we have
shown how different robot characteristics can help form first
impressions of a robot. Critically, these first impressions
contribute to forming expectations of what a robot can or
cannot do. Robots available nowadays are used for a variety
of jobs – e.g. we might have seen a Pepper robot being
used for catering, tutoring, elderly care, and more [38]–[40].



Thus, people working with these off-the-shelf robots will be
somewhat limited in terms of being able to adapt the physical
characteristics of the robot to suit a certain work context
better; for example, they could change its eye colour, but
might not be able to easily change the degrees of freedom of
a joint. However, other, more versatile characteristics, such as
voice, could be used to increase the match between robot and
context. In this paper, we combine some of the characteristics
that have so far been studied mostly in isolation – robot
anthropomorphism, gender, voice accent, voice naturalness
– and see how robot deployment context influences mental
models of robot appearance. We build on our previous study
[12] – where people matched a robot voice with a robot
picture based on vocal and physical features of the robot –
by adding a context variable.

III. METHOD

We examined whether people would associate a robot
picture to a certain voice, given a specific Human-Robot
Interaction task context. Thus, we collected a set of voices
to form the basis of our stimuli. The voices used in the
experiment included: (a) voices previously used in recent
HRI research (Table I), and (b) human voices we recorded
and manipulated in terms of naturalness, gender, and accent.
Participants were then randomly assigned to one of these
two experimental conditions: robot voices (RV) and human-
derived voices (HV).

A. Stimuli

Participants listened to robot voices uttering a short script,
which was designed to be plausible in different contexts. The
script recited as follows: “Hello, sorry to bother you. My
software needs an update. I just wanted to let you know that
I need to be offline for a short period. I will get back to work
in around five minutes.”.

The goal of the experiment was to examine whether
participants would associate a certain robot voice, in a certain
context, to a specific robot. Therefore, we selected 8 possible
robots that participants could choose from. These robots were
selected because they represented a diverse sample of widely
used social robots (i.e. wheeled/legged, digital/mechanical
head, two/one/zero arms, etc.), had a similar overall form
factor (estimated range 1000-1600mm tall), and because they
had been used in conjunction with a specific synthetic voice
in the past (Table I).

1) Robot voices: In the RV condition, participants heard
voices that had been used on our robots in previous studies
(listed in Table I). These voices allowed us to study whether
people associated a robot with their previously used voice,
which we call ‘default’ for the purposes of this study. If
participants associate these robots to their ‘default’ voice,
this suggests that this was a good choice of robot voice.
These voices also allow us to study whether people associate
a certain voice gender to a robot, since we know this
characteristic from the type of voice used (Table I). Note that,
since the manufacturers of Pepper explicitly indicate that its
voice is neither male nor female [41], for the purposes of

TABLE I
ROBOTS AND CORRESPONDING VOICES USED IN THE ANALYSIS.

Robot Speech Engine Voice Name Voice gender Reference
Flash CereProc Heather Female [42]

G5 Acapela Rod Male [43]
iCub Acapela Rod Male [43]

Pepper Pepper Default Ambiguous Developer
Poli Amazon Kim Female [44]
PR2 Cepstral David Male [45]

SCIPRR Cepstral Alison Female [46]
Stevie CereProc Giles Male [47]

this study we categorised it as ‘ambiguous’. These previously
used voices also differ in terms of naturalness and accent,
but this variation is more difficult to quantify than the gender
one, as there are different synthetic voice qualities, depending
on the TTS system used. Therefore, we used the voices in
the RV condition to observe voice appropriateness along two
categories: default (previously used on this robot or not)
and gender (female, male, ambiguous). Also note that one
reference study had used the same voice for both G5 and
iCub. Therefore, in the experiment we considered this voice
to be the default for both robots. Thus, we had a total of
7 robot voices for the RV condition.

2) Human-derived voices: In the HV condition, partici-
pants heard voices that were recorded from human speakers,
and either resynthesised to sound ‘mechanical’, or kept as
they were. These original voices were recorded from 4 speak-
ers: 2 from California (1 male, 1 female) and 2 from Dublin
(1 male, 1 female). We chose these two accents due to their
distinctive features, and due to their nature as local (Irish)
and global (American) accents of English. The four speakers
were recorded in a quiet room using a Zoom H6 Handy
Recorder and an AKG C520L condenser microphone, where
they read the aforementioned robot script. All the recordings
were cleaned with a noise-removal filter in Audacity. The
4 voices were also passed through a vocoder to obtain a
synthetic-sounding effect, while retaining the accent and
gender features. To obtain this effect, we first flattened the
fundamental frequency (f0) of each speaker to that speaker’s
mean f0 value, and then applied a comb filter using Audacity.
The resulting re-synthesised voices were monotonous and
had a metallic flare. These voices allowed us to observe
voice appropriateness along three categories: gender (male
and female), accent (American and Irish), and naturalness
(natural or resynthesised). Thus, we had a total of 8 human-
derived voices.

3) Context creation: We identified 4 plausible contexts
where our robots could work: home, hospital, restaurant,
and school. These were chosen because at least some of
our robots of interest have already been used in these
contexts [38]–[40], and because they represent venues that
are currently being explored for robot deployment. To create
a contextual illusion, we added some background noise to
each of the voices, to immerse participants in the different
contexts. We added a living room ambience noise to simulate
a home context, an echoing corridor noise to simulate a
hospital, chatting and clinking to simulate a restaurant, and



children running and laughing to simulate a school. Thus,
we had 4 versions for each voice (one per context). The total
number of sound files was therefore 32 in the HV condition,
and 28 in the RV condition.

B. Participants

The experiment took place over the course of several days
during a museum/gallery space, located adjacent to Trinity
College Dublin. In total, 60 participants (age 19-74, mean
= 27, sd = 9) volunteered to take part in the experiment.
There were 35 women and 25 men. Of the participants,
26 were originally from Ireland, 8 from France, 6 from
the USA, 4 from Germany, and the remaining came from
13 other countries (Australia, Austria, Azerbaijan, Brazil,
Canada, Germany, Greece, Italy, Netherlands, Nigeria, Spain,
Sweden, UK). Their self-reported English language fluency
was as follows: 31 native speakers; 2 native-like; 20 fluent;
7 basic. The majority of participants (n = 37) were not
affiliated with the University, 12 were University employees
and 11 were students. To avoid any potential confounds due
to familiarity with the robots used in the study, participants
were also asked if they had interacted with a robot before,
and if so, with which robot. The majority of participants had
either never seen a robot before (N = 11), or had only seen
robots in media (N = 27). Some people had interacted with a
robot before (N = 21) and only one person declared that they
interacted with robots on a regular basis. Of the robots of
interest in the current study, Pepper was mentioned 4 times,
Stevie 5 times, iCub and Flash one time each.

C. Procedure

The experiment was conducted in a quiet space, where
participants were first asked to read an information sheet and
provide written informed consent, in accordance with ethics
requirements. Then, they filled in a short demographics ques-
tionnaire about their age, gender, English language fluency,
country and city of origin, and degree of familiarity with
robots. Participants were randomly assigned to one of the two
experimental conditions (RV or HV), and were positioned at
a computer desk wearing good quality over-ear headphones,
and ran one practice trial with the experimenter. This practice
trial used voices and robots from popular culture, which were
not shown again during the actual experiment. Then, they
were left to complete the experiment. Condition HV con-
sisted of 32 trials (one per sound file) and condition RV of 28.
Depending on the experimental condition, participants were
presented with voices (in random order) from either the HV
or the RV pool. Every trial proceeded as follows: for each
voice, participants listened to the scripted utterance, while a
fixation cross appeared in the centre of the screen. After
the voice sequence had terminated, they were shown the
pictures of the 8 robots of interest (Fig. 1), equally positioned
on the screen, and were asked to select the picture of the
robot that best suited the voice they just heard. The relative
location of each picture was fixed throughout the experiment.
A ‘restart’ button was placed adjacent to the pictures, to

allow participants to hear the voice again, or change their
selection. The experiment lasted approximately 15 minutes.

IV. RESULTS
We conducted chi-square tests for independence on each of

the variables of interest – gender, naturalness, accent, context
– to see if there was a causal relationship between the robots
being selected and the variables. Post-hoc analyses – to see
whether a robot was selected more often than the others for
each variable of interest – were conducted by testing the
χ2 residuals for each robot against a critical zvalue and
adjusting the α level for multiple comparisons (Bonferroni
correction). The full contingency tables can be found in the
supplementary materials1. Given that this study deals with
the effect of context, here we will not describe in detail the
individual effects of gender, naturalness and accent – which
mostly replicate our previous findings [12] – but we will
focus on their interaction with context. All the results can
still be found in the supplementary materials.

A. Robot voices
First of all, we examined whether participants selected

the ‘default’ robot upon hearing the voice that robot had
in previous HRI studies (Table I). As can be seen from
Fig. 2, people did not generally associate a robot image
with its ‘default’ voice. The notable exception was PR2,
whose voice was deemed appropriate much above chance
level, thus replicating our previous results [12]. Pepper’s and
Poli’s voices were also recognised above chance level.

Then, we looked at whether voice gender played a role
in robot selection. Here, we had categorised the voices as
either male, female, or ambiguous (Table I). We performed
χ2 test of independence on the whole contingency table (see
Table 1 in the supplementary materials), and we found a
significant association between gender and the robot being
selected (χ2(14, N = 29) = 237.18, p < .001). We then
looked at each robot selection in the 4 different contexts. As
can be seen from Fig. 3, Flash was selected significantly
more often with a male voice in the home context, and
significantly less often with a female voice in the school
context; G5 was selected less often with a male voice in
the home context, and more often with an ambiguous voice
in the hospital context; iCub was selected less often with a
male voice in the home, hospital, and restaurant contexts;
Pepper was selected more often with a female voice in the
home and school contexts, and less often with a male voice
in the home and restaurant contexts; PR2 was selected more
often with a male voice in all 4 contexts, and less often with
a female voice in the home and school contexts; SCIPRR
was selected more often with a male voice in the home and
school contexts.

B. Human-derived voices
For the human-derived voices, we had 3 parameters that

could interact with context: voice gender, voice accent, and
voice naturalness.

1The supplementary materials can be found here: https://doi.org/
10.5281/zenodo.3776826
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 1. Images of the robots used in this study: (a) Flash, (b) G5, (c) iCub, (d) Pepper, (e) Poli, (f) PR2, (g) HUBO-SCIPRR, (h) Stevie.
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Fig. 2. Number of people who selected a robot upon hearing its
‘default’ voice, assuming independence between trials. The orange
horizontal line indicates the 12.5% chance level of selecting the ‘correct’
robot at each trial.

First of all, a χ2 test of independence on the whole con-
tingency table (see Table 2 in the supplementary materials),
found a significant association between gender and the robot
being selected (χ2(7, N = 31) = 178, p < .001). As can
be seen from Fig. 4, context influenced robot selection for
the human voices as well. Flash was selected more with a
male voice than a female voice in all 4 contexts; Pepper
was selected significantly more often with a female than a
male voice only in the school context; Poli was also selected
significantly more often with a female than a male voice only
in the school context; Stevie was selected more often with a
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Fig. 3. Robot selection based on voice gender (robot voices) in the
4 context conditions. ‘*’ indicates that a robot was selected significantly
more or less often upon hearing a certain voice (at the 95% significance
level).

male than a female voice in the home, restaurant, and school
contexts.

There was also a significant main effect of accent
(χ2(7, N = 31) = 15.35, p = .03). However, after adjusting
for multiple comparisons, only one comparison approached
significance: there was a tendency for Stevie to be selected
more often with an American accent in the restaurant context
(see Table 4 in the supplementary materials).

Finally, there was a main effect of voice naturalness
(χ2(7, N = 31) = 119.65, p < .001). Individual residual
comparisons can be found in Table 3 in the supplementary
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Fig. 4. Robot selection based on voice gender (human-derived voices)
in the 4 context conditions. ‘*’ indicates that a robot was selected
significantly more or less often upon hearing a certain voice (at the
95% significance level).

materials. As can be seen from Fig. 5, context influenced
robot selection based on voice naturalness. iCub was selected
more often with a natural voice in the home context; Pepper
was selected more often with a natural voice in the hospital
and restaurant contexts; Poli was selected more often with a
synthetic voice in all 4 contexts; PR2 was selected more often
with a synthetic voice in the home and hospital contexts.

restaurant school

home hospital

Flash G5 iCub Pepper Poli PR2 SCIPRR Stevie Flash G5 iCub Pepper Poli PR2 SCIPRR Stevie

0

10

20

30

0

10

20

30

Robot

N
um

be
r 

of
 s

el
ec

tio
ns

Naturalness Natural Synthethic

*

* *

*

*

*

*

*
*

*

*

*

*

*

*

*

*

*

Fig. 5. Robot selection based on voice naturalness (human-derived
voices) in the 4 context conditions. ‘*’ indicates that a robot was selected
significantly more or less often upon hearing a certain voice (at the 95%
significance level).

V. DISCUSSION

We asked participants to match the picture of a robot
working either at home, hospital, restaurant, or school, with
a voice. The voices were manipulated in terms of gender,
naturalness, and accent – features that have previously been
examined in studies on the effect of robot voice in HRI [26],
[27], [34]. In addition, we used TTS voices that had been
used on the featured robots in previous studies (Table I).
This experimental design allowed us to see if people formed
a mental model of how a robot should look like, based on its

voice and its deployment context. We confirmed our previous
finding [12] that people choose a robot’s voice to match
certain characteristics – such as male voices with square-
angled robots, and synthetic voice with mechanical-looking
robots. In addition, we observed that context influences
which robot is chosen for a voice.

In our previous study, we found that people formed
consistent associations between robot images and voices
based on voice gender [12]. The same strong associations
are maintained here (see Supplementary materials for more
details), but they are also mediated by context. Specifically,
for both the robot voice (RV) and human-derived voice (HV)
conditions, the knowledge that the robot works in a certain
context dictates whether different associations due to gender
emerge or not. For example, in the RV condition, Flash was
selected more often with a male voice in the home context,
and less often with a female voice in the school context,
while voice gender was not a discriminant of how often Flash
was selected in the other contexts (Fig. 3). This suggests that,
while voice gender might elicit strong first impressions of
how a robot should look like in some contexts (e.g. from the
Flash example, for working in a home), voice gender might
not be as important in other contexts.

The same was true for naturalness and, to a limited
extent, accent, in the HV condition. Regarding naturalness,
participants also formed consistent associations between
robot images and voices based on voice naturalness, the
same as our previous study (see supplementary materials
for details). Again, in the current experiment we delved
more into these associations, and found that they are also
mediated by context. For example, iCub was selected more
often with a natural voice, but only in the home context;
while Poli was selected more often with a synthetic voice
in all four contexts (Fig. 5). This suggests that another
of our manipulated voice characteristics, naturalness, might
induce context-specific associations with a robot appearance.
Regarding accent, our results show that only Stevie tended to
be selected more often with an American accent, only in the
restaurant context. This is surprising, since accents greatly
influence impression formation in human-human interaction
[32], [48]. However, the phenomenon has not been studied
extensively in HRI yet. Also, until not long ago the main
concern for designers of robot voices was intelligibility, and
TTS systems have only recently started offering high quality
accent synthesis (e.g. Cereproc). Thus, it is possible that
people are not yet used to thinking of robots as having
human accents, resulting in no consistent associations be-
tween accent and robot in our sample. It is also possible
that accent appropriateness for a robot might manifest itself
in terms of stereotypical competence over a specific topic,
similar to advertising agencies’ use of accents [14]. Finally,
our participants came from a wide variety of countries, and
it is possible that their own accent of origin (e.g. Irish vs.
American) might have influenced their voice-robot pairings.
However, with 26 participants from Ireland and 6 from
the USA, our participant sample was too small to test this
hypothesis. Thus, the concept of accent appropriateness for



a robot warrants further investigation (see also [49] for a
recent survey on people’s explicit preferences towards a robot
accent).

We also found more evidence that previously used voices
might not have been a good match for their robots. With the
notable exception of PR2, which was consistently selected
upon hearing its ‘default’ voice in both our studies, the
other robots were matched less frequently with their ‘default’
voice. This suggests that these previous matches were ill-
chosen, and that greater attention should be placed on robot
voice design.

As previous studies have shown, voice characteristics can
influence how agents, including robots, are perceived, and
they contribute to user behaviour towards these agents [5],
[6], [10]. With our results, we add that voice characteristics
do not elicit an absolute mental model of how a robot should
look like; rather, they interact with the context of the robot’s
deployment. Thus, when designing a voice for a robot that
will be used in a restaurant, researchers should bear in mind
that this voice might have to be different than if this robot
was working in a school.

Voices are made of a wide variety of features that con-
tribute to creating a mental model of the speaker: gender,
age, emotional state, personality, etc. Most studies, including
our own, have investigated the effect of certain features
as independent factors. However, it is important to note
that these characteristics never exist on their own. It is not
possible to look at the effect of voice gender per se, as
this will be mixed with all these other voice characteristics.
Perception of an agent based on voice is likely due to an
interaction of all these different features, and future studies
should also look at these holistically, rather than treat them
as independent factors.

Another consideration concerning gender and context is
that people matched gendered voices to corresponding gen-
dered physical features (e.g. curved vs. squared shapes)
and to stereotypically corresponding occupations (e.g. school
and home for Pepper). This confirms the findings of our
previous experiment [12] and of previous studies where
gender stereotypes were assigned to robots that needed to
perform a certain task [50]. As [50] point out, this is
a double-edged sword: on the one hand, making robots
match gender stereotypes by, for instance, employing female-
looking robots for traditionally female tasks seems to result
in higher interaction success; on the other hand, it could be an
opportunity to contribute to eliminating these stereotypes. In
this sense, creating robots that do not match stereotypes will
‘force’ users in an interaction that is potentially awkward and
unsuccessful. It is an ethical judgment that our community
should address. Similar considerations have been made for
the design of Conversational User Interfaces [36].

Finally, a limitation of this study is the use of pictures
of robots, without a live interaction. This is a typical issue
for studies that seek to compare multiple robots. Thus, it is
important to stress that our results concern first impressions
and expectations of a robot, but do not inform about how
these first impressions might influence a live interaction

with these robots. Several studies in Human-Robot Inter-
action have highlighted how direct experience of a robot’s
(mis)behaviour affects trust building when the initial ex-
pectations are not met [6], [23]–[25]. The interaction of
voice-based first impressions with task type and behavioural
experience remains to be explored.

VI. CONCLUSIONS

Many human-robot interactions are speech-based. In this
paper we have shown that people have an idea of what an
appropriate voice for a robot should be. Specifically, voice
gender, naturalness, and accent interact with the human-robot
interaction context to inform this appropriateness. However,
contrary to the robots depicted in popular culture, real
robot voices are often chosen out of convenience, without
taking advantage of their full potential [4]. Following the
‘matching hypothesis’ speculated by [22], we suggest that
voice features, robot features, and context interact to form
an impression of appropriateness. When one of the variables
is unchangeable, for example due to context constraints, the
other two can be used to create this impression.
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