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Abstract—We report on experiments in identifying personality
traits from the dialogue of participants in the MULTISIMO
corpus. Experiments used audio and linguistic features from
participants’ speech and transcripts, using both self- and ob-
server personality reports. Contrary to our expectations that the
linguistic content would best predict traits, the results highlight
the multimodal nature of personality computing, suggesting that
the content is less important than acoustics: except for two
cases, models based on acoustic features only, or combined with
linguistic features, outperform models based on linguistic features
alone; results also show that there is no optimal choice of a single
model or feature set for the prediction of a trait across personality
reports, as different models work best for different traits.

Index Terms—personality computing, big five traits, self-
assessment, informant-assessment

I. INTRODUCTION

Automatic personality recognition and perception tasks are
relevant to computing areas involving understanding, predic-
tion or synthesis of human behavior [1], [2]. In daily social or
workplace interactions, human behavior is driven by people’s
own personality and the way their personality is perceived.
Automatic personality perception and synthesis are important
in the HCI domain, as personality characteristics designed for
and attributed to machines enable associations with the users’
attitude [3]. Approaches to personality computing have been
applied in a variety of settings, an extensive review of which is
presented in [1]. Automatic personality recognition considers
self-assessed personality scores, in combination with linguistic
and non-verbal features. Automatic personality perception
exploits external judgements, i.e. personality traits assessed
by informants, and focuses mainly on non-verbal cues.

The Five-Factor Model has become the dominant paradigm
in personality research [4]. The Big Five traits are: Openness,
Conscientiousness, Extraversion, Agreeableness and Neuroti-
cism (OCEAN). Self-assessments are usually captured via
first-person questionnaires, while informant-assessments are
attributed with third-person questionnaires. The models that
most effectively predict measurable personality aspects have
been proven to be those based on traits [5], and are widely used
in the computing community, as they represent personality in
terms of numerical values [1]. Several works have compared
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the accuracy and predictive validity of personality judgement,
reporting that traits perceived by knowledgable others have
better validity over self-judgments [6], [7] or that both types
of reports have equal levels of accuracy and provide unique
insight into how a person typically behaves [8].

We approach personality computing from both recognition
and perception aspects. We conducted experiments to classify
the OCEAN personality traits of group dialogue participants
within the MULTISIMO corpus [9], using audio and lin-
guistic features extracted from their speech and transcripts
respectively, and based on two types of personality reports:
self-assessments by the participants themselves, and reports
provided by informants unacquainted with the participants.
Recognition experiments employ the self-reports, and person-
ality perception experiments involve the informant reports.

We explore the implemented models performance for both
types of reports, and test our hypothesis that the linguistic
content is a strong predictor of personality traits; this hypoth-
esis is rooted in the assumption that people’s words reflect
their personality, but also in that reports are based on lexi-
cal approaches on personality-related vocabulary [10], [11].
Contrary to our hypothesis, the results suggest that, except
for two cases, models based on acoustic features only, or
combined with linguistic features, outperform models based on
linguistic features alone. Results also show no optimal choice
of a single model for trait prediction, as different models
work best for different traits, and most informative features are
different among self- and informant reports; thus, trait-specific
modeling seems more appropriate than attempting to identify
a single best model across traits and reports. This work is
novel in that it reports experimental results for both recognition
and perception of the OCEAN traits, i.e. using both self and
informant ratings of personality observed in a new dataset
of dialogues and involving two expressive modalities of the
dataset subjects, i.e. their audio extracts and full transcripts.

II. MATERIALS

A. Data Set

We used the MULTISIMO corpus [9], which consists of
23 sessions of collaborative group interactions where two
players need to provide answers to a quiz and are guided by
a facilitator. Out of the total 49 participants (mean age: 30,
25 female), 46 were assigned the role of players and were



randomly paired, and 3 participants shared the role of the
facilitator. The sessions were carried out in English with a
mean duration of 10 minutes; the players’ task was to discuss,
provide the 3 most popular answers to each of 3 questions and
rank them from the most to the least popular.1

B. Audio Features

To extract acoustic features from audio we followed the
thin slice approach. Thin slices of behavior are small behavior
samples (i.e. varying from 1 second to several minutes) that
raters exploit to infer accurate judgments about other people’s
states, traits and personal characteristics, and are proven to
carry reliable information [12]–[15]. We randomly extracted
audio clips of 4-10 seconds from the individual participants’
audio files, two clips on average per speaker. The selection
criteria addressed solely the quality of the audio, i.e. clips
including continuous speech from a sole participant, clean of
noise and overlapping talk. The temporal location of the slices
within the dialogue was not considered. In total, 79 audio clips
were selected, corresponding to 36 speakers.

The audio features fed to the machine learning classifiers
were extracted with the openSMILE toolkit [16] and the
eGeMAPS extended minimalistic acoustic parameter set con-
figuration [17], which contains low-level descriptors and their
functionals, loudness and pitch functionals, cepstral parame-
ters and their functionals, resulting in a total of 88 parameters.

C. Linguistic Features

Audio files were transcribed by 2 annotators using
Transcriber2 and were cleaned of disfluencies. Linguistic
Inquiry and Word Count (LIWC) [18], a psychologically ori-
ented text analysis tool, extensively used to associate linguistic
features with the OCEAN traits, was applied to the final 36
clean transcripts to analyse the participants’ verbal content
through 88 predefined dimensions (word categories), resulting
in a set of values for each of the dimensions, per speaker.

D. Personality Traits: Self and Informants’ Reports

Before the recordings participants completed the Big Five
Inventory (BFI-44), a self-report inventory measuring the
OCEAN traits [19], [20]. The test consists of 44 items
(statements) that participants rated to indicate the extent to
which they agree with those. After a list of scores per trait
and per participant was created, the percentile rank of each
participant per trait was calculated upon the groups population
(local norms), as opposed to general population norms.

In addition to self-reports, a perception experiment was run
after the recordings to collect ratings from 8 independent infor-
mants (5 female, average age: 39), who listened to the 79 audio
clips (cf. § II-B) and responded to a 10-scale questionnaire (i.e.
the BFI-10 questionnaire [21], an abbreviated version of the
BFI-44 scale). Informants were not acquainted with the people

1All experiments were supervised by the SCSS Research Ethics Committee
at TCD. With complete compliance with participants’ consent, 18 dialogues
are available at http://multisimo.eu/datasets.html

2http://trans.sourceforge.net/, last accessed 02.01.2020

whose audio they assessed. The mean score per speaker per
trait was computed. Again, percentile ranks across the five
personality traits were computed on the basis of local norms.

III. METHODOLOGY

The machine learning modelling was performed in Weka.3

Correlations between the personality ratings (dependent vari-
able) and the audio and linguistic feature sets (independent
variables) were calculated to select the most significantly
informative features. We adopted a binary approach regarding
personality ratings: percentile scores for both assessments
were classified in two categories, high, for scores equal or
greater to the 50th percentile, and low, for scores below
the 50th percentile.The models used were AdaBoost, Naive
Bayes, Logistic Regression and Random Forest. 10-fold cross-
validation was performed for each model. Each exploited 3
distinct feature sets: linguistic features (LIWC); audio features
(eGeMAPS); and a combination of LIWC and eGeMAPS. The
measures employed to assess the performance of the models
are accuracy, precision, recall, F1 and AUC ROC.

IV. RESULTS

Best performance results for the prediction of the self-
and informant-assessed traits are reported in tables provided
in supplemental materials.4 The results are presented per
feature set (LIWC, eGeMAPS and combination of LIWC and
eGeMAPS).Below, we highlight the dominant results.5

For prediction of self-reported traits, the best performance
results for Openness are provided by Random Forest on the
eGeMAPS feature set (84.31%). AdaBoost holds the best
results for both Conscientiousness and Extraversion on the
eGeMAPS feature set (82.35% for both cases). Agreeableness
is best predicted by AdaBoost (82.35%) on the combined
feature set (LIWC& eGeMAPS). Finally, the best performance
for Neuroticism is given by the logistic regression model
(94.11%). The best results for all traits are obtained from mod-
els trained on the eGeMAPS feature set, with the exception
of Agreeableness, where the model on the combined set has
the best performance.

For prediction of informant-assessed traits, openness is
best predicted with AdaBoost on the eGeMAPS set (100%).
Logistic regression provides the best results for Conscien-
tiousness, again, on the eGeMAPS set (88.63%). The best
performance for Extraversion is provided by Naive Bayes
on the combined set (LIWC& eGeMAPS, 79.54%). Agree-
ableness and Neuroticism are best predicted with the LIWC
feature set (Log. Regression (79.54%) and AdaBoost (77.27%)
respectively). Unlike the self-reports performance scores, here
the predictive validity is shared between linguistic features
(LIWC) for Agreeableness and Neuroticism, and audio fea-
tures (eGeMAPS) for Openness and Conscientiousness, with
Extraversion getting the best results from a combined set.

3https://www.cs.waikato.ac.nz/ml/weka/, last accessed 02.01.2020
4See http://multisimo.eu/personality/personality experiments results.pdf.
5Further, the full list of significantly correlated features can be found at:

http://multisimo.eu/personality/Feature description.pdf
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V. DISCUSSION

Out of the 10 models implemented per personality trait (5
for recognition, 5 for perception), 6 of them performed best on
the acoustic feature set, 2 on combined acoustic and linguistic
feature sets, and 2 on the linguistic set, suggesting that, in most
cases, acoustic features are powerful predictors of personality.

Results on automatic personality recognition (prediction of
self-reported traits) are indicative of that the performance is
significantly better with acoustic parameters alone or com-
bined with linguistic features. Related work reports best per-
formances related to Openness measured on linguistic, audio,
and on combined linguistic and audio features, each achieved
with different classifiers [22], while [23] report on encouraging
results for Conscientiousness and Extraversion with openS-
MILE features, and [24] obtained accuracy of 45%-100%
based on word n-grams and various feature combinations.

In automatic personality perception (prediction of
informant-assessed traits) the linguistic parameters are
equally important to the acoustic ones; contrary to what is
reported in the personality perception literature, where best
accuracies are achieved on acoustic features alone, linguistic
features were the best predictors for perceived Agreeableness
and Neuroticism. Related approaches on perception report on
accuracies between 60% and 73.5% depending on the traits
[14], and [25] obtained accuracy of about 60% in all traits
prediction, both exploring acoustic features. A dedicated
INTERSPEECH challenge on trait prediction using the
standard openSMILE feature set showed that no approach
clearly outperforms the others [26].

The above findings reveal the difficulty to generalise over a
single best model for both recognition and perception experi-
ments, as there is no optimal solution for a trait prediction
and different models account for different traits. Also, we
noted that features with strongest correlations per trait are
different when comparing self- and informant reports; thus,
this does not allow generalisations about most informative
features within each feature set applying to both prediction
and perception experiments.
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