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Carbon-based nanomaterials, such as graphene, Carbon Nanotubes and fullerenes, have

attracted a great deal of interest from the materials research community; especially in

electronic and sensing applications. Despite all these outstanding properties, these mate-

rials pose significant challenges to the established characterisation techniques. Transmis-

sion electron microscopy (TEM) is considered as a powerful tool to tackle this challenge

due to its capability to achieve images of atomic-scale resolution. Nonetheless, a key

requirement for efficient application of TEM, is sample quality. To meet this need, in the

first part of this work, modification of the CVD growth of graphene via catalyst optimi-

sation was investigated and is reported in a dedicated chapter. We show that chromium

can be used to successfully obtain entirely monolayer graphene films. The second part of

this study, comprises HRTEM/EELS investigation of plasma-functionalised graphene;

where we propose application of these two methods as a tool to monitor the quality of

plasma-treated graphene sheets. We then move on to explore the bonding properties

of isotope-enriched graphene studied by Aberration-Corrected TEM. The results show

that the bonds in isotope graphene are stronger and remarkably longer comparing to

those of “normal” graphene.
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Chapter 1

Introduction and Theoretical

Background

Carbon is able to form strong covalent bonds with itself and other atoms. It can also

adopt a number of allotropes, diamond and graphite being two of the most famous ones

(see Figure 1.1 (a) & (b)). The discovery of the quasi zero-dimensional C60 molecule

(Figure 1.1 (c)) by Curl, Kroto and Smalley in 1985 [1] (for which they were awarded

a Nobel Prize) opened a new family of carbon allotropes, known as Fullerenes which

includes C60, C70, C82, etc. Following on from this, Iijima reported the discovery of a

one-dimensional graphitic carbon structure, now known as a Carbon Nanotubes (CNT)

(see Figure 1.1 (d), in 1991 [2]. The most recent discovery, which brought its discoverers

the Nobel Prize in 2010, was a single isolated graphitic layer known as graphene [3] (see

Figure 1.1 (e)).

Figure 1.1 Schematic representation of various carbon allotropes. (a) Graphite, (b)

diamond, (c) fullerene, (d) CNT and (e) graphene (adapted from [4]).

Other carbon forms include Diamond-Like Carbon (DLC), amorphous Carbon (a-C),

1
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Glassy Carbon (GC), Pyrolytic Carbon (PyC) and so forth. The carbon atoms in these

various allotropes can bond in different hybridisation configurations which can be pure

sp, sp2, sp3 or a mixture of them. Diamond has pure sp3 bonds whereas graphite and

graphene have pure sp2 bonds (with the exception of atoms at the edges of such struc-

tures which are sp3-hybridised). Amorphous carbon holds a mixture of sp2-sp3 bonds,

with varying amounts. The ratio between the sp2 and sp3 bonds present in a mate-

rial plays an important role in determining its (electrical and mechanical) properties.

Therefore it is important to characterise the relative proportions of these bonds [5]. The

disordered members of the nanocarbon family are typically produced by means of evap-

oration, sputtering, or pyrolysis of carbonaceous materials. For instance, pyrolysis of

polymers produces what is known as GC, while Chemical Vapour Deposition (CVD) of

hydrocarbons on appropriate materials yields Pyrolytic Carbon (PyC). The crystalline

members, namely graphite, fullerenes, CNTs and graphene are typically formed at high

temperatures and in the presence of catalysts, where conditions for the growth of larger

crystals are met.

1.1 Graphene

Before the experimental realisation of graphene by Geim and Novoselv in 2004, scientists

believed that such a 2D structure would be thermodynamically unstable [3]. Graphene

was known to be an integral part of 3D Graphite but it was assumed that independent

graphene sheets could not exist (in a free state). It was thought that the melting

temperature of the films would rapidly decrease with decreasing thickness and they would

become unstable (segregate into islands or decompose) at a thickness on the order of a

few tens of atomic layers. Graphene was largely considered to be an “academic material”

and that graphene was believed to have no relevance in real applications. The isolation of

monolayer graphene put an end to all the previously accepted theories and showed that

2D materials can indeed exist. To account for this existence, it was initially suggested

that that graphene forms ripples intrinsically [6], leading to sp3 bonding where there

will be roughly 6-8 nearest neighbours vs. 3 or 4 in a 2D configuration. However, later

research found that in fact unrecognised adsorbates [7] on the graphene had led to the

false impression of “intrinsic” rippled behaviour in graphene. The of most small-scale

“corrugations” stems from the system trying to minimise the energy cost of the waves

by maximising their wavelength. Moreover, small but strong bonds in graphene ensure

that thermal fluctuations can not lead to the generation of dislocation or other crystal

defects even at elevated temperatures [8].
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1.1.1 Properties

The unique electronic properties of graphene (ballistic charge carriers and high mobility)

have inspired a great deal of research and interest in this material. What makes graphene

special is mainly its unique electronic properties. Carbon atoms have a total number of

six electrons with electron configuration of 1s22s22p2; two in the inner shell and four in

the outer shell. In a graphene sheet, there are four orbitals for bonding: three sp2 and

one pz. Each carbon atom is bonded to its three closest neighbours via strong in-plane

σ-bonds formed from sp2-hybridised orbitals. The sp2 orbitals yield a trigonal planar

structure. The corresponding Bravais lattice to this planar hexagonal structure has two

atoms per unit cell. The remaining unhybridised pz orbitals that are extending out of

the plane overlap to form π-bonds. The unit cell of graphene contains two π orbitals

that disperse to form two π bands (analogous to valence and conduction band). The

most important feature of these π bands is that, the gap between them closes at the

corners of Brillouin zone, implying the charge carriers in graphene are massless. As a

result, the electrons in graphene behave very much like photons and can travel without

scattering as fast as approximately 1/300 of speed of light. That is why graphene is an

extraordinary conductor of electricity, with an intrinsic charge carrier mobility at room

temperature of 200,000 cm2/V.s [9], higher than any other known material.

Figure 1.2 Schematic representation of σ and π bonds in graphene (adapted from [10]).

As well as its electronic properties, the mechanical properties of graphene have also

attracted considerable attention. The outstanding mechanical properties of graphene are

attributed to the strong network of σ-bonds in a graphene sheet. It has been reported

that graphene has a Young’s modulus of 1 TPa and an intrinsic strength of 130 GPa and

large spring constant of 1-5 N/m [11–13].

The thermal properties of graphene are equally exceptional. Graphene has an extremely

high thermal conductivity up to 5000 W/m.K [14], 20 times higher than that of copper.

Moreover, graphene has a large negative thermal expansion coefficient of −6× 10−6 [15],

5-10 times greater than that in graphite.

Linked with its superior electronic properties, optical properties of graphene has also

amazed the scientific community. Despite being only one atom-thick, it is visible to the
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naked eye when placed on SiO2/Si wafer; and absorbs 2.3 % of the light that passes

through it [16]. Due to all these superior properties, graphene has been heralded as a

revolutioniser in various research fields and sectors, e.g. energy, electronics, health and

costruction. If graphene holds its promise, it can be the material of the century.

1.1.2 Synthesis of Graphene

There are four main approaches to produce graphene: (1) exfoliation (mechanical or

chemical), (2) CVD on catalytic transition metal substrates, (3) epitaxial growth on

substrates such as silicon carbide and (4) molecular assembly [17] (see Figure 1.3).

Mechanical exfoliation is the simplest production method which involves peeling off

layers of Highly-Ordered Pyrolytic Graphite (HOPG) one by one, for instance by means

of a cello-tape [3]. This method produces the highest quality graphene and therefore

is most suitable for lab-scale production where investigation of fundamental physics of

graphene is intended. However, this technique has a very low yield and the thickness,

size and distribution of the obtained graphene flakes are not controllable; which make

this method unsuitable for large-scale production.

Another technique to produce graphene at low cost is by chemical exfoliation. This

technique uses a surfactant and sonication energy (or shear mixing) to separate layers

of high quality graphite [18, 19]. This method can produce reasonably good quality

graphene at commercial scale. Nonetheless, the resulting graphene flakes are typically

multilayer and their size does not exceed few hundred micrometres at best. Since this

method is a solution-based technique, it is mainly useful for making graphene composites,

supercapacitors, printed electronics and chemical applications.

Transfer-free wafer-scale graphene growth is possible by the thermal decomposition of

silicon carbide (SiC) [20–22]. Production of epitaxial graphene via this approach involves

sublimation of silicon from a SiC substrate at very high temperature to obtain graphene

layers. When the SiC is heated in vacuum or in an argon atmosphere, only the silicon

atoms leave the surface due to the difference in the vapour pressures of silicon and

carbon, and the remaining carbon atoms form epitaxial graphene spontaneously on the

surface. This graphene produced by this method is of high quality but it is not really

cost-effective due to the extremely high process temperature and the cost of SiC.

The molecular assembly or the bottom-up approach is another way to obtain graphene

which consists of implementation of chemical synthesis methods to stitch the building

blocks together which are typically molecules with structures similar to graphene such

as benzene [23]. Although this technique has a low yield associated with it.
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Figure 1.3 Diagrammatic comparison of production cost and the associated quality of

various production methods of graphene (adapted from [17]).

Finally, the most promising larger-scale graphene growth technique is CVD on a metal

substrate. Briefly, a carbon-containing gas such as methane, ethane or propane, decom-

poses at high-temperatures and turns into graphene (see section 1.3 in this Chapter for

detailed description) on the catalytic metal surface [24]. The CVD technique can provide

wafer-scale graphene at low cost, which is appropriate for industrial applications. Grow-

ing large-area single crystal graphene without grain boundaries, and removing defects

and impurities due to the transfer process are the remaining bottlenecks for complete

realisation of industrial application [25, 26].

Figure 1.3 compares (arbitrarily) graphene production methods and their associated

cost and quality. Each of these techniques has its own cost and quality figure of merit

and hence will be best suited for particular applications. The production method used

throughout the current study was CVD technique. The CVD technique will be discussed

in Chapter 2 in more details.

1.2 Crystal Structure

Graphene is referred to as the mother of all the other graphitic carbon-based nanostruc-

tures, including graphite. Graphite has a three-dimensional layered structure, consisting

of graphene layers stacked on top of each other, and these layers are held to the layers
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above and below by relatively weak Van der Waals forces. These stacked 2D layers are

graphene sheets. The atoms in graphene are laid out flat and each layer is made of

hexagonal rings of carbon giving a honeycomb-like appearance. This honeycomb lattice

is not a Bravais lattice because two neighbouring sites are inequivalent [27, 28]. Figure

1.4 illustrates the graphene’s crystal lattice. A carbon atom located on the A sublattice,

has three nearest neighbours in north-east, north-west and south directions; whereas

a site on the B sub-lattice has nearest neighbours in north, south-west and south-east

directions. The a1 and a2 denote the real space lattice vectors in graphene.

Figure 1.4 Schematic illustration of honeycomb lattice of graphene.

Both A and B sub-lattices however, are triangular Bravais lattices, and one may view

the honeycomb lattice as a triangular Bravais lattice with a two-atom basis (A and B).

The distance between nearest neighbour carbon atoms is 0.142 nm.

As mentioned above, graphite consists of stacked graphene layers. In the case of crys-

talline (ordered) graphite, graphene layers can take on various stacking sequence. To

illustrate the ordering of graphene layers in crystalline graphite, we first consider only

two graphene layers (bilayer graphene). The stacking is such that there are atoms in

the upper layer placed at the hexagon centres of the lower layer. The layers are, thus,

translated with respect to each other, and one can identify two different patterns: (I) If

the sign of the translation vector alternates, i.e. δ, -δ, δ, etc. the more stable hexagonal

stacking (also known as AB or Bernal stacking) is produced (see Figure 1.5 (b) & (c)).

(II) If all the layers are translated with respect to their lower neighbour by the dis-

placement vector of δ, the less stable rhombohedral (or ABC stacking) is obtained (see

Figure 1.5 (d)). This type of stacking was first identified by observation of extra lines in

the XRD pattern of natural graphite that had not seen before [29]. In both cases, the

stacking distance between the graphene sheets is 0.3354 nm. In principle, it is possible

to have some randomness in the stacking, i.e. ABC parts may randomly substitute AB

parts. In nature, 80% is found to be in AB stacking, 16% in the ABC stacking order

with the remaining 4% exhibiting a disordered or turbostratic stacking [30].
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Figure 1.5 Lattice structures of (a) monolayer graphene, (b) AB-stacked bilayer

graphene, (c) ABA-stacked multilayer graphene and (d) ABC-stacked multilayer graphene

(adapted from [31]).

In the case of turbostratic graphite, one may distinguish translational disorder from

rotational disorder in the stacking which is a crystallographic defect. Generally, the

graphene layers in turbostratic graphite are loosely bonded together compared to crys-

talline graphite. The simplest case is twisted bilayer graphene, in which the two graphene

layers are rotated in relation to one another with an angle of θ.

The stacking sequence plays an important role in tailoring the electronic and optical

properties of graphene. For instance, AB-stacked bilayer graphene has a tunable band-

gap [30], whereas twisted bilayer graphene shows a multitude of exciting new properties

such as the emergence of different phonon branches and modulation of interlayer cou-

pling and hence, a completely new electronic structure (e.g. generation of massless

Dirac fermions) [32, 33]. Twisted bilayer graphene can be made via three methods:

(1) From SiC, (2) CVD, (3) Folding and (4) Stacking graphene layers one atop the

other [34]. However, only the last method seems to be suitable for controllable pro-

duction of graphene but suffers from interlayer contamination. In our group a method

for clean stacking of graphene layers has been developed [35] but is not discussed here.

These examples highlight the importance of the identification of stacking type and order

in multilayer graphene and crystalline graphite, to ensure the desired properties and

ultimately reliable performance as a commercial product.
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1.3 Growth

1.3.1 Theoretical Treatment

Nucleation is a crucial stage during the growth process; therefore, before discussing

the case of graphite and graphene growth, a brief theoretical background treatment is

presented. The most standard and simple theory that explains the nucleation process is

called classical nucleation theory. This theory has been successfully applied to describe

the graphene nucleation process on the surface of transition metals [36] as well as the

growth process of other graphitic thin films [37]. This theory consists of two parts:

the thermodynamics part, which deals with the energy evolution upon nucleation, and

kinetics that describes the rate at which this nucleation occurs. The thermodynamic

part of the classical theory was first developed by J.W. Gibbs in late 19th century, where

he first outlined the concept of what is now known as Gibbs energy, and how his equation

could predict the behaviour of systems. The Gibbs energy is the energy associated with

a chemical reaction and the change in the Gibbs energy, ∆G, is used to predict the

direction of the reaction at a given pressure and temperature. At constant pressure and

temperature, if ∆G is positive, then the reaction is non-spontaneous (i.e., an external

energy is necessary for the reaction to occur), and if it is negative, then it is spontaneous

(occurs without external energy input).

In most nucleation processes including graphene, there is a substrate on which the reac-

tion happens. To account for this, two types of nucleation processes are discussed within

the classical nucleation theory; homogeneous nucleation, that occurs away from a surface

and, heterogeneous nucleation which happens on a surface. Heterogeneous nucleation

occurs much more often and at a faster rate than the homogeneous nucleation. Hetero-

geneous nucleation takes place at preferential sites such as phase boundaries, surfaces or

impurities. This is due to the fact that in defect sites/surfaces, a less regular bonding

present which leads to a higher energy state, making them reactive. This diminishes the

nucleation energy barrier and facilitates nucleation. This holds true for the graphene

nucleation on the surface of metal substrates; as has been shown experimentally by

various group working on CVD graphene including our own group (see Chapter 5 for

empirical examples).

1.3.2 CVD Process

Most of the practical applications conceived for graphene, such as microelectronics, opto-

electronics, supercapacitors and so forth, require large-area high-quality graphene with

minimal structural defects [25]. Among all the previously-discussed fabrication routes,
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CVD synthesis can be considered the best option to serve this purpose. The preparation

of graphite from heterogeneous catalysis on transition metals has been known for years.

The first successful CVD synthesis of large-area few-layer graphene was reported in 2008

[38]. Since then, the CVD synthesis has evolved to a scalable and reliable production

method of large area graphene. Synthesis of large area and high quality monolayer

graphene has been demonstrated by many groups worldwide. The CVD process of

graphene on copper was used throughout this work which is elaborated below.

Hydrocarbon-based gas precursors, methane CH4 being the most mentioned, are com-

monly used as carbon feedstock for graphene growth. Similar to catalytic graphitisa-

tion process, different transition metal catalysts are used to reduce the temperature of

methane’s decomposition. Among transition metals used for graphene growth, copper

and nickel result in high quality graphene and hence, have been most widely studied [39–

41]. Therefore, we can view the graphene growth process, as a heterogeneous catalytic

chemical reaction, in which the metal acts as both the substrate and the catalyst itself.

This means that, as graphene grows over the metal substrate, it reduces the catalytic

activity of the metal as it hinders the catalyst surface exposure to the incoming carbon

species. Essentially, if the progress of growth process depends on only surface activated

phenomena (e.g. adsorption, decomposition and diffusion of active carbon species), as

soon as the catalyst surface is completely blocked (monolayer graphene), the graphene

growth process should stop. This is known a “self-limiting” effect and has been observed

in copper-catalysed graphene growth, mainly due to the negligible solubility of carbon

in copper [24, 39]. On the contrary, for metals that have higher carbon solubility such

as nickel, it has been shown that the bulk processes also play a role [38, 42].

The overall processes of CH4 decomposition on the copper surface during graphene

growth are: (1) active CH4 is broken down into carbon species such as CHx (x=0–3)

through dissociative chemisorption on the copper surface, and diffuse on the copper sur-

face; (2) once the increasing dynamic concentration of carbon species reaches critical

supersaturation level, the nucleation of graphene takes place; (3) part of the supersat-

urated carbon species with enough energy reach the graphene domain edge and attach

to the graphene domain; (4) the CHx species at the unstable graphene edge detach

themselves from graphene, and form dissociative carbon species; (5) Dissociative carbon

species combine with hydrogen and are desorbed from the copper surface. Figure 1.6

diagrammatically shows these steps.

Reaction Mechanism

The overall reaction formula of graphene growth on the copper from methane in the

presence of H2 is as follows:
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Figure 1.6 Reaction pathways and the active carbon species during CVD growth of

graphene on copper from methane as carbon feedstock.

CH4(g)
Cu−−⇀↽−− C(s)

Graphene

+ 2 H2(g) (1.1)

However, this overall reaction can be split into more reversible reactions; for instance

the following reactions have been proposed to occur [43]:

CH4(g)
Cu−−⇀↽−− C(ads) + 4 H• (1.2)

4 H•
Cu−−⇀↽−− 2 H2(g) (1.3)

C(ads)
Cu−−⇀↽−− C(s)

Graphene

(1.4)

As can be seen, H2 appears on the right side of the reversible equation (1.1), which

indicates that the partial pressure of H2 in the gas precursor mixture plays a crucial

role in the dynamics of the CVD process of graphene. According to Le Chatelier’s

principle, reducing the partial pressure of H2 cause the reaction to proceed towards the

product or the formation of graphene. Conversely, an increase in the partial pressure of

H2 in the reactor will cause the reaction to proceeds to the left or etching of graphene.

Furthermore, the dominant form of active carbon species on the copper surface during

the growth is also greatly influenced by the partial pressure of H2. Thus, the amount

of H2 available extensively affects the growth behaviour of graphene as evidenced in

many experiments [44–46]. The detailed investigation of the effect of H2 during CVD of

graphene is beyond the scope of this chapter; nonetheless some aspects of this topic are

outlined below.

During the ramping and annealing steps, the catalyst surface is reduced by molecular
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hydrogen, H2. This also leads to the exposure of the pure metal surface to H2 which

in turn gives rise to the dissociative chemisorption of H2 on the metal surface. Under

typical graphene growth temperature, copper exhibits a significant hydrogen solubility

[47, 48]. In this case, saturation would be necessary to desorb molecular hydrogen from

copper surface. Therefore, before exposure of the catalyst to hydrocarbons, a surface

and/or subsurface partially covered with atomic hydrogen could be the starting point

[49]. After exposure to hydrocarbons (diluted in molecular hydrogen in most cases), the

next step to discuss is the competitive process between the dissociative chemisorption of

H2 and the physical adsorption and dehydrogenation of CH4 on available surface sites

of the catalyst. During the next steps CH4 catalytic decomposition takes place on the

metal surface. The precise moment when the precursor dehydrogenation is completed

remains an open question.

It has been shown theoretically that [50], under the conditions of most CVD experiments

(including the experimental set-up used in this work), the C• monomer and CH• are two

competitive species on the copper, Ir and Rh surfaces. They are more active than CH2
•

and CH3
• and thus the growth of graphene should be mainly due to the attachment of

C• monomers and CH• onto the edge of graphene domains. In particular for the copper

surface, CH• is a very active carbon species and the combination of two CH• species

may induce the formation of C2H2, namely, CH• + CH• −−→ C2H2.

Understanding the CVD growth mechanism and the reaction pathways, is crucial for

obtaining high quality large area graphene and ultimately, realisation of commercial

products made of CVD-grown graphene [25]. There are still many open questions to be

answered in this field, which by itself promises a great potential for future studies.

1.3.3 Importance of Layer Number

As mentioned previously in this Chapter, one of the factors that strongly affects the

electronic properties of graphene, is the number of layers. [51–53]. Although monolayer

graphene has several demonstrated applications (e.g. composites, analogue electronics

and energy conversion and catalysis), for true realisation of its application in digital

electronics, bandgap opening is one of the main goals [54]. A number of gap creation

strategies have been proposed and are being explored; two of which can be defined

as: (a) to tailor the production process itself, such that to achieve the graphene with

desired layer number. These strategies have garnered more interest and have therefore

been more studied. (b) Attempting to modify the properties of graphene through post-

production treatments, such as functionalisation processes; or CVD method for instance,

offers the opportunity to precisely control the layer number of graphene by tuning the
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parameters of the growth [55, 55, 56]. In line with the second strategy, in this work, a

novel method for obtaining exclusively monolayer graphene is presented. This is done

by modification of the metal catalyst used for CVD growth. The details of this work

are presented in outlined in Chapter 4. With regards the second strategy, our group has

developed a good knowledge and expertise in plasma functionalisation of graphene and

related systems. In this thesis, TEM study of such systems is elaborated in Chapter 6.

1.4 Electron Microscopy

Electron optics is the core to most of the works carried out in this thesis. Within this

framework, electron beam-specimen interactions form the basis for different characteri-

sation techniques described in this Chapter. Thus, in this section, first a brief overview

of electron optics and the reason why electrons are used as a “probe” is outlined. Then,

various signals produced upon interaction of incident beam with the sample are de-

scribed.

1.4.1 Electron Optics Background

Electron microscopy is a characterisation technique that uses a focused beam of energetic

electrons produced by an electron microscope, to generate an image from the sample

or, to analyse the crystal structure and composition of the sample. The resolution of

electron microscope is significantly higher than light microscopes because the electron

has a much smaller wavelength than light. Mathematically, the resolution in a perfect

optical system can be described by Abbe’s equation:

d =
0.61λ

µ sinβ
(1.5)

where λ is wavelength of imaging radiation, µ is the refractive index of the medium

between source and lens (which is essentially equals 1 in TEM) and β is half aperture

angle in radians. The product of µ sinβ is often called numerical aperture (NA). Some 50

years after Abbe, on the basis of classical and quantum physics, de Broglie proposed an

equation reflecting the wave-particle duality of matter. He proposed that the wavelength

of moving particles can be calculated based on their mass and energy levels. The general

form of de Broglie formula is as follows:

λ =
h

mν
(1.6)
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where h is Planck’s constant, m is mass of the particle and ν is velocity of the particle

(the product is momentum p). When an electron is accelerated in TEM through a

potential difference, momentum is transferred to it giving it a kinetic energy eV, which

should be in turn equal to the potential energy. With an accelerating voltage V, this

kinetic energy can be expressed as follows:

eV = 1/2mν2 (1.7)

Now if we restate the equation 1.6 and substitute for ν in the equation above, then we

will have:

p = mν = (2meV )
1/2 (1.8)

Replacing this value in de Broglie equation, we can obtain the relationship between

electron wavelength and the accelerating voltage of the microscope. In TEM, the electron

velocity is close to the speed of light, c, so that the theory of relativity has to be

considered therefore the λ can be expressed by the following equation:

λ =
h[

2meV
(
1 + eV

2mc2

)]1/2 (1.9)

This formula for electron wavelength can be taken into account in the Abbe’s equa-

tion. This means that if we increase the energy of the detecting source (eV term), its

wavelength will decrease, and we can get higher resolution [57–59].

1.4.2 Electron-beam Sample Interactions

Many physical techniques including electron microscopy, rely on the interaction between

high energy electrons and the atoms in a solid. There are many possible interactions

and some of them are more useful in that they give rise to measurable effects. Essen-

tially, once an accelerated electron beam interacts with a sample, different elastic and

inelastic phenomena occur and both electrons and photons are emitted. Depending on

their nature, they would carry compositional, topographical and morphological infor-

mation. Figure 1.7 shows different signals produced upon electron-matter interaction.

Each type of electron microscopic technique discussed here, takes advantage of certain

kind of interaction. When the incident electrons interact elastically with a sample, they

lose a negligible amount of energy in the process. Although the direction of the electrons

may be altered, their energy remains essentially the same. For instance, Backscattered

electrons (BSEs) are generated through elastic interaction with the atoms of the spec-

imen. In this interaction, the trajectory of the beam electrons change but the energy

loss will be very small (less than 1 eV). In this case, the larger the atoms, the higher
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Figure 1.7 Various signals produced upon electron-matter interaction.

the chance of incident electrons to be scattered back out of the sample. By way of

analogy, one could imagine the atoms represented as a cluster of snooker balls, and

the electron as a smaller ball which is incident on the cluster. From conservation of

momentum and the fact the size of an incident electron is fixed, the probability of the

smaller ball bouncing backwards is greater the bigger the snooker balls are; which in

the case of atoms means higher atomic number. Owing to this specific characteristic,

images produced using BSEs show atomic number contrast and, therefore, the features

containing higher atomic number elements will appear brighter than those with lower.

BSE images are very helpful as they can be used for relatively fast acquisition of high

resolution qualitative compositional maps to locate the region of interest in the sample

for further quantitative composition analyses.

On the other hand, the inelastic interaction refers to a process by which the incident

beam loses energy to an atom. Among these processes are: (a) The excitation of a

plasmon. This signal is used in a technique called Electron Energy Loss Spectroscopy

(EELS) which is detailed in section 1.5 of this Chapter. (b) The excitation of one or

more phonons and thus generation of heat. (c) The excitation of an inner-shell electron.

This signal is used in EELS and Auger and X-ray based compositional analyses. (c)

The ejection of an electron in the valence band. This signal can be used for imaging as

well. The remainder of this section describes different types of electron microscopy and

the signals that they use to produce the intended information.
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1.4.2.1 Scanning Electron Microscopy

Scanning Electron Microscopy (SEM) is a type of electron microscopy in which a focused

beam of electron is scanned over the sample to form an image. When the electron

beam hits the sample, both electrons and photons are emitted (heat is also produced).

Depending on the depth from which they escape and also their nature, they would

carry compositional, topographical and morphological information. Figure 1.8 shows

the different signals produced upon electron-matter interaction known as interaction

volume.

Figure 1.8 Electron beam-sample interaction volume.

The size and shape of the interaction volume depends mainly on three factors: (1)

Atomic number: higher atomic number will result in more interaction of electrons with

the atoms of the sample or even stop electrons (lower volume). (2) Accelerating voltage:

higher voltages will cause electrons to penetrate further in the specimen which generally

results in larger volume. (3) Angle of incidence: greater the angle of incidence, the

smaller the interaction volume.

Secondary electrons(SEs). These are produced by inelastic interactions of incident

electron beam with the specimen. As the electrons strike the sample, they knock out

electrons from the valence band of the atoms in the sample. Due to the inelastic nature of

this interaction, the trajectory of the incident electrons change slightly and they will lose

some of their kinetic energy through this process. These ejected valence electrons have

typically energies less than 50 eV and are not composition dependent. Each incident

electron can generate several SEs. Due to their low energies, SEs can only escape from

below the surface ranging between 2-5 nm and this makes the SEs useful for building

morphological and topographical images.
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As mentioned above, photons are also generated upon electron-matter interaction and

they include characteristic and continuum X-rays. Characteristics X-rays are gen-

erated when inner shell electrons interact inelastically with the high energy incident

electrons and are excited to outer shell orbitals, creating vacancies in the inner shells.

Relaxation of electrons from outer shells to fill these inner shell vacancies, causes X-rays

to be produced; which are a function of the elements present in the sample. Not all

of the energy created via excitation leaves the sample but some of it is absorbed in-

ternally or knocks out an outer shell electron (termed Auger electrons). Characteristic

X-rays and Auger electrons carry compositional information where the former technique

is more of a bulk technique and the latter is surface sensitive. The technique and/or the

instrument to carry out X-ray analysis is termed Energy-Dispersive X-ray Spectroscopy

(EDS/EDX). Continuous X-rays or bremsstrahlung on the other hand, are produced

when a moving incident charge particle (electrons in SEM) is decelerated by another

charged particle which in this case is the electrons of atomic nuclei. The strong electro-

magnetic field of nuclei slows the electrons, generating X-ray with an energy equal to

the difference in kinetic energy of the electrons before and after the interaction with the

nuclei. This property makes these X-rays not useful for characterisation as they are not

specific to the material.

1.4.2.2 Transmission Electron Microscopy

TEM is another type of electron microscope which operates on the same basic princi-

ples as a light microscope and slide projector. The major difference, of course, is the

wavelength of the illumination used: 450–600nm for visible light but only 3.7× 10−3 nm

for electrons accelerated through 100 kV. This difference not only controls the ultimate

resolution of the microscope but also its size and shape. This is described later in this

section.

TEM vs. STEM

A TEM can be operated in two modes namely, conventional TEM (CTEM) and scanning

TEM (STEM). These two techniques differ primarily in the way they interact with the

specimen. The CTEM is a wide-beam technique, which uses a fixed, broad and parallel

beam of electrons, that floods the whole area of interest. The image in this technique

is formed by an imaging (objective) lens after the thin specimen, and is collected in

parallel (see Figure 1.9, the scheme on the left)). The STEM was initially developed

at about the same time as the TEM, but its evolution was much slower until the work

of Crewe in 1970s [60, 61] demonstrated its potential. The STEM operates in a very

similar way to an SEM, deploying a very finely focused beam of electrons, formed by a
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Figure 1.9 Schematic comparison between CTEM and STEM.

probe forming lens before the thin specimen. The beam scans across the sample in a

raster pattern (see Figure 1.9, the scheme on the right). Interactions between the beam

electrons and sample atoms generate a serial signal stream. For each probe position (x,

y), the signal intensity , I(x, y), and/or spectrum is recorded. Then the image(s) of I(x,

y), or else the integrated signal from the spectral data sets is displayed/recorded [62].

The main advantage of STEM over TEM is that with STEM, there is a better scope for

collecting many more signals in a highly spatially-resolved way than we can with TEM.

Some of these signals include: secondary electrons, scattered beam electrons, character-

istic X-rays, and electron energy loss. Furthermore, we can record different signals in

parallel, enabling an improved ultimate resolution and more easily interpretable atomic

resolution images. Also, employing a technique called High-angle Annular Dark-field

(HAADF) allows recording analytical information at single atom level. This technique

is based on detection of electrons that have gone through elastic scattering at high angles.

Fortunately, most modern TEM instruments include some sort of STEM capabilities as

a standard part.

Lens Aberrations

The aberrations in the electron optics, present in both SEM & TEM, is due to the fact

that the electrons are focused by several electrostatic and electromagnetic lenses. Thus,

the image resolution is also limited by aberrations in these lenses. The main lens imper-

fections include: spherical aberration, chromatic aberration and astigmatism. Spherical

aberration in the lens causes wave fronts from a point object to be spherically distorted

by bending the rays at the outside of the lens more than those close to the axis. Chro-

matic aberration results in electrons with a range of energies being focused in different

planes. Astigmatism occurs when a lens does not have perfect cylindrical symmetry.

Among these imperfections, spherical aberration influences the TEM performance the
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most. These aberrations are illustrated diagrammatically in Figure 1.10. The theory of

Figure 1.10 Schematic illustration of lens defects in a TEM (adapted from [63]).

aberrations in electron optics was proposed only a few years after the invention of TEM

by Ruska. Nonetheless, the main barrier ahead of developing correctors, was the lack of

engineering knowledge needed to build such correctors. It took some 65 years after the

invention of TEM, to realise a spherical aberration corrector with which the resolution

of TEM could be improved [64]. About 5 years later, the first commercially available

systems for high-resolution TEM came on the market [65]. These advancements have

introduced an exciting new area of 21st Century analytical science; which can now allow

true imaging and chemical analysis at the scale of single atoms [66]. Up to now, tens

of corrected TEM machines have been installed worldwide, and hardware aberration

correction has become an almost routinely used technique.

1.4.3 TEM on Graphene

Understanding of graphene has enjoyed an exponential increase since its discovery and

electron microscopy has been a key element in this phenomenon. But the advances in

the physics of graphene that have been achieved by electron microscopic studies, should

be set in the broader context of electron microscopic studies of sp2 bonded nanocarbons

as a special class of materials.

The discovery of C60 was first confirmed by mass spectroscopy rather than TEM. This

was due to the fact that TEM was not sufficiently advanced at the time. Moreover, this



Chapter 1. Introduction & Theory 19

new form of carbon C60 had a closed cage structure and it constituent atoms were con-

veniently, all of the same mass, making it particularly suitable for mass spectroscopy [1].

Since CNTs may possess a variety of lengths and diameters, mass spectroscopy was not

suitable to confirming their presence. It was HRTEM however, that could first confirm

CNTs and provide clear image evidence of their existence [2].

It was however, the experimental isolation of graphene [3], and subsequently, the prepa-

ration of free-standing graphene membranes [6, 67], that paved the way to a whole range

of new possibilities to study the sp2 bonded carbon in the most direct way. Beneficially,

the projected image of a monolayer membrane can be easily interpreted in terms of

individual atomic positions (rather than atomic columns), allowing study of the fun-

damental properties of sp2 bonded carbon atoms. Hence, the graphene membrane and

investigation of its quality, are of particular interest for the science and applications of

this promising new material. The power of direct images becomes more apparent in

revealing the atomic configurations of lattice imperfections, such as point defects, grain

boundaries, functional groups or edges. Sub-nanometre imaging of this sort has only

become possible in recent years, and is still beset with a range of difficulties includ-

ing preparation of clean large-area TEM samples. Prior to availability of low-voltage

HRTEM, structural characterisation of graphene was primarily carried out using Raman,

Atomic Force Microscopy (AFM) and optical microscopy (typically graphene was trans-

ferred onto SiO2/Si wafers for these analyses [68–71]). However, in order to investigate

graphene’s atomic structure, HRTEM is invaluable.

The optics of TEM can be used to make images of the electron intensity emerging from

the sample. For example, variations in the intensity of electron diffraction across a thin

specimen, called diffraction contrast, is useful for making images of defects such as dislo-

cations, interfaces, and second phase particles. Beyond diffraction contrast microscopy,

which measures the intensity of diffracted waves, is HRTEM in which the phase of the

diffracted electron wave is preserved and interferes constructively or destructively with

the phase of the transmitted wave. This technique of phase-contrast imaging is used to

form images of columns of atoms.

Understanding the TEM images and EDP of graphene, CNTs and related materials is

relatively simple. With a thickness of only one or a few carbon atoms, the interaction

between the beam and the sample can be approximated as a weak perturbation in the

phase of the electron wave given by the electrostatic potential of the sample.
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1.4.3.1 Electron Diffraction

Diffraction is an interference effect which leads to the scattering of high energy beams

of radiation in specific directions. Diffraction from crystals is described by the Bragg’s

Law:

nλ = 2d sin θ (1.10)

where n is an integer (the order of scattering), λ is the wavelength of the radiation, d is

the spacing between the scattering entities (e.g. planes of atoms in the crystal) and θ is

the angle of scattering.

When a beam of high energy electrons is used as the radiation source, the technique

is called Electron Diffractometry (ED) and the resulting regular array of bright spots

created by this interaction is termed Electron Diffraction Pattern (EDP). ED refers to

a collective scattering phenomenon with electrons being (nearly elastically) scattered

by periodic arrays of atoms as found in a crystal. The incoming plane electron wave

interacts with the atoms, generating secondary waves which interfere with each other.

This occurs either constructively (reinforcement at certain scattering angles generating

diffracted beams), or destructively (vanishing of beams). Similar to X-Ray Diffraction

(XRD), these scattering events at crystal lattice planes can be described by equation

1.10. In this interaction, the atoms of the crystal act as a filter for the incident electrons,

causing them to scatter in certain angles predicted by Bragg’s Law. Each set of parallel

lattice planes, generates a pair of spots in the EDP with the direct beam in their center.

Since the wavelength λ of the electrons is known, interplanar distances can then be

calculated from EDPs. Moreover, it is possible to deduce the symmetry of the crystal

using ED-based analysis. These potential applications, make electron crystallography

a powerful technique for “solving” crystal structures, both in physical and life sciences

[72, 73].

EDP studies are usually performed with high energy electrons in a TEM instrument.

ED has some specific features which offer a number of advantages over other diffraction

techniques such X-ray diffraction [57, 59, 74] (a) The extent of sampling is much larger

using electrons than by X-ray. Therefore, the EDP contains several spots when compared

to other techniques, providing more reflections for crystallographic analysis. (b) Electron

optics in TEM are able to vary the geometry of the EDP by focusing and changing the

camera length. This enables acquiring ED from very small crystals in the sample. This

is carried out by using the parallel beam in standard TEM mode and inserting an

aperture in the image plane of the objective lens, confining the diffraction pattern to

a selected area of the specimen. Thus, this technique is called Selected Area Electron

Diffraction (SAED). The SAED pattern that appears on the viewing screen originates
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from the area selected in the image mode. SAED can be performed on the regions

in the order of <0.5 µm diameter, but spherical aberration of the objective lens limits

the technique to regions not much smaller than this. Providentially, it is possible to

focus the electron beam to a small diameter and perform ED work at nanometre range.

This method is termed Convergent Beam Electron Diffraction (CBED). (c) Since ED

studies are typically performed in a TEM, the imaging capability of the microscope can

be employed while the EDP is recorded. This is particularly important in the field of

low-dimensional materials science when only very small features within a sample are of

interest. One can calculate the interplanar spacing in the crystal being studied using

the separation of spots in the DP. For this purpose, we need to first revisit the Bragg’s

equation. Since the ED angles are very small (0◦ <θ <2◦), therefore we have:

sin(θ) ≈ tan(θ) ≈ 1

2
tan(2θ) (1.11)

We can depict the geometry of electron diffraction as shown in Figure 1.11:

Figure 1.11 Schematic illustration of geometry of electron diffraction and the concept of

camera length L.

From the geometry of Figure 1.11 we can write:

tan(2θ) =
r

L
(1.12)

which we can then substitute this into equations (1.10) and (1.11) to obtain:

rd = λL (1.13)

where r is the distance from the central spot, d is interplanar spacing and the product

λL is called camera constant, whose unit is usually Å.cm and can be found in the manual

of any TEM instrument.

Electron Diffraction Study of Graphene

ED is a reliable and relatively straightforward way to assign the number of layers in

graphene; but one might ask when we are to analyse a single atomic layer material such
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as graphene, how diffraction could occur? For any diffraction condition the Bragg’s law

should be satisfied which contains the parameter d, the inter-planar spacing, whereas

graphene is only one layer. The answer lies in the fact that in case of a 2D crystal, the

reciprocal lattice is formed by rods (see Figure 1.12 (a)) instead of discrete points as in

case of a 3D crystal. In other words, the condition that the scattering wavevector has

to intersect the reciprocal lattice, only applies to the components parallel to the lattice

which means in the graphene plane in our case.

Figure 1.12 Schematic representation of reciprocal space of (a) Monolayer and (b)

Multilayer graphene.

As can be seen in Figure 1.12 (b), the rods are discontinuous due to the additional layers

on top of perfect 2D monolayer graphene. To label equivalent Bragg reflections, Miller-

Bravais indices [hkil] for graphite is used so that the innermost hexagon of diffraction

spots corresponds to [11̄00] and the next one to [112̄0] indices. Figure 1.13 depicts the

above-mentioned directions and planes in the graphite lattice.

Figure 1.13 Crystal directions analysed in diffraction pattern study of graphene and

graphene layers.

The intensity ratio of diffraction spots from [112̄0] to those from [11̄00], varies with

the number of layers in graphene [75]. When there is only one layer, the I[112̄0]/I[11̄00]
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is nearly equal to one (see Figure 1.14 (a) & (c)). For an AB-stacked bilayer sample,

Figure 1.14 (b) & (d), the [112̄0] intensity is ≈ 4× higher than the [11̄00] intensity. in

general, for crystalline Bernal- or ABC-stacked multilayer samples the [112̄0] intensity

is stronger than the [11̄00] intensity.

Figure 1.14 (a) EDP of a monolayer graphene membrane, and (b) a bilayer membrane. A

profile plot along the line between the arrows is shown in (c,d) (adapted from [75]).(e)

TEM image of a CVD graphene suspended on a TEM grid. The inset is the corresponding

DP. (f) The intensity profile along the red line in DP.

The EDPs can also provide a first indication of defect density. The mean deviation from

a regular lattice, reduces the intensities of the higher order reflections [76]. Therefore,

potentially a highly- defective few-layer graphene sheet, where the [112̄0] intensity would

be reduced, might be mistakenly identified as a monolayer. Furthermore, as mentioned

above, an AA stacked multilayer graphene would produce the same pattern as monolayer

graphene (however, reports of AA-stacked graphite are quite rare). For an unambiguous

identification of monolayer graphene from electron diffraction data, one needs to obtain

a series of diffraction patterns with the sample tilted to different orientations; or use

other supplementary techniques such as Raman spectroscopy.

1.4.3.2 Imaging and Interpretation

When an image is formed in TEM, it is either by using the central spot (see Figure 1.15

(a)), or some or all of the scattered electrons (see Figure 1.15 (b)). The way that the user

chooses which electrons form the image, is implemented by insertion of an aperture into

the back focal plane of the objective lens, to block out selectively part of the diffracted

electrons. In other words, by means of special mechanism inside the TEM, the user can

drive the desired aperture so that either the direct electrons or some scattered electrons
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go through it. If the direct beam is selected, the resulting image is called a bright-field

(BF) image (Figure 1.15 (b)); and if the scattered electrons of any form is selected,

it is called a dark-field (DF) image (Figure 1.15 (b)). For each imaging mode shown

in Figure 1.15, an actual TEM image is depicted at the bottom of the diagram, for

further clarity. The most notable difference between these two mode is that the image

contrast is inverted in relation to one another. This is due to the mechanism of image

formation in each case. Since BF images are formed by weakening of direct beam upon

interaction with the sample, a mass-thickness contrast is in effect. Thus, the areas in

the sample that contain heavier elements, appear darker. Whereas for an DF image,

the diffracted beams are the main contributor to the image formation; thus DF images

contain information about the crystal lattice such as imperfections and a more reliable

composition contrast comparing to the BF image.

Figure 1.15 Schematic illustration of (a) Bright Field (BF) imaging mode. (b) Dark Field

(DF) imaging mode. The diagram is adapted from [74], images are owned.

1.4.3.3 Feature Types on Graphene

Despite all the remarkable capabilities of TEM as a characterisation tool, offering atomic-

scale resolving power, perhaps its most notable disadvantage is the need for an electron

transparent specimen, so that the electrons may be transmitted through to the detec-

tors. This normally necessitates extensive sample preparation, with etching and milling

procedures to thin the sample sufficiently to be imaged. However, graphene’s inherent
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atomic thickness negates many of the conventional sample preparation issues, and thus

is a perfect specimen for study by low-voltage AC-TEM, allowing the probing of atomic

scale defects in the graphene structure at high spatial and temporal resolution. Below,

some of the most important TEM feature types of graphene are presented.

Graphene lattice at atomic resolution

HRTEM images are formed by interference of diffracted and transmitted electron beam

with the sample and the modulation of the phase of electron wavefunction after the

sample. Thus, HRTEM images are inherently more difficult to interpret compared to the

traditional optical and electron microscopy techniques where the change in the amplitude

of the incident beam wavefunction is used for image formation. Therefore, the HRTEM

image obtained on the detector is not necessarily a direct image of the atomic positions

[57].

Figure 1.16 HRTEM images of graphene honeycomb lattice. (a) Image taken by a

non-AC TEM machine. (b) Image recorded in a AC-TEM machine. The overlaid hexagons

are guides to the eye. The scale bars are 0.5 nm.

There are two factors that should be taken into account when HRTEM analysis is

performed, the modification of the incoming electron wave by the sample, and a further

modification of the exit wave after the sample by the electron optics of the microscope.

Fortunately, the effect of the sample can be considered negligible for one-atom thick,

light-element samples such as graphene. A consequence of this approximation is that,

we can simply interpret regions of dark contrast as regions of high electron density,

making image interpretation markedly more straightforward.

The effect of the microscope can be described by a complex function, which depends on

the defocus and lens aberrations in the microscope, and spherical Cs in particular [77].
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Hence, correcting for the lens aberrations is essential when precise HRTEM analysis

of atomic positions is intended. This is the basis of the work presented in Chapter 6.

Perhaps the most familiar and simplest TEM feature of graphene is HRTEM image of

honeycomb lattice of graphene. Figure 1.16 shows a non AC-TEM image together with

a HRTEM taken by AC-TEM for the comparison. While one can clearly distinguish the

hexagonal network of graphene lattice in the right-hand side image, the one at the left

only contains a hint of graphene lattice.

Defects in Graphene

In a defect-free graphene lattice, each carbon atom is bonded to three neighbouring

carbon atoms, with identical 120◦ in-plane bonding angles. The presence of structural

defects breaks this perfect symmetry and opens a whole research area for studying the

effect of structural defects on the mechanical, electrical, chemical, and optical properties

of graphene. Nonetheless, sometimes their effect is beneficial. For instance, defects

are essential in chemical and electrochemical studies, where they create preferential

bonding sites for attachment of desired functionalities [78, 79]. On the other hand,

defects pose a problem for electronics applications such as field-effect transistors because

they can significantly lower the charge carrier mobility and thus increase the resistivity

of graphene sheet [80, 81]. Given their crucial impact on graphene properties, it is

important to control defect formation and, if possible, find ways to repair existing defects.

The superior resolving power of modern AC-TEM systems permits the imaging of atomic

defects in the graphene lattice.

As a two-dimensional crystal, one can identify three main types of defects in the graphene

lattice: point defects (e.g. vacancies and Stone-Wales (SW) rotation, adatoms, substi-

tutions and interstitials), line defects (e.g. dislocations and grain boundaries) and edge

imperfections. In the second type of defect, one carbon atom is replaced by another atom

of a different element or, an adatom is incorporated into the lattice without replacing

any carbon atom. Below, these defects are discussed except for line defects. However,

grain boundaries in graphene is discussed as one of the most important TEM studies of

graphene.

Point Defects

Stone-Wales Defect

The regular graphene hexagonal lattice may be disrupted by an in-plane 90◦ rotation of

a bond, yielding a transformation of four adjacent 6-membered carbon rings to two 5-
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and two 7-membered rings, as illustrated in Figure 1.17 (a, b) [82]. This defects requires

9-10 eV energy to be created which means further creation of such defects is very unlikely

at room temperature (T=298 K therefore kT=0.0257 ev). However, under the effect of

electron beam irradiation inside the TEM, this energy can be supplied. For instance, at

80 kV TEM analysis, a kinetic energy of ≈ 80 eV is imparted to the specimen which is

sufficient to create a SW rotation.

Figure 1.17 Schematic model of Stone-Wales defect (adapted from [83]).

Vacancies

In a vacancy defect, one or more atoms are removed from the lattice and the resulting

perturbation to the lattice is relaxed by one or more SW rotations. Vacancy defects

in graphene are not easily formed. The energy required to sputter a single atom out

of the lattice is in the range of 10-22 eV [84], depending on the type of vacancy. Such

energy can not be achieved unless the lattice is irradiated with high energy ions or by

electrons in a TEM environment (>80 kV for graphene). These kinds of defects act as

strong scattering centres for the charge carriers in graphene [85]. Vacancies can also act

as occupancy sites for substitutional impurities, and can also exhibit complex structures

when combined with multiple SW bond rotations defects.

Monovacancy

The ejection of a single carbon from the graphene lattice yields a monovacancy (see

Figure 1.18 (a)), which leaves the graphene lattice with three under-coordinated edge

carbon atoms (Figure 1.18 (b)), each of which possesses a single dangling bond. To

minimise the energy the defect can undergo a geometric distortion, with a bond recon-

struction between two of the under-coordinated carbon atoms, resulting in a 5-membered

and a 9-membered ring (Figure 1.18 (c)). This structure is rather unstable as it contains

under-coordinated carbon atoms. Thus, its observation in TEM is infrequent [84].

Divacancy

These vacancies form upon ejection of two carbon atoms from graphene rind and sub-

sequent reconstruction of the perturbed rings. These vacancies are more stable under
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Figure 1.18 Schematic model of monovacancy point defect (reproduced from [86]).

electron exposure as all the carbon atoms involved are sp2 bonded [87, 88]. The most

Figure 1.19 (a) Smoothed AC-TEM image of a reconstructed divacancy in graphene. (b)

The annotated version of the (a). The numbers denote the the number of carbon atoms

in the ring. Scale bar is 0.25 nm.

basic transient configuration is 5-8-8 ring patter. This structure is fairly unstable and

under the effect of electron beam in TEM, can transform to other ring patterns [87, 88].

For instance, structures such as 555-777, 5555-6-7777 have been reported (the numbers

denote the carbon count in a ring) [84]. Other ring patterns may also form by a SW

rotation of a bond in the produced structure. Figure 1.19 shows an example of such

reconstructed divacancy in graphene lattice.

Multivacancies

Higher number of vacancies are also probable in the graphene lattice to be formed.

However, they require highly-focused beam bombardment and/or prolonged exposure to

the beam. Figure 1.20 shows a schematic model of possible multivacancies in graphene

lattice.

Adatoms and Impurities
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Figure 1.20 (a–d) The relaxed atomic models of multivacancies in graphene (double,

tetra, hexa and dodeca, respectively). ‘P’ indicates the five-atom rings and Vn denotes the

number of vacancies (adapted from [89]).

Introduction of dopants and foreign atoms into the graphene lattice is necessary for

many applications such as functionalisation, sensing and bandgap engineering. Adatoms

typically occupy one of three high symmetry sites on the graphene lattice known as bridge

(B), hollow (H) and top (T) sites [90]. These sites are shown schematically in Figure

1.21. Figure 1.21 (b) shows a filtered AC-TEM image of a graphene edge, containing

many larger foreign atoms (marked by yellow dashed circles and arrows). Given the size

of these atoms, it is postulated that they have incorporated in H positions. However,

precise assignment of the incorporation site, requires further localised compositional

data.

Figure 1.21 Adatoms in graphene. (a) Depending on the element, adatoms favour either

the high-symmetry bridge (B), hollow (H), or top (T) position in the graphene sheet

(adapted from [91]). (b) Filtered AC-TEM image of a graphene edge, containing a

number of large foreign atoms. Scale bar is 0.5 nm.

Alternatively, adatoms may incorporate themselves directly into the graphene structure

by a direct replacement with a carbon atom in a substitution. Interstitials in graphene

are limited to multilayer graphene, where the foreign atom lies in between crystal planes.

This is due to the fact that, it is impossible for the monolayer graphene to accommodate

for otherwise [90].
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Edges

A great deal of interest has been vested in the study of graphene edges, in particular their

effect on graphene nanoribbons; structures that exhibit modified electronic properties

to that of bulk graphene [92, 93]. The edges of graphene can terminate in four main

ways, namely zigzag, armchair, reconstructed edges and Klein edges and their variations

[94, 95]. Figure 1.22 shows smoothed and inverted AC-TEM images of the zigzag,

armchair, reconstructed zigzag structure and Klein edges and corresponding annotated

images for more clarity. The armchair and zigzag configurations result from terminating

Figure 1.22 Four edge structures in graphene: (a-c) zigzag (d-e) armchair (g-i)

reconstructed zigzag edge and (j-l) Klein edge. In each case a filtered AC-TEM, its

corresponding annotated image and a schematic model shown. The numbers in (h)

denote the carbon count in the edge rings. White arrows in (j), mark the position of two

dangling Klein edges.
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graphene along the lattice line without any reconstruction [92]. AC-TEM imaging and

supporting calculations [96, 97], have demonstrated that the formation of a reconstructed

zigzag state is of lower energy than the metastable zigzag configuration. It is possible

to capture the formation of dangling, single bonded carbon atoms projecting from the

graphene zigzag edge; these are known as Klein edges [98] and two of them are show in

Figure 1.22 (d) (white arrows). The relative stability of these edges, as well as various

observed Klein edges, are elaborated in Chapter 5.

Identifying the number of layers

As mentioned previously in this Chapter, There are several non-destructive techniques

for determining the layer count of a graphene sample, some of which do not require the

high resolution of an AC-TEM and yet sensitive enough (e.g. Raman spectroscopy).

Nonetheless, by employing focussed electron beam sputtering of the graphene sheet at

Figure 1.23 Identification of layer count in a bilayer graphene sheet. The numbers denote

the layers count in different parts of the image. The white spot encircled with dashed

white is a debris on CCD camera of the microscope.

a high current density (80 kV) it is possible to open up holes in the graphene sheet.

Figure 1.23 shows a bilayer graphene example, with the region irradiated until vacuum

was visible. The number of layers are colour coded for more clarity.

The rest of this section, outlines some of the two of the most important examples of

advances made possible via TEM studies; but does not necessarily review all studies in

the field or deal with them in a chronological order.
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Ripples in Graphene

First and foremost, the presence of ripples in graphene sheets which accounts for the

stability of two-dimensional graphene, was first confirmed via electron diffraction (ED)

studies carried out using TEM [99]. This complementary technique, is generally the

most accurate approach for studying ordered (crystalline) configurations and, to some

extent, the spatially averaged deviations from the regular lattice. The clue that led to

the realisation of ripples of suspended graphene was broadening of the diffraction spots,

caused by tilting of surface normals, caused by tendency of carbon atoms to form the

more stable sp3 structure (see Figure 1.24).

Figure 1.24 The corrugation of suspended graphene sheets. (b) The variation in surface

normals leads to non-zero intensities on cones instead of rods in reciprocal space. (c) As a

result, ED patterns obtained with a tilted sample (here 15◦ with horizontal tilt axis) show

a broadening of the diffraction spots (adapted from [6]).

Grain Boundaries

The next example is observation of the grain boundaries in CVD-grown graphene using

TEM. The CVD synthesis of graphene on transition metal surfaces (e.g. nickel and

copper), yields large-area graphene sheets. Nevertheless, the graphene sheets produced

by this method are polycrystalline with grain boundaries between domains of different

orientation [24, 38, 42]. Grain boundaries in general, had been predicted to contain

non-hexagonal configurations as a periodic array of dislocations [100, 101] although the

precise arrangement was not clear. The resulting grain boundaries between monolayer

graphene areas were imaged for the first time by Huang et al. [102] and Kim et al. [103].

Figure 1.25 shows an annular dark field (ADF)-STEM image (atoms appear white) of a

grain boundary in a large-area polycrystalline graphene sheet synthesized on copper and

subsequently transferred to a microstructured TEM grid [102]. In Figure 1.25 (c)–(d),

one can clearly see the grain boundary structure: carbon pentagons and heptagons are

found at the grain boundary, oriented in such a way that all carbon atoms are in a

sp2 configuration. To study the grain boundaries in graphene, a combination of high-

resolution and dark-field imaging where the former offers precise assignment of atomic
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configurations on a nanometre scale and the latter is sensitive to crystal orientations on

a micrometre scale.

Figure 1.25 Annular dark field STEM images of graphene and grain boundaries in

graphene (a) low-magnification image of CVD graphene membranes on a support grid.

(b) High-resolution image of the graphene lattice. (c) Image of a representative grain

boundary, and (d) the same image with pentagons, heptagons, and a few hexagons

outlined. Scale bars are (a) 5 µm, (b)–(d) 5 Å (adapted from [102]).

1.5 Electron Energy Loss Spectroscopy

As previously mentioned, in TEM, incident electrons interact with the specimen atoms

in three possible ways: elastic scattering, transmission through the specimen or inelastic

scattering. Upon the first two types of interactions, the energy of incident electrons

remains more or less unchanged; whereas in the latter case, the electrons lose some of

their energy during this interaction. The energy loss of such electrons is directly related

to the specimen atoms and the electron shells from which the inelastic scattering has

occurred. The amount of the energy loss can be measured by means of a spectrometer,

located in or after the TEM column, and be displayed as a plot. This plot shows a count

of how many electrons have lost what extent of energy and is termed Electron Energy

Loss Spectrum (EELS); the y-axis in an EEL spectrum corresponds to the number

of electrons or count and the x-axis represents the energy loss. The probability of

the scattering events is proportional to

√
Z

V
; where Z is the atomic number and V is

accelerating voltage of the incident electron beam and
λe

λi
∼ 10

Z
; where λe and λi are

the mean free path for elastic and inelastic scatterings, respectively.
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1.5.1 Specimen Thickness

There are many types of inelastic processes including single scattering and plural scatter-

ing. The specimen thickness, which is of great importance in analytical TEM, influences

the probability of these scattering events. These two types of scattering are shown

schematically in Figure 1.26.

Figure 1.26 Schematic illustration of single and plural scattering and the mean free path

of inelastic scattering equation.

The plural scattering is detrimental to the edge visibility as it increases the background

noise. The probability for n times scattering is described mathematically by Poisson

distribution:

Pn = (
t

λi
)n. exp(

−t
λi

)/n! (1.14)

Where t is specimen thickness. In order to get reliable results from EELS, the sample

thickness should be less than mean free path value which is normally satisfied by a

maximum 50 nm-thick sample.

1.5.2 Feature Types

Three main regions can be identified in a typical EEL spectrum: zero-loss, low-loss

region and high-loss region (see Figure 1.27) ; Each of these features has its own origin

and carries specific information. The characteristics and relevant analytical applications

of each of these regions are outlined below.

Zero-loss Peak. Most electrons on their way through the specimen will not experience

inelastic scattering hence will lose no energy (except for small losses due to phonon

scattering). These electrons, therefore, contribute the most to the spectrum and generate

a peak in the spectrum called Zero-Loss Peak (ZLP); which is the prominent and the most

intense feature observed in thin samples. The width of the zero-loss peak is indicative of

the energy spread of the electron source and becomes broader as the energy resolution



Chapter 1. Introduction & Theory 35

Figure 1.27 A typical EEL spectrum (adapted from [104]).

decreases. The ZLP is not that informative and may even cause damage to the CCD

camera if enough care is not taken during acquisition of the spectrum simply because it

is very intense.

Low-Loss Region. This regions normally expands to about 50 eV energy loss and

originates from the interaction of the beam with the weakly-bound outer shell electrons

in the sample. This interaction causes longitudinal wavelike oscillations of (quasi)free

electrons in the valence or conduction band and generates a characteristic loss termed

Plasmon Loss. Energy loss due to plasmon excitation (EP) depends on the local density

of free electrons (n) which is affected by the sample chemistry; therefore plasmons can

be used for microanalysis. The lifetime of plasmons is too short (about 10−15s) and

they decay either in the form of photons or phonons. Plasmons are localised to <10 nm,

carry contrast information and can limit image resolution by chromatic aberration. The

low-loss part of spectrum can also be used to accurately measure the relative thickness

(t/λ) of the thin films:

t = λ ln(
Itot
I0

) (1.15)

Where I 0 is the intensity of zero-loss peak and Itot = I0 + Iinelast. Absolute thickness

value can be determined by some mathematical treatment such as Kramers-Kronig sum

rule [105]. Low-loss region also contains energy losses related to Inter- or intra-band

Transitions which are generated by excitation of core electrons to the orbitals of higher

quantum number. These losses appear on the rise of the plasmon peak and can be

used for fingerprinting identification of chemical changes in the specimen. However, a

reference spectrum is a must for interpretation of the results and the process is not very

well-understood. Some other advanced applications of low-loss EELS include: band gap
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measurements using monochromated electron source [106–108], chemical analysis and

probing the optical properties [109].

High-Loss Region. This region includes energy losses >50 eV and originates from

interaction of electron beam with inner shell electrons leading to excitation to an unoc-

cupied orbital above the Fermi level. This ionisation loss process results in generation

of characteristic elemental energy loss edges (e.g. K, L and M) which is unique for each

and every element. Typically the K-edge has a sharp onset whereas in other edges while

the sub-shell transitions can be resolved individually, the energy dispersion of the edges

are broader. These are high energy processes and there is a minimum threshold value,

EC, that must be transferred from the incident electron to the inner-shell electrons for

them to be able to escape from their orbitals (this energy is the binding energy of the

inner-shell electron to the nucleus of atom). At the same time, however, ionisation also

occurs with larger energy losses E>EC. The ionisation edge intensity is smaller than

those of plasmons; and the closer a primary electron gets to the nucleus of an atom, the

larger the energy loss becomes.

Energy-Loss Near Edge Structure (ELNES)

Features whose energy loss lie between EC <E <EC+50 eV are called Energy Loss

Near Edge Structures (ELNES) and essentially reflect the density of unoccupied states

[110]. Some of the applications of ELNES are as follows: (a) Identification of transition

metals. If the d shell is empty, L2 and L3 will split. By measuring the ratio of the L

edges, the type of the transition metal can be identified. (b) Orientation. In anisotropic

crystals, ELNES changes with the alignment of the momentum transfer along different

crystallographic directions. (c) Chemical shifts. This effect is due to charge transfer in

the valence band which eventually leads to a shift in the edge threshold. An example is

distinguishing different oxidation states of titanium from the appearance of edges. (d)

Fingerprinting information for differentiating specific phases. An example of the carbon

K-edge ELNES of a number of carbon-based compounds and some carbon allotropes

are shown in Figure 1.28. In this example, one can see the clear evolution of π* an

σ* peaks. At the bottom, the spectrum of graphite, as a pure graphitic carbon, shows

intense π* peak together with the well-defined shoulders within σ* peak. As we go

upwards, the fraction of sp2 bonds decreases, so does the intensity of π* peak associated

with it. Finally, the topmost spectrum from diamond, a pure sp3-bonded carbon, shows

no π* peak at all. In the case of nitrogen-containing samples, one can distinguish the

emergence of the nitrogen K-edge at ≈ 401 eV. Performed in STEM mode in a standard

microscope, a probe size of ≤ 0.9 nm can be achieved, making this technique a suitable

tool for characterisation of nanomaterials and, in particular, nanocarbons.
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Figure 1.28 Carbon K-edge ELNES of different C-related compounds highlighting the

fingerprinting ability of ELNES technique (adapted from [111]).

1.5.3 Graphene Spectrum

Graphene has low-loss and core-loss spectra as shown in Figure 1.29. When the thickness

of a graphite specimen is reduced, the bulk plasmon (7 and 27 eV) peaks eventually

become red-shifted, to about 5 and 14.5 eV in the case of a single graphene layer. These

shifts are in substantial agreement with calculations made using local density functional

code [114]. The out-of-plane mode approaches zero in single-layer graphene, whose π-

plasmon exhibits a linear dispersion, from 5.1 eV at q = 1 nm−1 to 6.7 eV at q = 4 nm−1

[115]. Linear dispersion is also observed for bilayer graphene but is closer to quadratic

for trilayers. Monolayer graphene can be distinguished from the fact that its EDP varies

little with specimen orientation [116].
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Figure 1.29 (a) Low-loss spectra of single-, double-, and five-layer suspended graphene,

recorded using 100 keV electrons [112]. (b) Carbon K-edge recorded using 200-keV

electrons from single-layer free-standing graphene. The K-edge of a double layer appeared

similar [113].

1.6 Raman Spectroscopy

1.6.1 Raman Scattering Theory

Raman spectroscopy has become a versatile and powerful tool in the field of nanoscience

and technology as it is a non-destructive technique with minimal or no sample prepara-

tion, it can be carried out at room temperature and ambient conditions, the operation of

modern Raman systems is fairly straightforward and the measurements can be reason-

ably quick while lots of information can be extracted from the acquired spectra. Raman

spectroscopy involves shining a sample with a monochromatic light source (typically a

laser) and detecting the scattered light. Most of the incident light will interact elastically

with the specimen so the scattered light will be at the same frequency as the incident

light which is known as Rayleigh scattering. However, a small fraction of the light will

be inelastically scattered at frequencies different from the incident photons. This shift

in energy from the laser frequency is known as the Raman Effect. Plotting the intensity

of this scattered light versus the energy difference between the incident laser and scat-

tered light forms the Raman spectrum of the specimen. Since the vibrational energy

levels are unique to each material, the Raman spectrum provides a fingerprint identifi-

cation of the specimen being examined. Figure 1.30 schematically illustrates the energy

transition involved in the Raman scattering process. In Figure 1.30 one can note two

types of shifts: if the final vibrational state is more energetic than the initial state, the

inelastically scattered photon will lose energy to accommodate the total energy balance

of the system. This decrease in the frequency of the scattered photon (by creating a
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Figure 1.30 Energy diagram of elastic and inelastic scatterings. The thickness of the

arrows represents the intensity of each type of scattering.

phonon excitation) is called Stokes shift. However, if the opposite process happens and

the scattered photon gains energy during the process, this energy difference is termed

Anti-Stokes shift ; in other words the scattered photon shifts to a higher frequency than

the incident light. This additional energy comes from dissipation of thermal phonons in

the crystal, cooling it down during the process. If we express the energy and momentum

of the incident photon with EL and kL respectively, those of scattered photon with ESc

and kSc, and Eq and q for those of phonons, then for energy and momentum conservation

we must have:

ESc = EL ± Eq and kSc = kL ± q (1.16)

In the Stokes process, a phonon is created thus the (+) sign in the equations 1.16,

whereas in anti-Stokes a phonon is annihilated so the (-) sign. The ±Eq are in fact the

Raman peaks that appear in the spectrum. Conventionally, the positive energies are

assigned to Stokes shifts and negative energies to anti-Stokes. Given the spectrometer

divides the scattered light into two different directions, the anti-Stokes signal appears in

the opposite position in relation to the Stokes signal. The probability of these processes

depends upon the excitation energy Ei and the temperature.

All the discussion above refers to the most usual and fundamental scattering processes

witch are called first-order. In these processes the energy exchange between the incident

light and the specimen excites only one phonon in the crystal with a very small momen-

tum (q≈0 to satisfying the fundamental Raman selection rule). However it is probable

that two or more phonons get excited during the Raman process; which in this case

they are termed second-order or higher-order processes. The wavelength selection rule

in this case is that the two phonons must have equal wavevectors but must be travel-

ling in opposite directions (q+(-q)=0). The second order processes are normally weaker

than the first-order events but they are enhanced by some means, they carry precious
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information about the overtones and combination modes especially for thin films on a

substrate [117, 118].

1.6.2 Raman Spectroscopy of Graphene

Figure 1.31 shows a typical Raman spectrum of monolayer graphene transferred onto

SiO2/Si substrate. As mentioned briefly in the introduction, the linear gapless electronic

Figure 1.31 Typical Raman spectrum of monolayer graphene.

dispersion of graphene entails resonance for any excitation frequency. Being the simplest

and the building unit of all the graphitic carbons, the graphene Raman spectrum is also

the simplest; consisting of few prominent peaks in the range of 1000–3500 cm−1. The

point group symmetry of ideal single layer graphene is D6h. There are two equivalent

atoms per unit cell in graphene, giving six normal modes for the Brillouin zone centre.

The irreducible representations for the zone centre modes of a single layer are given by:

Γ = A2u + B2g + E1u + E2g (see Figure 1.32).

The A2u represents translation perpendicular to the graphene plane and E1u represents

the translation in the graphene plane. These two modes are acoustic modes in graphene.

The B2g mode is an inactive optical phonon where the carbon atoms move perpendicu-

larly to the graphene plane. The E2g mode is a doubly degenerate Raman active optical

vibration, where the carbon atoms move in the graphene plane. In the first-order Ra-

man spectrum of monolayer graphene we expect only one Raman active E2g mode at ≈
1580 cm−1 known as G peak (Figure 1.33 (a)). However, for bilayer/multilayer graphene

(same as graphite) there is an additional first-order optical phonon which is due to the

relative motion of the graphene layers. This mode has been called C mode as it is

sensitive to the interlayer coupling [119]. Another Raman-allowed feature in graphene

Raman spectrum is the 2D band (seen in all kinds of sp2 materials) which appears at
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Figure 1.32 Phonon displacement vectors at the centre of the Brillouin zone in graphene

(top) and graphite (bottom). The fiiled and empty circles represent unequal carbon atoms

and the green arrows mark the displacement pattern. R stands for Raman-active and IR

label shows infra-red active modes.

≈ 2700 cm−1. The 2D peak originates from a second order scattering process of two

in-plane transverse optical phonons (see Figure 1.33 (b)) which accounts for the dis-

persive nature of this peak; meaning the frequency of the peak changes linearly with

the excitation laser energy (ω2D = ω2D(Elaser). Another second-order scattering process

can occur in defective graphene giving rise to the so-called D peak is also present at ≈
1360 cm−1 activated by one in-plane transverse optical phonon plus a defect acting as a

scattering centre (see Figure 1.33 (c)).

There are other peaks in the graphene Raman spectrum which are less important in

terms of information they can provide. Below the effect of various external factors on

the shape and position of the main bands in graphene will be discussed.

1.6.2.1 Number of Layers and Stacking Order

Number of Layers

The 2D band in the graphene Raman spectrum is one of the most sensitive gauges for

graphene layer number determination. This strong sensitivity lies in the nature of 2D

band being promoted by double resonance scattering processes. Any disruption in the

electronic and/or phonon dispersion of graphene will directly influence the 2D band.

This effect manifests itself in as a change in the number of possible fit components to 2D

peak as well as the full width at half maximum (FWHM) of the peak. While in monolayer

graphene the 2D band can be fitted by one single very intense Lorentzian curve and is

roughly four time more intense than the G peak [68], upon adding more graphene layers,

the 2D peak can be fitted with more than one Lorentzian curve which is an indication
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Figure 1.33 Diagramatic illustration of the order of Raman processes. The blue solid

arrows show photon absorption, the red solid arrows show photon emission, the black solid

lines show phonon emission and black dashed lines show an elastic scattering event. (a)

First-order one-phonon Raman process. (b) Second-order one-phonon process and (c)

second-order two-phonon process.

of the higher number of possible double resonance scattering processes. For instance,

the 2D peak in bilayer graphene can be de-convoluted into four peaks, reflecting the

changes in the electronic band structure brought about by coupling between graphene

layers. These four components include: 2D1B, 2D1A, 2D2A and 2D2B ; two of which,

2D1A and 2D2A, have higher relative intensities than the other two [68]. A further

increase in the number of layers leads to a significant decrease of the relative intensity of

the lower frequency 2D peaks and for more than 5 layers, the Raman spectrum becomes

hardly distinguishable from that of graphite. As mentioned, the FWHM of the 2D peak

changes as well upon the addition of layers to graphene. For example, the FWHM

of turbostratic graphite is 50 cm−1 almost twice as high as the 2D peak of graphene

(30 cm−1 and up-shifted by 20 cm−1 [68].

Stacking Order

2D peak assessment can also be used to study the stacking order in multilayer graphene.

The lineshape of the 2D band changes remarkably by any change in the interlayer stack-

ing sequence namely Bernal-stacking or non-Bernal. This stems from the modification

of electronic band structure of graphene upon stacking order alteration. For instance, in

AB-stacked bilayer graphene, the 2D peak shows a lineshape common to the four peak

spectrum (see the green spectrum in Figure 1.34 (d)). However, in a non-AB stacked
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twisted bilayer graphene (incommensurate BLG), a single 2D peak typical for monolayer

graphene is observed (sse the blue spectrum in Figure 1.34 (d)).

Figure 1.34 Effect of layer number and stacking order on the linewidth and the position

of 2D peak. (a) 2D band sum map; (b) corresponding G band sum map in the same

area;(c) Stacked Raman spectra taken from single-layer (SLG) area, bilayer graphene

(BLG) point and the incommensurate bilayer graphene (IBLG) marked with black, green

and blue arrows, respectively.

In this case, only one double resonance process takes place along the conduction bands of

the graphene layers resembling the presence of Dirac electrons. Nonetheless, the 2D peak

is normally up-shifted in the case of twisted bilayer graphene. One important point that

should be sought when assigning the stacking order and layer number in CVD samples

in particular, is to bear in mind that fitting the 2D peak with one Lorentzian does not

necessarily mean that the sample is monolayer as this could be the case for turbostratic

or twisted few-layer graphene.

1.6.2.2 Defects and Disorders

The presence of disorder in sp2-hybridised carbons which are known as high symme-

try materials, leads to the an effect called defect-induced symmetry breaking which

gives rise to emergence of additional double resonance peaks in the Raman spectra;



Chapter 1. Introduction & Theory 44

making Raman spectroscopy a very sensitive tool to study the defects and disorder in

graphitic materials. Essentially, the symmetry requirement of selection rules originates

from momentum conservation. Introduction of defects into the crystal lattice effectively

results in the momentum conservation breakdown and, thus, allows the activation of

the symmetry-forbidden modes. Qualitatively, introduction of defects is accompanied

with the broadening of Raman-allowed bands (such as G and 2D band) as well as the

appearance of the new peaks in the spectrum which are symmetry-forbidden (e.g. D

and D
′
).

Figure 1.35 shows CVD graphene patterned lithographically into rings and squares where

the transfer-mediated contamination has given rise to modulation of the Raman spec-

trum of monolayer graphene. Panel (a) and (d) show the optical images of the graphene

ring and square patterns, respectively. Panel (b) and (e) are the corresponding 2D band

intensity maps of panel (a) and (d), respectively; the inset in (e) is the D peak intensity

map of the square pattern edge, highlighting that main contribution to the D peak is

from the edges. Panel (c) and (f) are the average spectra taken from the area in panel

(a) and (d), containing an intense D peak and other defect-induced peaks namely D+D
′′
,

D+D
′

and 2D
′
.

Figure 1.35 Raman spectroscopic analysis of graphene ring and square patterned via

photolithography. (a, d) Optical images of the patterns. (b, e) 2D band intensity maps of

panel (a) & (d), respectively. (c, f) Average spectra of the ring and square patterns in (a)

& (d), respectively.
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1.6.2.3 Effect of Doping

The effect of doping on the Raman spectrum of graphene originates from the refinement

of the contribution of electron-electron scattering to the inelastic scattering process;

which itself is a result of the modulation of charge carriers concentration (Fermi energy)

upon doping. Since 2D peak is very sensitive to any perturbation in the band structure

in graphene, it will experience minor to major changes depending on the doping level

[120]. Furthermore, doping results in Fermi energy-dependent blueshift and narrowing

of the G peak as it changes the occupation of electronic states. This can make the

transition from an empty state or to a filled state impossible, hindering the Raman

scattering.

1.6.2.4 Effect of Isotopic Composition

Isotope carbon exists in a natural abundance of 1.1% [121]. Isotope-labelling has been

used in the field of graphitic materials research to study the growth mechanisms as

well as phonon properties; for instance for structural characterisation of 13C-labelled

graphite oxide [122], Raman spectroscopy of 13C isotope-enriched single wall carbon

nanotubes [123] and study of CVD growth mechanism of graphene [124]. The main

principle employed in such studies is the atomic mass difference between 12C and 13C

which manifests itself as modulation of Raman spectrum of graphene. The effect of mass

on the vibrational energy levels can be described by incorporating the Hook’s law to the

harmonic oscillator in a diatomic model consisting of two atoms with m1 and m2 atomic

weights. The dependency of vibrational frequencies on the atomic mass is expressed by

the following equation:

ω =
1

2π

√
k

µ
(1.17)

where k is the force constant and µ is called reduced mass and is defined as µ =
m1m2

m1 +m2
.

Therefore, when an atom is replaced by an isotope of larger mass, µ increases, leading

to a down-shift of the peaks in the spectrum. It is also possible to estimate the band

frequencies, ω, upon isotope enrichment by the following relation [125]:

ω0 − ω
ω0

= 1−
√

12 + c0

12 + c
(1.18)

where ω0 is the frequency of a given band in the 12C sample, c is the purity of the

isotope gas precursor and c0=0.0107 is the natural abundance of 13C. According to this

equation, higher frequency peaks undergo a larger frequency shift. For instance in a

99% 13C sample measured by a 514 nm laser, the 2D peak will down-shift by 104 cm−1
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whereas D and G peak shift by 52 cm−1 and 61 cm−1, respectively. Apart from frequency

shifts, broadening of G peak has also been observed as a function of 13C concentration. It

is pointed out here that the spectral band width is inversely proportional to the phonon’s

lifetime. It has been theoretically shown that for the G band [126], the phonon lifetime

increases gradually and reaches a maximum at 50% 13C isotopic concentration where the

FWHM equals ≈ 16.4 cm−1. After this maximum, for higher isotope concentrations the

spectral width decreases and reaches to ≈ 12 cm−1 at 100% 13C concentration. Another

factor that contributes to the linewidth of the Raman bands is the phonon mean free

path which itself is related to the localisation length of phonon wave function. It has

been calculated that the typical localisation length is in the order of 3 nm for high 13C

concentrations.
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Experimental Methods

2.1 Chemical Vapour Deposition

CVD is a widely-used technique for the production of thin films of different materials

for both industrial and research applications. This method involves the reaction of

gaseous precursors introduced into a reactor followed by a series of chemical reactions

on a suitable substrate, these can be activated thermally or via a plasma-source energy;

which then leads to the deposition of a thin film on the substrate surface. A typical

CVD process consists of the following steps: (I) Transport of precursors by means of

convection into the reactor (chamber). (II) Reactions of precursors in the active zone

and production of reactive radicals and gaseous by-products. (III) Gas diffusion of

reactive species to the substrate surface. (IV) Adsorption of the reactive species on the

substrate surface. (V) Thermally-assisted reaction processes, diffusion and nucleation

and formation of a thin film. (VI) Desorption and out-diffusion of the remaining by-

products. In the next section, various types of CVD reactors are introduced briefly.

2.1.1 CVD Reactors

CVD as a technique has gone through many years of development and modification, as

such there are many different styles of CVD reactors available in the market; nonetheless

they all share some common features and components regardless of their manufacturer:

(a) Precursor sources. (b) A gas-handling mechanism to regulate the input of precursor

gases into the reaction zone. (c) The active zone, which is heated by a surrounding

heating element and can hold the substrate steadily and safely. (d) An exhaust mecha-

nism, which may well comprise of a vacuum pump to remove the discarded by-products

and for low-pressure processes. There are two main categories of reactors in terms of

47
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thermal budget: Tube reactors. (or hot wall reactors) represent a major category

of CVD reactors. Commonly in tube reactors, the chamber containing the substrates

is surrounded by a furnace that heats the system. The substrates are loaded into the

system, heated to the desired temperature, and then the reactive gases are introduced.

The research-scale reactors are often run at elevated temperatures so they are fabricated

from Pyrex glass or quartz tubes; and the tubes are cylindrical for flow symmetry and

the requirements for structural integrity under vacuum. Generally, hot wall reactors

have the advantage of providing a relatively uniform substrate temperature and thus

film thickness. Cold wall reactors. These reactors are another major category of

CVD reactors. In these reactors, the substrate is at higher temperature than chamber

walls and irradiation or heating coil is used to generate heat. The benefit of these reac-

tors is that the reaction just happens on the substrate. Deposition on the reactor walls

and control over temperature gradient are main disadvantages of these reactors.

2.1.2 Preparation of CVD Graphene

CVD technique as the method of choice, for synthesis of large-area (up to millimetre

size) monolayer graphene on metal films has been explored widely in various respects.

On this basis, CVD technique was employed throughout this work for production of

graphene.

The choice of catalytic metal substrate is crucial to the CVD growth. Today, it is well-

established that graphene growth on nickel does not yield uniform monolayer graphene

and typically, a mixture of monolayer and few layers is obtained. This is due to the

formation very strong bonds to carbon compared to copper. For this reason, unlike

copper, nickel supports formation of C–C bonds as seen in CNTs growth. On the other

hand, it has been shown that copper is an excellent candidate for making large area,

uniform thickness (95%) single layer graphene films due to the low solubility of carbon

in copper [39]. Therefore, copper was chosen as the catalytic substrate for graphene

CVD process. Methane was used as the carbon feedstock; due to its more controllable

decomposition at CVD conditions for graphene growth.

2.1.2.1 Process Steps

From a practical point of view, there are some important steps to be implemented prior

to the exposure of the catalyst surface to the gas precursors. Firstly, a rinsing step with

acetone followed by washing off in DI water is usually beneficial to remove the organic

residues on the copper foil surface. The CVD process of graphene typically consists of

the following steps:
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Ramping. This step involves controlled heating of the catalyst substrate and gases (in

hot wall reactors), normally in an inert/reducing atmosphere, up to the desired process

temperature. During this step, any possible oxide species on the catalyst surface is

removed.

Annealing. Includes maintaining the temperature of the reactor chamber at a set-point.

This step mainly serves to increase the grain size of the metal catalyst up to ≈ 100 µm.

Nonetheless, excessive temperatures should be avoided to minimise the metal substrate

sublimation (e.g. copper melts at 1085 ◦C).

Growth. This step entails introduction of the carbon precursor together with an ad-

justed flow of the inert/reducing gas used in the previous steps. The growth of graphene

over the catalyst substrate is achieved by running this step for a set duration of time.

It should be noted that depending upon the nature of the catalyst (solubility, catalytic

action, etc), the graphene may grow during this step or in the next one.

Cooling step. After the growth step, the next step is cooling the reactor in an inert/re-

ducing atmosphere. The atmosphere commonly used is similar to that of the annealing

or growing step, until the reactor temperature is under 200 ◦C to prevent oxidation

of the catalytic surface not covered or functionalisation with oxygen moieties. When

working with substrates that have high carbon solubility (for example Ni), cooling step

dynamics are critical to control the growth due to the established contribution of carbon

segregation to graphene growth.

Figure 2.1 Schematic representation of the CVD process for graphene growth.

2.1.2.2 Experimental Set-up

As mentioned above, Prior to loading the copper substrate into the furnace, a substrate

preparation procedure is completed. In a typical growth in this work, the as-purchased

copper foil (Gould GmbH, 25 µm) was immersed in 10 % HCl solution (Sigma-Aldrich)
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for 30 seconds to remove the backside chromate and then rinsed in Millipore water

thoroughly. Subsequently, the copper foils were sonicated in HPLC grade acetone for 5

minutes.

The graphene was grown by CVD in a hot-wall quartz tube furnace. Copper substrates

were loaded into the furnace and ramped up to 1035 ◦C under 50 sccm flow of hydrogen.

Then the furnace was maintained at this temperature for 10 minutes so as to modify

grain size of the copper substrate. Graphene was grown by passing a mixture of 10 sccm

methane and 5 sccm hydrogen (H2). Then a dribble flow of H2 (2.5 sccm) was set and

the furnace was force-cooled to room temperature via compressed air.

2.2 Graphene Transfer to Si/SiO2 wafer

For realising many practical applications of CVD-grown graphene (e.g. electronics, opto-

electronics and photovoltaics) the graphene sheet has to be transferred from the copper

substrate onto an appropriate substrate, normally a dielectric material [127]. In the

standard chemical transfer procedure, graphene is transferred to the target substrate

using Poly(methyl methacrylate) (PMMA) [128]. The PMMA is dissolved using ace-

tone, leaving the graphene sheet on the desired substrate.

Figure 2.2 Schematic representation of the graphene transfer process onto wafer.

While this is a straightforward procedure, the acetone treatment frequently fails to fully

remove the PMMA, leaving residues on the graphene surface which are detrimental to

the physical and electrical properties of graphene [129, 130]. Commonly Iron Chloride

(III) FeCl3 and Ammonium Persulfate (APS) are used as copper etchant in the graphene

transfer process. These chemicals are the reason for contamination of problem; FeCl3

leaves an electrically active residue of metal ions on the graphene and APS is a crosslink-

ing agent for PMMA. In our group, an efficient and feasible transfer method has been



Chapter 2. Experimental Methods 51

developed which is based on the application of cellulose polymers [131]. This method

results in minimal polymer residues and associated strain. In this work, initially the

PMMA-based transfer method was used and more recently, the cellulose polymers (Ni-

trocellulose (NC) & Cellulose Acetate Butyrate (CAB)) were adapted for this purpose.

In practice, the polymer solution was spin-coated onto the as-grown graphene on copper

and after etching away the copper using Ammonium Persulfate (APS), the polymer-

graphene stack was dredged onto the wafer. After an initial air-drying, samples were

annealed in a vacuum oven to improve the adhesion of graphene to the substrate. Finally,

the polymer layer was dissolved in acetone at room temperature. Figure 2.2 shows

schematically the graphene transfer process flow.

2.3 Remote Plasma Functionalisation

As mentioned before, graphene is an ideal candidate for electrochemical applications.

However, pristine graphene is rather inert. In order to realise practical applications in

electrochemistry and sensing, one of the efficient methods is introduction of function-

alities on the surface of graphene. In this work, a remote plasma functionalisation of

graphene was employed for this purpose [79].

This process involves an oxygen plasma exposure followed by a H2+NH3 plasma. The

first step of treatment creates oxygenated species (e.g. carbonyle and carboxylic acid)

and the second step leads to reduction of oxygenated species and N-doping of graphene

from NH3. This procedure is discussed further in Chapter 6.

The plasma unit is ”chemical” plasma by a remote source (R3T TWR 2000-GEN, 400

V,1000 W). A schematic and a picture of the set up used in this experiment are shown

in Figure 2.3. There are three main parts in this set-up, plasma control module (shown

in red in Figure 2.3 (a) & (b)), mass flow controllers (see Figure 2.3 (a)) and the heating

furnace. The plasma unit is a programmable unit enabling accurate setting of plasma

mode and power. The Mass Flow Controllers (MFCs)-enabled controlled adjusting of

flow and the gas used for striking the plasma in the furnace. The furnace accommodates

the sample.

2.4 Raman Spectroscopy

A Raman system typically consists of four major components: (1) Excitation source

(Laser). (2) Sample illumination system and light collection optics. (3) Wavelength
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Figure 2.3 (a) Schematic representation of plasma treatment furnace set-up. (b) Picture

of the furnace with its sections highlighted.

selector (Filter or Spectrophotometer). (4) Detector (Photodiode array or CCD). The

sample is normally illuminated with a laser beam in the ultraviolet (UV), visible (Vis) or

near infrared (NIR) range. Scattered light is collected with a lens and is sent through the

filter or spectrophotometer to obtain Raman spectrum of the sample. Since spontaneous

Raman scattering is very weak the main difficulty of Raman spectroscopy is separating

it from the intense Rayleigh scattering. More precisely, the major problem here is not

the Rayleigh scattering itself, but the fact that the intensity of the Rayleigh scattering

may greatly exceed the intensity of the useful Raman signal in the close proximity to

the laser wavelength. In many cases the problem is resolved by simply cutting off the

spectral range close to the laser line.

Figure 2.4 shows schematically various components of a Raman system. The first part

is the laser which produces the probe in the Raman spectroscopy, a monochromated

light. The incident light is scattered at the surface of the sample. Then the filter is used

to block out the incident light. Raman scattered light is then transmitted through the

filter and directed to the detection system.

Figure 2.4 Simplified schematic illustration of a Raman system.
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2.5 Scanning Electron Microscopy

All SEMs regardless of their manufacturers share the following parts: Electron source

(gun), electromagnetic lenses, sample stage, detectors, vacuum parts and power supply

units and output displays. The schematic below shows general layout of an SEM instru-

ment. The electron gun is responsible for providing a stable intense beam of electrons.

Figure 2.5 Schematic of an advanced SEM equipped with different detectors.

There are two main types of electron source namely thermionic and Field Emission Gun

(FEG). In order to convey the electron beam to where it is needed and manipulate the

final beam size striking the specimen, a number of electron lenses are present in the

microscope column. They are made of a set of copper coils and once current passes

through them, a strong magnetic field is created which is used to control the electron

beam. The signals generated upon electron beam-sample interaction, are detected by

various detectors such as SE, BSE, InLens, STEM and X-ray, and then converted to

digital images or spectra to be displayed on the screen.

Graphene is an ideal sample for SEM studies as it is very conductive and does not require

any particular sample preparation. All the SEM work in this study was carried out

without any additional sample preparation unless otherwise stated. SEM measurements

were carried out using a Zeiss Ultra Plus microscope equipped with a FEG and EDX

spectrometer (Oxford Instrument INCA system) with a Gemini column with which

imaging resolution of 1 nm using InLens/SE2 detector and 0.8 nm with STEM detector
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could be achieved. Low accelerating voltages in the range 1-5 kV were used to minimise

beam-induced damage in carbon materials. The microscope was equipped with a charge

12 neutralisation system enabling imaging of non-coated insulating materials.

2.6 Transmission Electron Microscopy

Modern microscopes can be equipped with a number of detectors for special imaging

modes and compositional analysis (see Figure 2.6).

Figure 2.6 Schematic cross-section of FEI 80-300 (S)TEM column, used in this work.

This includes EDX detector for localised X-ray analysis, BF and DF detectors, High

Annular Angle Dark Field (HAADF) detector for STEM mode. Additionally, as men-

tioned in the previous chapter, aberration correctors are becoming a more standard part

of TEM instruments.

Another useful feature found in all most modern TEM machines, is energy-filtered imag-

ing (EFI) carried out using a magnetic prism acting as an energy filter for transmitted

electrons. Furthermore, EELS can also be performed using the energy filter.
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In this work, routine TEM studies were performed using an FEI Titan 80-300 (S)TEM

equipped with a S-TWIN objective lens and a high brightness (X-FEG) Schottky field

emission gun. The nominal point resolution was 0.1 nm, lattice resolution <0.102 nm,

information limit 0.1 nm, energy resolution <0.4 eV and HAADF-STEM resolution was

equal to 0.136 nm. Spherical aberration was less than 5 nm and chromatic aberration was

equal to 1.6 nm. The specimen holder was a double-tilt low-background CompuStage

holder. The X-ray analyser was an EDX energy dispersive X-ray detector with SUTW

window, with 30 mm2 active area and 10 mm specimen in which the detector distance

was enabling a solid collection angle of 0.13 steradians and the resolution of the detector

was 135 eV at Mn k-edge at 100 eV. A Fischione HAADF detector in STEM mode

enabled Z-contrast imaging. The charge-coupled device (CCD) was a Gatan US1000

CCD system located above the image filter for HRTEM work. Apertures were fully

computer-controlled and motorised. The microscope had an embedded energy filter

(tridiem 863) equipped with 2K×2K CCD for EFTEM imaging and elemental mapping

and also electron energy loss spectroscopy (EELS).

2.7 TEM sample preparation

The first step in carrying out a TEM analysis, is to transfer the specimen effectively

onto a TEM support. Furthermore, as the name of the technique implies, TEM requires

a thin enough specimen, which allows the electrons to transmit through. For thin, light

element samples such as graphene, any support film would produce a stronger contrast

than the material itself. Hence, the sample has to be free-standing. As mentioned

previously, CVD has found its place as the method of choice to produce large-area

high-quality graphene. With the widespread availability of large-area, CVD synthesised

graphene on metal surfaces, the transfer of CVD grown samples to standard TEM grids

[67] currently appears to be the most efficient route to obtain free-standing membranes

in a TEM-compatible geometry.

Nevertheless, cleanliness has remained a challenge for the preparation of TEM sam-

ples from CVD graphene primarily due to the presence of polymer residue arising from

transfer processes [132]. For clean transfer of CVD graphene to TEM grids, an optimised

version of a polymer-free transfer technique, called the direct transfer method [133], was

employed. In this method, graphene is transferred to lacey carbon TEM grids with-

out a polymer support and then baked in High Vacuum (HV). This method is shown

schematically in Figure 2.7.

To implement this method, one should first take into account that graphene coats both

sides of the copper foil when synthesised via CVD process (see Figure 2.7 (a)). Thus, in
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Figure 2.7 Schematic illustration of TEM sample preparation.

order to minimise the formation of defects during transfer process, the backside graphene

should be removed. This is done by first chemically etching the backside of the copper

foil for a few minutes and then submerging it in DI water. The surface tension from

the dipping step pulls away the loose graphene on the backside of the foil. The edges of

the copper foil are then trimmed and cut to the desired size. Subsequently, a gold lacey

carbon grid is placed on top of graphene and then a drop of Isopropyl Alcohol (IPA) is

dropped on top of the TEM grid. IPA was chosen as it is a low boiling point solvent and

also safe to work with. The IPA wets the gap between the amorphous carbon coating on

the TEM grid and the graphene (see Figure 2.7 (b)). As the IPA evaporates, the lacey

carbon of the TEM grid comes into intimate contact with the graphene underneath.

After air-drying, sample is heated on a hotplate at 150 ◦C to improve the adhesion.

Sample is then floated on APS etchant for 40 minutes to completely etch away the

copper substrate (see Figure 2.7 (c)). Finally, the TEM grid/graphene is scooped out

from the etchant and rinsed off in two subsequent DI water baths, air-dried and kept in a

desiccator for 2 hours to improve the adhesion. Sample is then placed in an HV chamber

(10−3 Pa base pressure) and baked at 200 ◦C to improve the cleanliness. The sample is

then loaded into the TEM column with minimum handling, and further cleaned once

inserted in the TEM column using the so-called beam showering method. This transfer

method was used for most of the TEM studies in this work, unless otherwise stated.

Figure 2.8 shows SEM images of graphene membranes suspended on TEM grid using

this method. Figure 2.8 (a) highlights the large-area coverage on several squares where

graphene is suspended on TEM support. Figure 2.8 (b) is the zoomed-in image of the

square marked with red circle in image (a), indicating presence of suspended graphene
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Figure 2.8 (a) Low-mag SEM image of graphene transferred onto lacey carbon TEM

grid. (b) Zoomed-in image of the area marked with red circle in (a). (c) AC-HRTEM

image of the graphene film shown with white circle in image (b).

over tens of micrometres. Figure 2.8 (c) is the HRTEM image of monolayer graphene

transferred using this approach, showing the atomically-resolved lattice of graphene.

2.8 Electron Energy Loss Spectroscopy

2.8.1 Spectrometer

The spectrometer essentially works on a similar concept, a prism in light optics; meaning

the incoming electrons are divided based on their wavelength which in turn is related to

their (lost) energy, using a magnetic field. Similar to spectra generated by X-ray based

techniques, different edges can be observed in an EEL spectrum such as K,L,M and

so forth. However unlike X-ray, electrons crossing through a thin sample may lose any

amount of energy which provides higher resolution down to 1 eV or less for analytical pur-

poses. Advances in the electron optics and aberration corrections especially chromatic

aberration, have enabled researchers to carry out spectroscopy down to single atom level

and with resolutions in the order of 0.1 eV [134, 135]. Additionally, this versatile ana-

lytical capability can be incorporated with imaging in S/TEM to facilitate site-specific

analysis [136, 137] which is not achieved by other sensitive spectroscopic techniques such

as X-ray Photoelectron Spectroscopy (XPS). Figure 2.9 shows a schematic illustration

of energy-filtered imaging and spectroscopy using a post-column type of filter. Briefly

described, electrons are collected after specimen and dispersed using a magnetic prism.

An EELS spectrum is a trace across the dispersion plane. The desired energy window

can then be selected using a slit and the image is re-formed by a combination of lens

arrays. Finally, the image is then recorded by a CCD camera and displayed in the screen

for the user.
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Figure 2.9 Schematic illustration of energy-filtered imaging and spectroscopy (adapted

from [138]).

2.8.2 Energy-Filtered Imaging

The inelastically scattered electrons can additionally be employed to form an energy-

filtered image; which is commonly termed Energy-Filtered TEM (EFTEM). By means

of this technique, high spatial chemical mapping of the sample within a short acquisition

time is possible.

Figure 2.10 (a) Cross-sectional TEM image of a PyC thin film on a SiO2/Si wafer, and

(b)corresponding EFTEM elemental map showing the distribution of present elements.

Red is carbon, green is oxygen and blue is nickel. Scale bars are 100 nm.

In practice, first the ionisation edge of the element of interest is set to be passed through

energy selecting slit. Then, by sequential recording of energy-filtered images from the

area of interest, a spatial distribution of element(s) of interest is generated as an image. It

is also possible to carry out the measurement using a STEM beam and sequentially record
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EEL spectra. This technique is called Electron Spectrum Imaging (ESI). Figure 2.10

shows a cross-section TEM image of a PyC sample (shown in (a)) and the corresponding

EFTEM elemental map (see (b)), showing the distribution of oxygen (green), carbon

(red) and nickel (blue).

Cross section samples were prepared using a dual beam Zeiss Auriga Focused Ion Beam

(FIB) microscope equipped with both field emission electron and Ga+ ion columns.

The system was fundamentally designed for nanofabrication via controlled localized

ion milling or ion assisted deposition which could be simultaneously monitored with

the SEM column. The microscope had a state of the art Orsay Physics Cobra ion

column with a unique 2.5 nm resolution. Ion and electron imaging resolution were 2.4

nm and 1 nm, respectively. Additionally, a micro-manipulator was dedicated for TEM

lamella preparation. A reactive gas injection system was used for reactive deposition

of a platinum capping layer. The welding of micro-manipulator and subsequent lift

out were carried out at 54◦ tilt angle. Consequently, the attached lamella was carried

away and now welded to a specific holder (Omniprobe) designed for cross-section work.

Finally, the further thinning of the lamella was performed at lower ion energies and

voltages down to 5kV, 50 pA to achieve minimal ion implantation and desired thickness

for electron transparency (<100 nm for HRTEM work and ≤ for EELS analysis).





Chapter 3

TEM of Carbon-based

Nanomaterials

This chapter is adapted from the papers [5], [7], [8] and [10] mentioned on the page xi.

One of the key factors that strongly affects the success rate of any TEM analysis of

graphene, is the sample preparation step. If one does not have a large-area reasonably

clean graphene sample mounted on a TEM support then even access to the most ad-

vanced state-of-the-art TEM machine will not yield quality images. Therefore, to ensure

that a graphene sample has met the minimum requirements before TEM analysis, es-

tablishing a reproducible CVD growth protocol that produces high-quality large-area

graphene sheets, is the first essential step. The next step is a transfer method that can

provide a relatively clean graphene mounted on a TEM grid.

To this end, first, the scanning Raman spectroscopy and SEM analyses of graphene

sheets (produced by the method described in Chapter 2 under section 2.1.2) confirming

the above-mentioned qualities, are presented. Then, a modified transfer process to TEM

is discussed and finally, some empirical results on TEM of graphene and nanocarbons

are outlined.

3.1 Large-area High-quality Graphene

As mentioned in Chapter 1, among all the metal substrates, copper has shown to be

the most reliable choice of catalyst for reproducible growth of monolayer graphene over

a large area. A number of parameters govern CVD growth of graphene on copper

foil namely, growth temperature, methane concentration (given as a ratio of methane-

to-hydrogen flow rates), total pressure and the growth time. Based on an extensive
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literature survey and a comprehensive range of experiments, the optimum conditions

for graphene CVD growth in our experimental set-up were attained (as mentioned in

Chapter 2, under 2.1.2.2). Extensive characterization of the graphene layers after growth

and also transfer of graphene was performed using field emission scanning electron mi-

croscopy (FE-SEM), optical microscopy, conventional Raman spectroscopy whose results

are summarised below.

In order to assess the quality of as-grown graphene, SEM analysis was performed directly

on as-grown graphene. A low 1-2 kV acceleration voltage was used for all the SEM

measurements, ensuring the minimum beam-induced damage to graphene. Figure 3.1

shows typical SEM images of as-grown CVD graphene on copper foil. In Figure 3.1 (a),

for the sake of easier differentiation of graphene domains from the copper substrate, the

growth was halted just before the domain coalesced. In this image the white areas are

the copper substrate and the dark areas are graphene domains. The hollow red arrows

mark the multilayer islands, observed commonly in CVD growth of graphene on copper.

Image (b) depicts graphene with full coverage over large areas. Again, the empty red

arrows highlight the position of multilayer islands.

Figure 3.1 SEM images of as-grown graphene on copper. (a) In order to highlight the

graphene domains and substrate, the growth was stopped just before the layer closing of

graphene. (b) Complete coverage of graphene over the entire copper surface. Scale bars

are 3 µm. The empty red arrows mark the multilayer islands.

Figure 3.2 shows typical optical images and the Raman maps of CVD-grown graphene

transferred to SiO2/Si wafer as outlined in Chapter 2 under section 2.2. As mentioned

in Chapter 1, monolayer graphene absorbs 2.3% across the visible spectrum. This makes

the absorbance-based optical microscope observation very difficult. Nevertheless, under

reflective illumination, high-contrast optical imaging of graphene has been demonstrated

by interference-based techniques [70, 139], but only on dielectric-coated silicon wafers,

where the thickness of the dielectrics (e.g., 300 nm SiO2) and the illuminating wavelength

need to be optimised [71]. In fact, it was on such substrates that graphene was first

observed in 2004 using an optical microscope under reflective illumination.
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Based on this fact, the first characterisation step is typically optical microscope imaging

to determine whether single layers are present, their positions on the substrate and sizes.

Optical microscopy is an indispensable quality control tool for manufacturing graphene

since it can provide immediate feedback to improve synthesis and processing strategies.

Figure 3.2 High-quality large-area monolayer graphene confirmed by scanning Raman

spectroscoppy. (a) Low-magnification optical image. The dashed red line is a guide to the

eye, distinguishing the graphene/substrate interface. The red box shows where the

measurement was done. (b) High-magnification optical image, highlighting the high

quality of graphene sheet. The red box marks the scanned area. (c) Average spectrum of

the scanned area in (b). (d) 2D:G ratio map, indicating presence of a continuous

monolayer graphene. (d) 2D band FWHM map, further confirming of monolayer

graphene. (e) D:G ratio map, highlighting the low density of defects in the graphene film.

The bright yellow spots correspond to multilayer graphene islands.

Availing from this property of graphene, optical imaging was first performed on the

samples transferred 300 nm SiO2/Si wafer (Figure 3.2 (a) & (b)). One can clearly see in

Figure 3.2 (a), a continuous and clean graphene coverage, over hundreds of micrometres.

Image (b) further shows that even at micrometre range, graphene is of high quality, with

excellent cleanliness.

Raman spectroscopy reveals a wealth of information about graphene as discussed in

Chapter 1. Figure 3.2 (c) represents the average Raman spectrum, generated by aver-

aging 10000 spectra taken over the area shown by red box in image (b). The spectrum

perfectly matches with that of monolayer graphene. Figure 3.2 (d) shows the 2D:G ratio

map of the scanned area (marked with red solid box in (b)). As mentioned in Chapter 1

under section 1.6.2.1, the intensity of 2D peak in monolayer graphene is roughly four

times than that of the G peak. Considering the colour scale bar of the map, it is clear



Chapter 3. TEM of Nanocarbons 64

that the graphene sheets is mainly monolayer. The scattered dark spots, correspond to

multilayer islands, commonly seen in CVD-grown graphene on copper. Image (e) shows

the sum of G band map, indicating presence of a continuous graphene sheet.

The bright spots in this map, correspond to the multilayer islands that appeared dark in

the 2D:G ratio map (see Chapter 1, section 1.6.2.1). Finally, Figure 3.2 (f) shows the 2D

band FWHM map, with bright spot being related to multilayer islands. In Chapter 5,

the origin of these multilayer islands is discussed, and an effective method is presented

to suppress their formation.

3.2 Graphene as TEM Support

So far we have described the impact of TEM on the graphene research; here we are going

to look at it the opposite way. Being the thinnest material, made from a light element,

crystalline and highly conducting, graphene may also become the ideal sample support

for electron microscopic studies of other objects. The mono-atomic membrane made of

low atomic number carbon ensures a very low background for TEM imaging, while at the

same time providing firm support to large particles due to its extraordinary strength.

Additionally, its ability to withstand harsh chemical and physical environments can

enable a variety of experiments using electron beams [140–143].

In line with this application theme, a process called Graphene Resist Interlacing Process

(GRIP) [132] was developed in our group to produce carbon-graphene cloth-like mesh,

which consists of large area suspended graphene sandwiched between fortified poly-

mers. This all-carbon mesh, allows flexible and easy handling of suspended monolayer

graphene. Briefly described, first an array of parallel lines is patterned on a nickel sac-

rificial substrate using photolitography. Then CVD-grown graphene sheet is transferred

onto this structure and a second array of parallel lines is patterned now perpendicular

to the first set of lines. The sample was then annealed for 3 hours at 300 ◦C for 3 hours

to improve crosslinking of the patterned photoresist. Finally, the nickel sacrificial layer

is etched off and the floating stack is transferred to standard 300 mesh lacey carbon grid

for further analysis. These steps are shown shematically in Figure 3.3.

Imaging of nanocrystals smaller than 5 nm in diameter is very challenging. This is due to

the fact that in this size range, crystals typically composed of ten or less number of lattice

planes, providing very small contrast. In practice, the contrast from the amorphous

carbon support film is often of the same order of magnitude (or even greater) than

that derived from the nanocrystal. Therefore, to demonstrate the utility of the mesh as
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Figure 3.3 Schematic representation of the process steps involved in the GRIP.

a TEM support, TEM analysis was performed on CdSe and gold nanoparticles (NPs)

deposited on standard commercially-available TEM supports and CVD-grown graphene.

Figure 3.4 shows the comparative TEM analysis of gold NPs on top of graphene and on

lacey carbon TEM support.

Figure 3.4 TEM images of gold NPs supported on lacey carbon (a) and graphene (b).

The scale bars are 1 nm. The intensity profiles below are along the red lines in respective

images. While the intensity profile in (a) shows only few merged peaks corresponding to

atomic columns, the image on graphene in panel (b) contains several well-resolved peak

with peak-to-peak distance of 0.24 nm, related to the gold (111) plane.

The gold NPs were deposited on the mesh by drop-casting a dispersion of NPs in

methanol on top of the mesh. The contrast on lacey carbon support is very dim; with
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only a blurred outline visible (Figure 3.4 (a)). It should be noted that the images were

taken on the very edge of the film. The graphene support on the other hand shows

produces a clearly defined image (Figure 3.4 (b)). Lattice spacing is visible on both

supports, although the contrast on graphene is much better, the peak to valley ratio on

it being 3-4 times compared to that on lacey carbon as the intensity profiles show. The

measured 0.24 nm inter-planar spacing correspond to the (111) plane of face-centred

cubic gold [144].

To further demonstrate the utility of the mesh as a TEM support, CdSe NPs were

imaged on conventional commercial lacey carbon grids (20–30 nm thick) and CVD-

grown graphene support (<1 nm thick). CdSe NPs were chosen as they are somewhat

harder to image than Au NPs. This is due to the fact that they are smaller and composed

of atoms with lower atomic number than that of gold. As a result, one of the major

limitations is the very high background from the amorphous carbon support.

Figure 3.5 TEM images of CdSe NPs supported on (a) graphene and (b) lacey carbon.

The inset in (a) shows a detail of one NPs. Scale bars are (a) 2 nm (both) and (b) 5 nm.

Figure 3.5 shows a comparison of typical HRTEM images of CdSe NPs <5 nm in diam-

eter, acquired in comparable imaging conditions on lacey (a) and CVD-grown graphene

(b). Particles imaged on graphene show a clear contrast improvement in comparison to

the ones deposited on a much thicker lacey support. The inset of Figure 3.5 (a) shows a

higher resolution image, revealing the fringes and individual atoms of nanocrystals. The

measured interplanar spacing (0.43 nm) is consistent with (220) plane of CdSe crystal

(Wurtzite lattice) which indicates we were able to resolve the atomic structure of the

sample reasonably well.
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3.3 Carbon-Silicon Interfaces

Pyrolytic carbon (PyC), is a disordered nanocrystalline graphitic material which can be

formed through gas phase dehydrogenation (or pyrolysis) of hydrocarbons. This material

exhibits good thermal and electrical conductivity as well as high durability. Moreover,

PyC thin films are promising candidates for electrochemical and sensing applications.

In our group, an adjustable process has been developed for CVD growth of thin films of

PyC using acetylene as carbon feedstock [145]. The microstructure and crystallinity of

the obtained CVD films are crucial to their physical and electrical properties. HRTEM

imaging and FFT/SAED analyses are powerful tools in characterisation of CVD-grown

PyC film. From the FFT/Diffraction Pattern, a parameter termed Orientation Angle

(OA) can be extracted which is an indication of the microstructure of the film. The

relationship between OA and the structure of the PyC is shown schematically in Figure

3.6.

Figure 3.6 Schematic representation showing the relationship between the preferred

orientation of pyrolytic carbon domains (texture) and the orientation angle (OA) obtained

from SAED patterns. Adapted from [146].

On this basis, in order to gain insight into the CVD-grown film’s microstructure, cross-

sectional TEM sample was prepared using Focused Ion Beam (FIB) based technique

(see [145] for more details). Electron microscopy allowed for both short and long range

investigation of the PyC/SiO2 interface and also gave information on the crystallinity

of the PyC grown. An HRTEM image of the cross-sectional interface between PyC and

the SiO2 substrate is shown in Figure 3.7 (a). From this a laminar like deposition is

observed. Further information is garnered from a higher magnification image as shown

in Figure 3.7 (b). This allows for the crystallites to be directly viewed and suggests

that domains are ≈ 2 nm in size. It appears that there is preferential stretching of

crystallites perpendicular to the <001 >direction. The produced FFT of the HRTEM

image in this region was produced and an OA of ≈ 46◦ was observed implying that the
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PyC is highly textured. These observation confirmed that the designed CVD process,

produces high-quality films.

Figure 3.7 (a) Low mag HRTEM image of the interface between PyC and the SiO2

substrate. (b) HRTEM image of the interface between PyC and the SiO2 substrate. The

nanoscale texture of the PyC domains is evident. Inset: FFT of HRTEM image, an

orientation angle of 46◦ is observed.

Our group has also successfully demonstrated another novel application of nanocrys-

talline/amorphous graphitic films termed as carbon-silicon Schottky Barrier Diodes

(SBDs) [147]. There are many factors that have a significant effect on the electrical

properties of the diode such as the barrier height, the insulating layer between metal-

semiconductor and the interface states. In addition, the stability of the interface be-

tween metal-semiconductor structures is one of the most critical conditions in diode

performance. There were two types of carbon film, PyC and Pyrolysed Photoresist Film

(PPF) which is made be annealing a photoresist at elevated temperatures (≈ 1000 ◦C).

To this end, cross-sectional HRTEM technique was employed to investigate the interface

between the silicon substrate and the carbon film.

Figure 3.8 shows HRTEM and corresponding FFT analyses of three layers present across

the PyC-Si SBD sample. The gas phase deposited PyC film shows a slight laminar

structure parallel to the underlying substrate. The OA was measured to be ≈ 57◦,

corresponding to a medium-textured structure which is in agreement with HRTEM

image. Moreover, the FFT of the interface layer suggests that it is amorphous. This

could be attributed to the incomplete graphitisation at the interface or a remaining oxide

layer on top of the substrate.

Figure 3.9 shows TEM analysis of the PPF-Si SBD. Corresponding FFT of different areas

in HRTEM images have been produced which clearly show different type of structure

present across the sample. From FFT of the topmost layer no discrete diffraction spots
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Figure 3.8 HRTEM images and their corresponding FFT across the interface, indicating

presence of a thin amorphous interface between Si substrate and the medium-textured

PyC film.

can be resolved and it consists of diffused concentrating rings, typical for a randomly

arranged structure with very small structural units with short range ordering. Moreover,

no recognizable interface different from the PPF itself is detected with typical FFT of

an amorphous material. The spots in the FFT are from single crystal silicon substrate

which is more evident by looking at the FFT of substrate typical for a sample exhibiting

an undisturbed periodic structure over the whole area observed.

These results further indicates the invaluable role of TEM analysis in nanocarbon re-

search.

3.4 Conclusions

The successful growth of large-area high-quality graphene has been demonstrated in this

section. Furthermore, a modified reliable method for clean large-area transfer of CVD-

grown graphene onto TEM support has been outlined. The capabilities of graphene

as a perfect TEM support was shown. GRIP process has been described for making a

carbon-graphene cloth-like mesh. It allows for flexible and easy handling of monolayer

suspended graphene. The utility of the mesh has been shown as a superior TEM support

for imaging NPs. The carbon-graphene composite structures might also be useful in more
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Figure 3.9 HRTEM and the corresponding FFT analyses of PPf/Si substrate, showing

the presence of a very thin amorphous interface.

general applications, as GRIP provides a flexible platform to handle graphene with pat-

ternable carbon support. This may allow for fabrication of suspended graphene devices

such as membranes or electrodes and multi-layered stacking of graphene. Furthermore,

the importance of HRTEM/DP analyses in the characterisation of thin graphitic film

interfaces were demonstrated by two practical examples.



Chapter 4

Modification of CVD of Graphene

via Catalyst Optimisation

This chapter is adapted from the paper published in the journal Carbon [148]. CVD is a

well-established method for growing high-quality large-area graphene, of great interest

for applications such as electronics [24, 39, 55, 149]. The graphene, prepared by this

technique is of high quality and can be further processed directly on the catalytic sub-

strate (as-grown) or after transferring to a desired substrate. CVD growth of large-area

monolayer graphene on transition metal substrates has been widely explored. However,

despite the significant progress made in this field, there are still some bottlenecks to

be overcome. One of the drawbacks of this technique is that the obtained graphene

typically contains some bilayer/multilayer areas [150]. This can deteriorate the elec-

tronic and optical properties of graphene due to the lack of uniformity introduced by

the multilayer islands [151, 152].

4.1 Suppression of Multilayer Graphene

To avoid the detrimental effects caused by the above-mentioned multilayer islands, one

option is fine-tuning the parameters of the CVD process such that the bilayer/multi-

layer islands are suppressed. A reliable and efficient way is modification of the catalyst’s

surface which is outlined in this Chapter. Other approaches include implementing a post-

growth H2 etching step [152], pulsed-CVD as opposed to continuous dosing of carbon

feedstock [151] and very recently via a tungsten foil placed inside a copper enclosure

[153]. Using this approach, without needing to functionalise or carry out additional

treatments, the electronic properties of as-grown graphene can be improved. During

an inkjet-printing study for making Graphene Field Effect Transistors (GFETs) [154],
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we discovered that chromium affects the graphene growth process. In that work it was

found that for high concentrations of the chromium-containing ink, the growth had

been completely suppressed but interestingly, high quality graphene had been grown

in the vicinity of that region. The approach of modifying the catalyst, has previously

been reported by the a group in Cambridge, where they used of a Ni-Au alloy cata-

lyst for low-temperature graphene growth [155]. In that work, they suggest that gold

lowers the stability of surface carbon and thereby lowers the graphene nucleation den-

sity significantly. However, the resulting graphene grown by the aforementioned alloy

catalyst was a combination of monolayer and bilayer/multilayer in contrast to copper

that assures monolayer graphene with sparse secondary graphene islands on top. As

discussed before, this is due the negligible solubility of carbon in copper, making the

process as what is known as “self-limited” growth mechanism on copper. This means

once the whole surface of copper catalyst is covered by fisr layer of graphene, the incom-

ing carbon species have no longer access to catalyst surface and as a result, the growth

stops. Chromium has been used in steel-making industry for many years in the mass

production of high-strength and corrosion resistant stainless steel; and it is well-known

that chromium partakes in strengthening of the materials by forming various carbides

at the grain boundaries. Based on the previously-observed effect of chromium ink in

and the above-mentioned role of chromium in stainless steel, it was it has been decided

to investigate the effect of controlled introduction of chromium into the CVD process.

The presence of chromium can be employed to manage the excess carbon during growth

by sequestering it within carbides. Thus one can ensure that the growth will proceed

without interruption. Various characterisation techniques namely optical microscopy,

SEM, Raman spectroscopy imaging and X-ray photoelectron spectroscopy (XPS) were

used. Additionally, carbon isotope labelling in conjunction with scanning Raman spec-

troscopy was employed to elucidate the CVD growth process in presence of chromium.

We establish that chromium has a strong effect on multilayer formation and propose a

mechanism for this effect.

4.2 Methodology

To enable assertive analysis of the evolution of growth under the effect of chromium,

a thin layer of chromium was site-specifically sputter-deposited onto the copper foils

through a shadow mask (see Figure 4.1, step 1-3). This way, there was always a clear

border between the region on the copper surface in which the graphene growth had been

altered by chromium. In order to investigate the evolution of graphene islands during

the growth in the regions containing chromium, the isotope methane labelling method

[156] together with various growth times was used. The growth step was performed,
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Figure 4.1 Schematic representation of sample preparation process flow.

by introducing a gas mixture 10 sccm of 12CH4 or 13CH4 and 5 sccm of H2. Then a

dribble flow of 12CH4 and hydrogen was set and the furnace was force-cooled to room

temperature via compressed air. The as-grown graphene was transferred to the desired

substrate according to the procedure outlined in Chapter 2.

4.3 Chromium Influence on Closed Graphene Layers

Formation of multilayer islands is an undesirable element in the CVD of graphene, the

common belief is that the multilayer islands grow by catalytic decomposition of active

carbon radicals, CHx (0 ≤ x ≤ 3), between the first layer and copper substrate [156, 157].

A convenient way to suppress the formation of these multilayers is to bind them and

hence eliminate them from any further involvement in the reactions taking place during

the CVD process.

Transition metals and their compounds are widely used as catalysts; for example in

hydrogenation and dehydrogenation, polymerisation [158, 159] and in the field of carbon

research in carburisation reactions [160, 161]. Among transition metals, those with

a large number of d-vacancies (chromium has 5 d-vacancies) decompose the carbon

precursor and form stable carbides. Comparing the binding energies of various active

carbon species on the copper surface during CVD [50] to those of different chromium

carbides, indicates that nucleation of carbides is thermodynamically more favourable

[162–165]. To this end, chromium was chosen for the purpose of multilayer suppression.

In order to ascertain the behaviour of chromium in the actual experimental conditions

of growth, two sets of samples were grown with the same experimental conditions: one

with a thin layer of chromium on top of the copper substrate and the other with no

chromium. Then, the as-grown samples were examined using high-resolution SEM and

EDX analysis to determine the resulting growth qualities. Figure 4.2 shows the effect of
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Figure 4.2 Effect of chromium on the suppression of multilayer (ML) islands. (a) SEM

image of a sample with no Cr. The black, green and red arrows show wrinkles, monolayer

graphene and Cu grain boundary (b) SEM image of a sample with 40 at. % chromium.

The red arrow shows an individual nanowire-like feature. (c) Zoomed-in image of the

dashed red box in (b) showing an area with an individual worm used for recording EDX.

(d) EDX spectra taken from point 1 and 2 in image (c). (e) Growth model in the area

with no chromium. (f) Growth model of chromium-containing area. The growth time was

10 min for both samples. Scale bars in (a) and (b) are 4 µm.

chromium on graphene growth. Figure 4.2(a) shows an SEM image of an area of normal

growth that contains no chromium. The dark spots spread over the image are multilayer

islands indicated by green arrows. On the bottom of the image, the brighter area is

another copper grain whose boundary is marked with a red arrow and the black arrows

show the wrinkles which are usually observed in CVD-grown graphene and attributed

to thermal expansion mismatch between graphene and copper [166, 167]. Figure 4.2(b)

depicts an area influenced by chromium. The first difference is that the dark spots seen

in (a) are absent here, suggesting the formation of multilayers has been suppressed.

However, we do see additional white features (marked with unfilled red arrow) that

have a nanowire-like morphology. The nanowire features are shown in more detail in

Figure 4.2 (c). Figure 4.2(d) shows the EDX spectra taken from an individual nanowire

feature (point 1) and a reference point (point 2) indicated in Figure 4.2 (c). The EDX

spectra shows that in addition to carbon and copper the nanowire feature also contains

chromium, suggesting that some chromium carbide has formed in these regions. Based

on these results, we propose that some carbon reacts with chromium forming a carbide

during growth. Both chromium and carbon are largely insoluble in copper, suggesting



Chapter 4. Modification of CVD Graphene 75

Figure 4.3 (a) SEM image of nanowire-like features taken with the InLens detector at 0.7

kV. (b) The same area shown in (a) but taken by EsB detector; and (c) SEM image of an

individual nanowire-like feature.

that they will exist almost completely as surface species. More detailed morphological

and compositional analyses of the nanowire feature are presented in Figure 4.3.

SEM images of the same nanowires were recorded with an InLens detector, shown in

Figure 4.3 (a), and an EsB detector which is shown in Figure 4.3 (b). By means of

the EsB detector, a clear compositional contrast of the surface can be afforded. This

is due to the special design of this detector which enables exclusive detection of low-

loss backscattered electrons which carry compositional information of the sample surface.

The major benefit of this detector is that imaging can be done at very low voltages, which

offers both minimal beam-induced damage for sensitive samples like graphene, as well

as ensuring surface detection sensitivity and compositional contrast from the outermost

layers of the sample. Since the backscattering cross-section dramatically drops for lighter

elements, lighter elements appear darker in the images taken by this detector. To this

end, we can ascertain that the dark contrast of the features in Figure 4.3 (b) suggests

that the nanowires are made of elements with lower atomic number than that of the

copper matrix (6C, 24Cr, 29Cu). It should be noted that the reason why the nanowires

appear brighter in (a) is that, since the InLens detector is basically a SE detector which

is positioned inside the microscope column, then contrast enhancement due to the edge

effect [168], observed in standard SE images, occurs here as well. It should also be noted

that dark spots in image (b) (and less pronounced in image (a)) are indeed multilayer

islands. Since multilayer islands are located underneath the monolayer graphene [157],

the probability of generated signal electrons that can reach the detectors are less than

that of monolayer graphene; hence they appear darker in the electron micrograph. This

effect is more prominent in EsB image comparing to the InLens image, as basically the

cross-section of BSEs is smaller than SEs.

Additionally, XPS measurements on copper foil before and after growth are presented

in Figure 4.4 (performed by Dr. N. C. Berner in our group), indicating there was no

chromium detectable on the surface after growth. XPS was performed to investigate the

chemical composition (see the table in Figure 4.4(a)) of the catalyst surface before and



Chapter 4. Modification of CVD Graphene 76

Figure 4.4 XPS analysis of the chemical composition of the catalyst surface. (a) Table of

chemical composition of the three samples. (b) The survey scan of the reference sample.

(c) The survey scans of the sample before and after growth. (c) Cr-2p core-level spectra

of the sample before and graphene growth.

after growth. Three samples were measured by XPS: a blank copper foil (labelled as

reference sample in Figure 4.4), a copper foil with a 1 nm thick chromium layer deposited

on top through a shadow mask (labelled as before growth), and the same sample after

the growth of graphene (labelled as after growth). The spectrum in (a) shows the

survey scan of the reference sample containing a number of prominent peaks related

to carbon, copper and oxygen which are attributed to the copper foil and hydrocarbon

contaminants formed during sample preparation and handling. The survey scan spectra

from the sample before (black spectrum) and after the graphene growth (red spectrum)

are shown in Figure 4.4(b). The presence of chromium before growth (11.5 at.% for

a nominal thickness of 1 nm chromium) was established by XPS. The greater oxygen

content in comparison to the reference sample is attributed to the formation of chromium

oxide. The spectrum of the sample after growth contains important information about

the surface species. Firstly, the free chromium signal is absent (574.3 eV); this could

be due to the diffusion of chromium into the copper substrate as well as reaction of

chromium with carbon to form carbides. The reason why the chromium carbide signal

has not been detected is ascribed to the surface abundance of carbides being lower than

the required 5% detection limit of the XPS machine. The high content of carbon in

the as-grown sample (73 at.%) is related to the graphene. Figure 4.4(d) shows the Cr

2p core-level spectra. The spectrum of the sample before growth (marked with the

vertical grey line), contains three major peaks. The first peak appears at ≈ 568.5 eV

and is related to the metallic copper Cu0 [169]. The second peak emerges at ≈ 575.7

eV and the third peak occurs at ≈ 586.8 eV. The deconvolution of the Cr 2p core-level

spectrum, following the fitting parameters established by Allen et al. [170], suggests that
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the chromium present on the copper surface before growth is in the form of CuCrO2

(≈ 576 eV). The as-grown sample however, shows only the Cu0 peak and there is no

signal from chromium-related compounds. All these results again confirm that there

was chromium present on the catalyst surface before the growth and it either reacted

with carbon or diffused into the copper substrate.

4.4 Time-Resolved Graphene Growth

In this work graphene has been synthesised at 1035 ◦C (as this is known to effectively

form high-quality graphene monolayers [39, 171]) and hence the growth is diffusion-

controlled [172]. In this regime the growth rate is nearly independent of the temperature

and is instead governed by the mass transport of reactants at the substrate surface. For

diffusion-limited growth we may use Fick’s laws such that:

J = −D∇φ (4.1)

∂φ

∂t
= D∆φ (4.2)

Where J is the diffusion flux vector, D is the diffusion coefficient, φ is the amount of

substance per unit volume and t is the time. These differential equations highlight the

importance of coverage as a function of time.

Figure 4.5 shows the SEM images and the rate versus time plots; highlighting the effect

of growth time. Other factors involved in the CVD process such as partial pressure of

methane and hydrogen and total pressure of the CVD reactor were kept unchanged to

simplify the interpretation of the results.

Image (a) and (b) show the SEM image of the surface after 30s growth. Both areas show

dendritic growth morphology which is expected for a diffusion-controlled growth [173].

However, graphene domains in the chromium-containing area display a more serrated

type of dendrite. Observation of irregular morphologies with other number of lobes has

been ascribed to the disturbed diffusion path of surface carbon [174]. Image (c) and (d)

depict the SEM images of graphene growth after 120s, with and without the influence

of chromium. Once again, the dark spots in (c) correspond to multilayer islands and

the light background is monolayer graphene. In contrast the white areas in (d) are the

substrate. This indicates that the influence of chromium has led to less complete growth.

The coverage of monolayer graphene for surfaces with and without chromium has been

determined from SEM images and reported in Figure 4.5 in which both areas were fitted

with sigmoidal-type models.This was chosen as the sigmoid functions are typically used
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Figure 4.5 Effect of growth time. (a) SEM image of area with no chromium after 30 s

growth. (b) No chromium area after 120 s. Note the complete coverage and the dark

spots which are multilayers. (c) Area with chromium after 30 s. (d) Area with chromium

after 120 s. (e) & (f) Monolayer coverage vs. time from the surfaces shown in a-d. All

scale bars are 4 µm.

for modelling the systems that exhibit evolution from small beginnings (resembling the

nucleation stage during graphene growth) and reach a saturation after a period of time

(full coverage after the time t). The slope of the fitted curve in the areas with chromium

was extracted to be 0.7 and that of area without chromium to be 1.9, meaning at the

same experimental conditions the growth at the area with chromium was nearly times

slower. In addition to a more serrated growth morphology the surface is covered with

white spots. Measurement of the white spots with EDX (see Figure 4.6) indicates that

they are chromium-related and most likely are chromium carbide.

Figure 4.6 EDX analysis of white spots over the surface of the substrate.
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In order to quantify the evolution of multilayer islands in the chromium-free and chromium-

containing regions, a comprehensive statistical analysis of the size distribution of the

multilayer islands was carried out. For this purpose, tens of SEM images from a number

of samples with full graphene coverage and the same growth conditions were exam-

ined; and an overall area of ≈ 0.02 mm2 was analysed to construct the statistics. This

was achieved by first accurately calibrating the SEM images of both regions and subse-

quently counting the multilayer islands via ImageJ software. Then, standard statistical

parameters were extracted and histograms of the size distribution of multilayer islands

were plotted. The statistical analysis provides concrete proof of the effect of chromium

on multilayer island suppression. Firstly, the total number of multilayer islands within

the chromium-free regions was more than three times than that of chromium-containing

regions. This clearly shows the suppression of multilayers under the effect of chromium.

Secondly, the smaller average size of the multilayer islands in the chromium-containing

regions (see the table below) strongly suggests that those islands which formed during

the growth, could not grow as large as their counterparts in the chromium-free regions

within the same time span. This suggests a delayed growth in the chromium-containing

regions. The results of this analysis are presented in Figure 4.7.

Figure 4.7 Statistical analysis of multilayer islands size distribution.
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4.5 Isotope Labelling

As discussed in chapter 1, isotope composition has been employed as a way to study

crystal growth mechanisms. The application of isotope labelling to graphene was pi-

oneered by Li et al. [124] in an experiment where the evolution of graphene growth

on nickel and copper substrates was investigated by varying the isotopic abundance of

the carbon feedstock. The method is based on the atomic mass difference between 13C

isotope and abundant isotope 12C. The isotope effect manifests itself as a down-shift

in the position of graphene Raman peaks. The 2D band can be down-shifted by about

100 cm−1 and the G band by 60 cm−1 . This is a strong effect and can be used to

label different regions as the graphene grows, and thereby, track the progression of the

growth. In this work, we employed a sequential dosing approach for isotope labelling of

graphene in order to examine the evolution of multilayer islands during growth.

Figure 4.9 (a) and (b) show optical micrographs of graphene formed by first dosing

13CH4 for 90s, then 12CH4 for an additional 90s. This cycle time was chosen such that

the early and later stages of graphene growth are captured with distinct isotope labelling

(see Figure 4.8). The objective of this labelling was to determine when during growth,

multilayer formation occurs.

The graphene transfer to SiO2 in this experiment, allows for easier optical identification

of multilayer islands and eliminates the fluorescent background observed for Raman

spectroscopy on copper. To analyse the growth, scanning Raman spectroscopy was

performed in 25×25 µm2 regions at a number of different locations within the sample.

The spectroscopic information was used to create maps of the summed intensity for the

2D bands as obtained for 13C (2573 cm−1, width = 38 cm−1) and 12C (2680 cm−1, width

= 30 cm−1) feedstock. The broader width of 2D peak for 13C is attributed to those

multilayer islands that are incommensurate (see Chapter 1 under 1.6.2.1). The small

difference between the linewidth of two regions is due to the fact that first not all of

the multilayers are incommensurate and that the multilayers are only small part of the

whole surface area. Figure 4.9 (b) and (d) show the isotopic 2D intensity maps, for a

region without chromium. In these figures we can immediately see that the multilayer

graphene regions (marked with yellow arrows) are labelled by the 13C carbon indicating

that they form since the early stages of the growth. In addition, one can see that the

12C regions are small and filamentary indicating that over 90% of graphene growth

occurs within 90 seconds and the final stages of growth consist of a stitching together

of the individually nucleated graphene grains. It is also important to discuss the role of

interplay between the copper substrate and the carbon species on the surface in terms of

the growth of graphene layers. The formation of a C–Cu–C bridging metal structures

has been discussed previously when considering coalescence of carbon atoms and clusters
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Figure 4.8 investigation of the onset time for the appearance of seeds and layer closing of

graphene. The scale bars are 4 µm.

[175]. Such Cu–C coupling has also been observed experimentally during CVD growth

of graphene on copper [176]. On this basis, it is suggested that the multilayer islands

are in fact the initial graphene nucleation seeds.

Figure 4.9 (d) shows corresponding maps for a region with growth that has been influ-

enced by chromium. The most notable feature in the optical image is that there are no

multilayer islands. Raman 2D and G band maps reveal more information about the fate

of multilayer islands in this region. Firstly, the absence of high intensity spots corre-

sponding to multilayer graphene is a clear indication of their suppression. Additionally,

in the G band map, the contribution of 12C is greater than that of the chromium-free

region which corroborates our previous finding that chromium inhibits the growth rate

of graphene. Finally, the regions in which 13C is detectable describe a rougher, more
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Figure 4.9 Isotope labelling study of multilayer islands. (a, c) Optical micrographs of the

Cr-free and Cr-containing regions, respectively. The scale bars are 10 µm. (b, d)

2D12+2D13 combined maps of the area without and with chromium, respectively.

ornate geometry as would be expected by the strongly serrated growth mode identified

earlier.

4.6 Proposed Mechanism

We may now put forward a tentative growth model for graphene in the presence of

chromium and how it is able to suppress the nucleation of multilayer growth. Away

from the influence of chromium, initial nucleation of graphene growth comes in the form

of simultaneous monolayer and bilayer growth. This is possible because catalysed carbon

species are easily able to reach the upper and lower layer growth fronts. As the size of

the graphene regions increase the catalysed species are less able to reach the growth

front of both layers of graphene and the bilayer formation slows and halts.

In the case of chromium influenced growth, the carbon species form chromium carbide.

The isolated chromium carbide islands reduce the diffusive mobility of the carbon species

on the surface and hence suppress the formation of second-layer growth. In addition,

this leads to a slower graphene layer formation and a rough disordered growth front
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[157]. The chromium carbide islands inhibit diffusion of other carbon species but at the

growth temperature they, themselves are mobile and the gradual ripening of graphene

domains during growth forces the carbide islands to group together at the growth front,

finally coalescing into nanowire features at the final stage of graphene layer closing. So,

the formation of chromium carbide species limits the diffusive mobility of the carbon

growth species which means multilayer graphene islands cannot nucleate.

4.7 Conclusions

It is known that, in CVD growth of graphene on copper, despite the high quality of

graphene obtained, some scattered multilayer graphene islands are also found. These

multilayer are detrimental to the uniformity of graphene. In this Chapter, a viable

method for obtaining an exclusively monolayer graphene has been presented. This

method is based on the surface modification of the copper catalyst by a deposited thin

film of chromium. It has been demonstrated via several characterisation techniques

that, indeed this method ensures complete suppression of multilayer graphene islands,

normally observed with CVD grown graphene. Using the isotope labelling method of

graphene together with other methods, a reaction mechanism for the effect of chromium

on the growth has been suggested.

The main advantage of this approach over the other proposed multilayer suppression

methods is that, it can be utilised in the growth of graphene on other transition metals,

as the basic mechanism responsible for this effect is the chromium mediated formation

of carbides. With the ever-increasing demand for large-area high-quality monolayer

graphene, this method can pave the way to a reliable entirely monolayer growth of

graphene on transition metal substrates.





Chapter 5

Study of Isotope-enriched CVD

Graphene

5.1 Isotope-enriched Graphene

This chapter is adapted from the paper [2] which is in preparation. Isotope-enriched

methane was first used in graphene research by Li and co-workers [124] to study the

evolution of graphene during CVD on nickel and copper substrates. Carbon atoms

can be marked in this way based on the fact that there is a down-shift in the peak

position of Raman spectrum of isotope graphene. Nevertheless, isotopes can impact the

bond strength of the host structure and therefore potentially the mechanical properties.

This is known as kinetic isotope effect [177]. To the best of our knowledge, atomic

resolution study of isotope graphene has not been reported yet; which would be useful

to understand the microstructural changes in the graphene lattice upon incorporation of

13C atoms. In this chapter, the AC-TEM study of isotopically-labelled CVD graphene

sheets is discussed. We show that graphene sheets grown from isotope-enriched methane

show high electron-beam damage resistance; even at high probe currents and prolonged

exposure times. Furthermore, clear alteration of the edges of this type of graphene sheet

is discussed.

5.2 Methodology

There are different possibilities to introduce the two isotopes (using the 12CH4 and
13CH4 gases) into the CVD reactor: (a) Alternating dosing of each isotope into the

reaction chamber over a certain period of time. (b) Pre-mixing the two gases with

85
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desired ratios before introducing to the furnace and, (c) separate independent two full

growths for each isotope. For this study, graphene was grown using 99% pure 13CH4

(Sigma Aldrich) feedstock, and by CVD technique as outlined in Chapter 2.

After transferring as-grown graphene onto Si/SiO2 wafer, scanning Raman spectroscopy

was employed to verify the isotopic composition of produced graphene films. The theo-

retical background of such technique is outlined in Chapter 1. The results are shown in

Figure 5.1.

Figure 5.1 (a) Average spectrum of the scanned area shown in the optical micrograph

(inset). The numbers are showing the 2D, G and D peaks expected for 100 % isotope

graphene. The FWHM of 2D band was measured 48 cm−1. (b) G band intensity map (c)

D: G ratio map indicating low density of defects (d) 2D: G ratio map showing high quality

graphene. All the scale bars are 3 µm.

Firstly, the expected down-shifts in the position of Raman bands (≈ 100 cm−1 for 2D

peak and ≈ 60 cm−1 for G peak), shown by ∆, matches with the purity of isotope

methane gas source used for the growth. Furthermore, the D:G peak intensity ratio

map together with 2D:G ratio map are indicative of a high quality graphene with low

density of defects grown by isotope methane [68, 178–180]. It is also notable the high

intensity areas in G band intensity map and their dark corresponding areas in 2D: G

ratio map, show multilayer islands normally seen in CVD growth [124].
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To assess the quality of graphene samples on TEM grids prior to TEM studies, scanning

electron microscopy and Raman spectroscopy of suspended graphene on TEM grid were

employed. SEM images were taken in several places over the entire TEM grid and a

typical image is shown in Figure 5.2.

Figure 5.2 SEM inspection of transferred isotope graphene on TEM grid. (Right) Typical

Raman spectrum of the graphene membranes marked with red arrows in the SEM image.

The SEM inspection suggests successful large area transfer of graphene sheet onto the

grid. Typical Raman spectrum taken from a number of graphene membranes proves

that they are indeed isotope graphene. The 13 cm−1 up-shift from the peak positions

expected for the isotope sample is attributed to the chemical doping during transfer

process [178, 181, 182]. Effectively, metal ions from the catalyst etchant or airborne

contamination can act as dopant for graphene, moving the Fermi energy away from the

Dirac point depending on the nature of the dopant. As mentioned in Chapter 1 under

1.6.2.3, this results in blueshift of the G and 2D peak.

To ensure the cleanliness of samples meets the minimum requirements for aberration-

corrected TEM study, they were inspected by a standard FEI Titan in STEM mode

whose results are shown in Figure 5.3.

As apparent in the STEM low magnification images (Figure 5.3 (a) and (b)), the coverage

of graphene film on TEM grid is remarkable which ensures that there will be more than

enough areas within the grid to be looked at higher resolutions. Furthermore, the

high resolution TEM image (Figure 5.3 (c)) in conjunction with the typical diffraction

pattern observed in the sample, indicate the graphene is of high quality and well-ordered

which had been confirmed before by Raman. Despite all these qualities, the mobile

general hydrocarbon contaminations were present (marked with red arrows in Figure

5.3 (a) and (c)) which are generally caused by sample box and sample exposure to air.

This can be removed by high vacuum baking at elevated temperatures. To this end,
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Figure 5.3 S/TEM inspection of transferred isotope graphene. (a,b) STEM low

magnification images showing large area coverage. The red arrows in (a) show mark the

contaminations. (c) HRTEM of the same sample. Again red arrows mark the

hydrocarbon-based contaminations.

the samples were baked for several hours in a dedicated vacuum oven with the base

pressure of 1.33× 10−7 Pa at 200 ◦C just before loading into the aberration-corrected

machine or else baked inside the TEM column. This was done to minimise the amount

of hydrocarbon-based contamination caused by handling and other ambient exposure

effects.

All the AC-TEM images were recorded by Dr. J. Kim using the Oxford JEOL JEM-

2200MCO aberration-corrected and monochromated TEM [183, 184], at 80 kV accel-

eration voltage to reduce the knock-on damage of graphene caused by electron beam.

The collected data was corrected using CEOS [64] hexapole correctors. The raw TEM

images were further processed by E. Rezvani, using the customised filters available for

Digital Micrograph software, for easier identification of graphene edge features as well

as lattice alteration within the graphene sheet. All the TEM images presented were

smoothed out by removing the high-frequency information. This was carried out by
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means of a low-pass 3rd order Butterworth filter with a radius of 64 pixels. Then the

resulting image was processed with a band-pass filter with a structure filtering range

of 3-1000 pixels. This was done to level out the frequency cut-off. Despite the fact

the image processing enabled easier identification of Klein Edges (KLs) (carbon atoms

protruding from a zigzag edge), but also caused some subtle features due to the Fourier

filtered noise in the vacuum region next to the specimen.

5.3 Isotope-enriched Graphene: Bonding Properties

5.3.1 Bond Length

The electron beam-induced damage is a well-known phenomenon that adversely affects

the samples being studied by TEM [185, 186]. This issue is particularly prevalent with

fragile carbon nanostructures, especially in the case of HRTEM of 2D films [92, 187].

Knock-on damage, or sputtering of atoms, by the electron beam has been widely dis-

cussed in the literature. Meyer and co-workers [188] showed in a meticulous study that

the knock-on damage, which is caused by the impact of probing electrons with the nu-

cleus of the sample, differs from other radiation damage mechanisms such as chemical

etching. They experimentally obtained a knock-on threshold of 80 kilovolt for monolayer

defect free graphene. The same work reported that isotope-enriched graphene was more

robust and showed lower radiation damage. We first discuss in simple terms the origin of

the higher robustness of isotope and graphene and then will present some experimental

evidence.

We begin by considering what actually dictates the inherent strength of a material; the

strength of chemical bonds between the building units of that material. In order to

analyse the chemical bonds, understanding potential energy surfaces and hence inter-

nuclear potential energy is important. In quantum chemistry, the harmonic oscillator

approximation is used to explain the vibrations of a diatomic system and the quan-

tum mechanics solution for it, help to formalise the potential energy. The heavier the

molecule or atom, the lower the frequency of vibration and the smaller the zero point

energy. Conversely, lighter molecules or atoms have a greater frequency of vibration and

a higher zero point energy. This results in different bond dissociation energies meaning

heavier isotopes have higher dissociation energies. This effect is called kinetic isotope

effect (KIE) which makes the isotopic labelling a very powerful method in physical or-

ganic chemistry to determine the reaction pathways and other bonding characteristics

[189]. Nonetheless, based on the potential energy curves, heavier isotopes should have

shorter bond length. In contrast to this principle, in this work experimental evidence
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of significant bond lengthening in isotope graphene samples was observed compared to

normal graphene. Figure 5.4 represents the 13C– 13C bond length analysis in the bulk

lattice of graphene.

Figure 5.4 Bond length analysis (a), (b) AC-TEM images of the isotope graphene with

Klein edges (c) typical intensity profile taken from a box around the Klein edge (e.g. black

box in (b)). (d) Distribution of bond length in the inland of graphene landscape (e.g. red

boxes in (a) and (b)). (e) Distribution of bond length of Klein edges measured in a

number of samples (e.g. green boxes in (a) and (b)). Scale bars are 5 Å.

To ensure the reliability of bond length measurements, after calibration of scale bars

produced by the microscope, a comprehensive analysis was carried out on over 300 pairs

of atoms. This was implemented by measuring the intensity profile of each pair of atoms

across 5 sets of samples and several locations within each set of samples were examined.

Figure 5.4 (a-c) show representative AC-HRTEM images of isotope graphene recorded

from three different samples. A typical intensity profile (taken from the blue dotted box

in Figure 5.4(b)) is shown in Figure 5.4(d). A histogram was constructed to analyse the

distribution of bond length in the bulk-lattice of isotope graphene (Figure 5.4(e)). The

areas marked by red in Figure 5.4 (a), (b) & (c) denote areas in which bond lengths

were analysed. Then the histogram in Figure 5.4 (d) was fitted with a Gaussian curve

and the peak position was taken as the average bond length value for 13C– 13C bonds.

The bond length was measured 166 pm ± 7.34 pm (measurement standard error plus a
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pixel size) for the isotope graphene which is considerably longer than that of “normal”

graphene (142 pm). The 13C– 13C bond length has been measured with accuracy of

±2 pm using Solid State Nuclear Magnetic Resonance (SSNMR) spectroscopy and values

up to 400 pm have been reported [190]. Our results from AC-TEM assisted bond length

measurements are in agreement with the trend of literature SSNMR values. Having

presented all these data, it should also be noted that such long bond lengths question

the established theories, which in itself could be exciting but also has to be treated very

carefully to avoid any mistake. Therefore, further confirmation of this observed bond

lengthening is crucial.

It should also be pointed out that the monolayer isotope graphene specimens were often

observed over an unprecedented time space typically up to about half an hour prior to

beam-induced damage at 0.2 nA spread over a circle of diameter of approximately 60

nm when the beam was diverged to a small 1.0 nm probe. This is a further empirical

evidence of the excellent bond strength in isotope-enriched graphene. However, this

could also be caused by a change in the cross-section of secondary electrons, leading to

a more “gentle” beam. This scenario requires further investigation.

5.3.2 Abundant Klein Edges

Among all types of periodic edge configurations reported for graphene, the armchair

edges are the most thermodynamically stable [92, 191, 192]. Accordingly, they are the

most frequently observed. However, under the effect electron beam irradiation, the

system moves away from thermodynamic equilibrium and, as a result, the probability of

observing other less stable edge types such as zigzag edges increases. KLs are another

type of thermodynamically unstable edges and are traditionally described as an (array

of) extra carbon atom bonded to a graphene edge carbon atom in a zigzag edge and

which contributes to the delocalised π-bonding network [98]. KL structures in the TEM

environment stem from sputtering that creates a transient state before they are sputtered

into another zigzag edge after several seconds. The Extended Klein edges (EKLs) were

only recently observed experimentally [94] using monochromated AC-TEM; highly stable

KLs had, however, been theoretically predicted before [98]. The abundant observation

o KLs in isotope graphene is ascribed to the KIE that affects the bond strength in

isotopically-labelled compounds. Isotope-enriched graphene is not an exception and

upon replacing the 12C with 13C atoms during CVD growth, stronger bonds form within

graphene lattice between isotope carbon atoms. This results in a net improvement of the

lattice strength, emerging as for instance stabilisation of otherwise transient unstable

edge states such as KLs.
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This observation was not limited to one sample and a few places. Contrarily, these edge

states were detected in several isotope-enriched graphene samples and in many locations

in each sample.. Figure 5.5 shows two out of several EKLs observed in this study.

Figure 5.5 Abundant observation of extended Klein edges. (a, b) Representative

AC-TEM images of EKLs in two different samples. (c, d) the corresponding schematic

models of images in image (a) & (b). (e) Histogram of bond length distribution of KLs

among all the samples studied in this work.

Figure 5.5 (a) & (b) represent EKLs in two different samples. Figure 5.5 (c) & (d) are

the associated schematic model of the edge configuration and the histogram in (e) shows

the KLs bond length distribution across all 5 samples.

The average bond of KLs was obtained via the same method described in the previous

section and the same value (166 pm ± 27pm). Even though the average bond length of

KLs was nearly equal to the bond length of bulk lattice of graphene, a higher degree of

variation of bond length was observed. This is attributed to the nature of the KLs being

singlet or doublet. Such configurations are shown in Figure 5.6. Once again, we ascribe

the presence of such EKLs and EKLDs to the stronger bonds that are more resilient

to the E-beam sputtering. More experimental evidence of abundant KLs is shown in

Figure 5.7.

5.3.3 Unusual Heavily Deformed Edge

If we look back at Figure 5.5 (a) & (b), we can clearly see that the edge rings are nei-

ther normal 6-membered rings nor 5-7 ring pattern which is seen in some restructured

edges [191, 192]. While these uncommon ring patterns have been predicted to be seen at

grain boundaries [193, 194], but has not been reported experimentally in literature. It is
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Figure 5.6 Klein edge singlets and doublets. (a) AC-TEM image of a KL singlet and (b)

the intensity profile along the red box in image (a), highlighting the equal bond lengths.

(c) AC-TEM image of a KL doublets and (d) the corresponding intensity profile taken

from the blue box in image (c). Scale bars are 0.5 nm.

suggested that this edge reformation could be related again to different bonding charac-

teristics of isotope graphene comparing to normal graphene, allowing bond modification

during TEM observation.

5.4 Conclusions

In this Chapter, I showed that isotope graphene has different bonding properties com-

paring to normal graphene. Kinetic isotope effect, a well-known phenomenon that influ-

ences the bond strength in a material, was experimentally observed in isotope-enriched

CVD-grown graphene. Despite these experimental proofs, further confirmation of such

unusual bond lengthening is necessary as it it opposes established principles in quantum

chemistry.

It is however postulated that the KIE manifests itself as longer bond length in isotope-

enriched graphene. Furthermore, it was found that majority of the KLs have the same

bond length as they are single KLs. The average bond length of KLDs was ≈ 33%
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Figure 5.7 Abundant observation of KLs across various sets of isotope graphene samples.

It should be noted that the images are raw TEM data.

longer than that of single KLs. Significant abundance of Klein edges of various types

was another unusual observation in isotope graphene. Such abundant observation of

KLs of any type is quite uncommon in “normal” graphene.

In order to theoretically explain three main experimental observations, longer bond

length of isotope-enriched graphene and abundant observation of uncommon edge fea-

tures, simulations are being run in collaboration with Oxford image analysis group.

Density-functional theory (DFT) calculations of the ground-state of the bulk will be

able to confirm the observed structural stability and reproduce the measured 13C– 13C

bond length reported here of 166 pm. Concerning the presence and frequency of the

various Klein edges, DFT calculations can be done to test the stability and energetics

of this behaviour as has been done previously for edges in 12C graphene [94, 195]. Com-

parison of these results should confirm that the stronger bonds in 13C graphene lead to

the interesting edge behaviour.



Chapter 6

Study of Plasma-Functionalised

Graphene

HRTEM/EELS has been used successfully before to characterise various form of carbon

materials such as soot [196, 197], carbon onions [198], DLC [199] and indeed for analysis

of graphitic carbons as a subcategory of this family [200–203], to name a few. Graphene

as the mother of the all sp2-bonded nanocarbons, is no exception to this, therefore ,

HRTEM/EELS should be applicable to study the microstructural changes of graphene.

Based on this motivation, this Chapter deals with the TEM/EELS investigation of

plasma-functionalised CVD graphene. First, we present an overview of the reasons

behind the functionalisation of graphene, some potential applications of the resulting

graphene, as well as some of the state-of-the-art methods to carry out the functionalisa-

tion process. The remote plasma-functionalisation and its particular characteristics are

then introduced. Finally, a TEM/EELS-based characterisation protocol is proposed as

an assessment tool, for graphitic materials after plasma treatment.

6.1 Functionalisation of Graphene

Despite its extraordinary properties, graphene is inherently a gapless material so it can

not be immediately used for digital electronic applications. However, introduction of

dopants has been proposed for applications such as nanoelectronics [204, 205] sensing

and catalysis [206].

In particular, nitrogen dopants can act as electron donors in nitrogen-doped (N-doped)

graphitic systems. N-doping of graphene is advantageous for high frequency semiconduc-

tor device applications [207] and this material is considered an excellent candidate for
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energy storage and solar cell applications [208–211]. Most recently, N-doped graphene

has been reported to act as a catalyst in oxygen reduction reactions (ORR) which are

crucial in energy conversion [212–214].

For chemical functionalisation there are several sub-categories of doping, namely surface

doping and substitutional doping which can both give rise to either p-type or n-type

electronic behaviour. Substitutional nitrogen doping of graphene has been reported by

means of different techniques such as chemical vapour deposition [215], annealing under

ammonia atmosphere [207], arc-discharge of graphite under pyridine/ammonia ambient

[216], wet chemical routes [217] and nitrogen plasma treatment [218].

6.2 Remote-Plasma Functionalisation

In order to realise the above-mentioned applications of functionalised graphene, a pro-

cess that provides precise control over the quality and surface chemistry of graphene is

required. Plasma treatments allow for the introduction of controlled levels of functional-

ities onto surfaces without the need for wet chemical steps. This makes it a clean, green

technique and compatible with industrial processes. Nevertheless, one of the drawbacks

of the plasma-based functionalisation methods is that it causes unfavourable physical

damages to the surface, creating perforations, holes or tears.

We have developed a downstream plasma doping technique [79] using a custom-built

apparatus in which the samples are placed at a location remote from the plasma source

(described in Chapter 2), thereby minimising the destructive effect of plasma species.

Using this approach, an initial oxygen plasma treatment is performed on the pristine

sample creating active sites for accommodating further functional groups. A subsequent

plasma treatment is then carried out with a mixture of hydrogen and ammonia which

simultaneously reduces and N-dopes the graphene. Elsewhere, a similar approach has

been shown to simultaneously reduce and N-dope graphene oxide powder [78]. In spite

of its crucial importance, details on the mechanism of incorporation of heteroatoms into

graphene remain unclear. Figure 6.1 illustrates the process flow in the plasma treatment

process and shows possible configurations of nitrogen in N-doped graphene.

In the following sections, we aim to picture the capabilities of HRTEM in conjunction

with EELS, to obtaining more insight into the evolution of graphene lattice upon each

plasma treatment step by our remote-plasma system.
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Figure 6.1 Schematic illustration of graphene lattice evolution upon plasma treatments

(a) pristine graphene (b) oxygen-plasma treated graphene (c) H2+NH3 plasma treated

graphene.

6.3 HRTEM/EELS in Graphitic Materials Research

While Raman spectroscopy is an excellent technique for characterisation of the crys-

talline nature of graphitic materials, it does not provide any chemical information about

the sample such as the nature of dopants. HRTEM/EELS as a characterisation kit, being

carried out with the same instrument, provide both imaging and compositional insights

into the foreign atoms when properly set up. EELS is a powerful tool for characterising

the extent of ordering in sp2-bonded carbon systems. Interpretation of the definition,

position and intensity of various features in the EEL spectrum, enables changes in the

chemical states and crystalline structure [219–221] to be monitored. In particular, the

appearance and definition of the features within the core loss region are excellent mea-

sures of the extent of ordering and graphitic character. Qualitative comparison of the

carbon K-edge features provides an immediate measure of the extent of order and, as

the sample gets more ordered, these features become more defined [220]. This stems

from the fact that the more extensive the periodicity and symmetry between atomic

positions, the higher the density of unoccupied states [222]. Before we discuss the case

of plasma-functionalised graphene, a brief overview of some the topics related to EELS

of carbon-based materials as a family, is presented.

6.3.1 Carbon K-edge EELS features

The features contained within the carbon K-edge are due to the loss of kinetic energy

of electrons in the incident beam to the specimen, exciting an atomic 1s electron to

unoccupied orbitals above the Fermi level. The first feature at 285 eV is due to a

transition of a 1s electron to the π∗ anti-bonding orbital, the next ≈ 20 eV contain

features due to excitations to σ∗ states. Furthermore, within the C K-edge NES, a

feature is observed at approximately 330 eV caused by multiple scattering [223] (labelled

as MS). Figure 6.2 shows a typical core-loss EEL spectrum obtained from a graphitic

material.
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Figure 6.2 Typical carbon K-edge obtained from a graphitic material (reproduced

from [224]).

6.3.2 Measurement of Bond Type

As mentioned in Chapter 1, carbon materials are highly versatile owing to the strong

dependence of their physical properties on the ratio of sp2 to sp3 bonds. EELS performed

in a TEM is currently the preferred method to quantitatively extract the sp2 fraction of

carbon-based materials at a high spatial resolution. The high-energy incident electrons

can produce transitions from 1s core level electrons to unoccupied solid states, and

the resulting ELNES reflects features in these unoccupied electronic states, namely π∗

and σ∗ for carbon atoms. The carbon K-edge spectrum can thus be interpreted as

a superposition of integrated intensities over an energy window, which are related to

transitions from the 1s core level to states projected distinctly on pz or (px, py) symmetry

orbitals. These two intensities are Iπ∗ and Iσ∗ , and their relative weight is described by

the normalised R =
Iπ∗

Iπ∗ + Iσ∗
ratio. As Iπ∗ is exclusively provided by carbon atoms

in sp2 hybridisation, the comparison of the normalised ratio of the unknown carbon

material with that of a suitable 100% sp2 reference material such as highly-ordered

graphite, gives a quantity directly proportional to the sp2 fraction [225, 226]. The

usual methods dedicated to extract R-ratios from experimental C K-edge spectra can

be divided in two groups. The first group is based on the assumption that there is no

overlap between the π∗ and σ∗ peaks. The most widely-used method is the “two-window

method” established by Berger and McKenzie [225, 226] by which to characterize the

sp2/sp3 contents of DLC films by taking the ratio of the area within an integration

window centred upon the π∗ feature at the C K-edge (e.g. a 5 eV window onset at 282.5

eV) to the area within a window containing both π∗ and σ∗ features (e.g. a 20 eV window

onset at 282.5 eV). It is also possible to perform the integration at the lower edge of both
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windows aligned to the edge onset. In the second group, there are methods which take

into account the overlapping between the π∗ and σ∗ components. Within this group, the

most feasible method involves fitting a portion of the spectrum by combination of only

three Gaussian functions [227, 228]. Briefly, the 1s to π∗ peak intensity at the C K-edge

(background subtracted and deconvoluted to remove plural scattering), Iπ∗ , is measured

using a Gaussian fitting procedure and normalised to the total C K-edge intensity in

a window of up to 20 eV extending from the edge onset. The major drawback of the

second type of methods is that the fluctuations in the fitting process, can give rise to

significant uncertainties in the R-ratio calculations. Therefore, as previously pointed

out in an earlier study [229], this method can not reliably extract R-ratios from EELS C

K-edge spectra. Hence, the first category of methods are favourable to deduce the sp2.

In order to calculate the sp2 from the normalised intensity ratio, the most used formula

is what was proposed first by Cuomo et al. [226]:

Iu
π∗/I

u
σ∗

Is
π∗/I

s
σ∗

=
3x

4− x
(6.1)

where x is the sp2 fraction, and u and s stand for unknown and standard (reference)

samples, respectively.

6.4 Electron Microscopy of Plasma-Treated Graphene

The graphene samples for this work were prepared using the method described in Chap-

ter 2. The same holds true for subsequent transfer of as-grown samples onto the TEM

support. The as-transferred samples were then loaded into our house-built furnace for

performing the remote plasma treatment as explained before in Chapter 2.

6.4.1 HRTEM Studies

Figure 6.3 shows HRTEM images and corresponding fast Fourier transforms (FFT) of

pristine and plasma treated graphene. At least 10 areas were assessed when performing

HRTEM to ensure the reproducibility of the results. Thus, the presented images here

are representative of the microstructures observed for each set of samples.

In the case of pristine graphene (Figure 6.3 (a1)) lattice fringes are resolved, indicat-

ing the presence of a highly-crystalline structure. To further evaluate the quality of

graphene, EDP was recorded (Figure 6.3 (a2)) which shows perfect six-fold symmetry

spots indicative of a highly-crystalline lattice. Furthermore, one can get more infor-

mation about the number of layers present based on the intensity of inner and outer
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Figure 6.3 HRTEM analysis of pristine and plasma-functionalised graphene. (a1)

Smoothed HRTEM image of pristine graphene and, (a2) the corresponding EDP. The red

dotted line shows where the intensity profile was generated. (b1) HRTEM image of

O2-plasma treated graphene and, (b2) the corresponding FFT. (c1) HRTEM image of

H2+HN3 plasma treated graphene and, (2) the corresponding FFT.

spots in the DP as elaborated in Chapter 1. The intensity ratio analysis was performed

along the red dotted line in Figure 6.3 (a2). This result along with those from Raman

spectroscopy (not presented here due to irrelevance), confirmed that the graphene was

monolayer. The intensity profile of the EDP and the the FFT of Figure 6.3 (a1) are

shown in Figure 6.4.

Figure 6.4 (a) FFT of HRTEM image of pristine graphene. (b) The intensity profile

along the red dotted line in image (a2).
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The HRTEM image and FFT of an O2-plasma treated sample (see Figure 6.3 (b1) & (b2))

undergo a significant change. No considerable features can be resolved in the HRTEM

image. From the corresponding FFT of the HRTEM image, no discrete diffraction spots

can be resolved and it consists of diffused concentric rings which are typical for randomly

arranged structures with very small structural units with short range ordering.

Upon reducing with the subsequent H2+NH3 plasma treatment, the sample experiences

an obvious change in terms of crystallinity and ordering once again. This is apparent

in the HRTEM image (Figure 6.3 (c1)), as lattice fringes have appeared to some extent,

indicative of some lattice restoration and partial ordering. The corresponding FFT of

the HRTEM (shown in Figure 6.3 (c2)), displays some reversion from diffuse rings to

discrete spots, however, a full set of spots is not observed as was the case for pristine

graphene; which implies partial ordering or crystallinity following the H2+NH3 plasma

treatment.

6.4.2 EELS Studies

Figure 6.5 shows EEL spectrum and the carbon K-energy ELNES of pristine graphene,

O2-plasma treated and H2+NH3-plasma treated graphene. In the case of pristine graphene,

as evident in Figure 6.5 (a) and (b), the sharp and very well-defined π∗ and σ∗ peaks,

with four well defined shoulders detectable for σ∗ peak within ELNES, are all signs of

long-range periodicity and symmetry in the extremely crystalline structure of graphene.

To some extent, it is appropriate to assume that the density of these unoccupied states

is intrinsically linked to and in some cases mirror the density of the actual bonding

orbitals.

In the case of the O2-plasma treated sample, shown in Figure 6.5 (c), poorly-defined

π∗ and σ∗ peaks are indications of a highly disordered graphitic carbon. Moreover, an

intense oxygen K-edge peak shows the successful oxidation of graphene with our remote

plasma.

The subsequent H2+NH3 plasma treatment of the oxidised graphene (see Figure 6.5 (c))

leads to better definition and higher intensity of the π∗ peak, indicating an increase in the

extent of ordering and a restoration of crystallinity in the graphene lattice. Moreover,

the now less intense O K-edge peak implies that oxygen has been removed. The oxygen

functional groups are removed through reactions with hydrogen and ammonia radicals

and are either substitutionally replaced by nitrogen groups or else restoration of the

graphitic lattice occurs.
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Figure 6.5 EEL spectra of pristine and plasma-treated graphene samples. (a) Pristine

graphene. (b) Carbon ELNES of pristine graphene sample. The inset is a zoomed-in view

of the σ∗ peak. (c) EEL spectrum of O2-plasma treated graphene. The inset is zoomed-in

view of C K-edge. (d) EEL spectrum of H2+NH3 plasma treated graphene. The inset is

enlarged view of C K-edge.

6.5 Conclusions

In this Chapter I have demonstrated the capability of HRTEM/EELS as a powerful char-

acterisation tool for quality assessment of the plasma treated graphene. This method is

relatively straightforward to implement and fairly trivial to interpret. The reason behind

this is that the C K-edge ELNES contains three distinct peaks that evolve upon any

perturbation to the carbon lattice under examination. This method can be extended to

other members of the family of nanocarbons to reliably monitor the structural evolution

upon plasma functionalisation as an intervening method to the crystal lattice of carbon.

In the case of our system, we showed the evolution of pristine untreated graphene to

a disordered oxygenated graphene upon O2 plasma treatment and subsequent partial

restoration of crystallinity of the graphene lattice following H2+NH3 plasma. This

study further probes our N-doped graphene using several spectroscopic techniques, thus

offering further information on the nature of doping in graphene.
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Conclusions and Outlook

This study set out to explore the potential and the capabilities of TEM-based charac-

terisation techniques in the emerging field of carbon nanomaterials, graphene in partic-

ular. The study was divided into parts; the first part has been exploring the potential

application of HRTEM/EELS as a characterisation tool in the field of functionalised

graphene. Despite existence of a rich literature on EELS study of graphene and other

carbon based materials, a dedicated coherent body of literature on HRTEM/EELS of

plasma-functionalised graphene is lacking. The main empirical findings on this topic

were summarised in Chapter 6: Electron Microscopic Study of Plasma-Functionalised

Graphene. Within this Chapter, we showed for the first time that, HRTEM/EELS can

be employed as a quality control check after various plasma treatments on graphene. It

is shown that by careful monitoring the evolution of carbon K-edge spectrum, one can

extract useful information on the extent of ordering and the nature of functionlities.

One of the key factors to attain the most from a TEM study of 2D materials is sample

quality. Particularly in the case of graphene and related systems, one of the main goals

is to be able to investigate directly the individual carbon atoms and edges in the crystal

lattice. To do so, it was envisaged a potential pathway would be to develop a production

method that leads to solely monolayer graphene films; and this comprised the main goal

of the second part of this study. The general theoretical and experimental literature on

this subject and specifically in the context of defining a certain mechanism is inconclusive

and rather scattered and, there still remain many open questions to be addressed. This

study sought to answer two of these questions: (a) How can the substrate for CVD

process be modified in order to achieve large area entirely monolayer graphene. (b) How

could one further increase the robustness of graphene when it is transferred to a TEM

support.
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The empirical findings are chapter specific and were summarised within respective empir-

ical chapters: Chapter 4-Modification of CVD of Graphene via Catalyst Optimisation,

and Chapter 5-AC-TEM study of Isotope-enriched Graphene. To answer the first ques-

tion, I investigated the effect of optimising a copper catalyst surface with an element

that is inexpensive, carbide forming, and can be feasibly deposited onto the copper sur-

face. After much research, chromium was chosen as it meets all the requirements. By

depositing a thin chromium film on copper, I could successfully suppress the formation

on multilayer graphene formation. Comprehensive study of all aspects of growth process,

paved the way to propose a reaction mechanism for the observed effect.

The second question of this part is answered in Chapter 5, where the effect of kinetic

isotope effect on the strength of bonds in isotope graphene is investigated. The results

obtained by AC-TEM, showed that the bonding properties are different from that of

“normal” graphene and they showed an unprecedented beam induced damage resistance,

as well other uncommon edge features that have not been reported to date. Nonetheless,

the experimentally observed ultralong bond lengths in isotope-enriched graphene, con-

trasts the stablished principles in quantum chemistry and therefore, further confirmation

of such long bonds is necessary. For instance, more studies needed with sophisticated AC-

STEM instruments to undoubtedly measure the bonds in the isotope-enriched graphene.

This technique has been used previously in graphene research to identify structural de-

fects and foreign atoms incorporation in the lattice. Another avenue would be employing

molecular dynamic simulations to calculate the unsual edge states such as those con-

taining large rings and extended KLs. Exploring the mechanical properties of isotope

graphene by Scanning Probe Microscopic techniques and a dedicated STEM analysis of

bonding characteristics can be considered as future research strategies. Furthermore,

more simulation work could also be beneficial for a more comprehensive understanding

of isotope graphene as the “stronger” sibling of normal graphene.

This study has offered alternative routes for a yet more efficient application of TEM

in nanocarbon research. As a direct consequence, the study encountered a number of

limitation in sample cleanliness, which need to be addressed.

In spite of outstanding achievements that have been made in graphene research, insuffi-

cient effort has been put into the area of isotope graphene and some potential applica-

tions such as stronger graphene-based TEM support are envisaged for this material.
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