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Summary

In this thesis, three organic molecules are examined on three distinct sur-
faces by a variety of surface science techniques, foremost among them being
scanning tunneling microscopy (STM).

When deposited on the WO, /W (110) surface, Cgq fullerenes self-assemble
into islands which grow from the substrate’s inner step edges, forming a close-
packed monolayer.

At some bias voltages, chains of molecules sit topologically lower in height
than others, because they lie in the grooves between the WO, nanorows.
When the sample is imaged at room temperature, all Cgy are spinning too
fast for the STM to resolve, and so appear as featureless spheres. However,
when cooled to 78 K, the molecules” motion is frozen and their inner orbital
structure can be seen.

Depending on the rate of cooling, an orbital-ordered monolayer (slow
cooling), or a glassy monolayer with random molecular orientations (fast
quenching) can be achieved.

During cooling, two phase transitions are observed. As the temperature is
decreased, a structural transition occurs at 259 K when some molecules begin
to freeze, and a kinetic transition is observed at 220 K when all molecular
motion has stopped.

Between the two transitions, several dynamic behaviours are observed.
Some molecules which spin like a top appear as a ring with either a dark
centre or a protrusion. Others change their apparent height over time, which
is attributed to them gaining and losing an electron, and thus changing their
density of states and hence their conductance, as measured by STM. This

charging and discharging is accompanied by the molecules’ rotation on the



surface, as they interact with their neighbours and the underlying oxide sub-
strate. The observations obtained by STM are supported by DFT calcula-
tions.

The second molecule examined was nickel diphenyl-porphyrin (NiDPP)
deposited on the Ag(111) and Ag/Si(111)-v/3 x v/3 R30° surfaces. On the
inert Ag(111) surface, NiDPP self-assembles into a single close-packed do-
main, as shown by STM and low energy electron diffraction (LEED). The
molecules exhibit a tilted-row structure with a slightly oblique unit cell, with
one diagonal of the unit cell aligned with the step edges of the underlying
substrate.

In contrast, on the Ag/Si(111)-v/3x1/3 R30° surface the NiDPP molecules
adopt one of three equivalent orientations, dictated by the surface symmetry.
The molecules pack closer together, and this strain is accommodated by a
stronger interaction with the more-reactive surface. Three domains rotated
by 120° to one another are observed to be randomly distributed over the sur-
face due to nucleation from molecules adopting one of the three orientations
upon contact with the surface.

Finally, another porphyrin, manganese-chloride tetraphenyl-porphyrin, or
MnCITPP, has also been studied on the Ag(111) surface. Upon deposition,
the molecule adopts a saddle conformation and the axial chloride ligand
points out into the vacuum. The monolayer assembles into the typical square
close-packed geometry commonly observed for tetraphenyl-porphyrins.

When it is annealed up to 510 K, the Cl-ligand is removed, but the Mn(III)
oxidation state is stabilised through interaction with the substrate, as ob-
served by X-ray absorption spectroscopy (XAS).

Exposure to molecular oxygen oxidises the central Mn ion to the Mn(IV)
state and the oxygen molecule binds to the centre as a bidentate peroxide
ligand. This MnO,TPP state is stable up to 445K, whereupon the O, is
lost from the molecule, and the Mn ion is reduced back to the Mn(III) state.
From core-level X-ray photoelectron spectra (XPS) taken from the CI 2p and
O 1s levels, the activation energies for Cl and O, removal were found to be
AFEc; =0.35+0.02eV and AEp, = 0.26 £ 0.03 eV, respectively.
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Chapter 1

Introduction

Understanding the mechanisms that control matter on the smallest level is
one of the key goals of materials science. When deposited onto a surface,
atoms and molecules arrange themselves into novel structures, often resulting
in emergent behaviour and interesting phenomena.

This self-assembly is a fundamental topic of surface science and nan-
otechnology [1-20] and requires a broad understanding of the complex inter-
play between the adsorbates and the surfaces which support them. Organic
molecules represent an interesting avenue for the study of self-assembly due
to the myriad different species and activities available.

Three organic molecules will be examined in this thesis: the fullerene
Cso; and two porphyrin derivatives, (5,15-diphenylporphyrinato)Ni(II), des-
ignated NiDPP for convenience, and (5,10,15,20-tetraphenylporphyrinato)-
Mn(IIT)Cl, MnCITPP.

Fullerenes are a class of carbon allotropes consisting of sp?-hybridised

carbon atoms arranged in three-dimensional, closed-cage structures. The
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fullerene family encompasses such exotic materials as the single atomic sheets
of graphene, pseudo-one-dimensional carbon nanotubes and spherical Cgg
buckminsterfullerenes, from which the family derives its name. It is the last
of these, Cgp, which will be described in detail in this thesis.

Many potential applications of Cgy fullerenes have been postulated, and
they are the basis of active areas of research. When added to bulk hetero-
junction solar cells as electron acceptors, in some cases they have been shown
to increase efficiencies immensely [21], indicating that Cgy may be very im-
portant for the future development of organic solar cells. Cgy has also shown
some promise as a future data storage medium [22], with precise, repeatable
non-volatile storage possible with a data density approaching the theoretical
limit of a single-molecular bit size.

However, even though many applications for Cg, have been theorised
since their discovery in 1985 [23], many open fundamental questions remain.
When deposited onto metallic surfaces at room temperature, Cgy molecules
generally form close-packed islands, and start to nucleate at substrate step
edges.

Thin Cg films on metal [18, 24-37] and semiconductor [22, 38-42] surfaces
have been widely studied, however reports of their self-assembly on oxides
are much more rare [43-45]. It is for this reason that the interaction between
Cgo and the oxide nanorows of WO,/W(110) is examined in this work.

Due to their spherical symmetry, Cgy molecules have enough energy to
freely rotate at room temperature. However during cooling, molecule-sub-
strate interactions overcome the molecules’ kinetic energy, resulting in two

separate phase transitions. A number of different effects are observed, such



as spinning perpendicular to the surface, molecular charging and the eventual
freezing in place of the Cgy molecules’ orientations.

The interaction between the molecules and substrate is dependent on the
metal surface and can result in adsorbate-induced surface reconstruction,
which can be accompanied by charge transfer between the surface and the
molecules [25], however, in this thesis, no induced surface reconstructions are

observed on the strained-commensurate WO, /W (110) surface [46-48].

Figure 1.1: Chemical structure of the simplest porphyrin, Porphin, with
numbers indicating the meso-positions

Porphyrins are another family of organic molecules. The simplest form,
porphine, consists of an unsaturated macrocyclic carbon structure made up
of four pyrrole rings and four C atoms in the meso positions, with two of
the pyrrole rings’ nitrogen atoms each bonded to a delocalised hydrogen
atom, as shown in Figure 1.1. This simple structure forms the basis for
many of the most important chemicals both in industry and the natural
world. If the central hydrogen atoms are removed, the four nitrogen atoms
can act as ligands for a transition metal ion. When an Fe(II) ion is added
to the porphyrin, it becomes a heme, the metal complex which is the key
component in the oxygen-storage capacity of red blood cells (haemoglobin),

vital for most animal life on Earth. When Mg(II) is substituted instead of
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Fe(II), the resulting structure forms the basis for chlorophyll, without which
plant life on Earth would be unable to produce food from the sun. Porphyrins
can form complexes with many transition metal ions, and those of Fe, Ni and
Co have been shown to exhibit magnetic properties [49].

As well as by transition metal binding, complex porphyrins can be formed
through the attachment of side chains to the outer carbon ring, most com-
monly at the 5, 10, 15 and 20 positions (as indicated in Figure 1.1). Such
substituent groups alter both the bonding of the molecule and its electronic
structure.

Depending on the central transition metal’s oxidation state, it can bond
to a fifth ligand pointing perpendicularly out of the plane of the porphyrin
macrocycle, as in the case of MnCITPP. This ligand can be physically ma-
nipulated by annealing the organic layer or chemically altered by subjecting
the molecules to reactive gas. The nature of the ligand affects the electronic
structure of the porphyrin, which can be probed by scanning tunneling mi-
croscopy and X-ray spectroscopy.

In addition to the organic molecule examined, the choice of surface is
crucial, with some substrates acting as templates for the the molecules’ self-
organisation.

When W(110) is oxidised it forms an ultra-thin O-W-O trilayer on its
surface. This trilayer corresponds to the WO,(010) structure, however due
to the slight lattice mismatch between W(110) and WO,(010), the surface
reconstructs to form a strained-commensurate overlayer exhibiting ordered

oxide nanorows oriented along the [337] and [337] directions of the substrate.



Such nanorows can be used to template the deposition of Cgy molecules,
and the morphology and chemistry of the surface cause the molecular layer
to exhibit interesting physical and chemical properties.

In order to highlight the effect of the molecule-substrate interaction,
NiDPP is deposited onto two different, but related, surfaces, Ag(111) and
Ag/Si(111)-v/3 x v/3 R30°. Ag(111), which will also act as the substrate
for MnCITPP deposition, is a simple close-packed noble metal surface, while
Ag/Si(111) has the so-called honeycomb-chain-trimer structure, consisting
of pseudo-hexagons of Ag surrounding Si trimers. This more complex and
reactive surface interacts more strongly with the NiDPP molecules, affecting
their self-assembly [50].

In chapter 3, Cgp molecules are deposited onto the WO, /W (110) surface,
which exhibits a regular array of oxide nanorows. This causes some molecules
to lie topologically lower than others, and they appear as dark chains in STM
images. The ultrathin WO, layer also decouples the Cgg molecules from the
underlying W(110) substrate, allowing charge to accumulate on individual
(g0 molecules.

Chapter 4 discusses the effect two different, but related, surfaces have
on the self-assembly of NiDPP molecules. Ag(111) is a relatively-simple,
inert surface which leads to a close-packed structure, whereas the complex
Ag/Si(111)-v/3 x v/3 R30° surface is more reactive and gives rise to a random
domain structure within the NiDPP thin film.

Finally, MnCITPP is deposited onto the Ag(111) surface in chapter 5,
again leading to a close-packed structure. However, this unreactive surface

still plays a vital role in the transformation of the axial Cl-ligand. When the
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Cl is removed from the molecule by annealing, an atom from the Ag(111)

surface acts as a fifth ligand, stabilising the Mn(IIT1)TPP state.



Chapter 2

Experimental Techniques

In this chapter, the experimental techniques used over the course of this thesis
will be explained. These are all common surface science techniques, ranging
from measurements averaged over a large area of the surface (Auger electron
spectroscopy, Section 2.1; low-energy electron diffraction, Section 2.2; etc.)
to a very localised technique that can probe materials on the atomic scale
(scanning tunneling microscopy, Section 2.3). The most accurate ab initio
simulation technique available, density functional theory, is invaluable in

explaining observed experimental results, and will be examined in Section 2.6.

2.1 Auger electron spectroscopy

Auger electron spectroscopy (AES) is a surface-sensitive and most impor-
tantly material-sensitive technique based on the Auger effect, which allows
the characterisation of a surface’s cleanliness and make-up. The Auger effect

was discovered independently by Lise Meitner [51] and Pierre Auger [52] in
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the 1920s, however it wasn’t until the 1950s that its value as an experimental

technique was realised.

2.1.1 The Auger effect

The Auger effect describes the non-radiative emission of an electron after a
core vacancy is filled. A schematic of the Auger process is shown in Figure 2.1.

(a) (b) (c) Vac

_____ -
E I | Valence Level
Auger
2p, 2p, M
2 il
""" L2.3
. L1
Electron collision  Auger electron emission "

Figure 2.1: Schematic of the Auger process. (a) An impinging high-energy
electron collides with a core electron, leaving behind a vacancy. (b) The
vacancy is filled by a higher-level electron. The energy released causes the
emission of an Auger electron. (c) The energy of the Auger electron is defined
by the difference between the initial transition and the original energy level
of the Auger electron before emission.

A high-energy electron (or photon) collides with an atom, causing the
emission of a core electron (Figure 2.1a). The vacancy left behind is then
filled by an outer-shell electron (Figure 2.1b). The energy released then
stimulates the emission of an Auger electron, which can be detected and
analysed. The kinetic energy of the Auger electron is the difference between
the initial transition (L; — K in Figure 2.1c) and the Auger electron’s
ionisation energy (Ls3). The Auger electron is defined by the spectroscopic

notation of the energy levels involved in its emission (K L, L, 3 in Figure 2.1).
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The K., L, M, etc. nomenclature used to describe the transitions is
something of a holdover from the early days of X-ray research. The Nobel
laureate Charles G. Barkla first noticed that some X-rays were able to pen-
etrate thicker sheets of metal than others. He began to characterise these
differing penetration “strengths” as “A” for more penetrating and “B” for
less penetrating, however he worried that further types of X-rays would be
discovered, and so reclassified A as K and B as L, to leave the labels A-J
free. We now know that his K-type rays were produced by the refilling of the
innermost 1s shell in a manner similar to that in Figure 2.1, and there can be
no A-J transitions to closer-bound orbitals, however the nomenclature has
been kept for historical reasons.

In this way, this terminology is commonly used in spectroscopic tech-
niques such as AES. An electronic orbital’s principal quantum number n is
indicated alphabetically by its letter, i.e. K (n =1; 1s), L (n = 2; 2s, 2p),
etc. The subscript on L and higher gives a unique designation to each of the
different orbitals which may have the same n, but different [, s or 5 quantum
numbers, i.e. L; has quantum numbers n = 2 and [ = 0, and so corresponds

1

to the 2s orbital; Ly is 2p(1/2) withn =2, =1, j = 5 and L3 is 2p(3/2) with

=2 =1, §=

[NJ[oV]

, and so on in order of increasing energy. When a tran-
sition involves multiple orbitals it is described by the orbitals’ spectroscopic

notation, such as the K L, L, 3 transition in Figure 2.1.
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2.1.2 Auger electron spectroscopy

The energies of Auger transitions are specific to each element and its chemical
environment, so that its Auger spectrum acts as an elemental “fingerprint”,
which can be compared to a catalogue of known spectra. Each element
typically has one or more “characteristic peaks” which can be used to detect
its presence in complex spectra, e.g. when organic molecules are deposited
on a surface, or when testing a surface for possible contamination.

Auger Spectrum Beam Energy = 3 keV
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| W Y °
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e
% -1.5e-05 |- -
-2e-05 Carbon 272 ev Oxygen 512 eV 1
Molybdenum 187 eV
-2.5e-05 5
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Figure 2.2: Auger spectrum of a Mo sample contaminated by O and C. The
primary beam energy was 3keV and the characteristic peaks of Mo and the
main contaminants are shown.

Due to the high linear background signal, the Auger spectrum is usually

represented as a differentiated spectrum, i.e. % vs. E. Due to the fact that

the differential of a peak (i.e. its slope) will be represented as first a negative
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and then positive double peak, it is usual to refer only to the negative peak’s
position.

An example spectrum of a dirty Mo(110) sample is shown in Figure 2.2.
The characteristic peaks of molybdenum (187eV), and the two main con-

taminants, oxygen (512eV) and carbon (272eV), are highlighted.

2.1.3 Auger electron spectroscopy set-up

Figure 2.3 shows the experimental set-up of the Auger electron spectroscopy
apparatus. 3-5keV electrons are emitted by the electron gun and collide with
the sample. The resulting Auger electrons are passed through a cylindrical
mirror analyser (CMA).

The CMA counsists of two concentric cylinders, the outer, which can have
a bias of =10V to —2000V placed upon it, and the inner, which is grounded.
Two apertures allow a narrow beam of Auger electrons to enter the space
between the two cylinders, where they are repelled by the outer bias. The
shape of the CMA is designed so that only those electrons with the same
energy as the outer bias can pass through both apertures and arrive at the
detector.

In this way the CMA selects the electrons according to their energy by
sweeping through energies from 10-2000 eV, however, partial sweeps can also
be used to more quickly screen samples, and to limit the time they are sub-

jected to high energy 3-5keV electrons, which can damage surface structures.
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Figure 2.3: Auger electron spectroscopy apparatus.
2.2 Low-energy electron diffraction

Low-energy electron diffraction (LEED) is based on the diffraction of elec-
trons by the Bragg planes of a single-crystalline sample. Due to the electrons’
low energy (typically 10-200eV), their mean free path in the material is lim-
ited to the first few atomic layers, and so LEED gives information only on
the surface’s topological structure.

The diffraction of electrons by a crystal’s lattice was first observed ex-
perimentally by Davisson and Germer in 1927 [53]. The experiment was
originally intended to study the surface of a nickel target, with the hypothe-
sis that even the smoothest surface would be too rough for specular reflection,
and would instead diffuse an incident electron beam. However, after the acci-
dental oxidation of the target, the sample was cleaned in a high-temperature
oven, thus creating single crystallites on the surface. When the experiment
was repeated, they observed that the electrons were scattered as if by a
diffraction grating, and using Bragg’s law it was shown that the electrons

were diffracting from the nickel crystal planes. This serendipitous result
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bears mentioning because not only is it the first experimental evidence of the
wave-particle duality of matter, but was also important for the development

of quantum mechanics and the Schrodinger equation.

2.2.1 Bragg’s law

The diffraction of X-rays from crystalline solids was explained by William
Lawrence Bragg by describing the solid as a series of parallel planes, and
the characteristic spots observed originating from points of constructive in-
terference of the X-rays. A similar treatment can be performed for electron
diffraction, since the electrons’ de Broglie wavelength is comparable to the
interatomic spacing, however an alternate theory is described in Section 2.2.3
for scattering due to a surface.

As shown in Figure 2.4, depending on the angle of diffraction from the
atoms in the crystal, the path length difference between the scattered waves
reflecting from different layers of the crystal can cause them to interfere
constructively (Figure 2.4a) or destructively (Figure 2.4b).

The path difference is given by dsin(6), where d is the interlayer spacing,
and @ is the angle subtended between the incident and diffracted waves. In
the case of Figure 2.4a, the path length difference between the two reflected
waves is an integer number of wavelengths (2)\). This is equivalent to a
phase shift of 27, and so the two waves constructively interfere. In contrast,
in Figure 2.4b the path difference is equal to one and a half wavelengths, i.e.

a phase shift of 7, leading to destructive interference.
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i o I

Figure 2.4: Diagram of Bragg diffraction. The incident beams are shown
normal to the lattice planes of the sample, as in LEED. Different angles of
the diffracted waves exhibit (a) constructive and (b) destructive interference,
depending on whether the path difference (shown in green for constructive
and red for destructive interference. A is the wavelength of the incident beam,
d is the in-plane atomic spacing and € is the angle between the incident beam
and the atomic layers.

The relation derived by Bragg for constructive interference between two

waves at normal incidence was:

nA = dsin(6) (2.1)

where n is an integer and A is the wavelength of the incident wave.

It is clear from Equation 2.1 that some angles will lead to maxima in
the diffracted beam intensity, but it should be noted that in the case of the
diagram, if only two atoms are involved, there will be a smooth transition
between maxima and minima. In practice, the size of the electron beam in

LEED means that many atoms diffract the beam, mainly sharp peaks are
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observed, surrounded by areas of destructive interference. For this reason
LEED is an averaging technique.

Bragg diffraction (and hence LEED) does not directly measure real-space
atomic distances. Instead, the distance between diffraction spots is inversely
proportional to the interatomic spacing, d, and the nA term is related to the
number of wavelengths that fit between atoms. Therefore, a LEED pattern

describes reciprocal space.

2.2.2 The reciprocal lattice

Reciprocal space effectively represents the periodicity of a Bravais lattice.
This is equivalent to performing a Fourier transform on a periodic function.

Consider a vector R. which represents the Bravais lattice, and a plane
wave €K7 = cos(K - ) + isin(K - 7) which has the same periodicity as the
Bravais lattice.

If their periodicities are equal, then for any point 7

eLI\ (T+R) _ ezKr
ezh-rez ‘R gw ezKr
. 6'L1\-R =

The set of vectors K which satisfy the above relation describes the re-
ciprocal lattice. It is also noted that the reciprocal lattice is itself a Bravais
lattice, and the reciprocal of the reciprocal lattice returns the original real-

space lattice.
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For an infinite 3-dimensional lattice, defined by its primitive vectors

(d, b, @), the reciprocal lattice (a*, b:, ¢*) is defined as:

P g A (2.2)
a-(bxc)
B =S8 (2.3)
b-(¢xa)
o gk GH 0. (2.4)
¢-(axb)
2.2.3 Surface diffraction
The de Broglie wavelength of an electron, A, is given by:
h 1.5
A = Ae ~ 250
9m.E By ] s

where m, and E, are the electron’s mass and kinetic energy, respectively.
Consider a beam of electrons impinging on a 3-dimensional crystal, as in

Section 2.2.1. For an incident electron with wave vector ko = 27 /hAg, and

a scattered wave vector k = 2 /hA, the von Laue condition for constructive

interference states that:
k — ko = Gpia = ha* + kb* + I¢ (2.6)

i.e. G is a vector of the reciprocal lattice.*
Only elastic scattering is considered, and so energy is conserved, i.e.

lko| = |k|. As mentioned, the mean free path of electrons within a crystal

*Note that the condition 2k - G = |G|? reduces to the Bragg condition nA = 2dsin(f)
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is small and so only the first few atomic layers play a role in the diffraction.
Therefore, there are no diffraction elements perpendicular to the surface, and
the lattice can be considered as a 2-dimensional series of rods extending from
the surface lattice points.

Following from this, the 2-dimensional simplification of Equation 2.6 and

the reciprocal lattice vectors become

k2D — k2D = Gy = ha* + kB (2.7)
= b x i

& =220 (2.8)
la x b

B =or 29 (2.9)
|d x b

where n is the surface normal unit vector.

A useful visualisation of the effect of Equation 2.7 is the Ewald sphere,
shown in Figure 2.5.

The Ewald sphere illustrates the points of constructive interference form-
ed by the incident and diffracted electron waves. The upper half of the
sphere can be considered as the hemispherical fluorescent screen of the LEED
apparatus, and from Figure 2.5b it is clear how a higher kinetic energy leads

to more LEED spots visible on the screen.

2.2.4 Low-energy electron diffraction apparatus

The set-up for LEED is shown in Figure 2.6a.
Electrons are emitted from the electron gun by an accelerating voltage

V', and are diffracted by the sample. They then pass through a series of up
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Figure 2.5: The Ewald sphere construction. The sphere has a radius |IE,|. and
because LEED is performed using a beam of electrons impinging normal to
the surface, by default the incident wave vector ko lies parallel to the vertical
00 rod. The spots (rods) are numbered by their hk value. Points where the
rods cross the sphere coincide with the Laue condition (Equation 2.7). (a)
Spots are then formed on the fluorescent LEED screen at these points of
constructive interference. (b) at higher kinetic energies, the Ewald sphere
radius increases and more rods cross the sphere, thus more LEED spots
(green circles) are visible.
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Figure 2.6: (a) Experimental apparatus for low energy electron diffraction.
(b) LEED pattern recorded from the clean Mo(110) surface at an energy of
142 eV. The primitive reciprocal lattice vectors a* and b* are shown in white.

to four grids before colliding with a fluorescent coating on the screen, where

light is emitted. The first and last grids are held at the ground potential
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to confine the field. The central grids are kept close to V at V £ 4§V, in
order to select only elastically scattered electrons. Finally, the electrons are
post-accelerated by a high voltage placed on the screen, in order to maximise
the efficiency of the fluorescence.

A LEED pattern obtained from the clean Mo(110) surface is shown in
Figure 2.6b, showing the hexagonal reciprocal lattice representative of the

close-packed (110) surface of a body-centred cubic crystal.

2.3 Scanning tunneling microscopy

The scanning tunneling microscope (STM) was developed at IBM in the
1980s by Gerd Binnig and Heinrich Rohrer, however no introduction to scan-
ning probe microscopy would be complete without mentioning the contribu-
tion of Edward Hutchinson (Hutchie) Synge.

E H Synge was the nephew of playwright of John Millington Synge and
older brother of physicist John Lighton Synge, and he studied mathematics
at (but did not graduate from) Trinity College Dublin. Becoming reclusive
after his time at TCD, it was not until after his death that his contributions
to what is now known as nanoscience were recognised. In correspondence
with Albert Einstein in 1928, Synge elaborated on his idea for a scanning
near-field optical microscope (SNOM) capable of optically imaging materials
with sub-wavelength resolution by scanning the aperture over the surface,
making point-by-point measurements. Unfortunately for Hutchie, his ideas
were at least 50 years ahead of their time, with technology only catching up

with him after the development of piezoelectric materials to facilitate the
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scanning mechanism. However, this often-overlooked pioneer described quite
succinctly the technology which would later be used for SNOM and STM

today.

2.3.1 Quantum tunneling

Imagine attempting to throw a ball to a person on the other side of a wall.
Rather than tossing it over the wall, you hurl the ball directly at it, and
instead of bouncing off, it passes through to the other side unscathed. This
seems fantastic, but this is analogous to the process that occurs on the quan-
tum scale, known as tunneling.

The time-independent Schrodinger equation describes the motion of a
particle’s (in this case an electron’s) wavefunction v, (z) moving under the
influence of a potential U(z). For simplicity, the one-dimensional case is

considered:
2 da(2)

—5——1— T U(2)Yn(2) = Eyn(2) (2.10)
where h is the reduced Planck’s constant, m is the mass of the electron, F
is its energy and z its position.

For a wave encountering the potential barrier U(z), as in Figure 2.7a,
there are three regimes to consider: (I) the travelling wave before meeting
the barrier, where U(z < 0) = 0; (II) the wave inside the barrier, where
U0 < z< W)=U > F; and (III) the wave after encountering the barrier,
where U(z > W) = 0. In the classical case, the wavefunction’s value in

regimes (II) and (III) would be equal to zero, however when one solves the

Schrodinger equation, two solutions are possible; a travelling wave where
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Figure 2.7: (a) The general tunneling case through a one-dimensional po-
tential barrier. (b) Schematic of the tunneling arrangement from the tip to
the sample through the vacuum barrier in an STM.

U(z) < E (regimes (I) and (I11)) and an exponential decay within the barrier
(regime (I11)). We are only concerned with the latter of the two, as this is what

governs tunneling.

- 2m(U — F
Pn(2) = 1, (0)e*"* where o = %) (2.11)

Since the probability density is given by the square of the wave function and,
assuming there is a small bias V' between the tip and sample, in order for

tunneling to occur there must be a finite probability of finding an electron
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from 2 =0 at 2 = W, thus;
P o |1, (0)2e™*W (2.12)

If the bias is small, U(z)—E ~ ¢y, the work function of the sample. ¢,; gives
the minimum energy needed to bring electrons from the highest occupied
energy level (Fermi level, Er, in metals at T = 0K) to the vacuum level.
The small bias also means that only electron states within eV of Er are
excited, thus tunneling is mainly by electrons near the Fermi Energy.
However, in order for tunneling to occur (assuming electrons are tunneling
from tip to surface, as in Figure 2.7b) there must be empty states of the
same energy in the surface for the electrons to tunnel into, therefore the
tunneling current is dependent on the density of states, as well as the number

of electrons between Er — eV and Ef.

Ey
ie. Toc Y [¢n(0)e W (2.13)

Ej—eV

By definition, summing the probability over an energy range. such as between
Ep —¢ and Ep, gives the number of states available in this energy range per

unit volume, i.e. the local density of states, p,(z, F):

1 E
pa(2,B) = = 3 [un(2)l? (214)
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Therefore the tunneling current is proportional to the local density of states

and a scaling factor which decays exponentially with the width of the gap,

Ey
I x Z ps(z, E)e™ W (2.15)
Ej—eV

An elegant demonstration of the power of the exponential dependence arises
when considering typical physical parameters. Taking a value for the work
function of ¢y~4eV gives Kk =~ 1.025A"". If the difference between the
distance from the sample of the closest tip atom, d;, and the second closest
atom, ds, is do —d, ~ 1 A, then the ratio between the current flowing through
atom 1 to that flowing through atom 2 is I /I, ~ 10, i.e. a tip atom only 1A
closer to the surface collects 90% of the current flowing between the surface
and tip [54].

It is this exponential dependence of the tunneling current on the gap
width which gives the STM its high resolution: in the horizontal plane only
those atoms closest to the apex contribute significantly to tunneling; and in
the vertical direction, a small 1 A difference in height changes the current by

10 fold.

2.3.2 The scanning tunneling microscope

Binnig and Rohrer were awarded the 1986 Nobel prize in Physics for their
invention of the scanning tunneling microscope (STM). The STM utilises
the phenomenon of quantum tunneling in order to visualise the electronic
and topological structure of the surfaces of metals and semiconductors. The

apparatus consists of an extremely sharp needle or “tip”, the apex of which
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has a radius of curvature on the order of several nanometers, and is capable
of precise positioning and movement. This tip is brought extremely close to
the conducting sample, upon which a voltage bias is placed, and the tip is
rastered across the sample, recording the tunneling current at every point in
the raster scan.

The positioning apparatus usually makes use of the reverse piezoelec-
tric effect. When a voltage is placed across a piezoelectric crystal it un-
dergoes a deformation proportional to the voltage. This deformation is ex-
tremely controllable and repeatable, allowing the tip to be positioned with
sub-nanometer precision.

The STM can be operated in two modes: constant-current and constant-
height. The difference between these modes is illustrated in Figure 2.8. In
the constant-current mode, the tunneling current is kept constant using an
electronic feedback loop, and the height is varied, thus causing the tip to map
out a convolution of the density of states and the topography of the surface.
The constant-height mode on the other hand scans the tip at a constant
height and records the varying tunneling current due to the corrugation and
make-up of the surface.

The latter of these two modes is considerably more “risky”, since the
roughness of the surface on the nanoscale is unknown before scanning, and
so it is inevitable that the tip will come into contact with parts of the surface,
either changing the tip’s structure and hence the scanned image, or ruining
the tip altogether. The advantage of constant-height over constant-current
is that very high speed scanning is possible, since the constant-current mode

is limited by the response of the feedback system, however it is only suitable
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(a) Feedback
loop

Current

Figure 2.8: (a) Tunneling in the constant-current mode. The dotted line
shows the path followed by the STM tip. Notice that the substituted atoms
shown in red exhibit a different apparent height to the blue surface atoms
due to their different local density of states. (b) STM tip operating in the
constant-height mode. The tip maintains a constant height over the surface
and records the current, shown by an orange glow. Again, the current due
to the substituted atoms is higher than the surrounding surface.

for atomically-flat systems, and so all images presented in this thesis were

obtained in constant-current mode.

2.3.3 Createc GmbH LT-STM

The low-temperature STM (LT-STM) used in Chapters 3 and 5 for the Cg
and MnCITPP work is a commercial instrument from Createc GmbH, shown
in Figure 2.9, modified to accept “Omicron-style” sample plates. It consists

of independent analysis and preparation chambers, separated by a gate valve
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and each pumped by their own ionisation pump, and a differentially pumped
load-lock with a turbomolecular pump. The preparation chamber has a 4-axis
(z, y, z and €) manipulator with integrated electron-beam heater for sample
preparation and copper block for LEED measurements and deposition, with

optional LNy cooling.

| : Load-lock with
Ne* ion differential pumping

LN,/LHe

sputtering gun / STM
; | ,‘
O, input chamber
leak valve
e o Tip/sample !

Field emission/
e-beam heating
for tip preparation

carousel |

_ Preparation o5 N Organic
! chamber molecular
- sources g
(removed)

4-axis Manipulator
. ™ evaporator - 3
with e-beam heater R Gate valve Pneumatic

& and cppper block deposition P dampers

Figure 2.9: Photograph of the Createc LT-STM system, with its component
parts labelled.

Also integrated into the preparation chamber are a Ne™ ion sputtering
gun, metallic and organic deposition sources, LEED optics, leak valve for gas
input and a tip preparation stage with field emission via a single-crystalline
Mo plate, and e-beam heating using a “V”-shape filament.

The analysis chamber houses a tip/sample carousel and the STM head.
The scanning head is cooled via a two-chamber cryostat compatible with
either liquid nitrogen or liquid helium. The head used for measurements

in this work was a Besocke-style design, however it has since been replaced
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by a Slider-type head (commissioning in progress). The tip is magnetically
mounted onto the scanning head in both designs, however the Slider scanner
allows up to 10 mm of movement in the z-direction, while the Besocke only
permitted 2-3 mm of vertical motion.

The entire chamber can be supported by four pneumatic dampers to me-

chanically decouple it from its environment and reduce noise during scanning.

2.3.4 Omicron GmbH VT-STM

LEED Camera

Figure 2.10: Photograph of the Omicron VT-STM system, with its compo-
nent parts labelled [55].

The images of NiDPP in Chapter 4 were obtained using a variable-

temperature scanner (VT-STM) from Omicron, shown in Figure 2.10 [55].
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Similar to the Createc system, it consists of separate preparation and anal-
ysis chambers, and a fast entry load-lock, again with an ionisation pump
on each of the main chambers and a turbomolecular pump attached to the
load-lock.

The preparation chamber is equipped with an Ar™ ion sputter gun, a
manipulator with resistive sample heating and three molecular evaporators.
The analysis chamber houses another manipulator with direct and resistive
heating, a DAR 400 twin-anode X-ray source, an EA 125 energy analyser
for XPS, Omicron LEED optics and the Omicron VT-STM head. In the
VT-STM, the sample is placed above the tip with the surface facing down

and the tip facing up, in contrast to the Createc scanner.

2.3.5 Image processing

Data collected by an STM is in the form of an (X, Y, Z) map of height values,
i.e. for each of 512 x 512 points in the X-Y plane, the STM records the
height of the tip (Z). This is then represented by specialised software [56] as
a topographic image. Usually this image will include mechanical noise from
the environment, artefacts introduced by tip instability, piezo creep, etc. In
order to remove these artefacts, the image is processed by various techniques
such as plane subtraction, flattening, smoothing, reducing the Z-range, 2-D
fast Fourier transform filtering, drift correction, etc. Some treatments are
more radical than others. In this thesis all original STM images have been
processed to some degree, the minimum being plane subtraction and Z-range

equalisation to enhance contrast, which is applied to all images, however none
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have been corrected for thermal drift or piezo creep. Any further processing

is noted in the relevant figure caption.

2.4 X-ray absorption spectroscopy

X-ray absorption spectroscopy (XAS) is a technique for probing the local
electronic structure of materials. Due to the need for a high signal-to-noise
ratio, high brilliance source, and tunable frequency range, synchrotron X-ray
radiation is generally used to analyse the small amount of material comprising
a molecular monolayer.

During an XAS measurement, a monochromated X-ray beam is tuned
to an energy range where core electrons of the sample can be excited and
passed through a sample. This excitation is observed as a loss in intensity
of the transmitted X-ray beam, and the difference in intensity between the
incident beam (/) and transmitted beam (I;) is expressed as the absorption

coefficient pu:

Iy = Iyg™™
—In(Iy/1
o n(ly/1o)
T

where z is the thickness of the sample. With a constant sample thickness,
a plot of p vs. incident energy gives a “fingerprint” of the chemical nature

and electronic structure of the sample.
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Due to the complex nature of the interaction between the incident X-rays
and the crystal, the resulting XAS spectra exhibit several distinct features,

as shown in Figure 2.11.

Extended X-ray
1s to continuum UH Absorbtion Fine Structure
(EXAFS)

f

Destructive  Constructive
Interference  interference

Rising Edge

X-ray
Absorbtion
Near Edge

(XANES)

S

Normalized Absorption

&) e ]

Incident Energy (eV)

Figure 2.11: A schematic XAS spectrum, with the main peak regions and
their sources highlighted [57].

Walther Kossel first explained the structure of X-ray absorption peaks as
due to electronic transitions to the first unoccupied molecular orbital above
the Fermi energy (chemical potential). In turn, these were named the “Kos-
sel structure”, however the more usual name for this region today is the
absorption edge region.

The dominant feature of the spectrum produced by X-ray absorption is

the “rising edge”, which occurs at the core-level binding energy of the absorb-
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ing atoms, with some smaller “pre-edge” features present at lower energies.
Measurements of this are usually referred to as XANES (X-ray Absorption
Near-Edge Structure) or NEXAFS (Near-edge X-ray Absorption Fine Struc-
ture). Mn 2p NEXAFS spectra are presented in Chapter 5 (Figure 5.7).

The oscillatory structure which can extend for hundreds of eV past the
absorption edge was explained by Ralph Kronig, who had earlier first pos-
tulated the idea of electron spin. This so-called “Kronig structure” was
attributed to multiple scatterings of the excited electron by the crystal lat-
tice, and Kronig’s equation formed the basis for many early publications on
X-ray absorption, although his theoretical basis was somewhat flawed. It was
not until the 1970s when Edward Stern and colleagues at the University of
Washington and Boeing Scientific Research Laboratory teased out the details
of the theory [58]. The modern description for the high-energy structure is
EXAFS (Extended X-ray Absorption Fine Structure).

At higher energies, scattering of the excited photo-electron from neigh-
bouring atoms gives rise to a fine structure (EXAFS) due to the constructive
and destructive interference of the excited and scattered electrons. When
NEXAFS (XANES) and EXAFS are combined, the overall technique is known
as XAFS (X-ray absorption fine structure).

The edges are designated according to the principal quantum number of
the core electron excited; n = 1, 2, and 3 correspond to the K-, L- and M-
edges, respectively. These transitions are shown schematically in Figure 2.12

Since a photo-electron is excited into an unoccupied orbital or band,
XANES (NEXAFS) primarily gives information on the sample’s unoccupied

states in the presence of the core-hole induced by the initial excitation from
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Figure 2.12: Schematic diagram showing the designation of XAS transitions
according to their core energy level. K transitions are excited from the 1s
state, L from the 2s and 2p, and M from the 3s, 3p and 3d states [59].

the core-level, and thus the final NEXAFS state can be thought of as a core

“exciton”.

2.5 X-ray photoemission spectroscopy

Similar to XAS, X-ray photoemission spectroscopy (XPS) involves a colli-
mated, monochromatic beam of X-rays incident on a sample, however in this
case, the kinetic energy and number of photoelectrons which escape the sur-
face are measured. Due to the small mean free path of electrons in a material,
XPS is a surface-sensitive technique, as only electrons ejected from the top

1-10nm of a sample can be detected.
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The photoelectric effect has a rich history, beginning with its discovery in
1887 by Heinrich Hertz, and its Nobel prize-winning explanation by Albert
Einstein in 1905. Several attempts were made to make use of photoelec-
trons produced by X-rays, however it was only after World War II that Kai
Siegbahn developed the equipment necessary for high energy resolution ex-
periments, and, together with engineers from Hewlett Packard, produced the
first commercial XPS instrument in 1969. His efforts to develop XPS into
a useful tool for science were recognised in 1981 when he shared the Nobel
prize in Physics.

An XPS spectrum is generally plotted as the number of electrons detected

vs. their binding energy (Ebinding):

Ebz'ndmg — Liphoton — (Ekinetic = ¢)

where Eppoon is the photon energy of the X-rays incident on the sample,
Elinetic 18 the kinetic energy of the electron as measured by the instrument,
and ¢ is the work function of the spectrometer.

The relative binding energies of the electrons captured depend on their
atomic orbitals, with core electrons having a higher Fpnqin, than weakly-
bound outer-shell electrons, however the particular spectrum of energies
observed is characteristic of the element being analysed. The number of
electrons counted at a particular element’s characteristic energy is directly
proportional to the amount of that element within the area irradiated (when
a relative scaling factor is taken into account), and so XPS can give a quan-

titative measure of a sample’s make-up.
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2.6 Density functional theory

Density functional theory (DFT) is an ab initio approach to the calculation
of materials’ properties on the atomic scale, in that it is derived from first
principles without assumptions e.g. fitting parameters based on experimental
evidence. However, due to its complex nature, certain justified simplifications
are made in order to allow calculations to be performed with a reasonable
speed.

To perfectly simulate the properties of a material, one must solve the
Schrodinger equation (Equation 2.16) for all the material’s electrons and
nuclei. The Hamiltonian for this system is given in Equation 2.17, with the
first two terms describing the kinetic energies of the nuclei and electrons,
respectively, and the following terms the internuclear, electron-electron and

nucleus-electron Coulomb interactions.

\P({é b A7Y) = e ({ R} {73}) (2.16)
- VA
H:_; Z_ ' ‘%ﬁﬂ_m

62
*“2“% A T S o

For N electrons and M nuclei, this leads to a non-separable partial dif-
ferential equation with 3(M + N) variables, which is obviously impossible to
solve in practice for all but the simplest systems.

Instead, the Born-Oppenheimer (BO) approximation states that since
the ratio of the mass of a nucleon to that of an electron M, /m. ~ 1836,

nuclei move much slower than electrons, and so can be regarded as static;
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i.e. their kinetic energy term can be neglected. In this way, the molecular

wavefunction is split into an electronic and a nuclear term:

U({Ra}: {7}) = Ye({Ra}; {7:}) X ¥u({Ra}) (2.18)

The BO Hamiltonian for the electrons therefore becomes:

HBO:_ZQm i er _,,.]|
e e’ ZoZ3
Z|R — 7% Z|}? — Ry

1,

. Hpove({Ba}; {7i}) = Ee({Ba})¥e({Ra}: {7}) (2.19)

i.e. the electronic dynamics are effectively decoupled from those of the nu-
clei. The nuclear coordinates R, enter the Schrodinger equation as external
parameters, not dynamic variables, thus greatly reducing the complexity of
the partial differential equation.

The nuclear kinetic energy is then reintroduced into the Schrodinger equa-

tion for the nuclear motion:

(Eeuﬁa})—zgj{'[ ‘>un<{R D= Enatn({Ba})  (220)

where the eigenvalue E,, is the total energy of the molecule.
Implicit in the BO approximation is the idea that electrons which interact
with each other merely move in a fixed potential created by the nuclei, and

that no electronic transitions occur as a result of the (slow) nuclear motion.
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Unfortunately, even the decoupled equation is a very complicated interacting
many-body problem and still contains 3N variables.

In 1927, just one year after the publication of the Schrodinger equation,
Douglas Hartree proposed a formalism to describe many electron systems.
In the Hartree approach, the many-body wavefunction is replaced by the

product of the wavefunctions of the individual electrons:

Un({7i}) = 1 (r)a(r2) - - Un (rR)

Applying this wavefunction to Equation 2.19, and minimising the energy
while constraining the wavefunction to be normalised leads to the Hartree

equation:

(_%W + Vex (7) + Vé(ﬂ) i(F) = ets(7) (2.21)

thus reducing the problem to the solution of a single particle equation in an
effective potential, V};, which depends on the single particle orbitals. This
is the simplest case of a mean-field approximation to the electron-electron

interaction, and is solved using the self-consistent iteration method:

1. Guess starting orbitals

2. Calculate effective potential V},

3. Solve single particle equation

4. Recalculate effective potential from new single particle orbitals

5. Iterate to self-consistency
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Unfortunately, in 1930, J. C. Slater and V. A. Fock pointed out that the
Hartree method did not conserve the antisymmetry of the wavefunction, and
so the more complex Hartree-Fock approximation was developed.

Taking an ansatz for |¥) where the Slater determinant guarantees that
the Pauli principle is respected and the wavefunction is antisymmetric upon

particle exchange:

Vi) xi(on)  Ya(T)x2(o1) -+ Un(T)xn(o1)
T}, {o;}) = % U1(T2)xi(o2)  a(T2)xa(o2) -+ Un(T2)xN(02)
1(Pa)xa1(ow) '¢’2(FN')X2(UN) wN('FN)XN(UN)

A similar treatment to that of Hartree leads to:

(U|H|0) = — 23 [d®r 4 (F) V24 (F)

+ [A®r n(F) Vet (7)
L2 [P [P ¥; (MY ()i (M ()
7 £
L]
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where the the energy terms are identified as: A kinetic energy; B energy
due to the external potential; C the “Hartree” energy; and D the “exchange”
energy. This exchange energy term leads to a non-local potential that acts
on ¥; at all 7/, and gives rise to an integral-differential equation, which is

more computationally intensive to solve than the Hartree approximation.
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The eigenvalues of v; are Lagrange multipliers, and can be interpreted as
an approximation to the electron’s ionisation energy under the approximate
assumption that the other orbitals are unaffected.

The “Hartree” term simplifies to:

n(r)

=7

Vu(7) = € /d3r’ (2.22)
where n(r) = > ¢ (7)¢i(7) is the full charge density. This realisation leads
to the fundamelntal idea behind density functional theory. If the full wave-
function was used, the amount of memory required to store it grows ex-
ponentially with N. For example, if it were represented on a very rough
grid, with 3 points per degree of freedom, the amount of memory scales as
roughly ~ 10N, so for just 50 electrons, ~10™ values would need to be
stored (for comparison, the number of baryons in the observable universe is
~10%). Instead, in their seminal 1964 work Pierre Hohenberg and Walter
Kohn proposed that it is sufficient to avoid the full many-body wavefunction

and instead calculate the charge density n(7) directly [60].

2.6.1 The theorems of Hohenberg and Kohn

Hohenberg and Kohn proposed two theorems for any system of interacting

particles in an external potential [60]:

1. The external potential V. is uniquely determined by the ground state
particle density n(r); i.e. there cannot be two potentials that differ
by more than a constant and that give rise to the same ground state

density.
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2. An energy functional E[n] exists, such that the exact ground state
energy is given by the global minimum of E[n], and the ground state

density is the density that minimises E[n].

ie. Egs = min [E[n]] = min [F{n] + /d3r n(F)Vext(f‘)]

n

where F[n] = min [<<1>| P e |<1>>] (2.23)

d—n

A major consequence of the first theorem is that since the external po-
tential defines the Hamiltonian, all properties of the system (including the
many-body wavefunction) are uniquely determined by its ground state den-
sity. The density functional F[n] is universal, in that it depends only on
the type of interacting particles, not on the specific problem (Vey), how-
ever the exact form of F[n] requires a constrained search over N electron
wavefunctions, which is impractical.

Although some approximations for F[n] are known, these explicit func-
tionals of the density are generally thought to be too crude to be very useful.
It is noted however that the group of Emily Carter in Princeton has recently
made some strides towards an orbital-free DFT based on the Thomas-Fermi
equation [61], but this approach is still in its infancy. The more usual so-
lution to the problem of the functional is to use the so-called Kohn-Sham

theory.
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2.6.2 Kohn-Sham theory

In 1965, Walter Kohn and his colleague Lu Jeu Sham published a practical
method to calculate the density by solving a non-interacting Hartree-type
problem with the same ground state energy as the interacting system.
From Equation 2.23, the functional F[n] consists of a kinetic energy term
T and an electron-electron potential energy term Vie. These terms are given
below in Equation 2.24:
F[n] = (®gs| — L Z V?|®gs) + - /d"r /d“r’ M +Exc[n]
2m - \2 I

l,f.'_ ,.I‘

N

e i
Kinetic energy Hartree energy Ey|[n]

(2.24)

The Hartree energy is the largest part of the interaction energy and is known
exactly, while Exc[n] is the “exchange-correlation” energy, which contains
all interaction effects beyond the classical Hartree energy, and is expected to
be small.

The kinetic energy term is unknown, due to the non-local Laplacian op-
erator. The kinetic energy of one system however, can be calculated exactly:
the case of non-interacting electrons. Therefore the kinetic energy can be ap-
proximated by a hypothetical non-interacting system with the same density
as the interacting system, and the solution can be found by self-consistent
iteration.

This process can be succinctly shown by the following equations. The

original problem of the energy functional of the interacting system can be
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expressed as:

E[n] — T(][fl] + /d37TL(T_") (V;xt(f') + %VH(’F)) + Exc (225)

where Exc = Exc + (T[n] — To[n))

where Tj[n] is the kinetic energy of the non-interacting system with the same
density.

Similarly, the energy functional of the non-interacting system is given by:
Eo[n] = Ty[n] + /dsr n(7) Vest (T (2.26)

and the effective potential V.g is chosen so that the density of the non-
interacting system is equal to that of the interacting one. Applying vari-
ational theory to Equations 2.25 and 2.26 results in an expression for the

effective potential on the non-interacting system:

e §Exc[n] .
Verr[n ()] = Vexe(7) + Vaa[n(7)] + 57);7 (2.27)

The ground state energy of the original interacting problem can now be
calculated by iteratively solving effectively single-particle equations (Kohn-

Sham equations):

h?

(=529 + Vaaln()]) 60(7) = enn(?) (2.29)

n(7) =Y 64(F)6n(7) (2:29)

n,occ
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However, although its contribution is small, an expression for Exc[n] is still
missing. The Kohn-Sham equations are a technically exact method for de-
termining the ground state of the system, and so the exchange-correlation
term is where the first approximation arises so far.

A common method used to calculate the exchange and correlation term

(and that which is used in Chapter 3) is the local density approximation

(LDA):

Exc[n] = /d3r n(7) exc(n(r)) (2.30)

where exc(n) = ex(n) + ec(n)

and ex(n) is known exactly for the homogeneous interacting electron gas,
and the prefactors in ec(n) are calculated numerically using quantum Monte
Carlo.

An alternative method is the generalised gradient approximation (GGA):

Excln] = 4% n(f) exc(n(7), V(1) (231)

Both the GGA and LDA have their strengths and weaknesses, e.g. with
the LDA, the geometry of molecules on surfaces tends to be well-described,
however their binding energies are underestimated. Similarly the GGA can
yield improvements in the binding energies over LDA, but can overcorrect
for the lattice constants in solids.

Further improvements can be made by including higher order gradient

terms, however at the expense of higher computational demand. The Perdew-
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Burke-Ernzerhof formulation of the GGA [62] is used in Chapter 5 to optimise
the different molecular conformations.

Some of the most drastic advances in recent years have been the devel-
opment of DFT with van der Waals corrections included [63]. These come
in various flavours [64-68], each with its own strengths and weaknesses, and
some are advanced enough to be included in major commercial DFT codes
such as VASP [69], however the open questions that remain promise to main-

tain the vibrancy this field has shown in recent years.

2.6.3 Basis sets and pseudopotentials

In order to solve the Kohn-Sham equations (Equation 2.28), they must be
expanded in some basis set and solved as a linear eigenvalue problem, however
there are several choices for the basis set: plane waves, local orbitals, or
augmented functions.

In general, valence orbital wavefunctions tend to have many oscillations
close to the atomic core, in order to maintain orthogonality with core states,
however this introduces many Fourier components. A common method to
alleviate this complexity is to replace them with a more simple pseudo-
wavefunction which matches the real wavefunction beyond a specific cut-off
radius, as can be seen in Figure 2.13, and can be represented by a small
number of plane waves.

Similarly, the Coulomb potential wells centred on the ionic cores are very
deep, and so it is common to use a smooth pseudopotential with the same

scattering properties as the real potential. In this work, the augmented-
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Figure 2.13: Comparison of the 3s and 3p all-electron wavefunctions and
pseudo-wavefunctions calculated for Si using the Quantum Espresso package.
The pseudo-wavefunctions are shown as dotted lines, and a cut-off radius of
2.2a.u. was used.

plane-waves method is used with the projected augmented wave (PAW)
pseudopotentials [70] included in the Vienna Ab initio Simulation Package
(VASP).

The construction of accurate, transferable, and ultrasoft pseudopotentials
could be the subject of an entire thesis in itself and so will not be described

in detail here.

2.6.4 Methfessel-Paxton smearing

Since the Fermi level is the level of the highest occupied energy state of a
material, its position determines whether that material is an insulator or
conductor. If the Fermi level falls inside a gap in the band structure, that

material is an insulator. This means that the density of states smoothly goes
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to zero before the band gap, and its E—integration does not cause problems
during calculation. For conductors however, the occupation at the Fermi level
is sharp, which makes integration and the use of plane-waves very difficult.

Increasing the number of k-points will cause the Fermi level to oscillate
around its exact value, however by allowing k-points to be partially occupied
(i.e. through smearing), a smaller number of k-points will yield an accurate
band structure.

A symptom of this oscillation is the so-called “charge sloshing” where, for
a small band-gap material, the electrons may transfer from a filled energy
level to an unoccupied one during one iteration, however this switches the
ordering of the levels, and the electrons “slosh” back in the next iteration.
This can lead to calculations on small band-gap materials to converge slowly
or never converge at all.

To solve this problem. the occupancies of the levels are “smeared out”
using Fermi statistics, simulating an artificial temperature. In essence we are

calculating the integral over the filled parts of the bands:

> — / €niO (€nk — p)dk (2.32)
which, for a finite number of k-points, becomes
Z 'lUank@(Gnk = ,u)dk (233)
k

where O(e,, — p) is the Dirac step function (Figure 2.14a). The use of this

step function, however, slows down the convergence, as it abruptly jumps
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from 0 to 1 at the Fermi level, and so for metals, O(e,x — p) is replaced by
a smooth function f({e,x}) [71]. Using the so-called finite temperature or

Gaussian method, © is replaced by the Fermi-Dirac distribution function:

f (6—“> = ,__ﬂl (2.34)

where o is the ‘smearing’ energy, analogous to kp7" in Fermi-Dirac statistics
(Figure 2.14b). It should be noted that this o is not a physical temperature,
despite the name ‘finite temperature method’. For ¢ — 0, f — ©, and the
step function is recovered. However, this method gives a non-groundstate

energy, and so ¢ should be chosen carefully.

Determined
a b
(a) R (b) e
O /
[ |

Figure 2.14: (a) The sharp Dirac step function © and (b) the smooth Gaus-
sian function f. The width of the Gaussian function is determined by the
smearing energy o, and for 0 — 0, f — O.

The method of Methfessel and Paxton solves this problem by expanding

© in a complete orthonormal set of Hermite functions, of order N, for which
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N = 0 recovers the Gaussian approximation [72].

2

N
(x) ~ Dy =Y  ApHame™ (2.35)
n
where the step function © is recast by a delta function §(z), and Dy can be
integrated to recover the approximation to the step function, and Hs, are
the even-order Hermite polynomials.
The energy is then replaced by a generalised free energy functional F' =
E =3 wkoS(fux), however the entropy term ), wroS(fux) is very small
for reasonable values of . The main drawbacks of the Methfessel and Pax-
ton method are that it can introduce unphysical negative occupations, and
increasing the order N introduces extra oscillations into the density of states,

which can mask the real features.
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Chapter 3

Cgp on WO9/W(110): From
Self- Assembly to Phase

Transitions and Charge States

Much excitement in the field of Cgy was based on the prospects of using these
remarkable molecules for constructing nano-electronic devices [14-20]. How-
ever, 25 years have passed since the discovery of Cgy and these expectations
are vet to be fulfilled. The stability of such molecular electronic devices is
one of their main drawbacks, and nanomechanical motion can result in the
generation of noise in Cgop-based devices [20]. A natural approach to con-
structing such devices is through frameworks based on a monolayer of Cgq
molecules.

In this chapter, by using STM, LEED and DFT calculations, we focus
on the molecular self-assembly of Cgy on the WO, /W(110) surface in the

submonolayer to monolayer regimes in order to reveal the conformational
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behaviour of Cgg molecules. DFT is utilised to obtain information about the
local density of states.

As the monolayer film is cooled from room temperature down to 78 K, it
undergoes two phase transitions which are accompanied by several different
types of molecular movement. Close to the first phase transition at 259 K,
some molecules switch between at least two charge states, becoming alter-
nately “bright” or “dark” as they gain or lose electrons. These states are
elucidated using systematic STM studies, and confirmed by DFT calcula-
tions. The results of this work yield important information on the electronic
and structural properties of Cgy molecules adsorbed on the WO,/W(110)

surface.

3.1 Experimental details

All STM experiments were performed using a commercial variable-temper-
ature STM (78-300 K) from Createc GmbH in an in an ultra-high-vacuum
(UHV) system consisting of an analysis chamber (with a base pressure of
2 x 107" mbar and a preparation chamber (5 x 107" mbar). The STM tips
were fabricated from [001]-oriented 0.3 x 0.3 x 10 mm® single-crystalline tung-
sten bars by electrochemical etching in 2M NaOH and cleaned in the UHV
chamber by Art ion bombardment [73, 74]. The voltage Vigmpie corresponds
to the sample bias with respect to the tip. No drift corrections have been
applied to any of the STM images presented in this paper, and all STM
images were recorded in the constant-current mode. The experiments were

performed in the temperature range of 78-300 K, while the switching phe-
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nomenon, over the time scale of the experiment, was observed in the tem-
perature range of 220-260 K. The acquisition time of 10 ms per point was
used to measure the time-evolution of the distance between the STM tip
and the surface. All STM images were analysed using the software package
WSxM [56).

A W(110) single crystal, prepared at the Institute of Solid State Physics,
Russian Academy of Sciences, was used as the substrate. An atomically-
clean W(110) surface was prepared by in situ annealing at 1900K in an
oxygen atmosphere of 1 x 1077 mbar, followed by a series of high temperature
flashes at 2200 K. The sample was heated by electron beam bombardment
and temperatures were measured using an optical pyrometer (Ircon UX20P,
emissivity 0.35). The clean W(110) surface was verified by LEED and STM
before oxidation. Once a clean surface was obtained, the sample was oxidised
at 1600 K in an oxygen atmosphere of 1 x 10~%mbar for 60 minutes. The
quality of the resulting oxide structure was verified by LEED and STM before
the deposition of Cgy molecules.

Cgo (Aldrich Chemicals) was evaporated in the preparation chamber iso-
lated from the STM chamber at a rate of about 0.2 ML (monolayer) per
minute from a deposition cell operated at a temperature of approximately
700 K. Before evaporation, the Cgy powder was degassed for about 8 hours
to remove water vapour. The total pressure during Cgy deposition was in the
1 x 10~ mbar range and the substrate was kept at room temperature [46).

The WO, /W(110) surface was covered with monatomic steps and terraces
up to 50 nm in width. Oxide rows and monatomic steps were used to calibrate

the STM scanner in the variable temperature experiments. The height from
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the substrate surface to the molecules’ centers was 5 A, as measured by STM
of the fullerene film thickness at the edges of the closed Cgq layer.

In order to determine which part of the static and spinning Cgy molecules
face the WO,/W(110) surface, density functional theory (DFT) simulations
of the partial charge distribution of electron states were performed in col-
laboration with Dr Olaf Liibben, whose work and expertise are gratefully
appreciated and acknowledged. Density of states (DOS) calculations were
performed using the Vienna Ab initio Simulation Package (VASP) program.
VASP implements a projected augmented basis set (PAW) [70] and peri-
odic boundary conditions. The electron exchange and correlation was sim-
ulated by local density approximation (DFT-LDA) pseudopotentials with
a Ceperley-Alder exchange-correlation density functional [75]. A T'-centred
(2 x 2 x 1) k-point grid was used for all calculations to sample the Brillouin
zone. The applied energy cut-off was 400 eV. The global break condition for
the electronic self-consistent loops was set to a total energy change of less
than 1 x 107*eV. For the DOS a smearing of 0.2eV was applied using the
Methfessel-Paxton method [72].

3.2 Cg

The fabrication of complex organic molecular structures on technologically
important substrates held together by weak and reversible van der Waals
interactions, hydrogen bonds or electrostatic interactions has been a much-
investigated topic in the past ten years [9-11, 76-82]. This controlled self-

assembly of organic nanostructures offers a number of powerful approaches
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for the development of organic molecule-based devices, which possess func-
tions such as rectifying, switching and sensing [10, 11, 15, 76-81, 83, 84].

Fullerenes in particular have attracted considerable attention in recent
years due to their potential in surface chemistry and nanotemplating [84],
non-linear optics [84, 85], single-molecule transistors [15, 20], and especially
molecular electronics because of their tuneable electronic properties, resulting
in superconducting or semiconducting behaviour [15, 86, 87].

The formation and characterisation of fullerene adlayers on surfaces are of
great interest from the fundamental and technological points of view because
they provide valuable information about molecular interactions and can lead
to potential applications in existing technologies.

The study of these surface-supported systems is important for future de-
velopments in molecular electronics, since they represent promising materials
for applications in advanced nanopatterning, surface templating, molecular
data storage, solar cells, sensors/molecular recognition and functional sur-
faces [14, 15, 20, 22, 84-88|.

Of particular interest are the nature of the bonding between the fullerene
molecules and the substrate, as reflected in the electronic charge distribu-
tion and their geometric configuration at the interface, and the dynamics of
electron-hole transfer between the molecule and the metal or semiconduc-
tor surface. This information can be obtained by using a combination of
scanning tunneling microscopy and theory (STM and DFT).

STM is a highly local technique that has become a powerful tool for
studying the adsorption geometry and the conformation and dynamics of sin-

gle organic molecules and molecular assemblies on conducting substrates [9-
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11, 76-82]. Over the last decade STM has been used intensively for the study
of Cgp self-assembled layers on a variety of metal [18, 24-37] and semicon-
ductor [22, 38-42] surfaces.

On most surfaces fullerene molecules self-assemble into close-packed mono-
layers with a hexagonal or quasi-hexagonal structure and a molecule-molecule
separation close to 1 nm, as observed in bulk Cg [18, 22, 24-27, 29-39, 42, 89.
In some cases the formation of a Cgyp monolayer leads to an adsorbate-induced
reconstruction of the substrate [25, 30-37].

Surprisingly, only few studies of Cgy on metal oxide surfaces have been
performed to this end [43-45]. This is despite the fact that metal oxide sur-
faces and thin films have many potential applications in existing technolo-
gies [90-93] and may be used as nanostructured templates with preformed
surface patterns [94-97] for molecular self-assembly.

The choice to study the combination of Cgy and WO,/W(110) in this
work was motivated in part by the expertise present in the research group.
Dr Kevin Radican had recently described the WO, /W(110) surface in de-
tail [94], and the width of the oxide nanorows (~2.5nm) was expected to
lead to some interesting templating behaviour of adsorbates. Similarly, Dr
Sergey Krasnikov joined the group and brought with him vast experience
on molecular self assembly, and so Cgg was chosen as a test molecule about
which a large amount was known from the literature. It was expected that
Cgo’s dynamic behaviour could be explored by controlling the temperature,
which could give insights into fundamental physical processes.

Cgo has been well studied on many metal surfaces, and some common

properties and differences can be derived from past research. Arguably the
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most studied Cgo/metal system is Cgo on Cu(111) [37, 98-102]. The Cu(111)
lattice and that of solid Cgy have only a small 2% lattice mismatch, making
the substrate ideal for the growth of films. Detailed theoretical calculations
show that the most stable adsorption site on Cu(111) is the so-called “hcp”
hollow site, with the hexagon facing down (h-orientation, see below) [99, 100].
However the hep (h-orientation), fec (p-orientation, pentagon facing down)
and bridge (h or p) sites of the close-packed surface are very close in energy,
leading to a very high Cgp mobility when the molecules have rotational and
translational motion [98]. This leads to a hexagonal close-packed monolayer
formed on the surface [101, 102].

Upon the formation of a monolayer, the Cu surface is reconstructed, with
the Cu-Cu bonds closest to the Cgy’s bottom hexagon elongating and forming
a nanopit. In turn the short and long C-C bonds of the bottom hexagon
extend by 3% and 2%, respectively [98]. This assembly is accompanied by
a charge transfer of 1.5-2electrons/Cgy from the surface to the molecules as
measured by NEXAFS [103, 104].

Interestingly, when a monolayer of Cgy is deposited on a thin layer of
Cu, the sheet resistance of the system is decreased, however when deposited
on a thick Cu layer, its sheet resistance is increased [105]. The explanation
for this is that the thick Cu is a good conductor, and the presence of the
molecule/metal interface introduced extra scattering processes, causing the
conductance to suffer.

Gardener et al. have studied the dynamics of a monolayer of Cgy on the
noble Au(111) surface [25]. They observed that some molecules appeared

darker than others in the monolayer, and the amount of dark molecules
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appeared to be correlated to the registry of the overlayer with the substrate.
Figure 3.1a shows a characteristic image of a quasi-periodic domain. The
two bright features highlighted by arrows show the 22 x v/3 “herringbone”
reconstruction underneath the Cgg layer, however these two isolated regions
are all that remain of the original 22 x v/3 structure, indicating that the Cg

layer has lifted the reconstruction over the majority of the surface.

Figure 3.1: Room temperature STM of Cgy monolayer domains on the
Au(111) surface. (a) Quasi-periodic domain of bright and dim Cgy, with
two “herringbone” features indicated by arrows, emphasising that this re-
construction has been lifted over the rest of the surface. (b) Several different
Cgo domains, with their primary axes indicated by black lines, showing that
the only obvious difference between them is their orientation [25].

Figure 3.1b illustrates several different domains A — D within a post-
annealed Cgp monolayer on the Au(111) surface. These domains are char-
acterised by the arrangement of “dim” Cgy molecules which have a lower
apparent height than other Cgy. D shows a domain with a uniform appar-
ent height, whereas domains A and B exhibit the so-called quasi-periodic
structure of dim Cgy molecules, and C' demonstrates a disordered structure.

The fundamental difference between these domains is the angle made be-

tween the primary directions of the Cgy overlayer and the crystallographic
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directions of the substrate, as indicated by solid black lines in Figure 3.1b.
C and D are aligned along the [112] direction of the Au(111) surface, imply-
ing a strong correlation between the uniform and disordered regions of the
monolayer, whereas A and B are offset by an angle of 16° from this direction.
This is indicative of a 7 x 7 R14° superstructure for these domains, as shown
in Figure 3.2, where every seventh Cgy molecule occupies the same Au lattice

site, giving rise to the quasi-periodicity observed in A and B.
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Figure 3.2: Schematic of the 7 x 7 R14° superstructure of Cgy on Au(111)
proposed to explain the quasi-periodic structure of domains A and B [25].

The apparent height differences between individual molecules in each do-
main exhibit a dynamic behaviour, with many molecules switching between
high, medium and low states. This switching has been attributed to charge
transfer occurring between the Cgy molecules and the Au substrate, with such
transfer accommodated by nanopits forming via substrate reconstruction.

Early work on Cgy adsorption on Ag(111) disagreed on its binding and
absorption sites, with the group of Eric Altman proposing the p-orientation
Cgo on the on-top site [106, 107], and Takayasu Sakurai showing the favoured

adsorption as the h-orientation on the hollow site [101]. Time has borne out
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the latter interpretation, with numerous theoretical [98] and experimental
works [108-110] and confirming that the hollow site model has the lowest
energy, however with some dynamical behaviour observed by STM [108].

Similar to the case on Au(111), Cgy causes the Ag(111) surface recon-
struction to change position over time [108-110]. This is represented as an
apparent contrast between some Cgy. Such contrast is observed to switch
over time in a correlated fashion at room temperature. This behaviour is
explained by the mass transport of Ag atoms along the surface, i.e. at one
point Cgp will be sitting on-top of a Ag atom, and during the next scan the
surface atoms have shifted and it will be sitting in a hollow site. Although the
hollow site has the lowest energy, the on-top site with the hexagon-hexagon
C—C bond (h-h) facing the substrate is only slightly higher in energy, and
from the temperature dependence of the switching rate, an energy barrier of
0.84 eV has been derived between the two states [108].

This dynamical behaviour on noble metal surfaces is well-understood and
indeed a recent study asserted that it appears that “interface reconstruction
of close-packed metal surfaces induced by large-molecule Cgy adsorption is
the rule rather than the exception” [110], however as will be shown in Sec-
tion 3.6, the results on WO,/W(110) do not support substrate reconstruction,
instead the ultrathin O-W-O trilayer decouples the Cg, organic layer from
the metallic substrate, allowing the charge-states to have a finite lifetime
without the need for surface reconstruction.

In contrast to the high-mobility, van der Waals-bound systems discussed
so far, when deposited on Pt(111), Cg is very strongly bound and immo-

bile [111]. At room temperature (300 K), the Pt surface catalyses the poly-
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merisation of the Cgg, and at higher temperatures (~1050 K) the molecules
decompose [112]. Similarly on Pt(110), there is a strong interaction with
the surface, with Cgg lifting the so-called “missing-row” reconstruction, and
forming a dumbbell-shaped nanowire array above 700K [113]. Decomposi-
tion is also observed on Ni(110) with a carbon layer formed at about 760 K,
transforming into graphitic carbon at higher temperatures [37, 111, 114].

On semiconductor surfaces the molecules can be even more strongly bound,
however studies of Cgg on Si(001)-(2 x 1) and Si(111)-(7 x 7) show only ph-
ysisorption until the systems are annealed up to 670 K, at which tempera-
tures strong covalent bonds are formed [115-117]. Decomposition to SiC is
observed when the temperature is increased above 1000 K.

Nakaya et al. [22] have demonstrated data storage on the molecular scale
using a trilayer of Cgy molecules prepared on the passivated Ag/Si(111)-
V3 x V3 R30° substrate. By controlling the bias voltage of the STM tip,
it was shown that the Cg, in the overlayers could be induced to form dimer
and trimer structures, which were visible as dark depressions in the formerly
pristine close-packed structure of the film (Figure 3.3).

It was also shown that the induced depressions could be repaired by puls-
ing with a bias voltage of opposite polarity, and the process could be repeated
multiple times with no adverse effects on the Cgy molecules (Figure 3.4).

Finally, the few studies of Cgy on metal oxides thus far have focussed
on either SrTiOy [43] or TiO, [44, 45]. On TiOy(110), Cg grows in an
island fashion, with each Cgg bridging a groove between two oxygen rows [44].
Although the rutile TiO, surface is inherently defective, the Cgy overlayer

is quite free of defects, indicating a stronger molecule-molecule interaction
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Figure 3.3: (a) Pristine Cg trilayer on Ag/Si(111)-v/3 x v/3 R30°. (b) After
scanning the tip along the dotted line at 60nm s~ with a sample bias of
—3.5V, a dark line of bound Cg is formed. (c) Schematic of dimer and
trimer formation [22].
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Figure 3.4: STM of Cg trilayer showing single-molecular writing (a) to (b),
erasing (b) to (c) and rewriting (c) to (d) [22].

than the molecule-substrate interaction, with images of isolated molecules
very rare.

In summary, Cgy has been widely studied on a range of metal, semicon-
ductor and metal oxide surfaces, several of which show an apparent contrast
between some molecules, attributed to either surface reconstruction or molec-
ular polymerisation, however it will be shown in the following sections that
the contrast observed on WO, /W (110) cannot be attributed to either of these

explanations, and instead is due to charge transfer to the Cgy molecules.
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3.2.1 Possible Cg orientations

Although Cg is a spherical molecule, it is not completely symmetric, in that
it has discrete faces, bonds and atoms, and so when it is deposited onto
a surface, five different high-symmetry orientations are possible, as shown
in Figure 3.5. When the 6 or 5 atoms in either a hexagonal or pentagonal
face of the molecule is directed towards the surface, that orientation will be
designated h or p, respectively. Similarly two atoms can form either the
border between two hexagons (h—h) or a hexagon and a pentagon (h—p).
Finally, each of the Cgy's 60 carbon atoms are identical, so if the molecule
faces the surface by a single atom it is designated s. The final panel in
Figure 3.5 shows the relationship between the faces and bonds in one half of

the Cgo molecule.

3.3 WO,/W(110)

The high-temperature oxidation of W(110) results in the formation of a thin,
strained-commensurate WO,(010) structure at the surface [94]. A typical
STM image and a LEED pattern taken from the WO,/W(110) surface are
shown in Figures 3.6a and 3.6b, respectively.

WO, (010) has an O-W-O trilayer structure and forms well-ordered ox-
ide nanorows separated by 2.5nm on the surface (Figure 3.6a). These rows
appear as bright regions with dark depressions in between. The atomic struc-
ture of the WO, overlayer is shown in Figure 3.7. The trilayer structure can
be clearly seen in the side view schematic, looking along the [001] direction

of the substrate.
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Figure 3.5: The high-symmetry orientations of Cgy are shown, and are la-
belled according to the part of the molecule which is facing up; h hexagon,
p pentagon, s single atom, h—h bond between two hexagons, h—p bond be-
tween a hexagon and a pentagon. The sixth panel shows all the bonds and
faces colour coded; p red, h blue, h-h yellow, h-p green.

The LEED pattern (Figure 3.6b) shows characteristic satellite spots around
each primary W(110) spot, representing two equivalent overlayer domains on
the surface. The WO, nanorows follow either the [337] or the [337] directions
of the W(110) substrate depending on the domain [94]. The WO, overlayer
has an oblique unit cell with vectors a = 2.5nm and b = 1.3nm, as ob-
tained by STM and confirmed by LEED, shown on Figure 3.6a as a green
parallelogram.

The presence of oxide nanorows can influence the growth of a Cgy molec-
ular overlayer, and so the WO,/W(110) surface has been chosen as an inter-

esting nanostructured template for their self-assembly.
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Figure 3.6: (a) Low-temperature STM image of the WO,/W(110) surface:
Viampte = —0.06V, I; = 0.10nA, size 6.5nm x 6.5nm, 78 K. The green
parallelogram shows the oxide’s oblique unit cell with dimensions a = 2.5 nm
and b = 1.3nm. (b) LEED pattern from the WO, /W (110) surface, acquired
at a primary beam energy of 70 eV

3.4 Growth and topography of the Cg, film

At a very low coverage (0.2 ML), Cgo molecules start nucleating at the inner
step edges of the WO, /W(110) surface (see Figure 3.8a), which provides
evidence for a weak molecule-substrate interaction and for the diffusion of
the molecules on the surface at room temperature. Cgy molecules appear
as bright protrusions in the STM images and decorate the substrate’s inner
step edges, forming molecular chains. The tungsten oxide nanorows of the
underlying substrate are also visible (Figure 3.8a).

At intermediate coverages (0.4-0.7 ML), Cgy molecules self-assemble at
room temperature into compact two-dimensional islands with a hexagonal
close packed structure (see Figure 3.8b). The Cgy molecular layer is incom-
mensurate with the WO, /W(110) substrate. However, the growth of the
Cgo overlayer starts from the substrate’s inner step edges, which follow the

[111] direction on the surface. This behaviour causes one of the primary
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Figure 3.7: Top and side view of the WO,/W(110) surface. Red atoms
indicate oxygen, with the large atoms forming the topmost layer. Blue atoms
represent the tungsten sandwiched in the WO, trilayer, and grey atoms make
up the W(110) surface. The side view is looking along the [001] direction
of the W(110) surface, parallel to the W-W short bonds in the oxide. The
green parallelogram highlights the unit cell of one nanorow.

directions of the molecular layer to coincide with the [111] direction of the
WO,/W(110) surface. This is a clear indication that the substrate plays a
certain role in the adsorption and arrangement of the molecules. The angle
between this direction of the Cgo layer and the [337] direction of the oxide

nanorows is equal to 23°.
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Figure 3.8: (a) Low-temperature STM images acquired after the deposition
of 0.2 ML and (b) 0.5 ML of Cgy molecules onto the WO, /W (110) surface. (a)
Vsampte = 1.0V, I; = 0.10nA, size 76 nm X 76 nm, 78 K. (b) Vampie = 1.0V,
I; = 0.10nA, size 200nm x 200nm, 78 K.

The intermolecular bonding that occurs through the Cgy m-electron sys-
tem appears to be stronger than the molecule-substrate interaction, leading
to the formation of such compact islands. This is confirmed by the fact that
there are no single Cgg molecules adsorbed in the middle of substrate ter-
races after deposition, indicating a high mobility of the individual molecules
on the surface at room temperature. Furthermore, each WO5/W(110) sub-
strate terrace is covered with a single molecular domain, with terrace widths
of up to 40 nm, and domain boundaries are rarely observed. The distribution
of the Cgy among the substrate terraces is not homogeneous at this coverage

some terraces have almost no Cgy. This indicates that Cgg molecules can
easily cross substrate step edges while moving on the surface as a result of
inter-terrace diffusion.

At approximately 1 ML coverage, the molecules form large domains whose
width is limited only by the width of the WO,/W(110) substrate terraces.

One molecular monolayer is defined as the case in which the substrate is
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completely covered by molecules such that if one further molecule is added,
it will have no direct contact with the substrate and will form a second layer.
For the Cgp monolayer on the WO,/W(110) surface, the molecular packing

density is 1.25 Cgy molecules per 1 nm?.

Figure 3.9: Vegmple = —1.5V, I; = 0.13 nA, size 15.4nm X 15.4nm. The unit
cell of the Cgg lattice is shown in black and has the following parameters:
the unit cell vectors are each equal to 0.95 + 0.05 nm, and the angle between
them is 60.0 & 0.5°. This image has been smoothed using a 3 x 3 matrix to
remove mechanical noise.

The unit cell of the Cgp lattice (shown in black in Figure 3.9) contains a
single Cgo molecule and its unit cell vectors are each equal to 0.95 £ 0.05 nm,
with an angle between them of 60.0 £ 0.5°, forming a hexagonal close-packed
structure. The intermolecular separation within the overlayer is very close to
the natural molecule-molecule distance of 1 nm observed in bulk Cgy crystals.
The formation of ordered domains of such an extent and the Cgy—Cgq separa-
tion further indicate the presence of a significant intermolecular interaction,
as well as a low diffusion barrier for the molecules on the WO, /W(110) sur-

face at room temperature. Thus, Cgy molecules are physisorbed on this sur-
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face and a weak molecule-substrate interaction occurs through the molecular
m-electron system.

At some voltage biases, the Cgy molecules on the WO, /W(110) surface
show a significant difference in apparent height (see Figure 3.10a), which can

be a reflection of local electronic and/or topographic variations.
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Figure 3.10: (a) STM image of Cgy on the WO,/W(110) surface, showing
chains of the ‘dim’ molecules, which occupy the grooves between the oxide
nanorows of the WO,/W(110) surface: Vigmpe = —0.7V, Iy = 0.3nA, size
15.6nm x 15.6nm. Dotted lines separated by 2.5nm indicate the [337] di-
rection of the nanorows. (b) A line profile (along the dashed line in (a)
indicating the height difference between the ‘bright’ and ‘dim’ Cgy across the
Nanorows.

These so called ‘bright’ and ‘dim’ molecules have been previously ob-
served by STM on a variety of surfaces and are often attributed to Cgo-
induced substrate reconstructions [25, 30-37]. Such surface reconstructions
can lead to two topographically different Cgg adsorption sites, where ‘dim’
Cgo molecules are sunk into nanopits of the reconstructed substrate, and
are lower in height than ‘bright” ones. Other explanations suggest that this
apparent height difference is due to electronic and molecular orientation ef-

fects [106, 118]. From Figure 3.10a it is clearly seen that the ‘dim’ Cgg



68 Chapter 3. Cgo on WO,/W(110)

molecules on the WO,/W(110) are arranged in dark chain-like structures.
The distance between these chains is equal to 2.5 nm as observed by STM.

From STM images it is clear that the ‘dim’ Cgy molecules follow the oxide
nanorows of the substrate and are adsorbed between them. The nanostruc-
tured WO, /W(110) surface exhibits grooves separated by 2.5nm [94], which
are seen as dark depressions in the STM image (Figure 3.6a). The ‘dim” Cg
molecules observed in Figure 3.10a occupy these grooves, and are situated
slightly lower than the others (‘bright’ Cgp). The line profile shown in Fig-
ure 3.10b indicates that the height difference between the ‘bright’ and ‘dim’
Cgo molecules is equal to approximately 0.6 A. The same value of corruga-
tion was observed for oxide nanorows forming the WO, /W (110) surface [94],
indicating that such an apparent height difference between Cgy molecules is
due to the substrate topography.

Furthermore, a similar apparent height difference in the range of 0.4
1.0 A, attributed to an adsorbate-induced reconstruction of the substrate,
has been observed between ‘bright’ and ‘dim’ Cgg molecules on other sur-
faces and was explained by an adsorbate-induced reconstruction of the sub-
strate [25, 30, 33-35]. However, there is also the possibility of a slightly
different interaction between the WO,/W(110) surface and the electron or-
bitals of the ‘dim’ Cgp molecules, caused by their specific arrangement on the
surface, which results in proximity of the molecule to the W layer.

Low-temperature STM of Cgy molecules performed at 78 K demonstrates
well-resolved molecular orbitals within individual molecules. It was not pos-

sible to resolve these orbitals by performing STM at room temperature. This
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Figure 3.11: Low-temperature STM image of Cgy on the WO,/W(110)
surface, showing that most of the Cgy molecules have the same orbital
appearance, and hence the same orientation on the substrate at 78 K:
ampte = 0.9V, I; = 0.70nA, size 10nm x 10nm, 78 K. The unit cell of
the Cgg overlayer is shown in black.

is due to movement (rotation) of the molecules within the layer at this tem-
perature. and will be discussed further in the following Sections 3.5 and 3.6.

At 78 K however, most of the molecules in the complete Cgyp monolayer on
the WO, /W (110) surface exhibit the same internal stucture, and are rotated
approximately in the same direction due to interactions with the substrate
and the suppression of molecular movement at such a low temperature. This
is shown in Figure 3.11 by the ordered molecular orbitals (lobes) of individ-
ual Cgg. The molecules appear on the STM image as spheres composed of
three ‘stripes’ (molecular lobes), suggesting that the same part of each Cgg
molecule is facing the substrate. The similar appearance of most of the Cg
on the WO,/W(110) surface indicates that the molecule-substrate interac-
tion is strong enough to align the molecules at low temperature, when their

movement is suppressed.
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Similar parallel orientation of Cgy molecules has been previously observed
on certain other surfaces by low-temperature STM [28, 30, 33, 34, 89]. It is
noted that STM images exhibiting three molecular lobes within an individ-
ual Cgg molecule have been acquired at a sample bias in the range from
0.7-1.0V (0.9V in Figure 3.11). At such a voltage, electron tunneling oc-
curs into the lowest unoccupied molecular orbital (LUMO) of Cgy, making
the LUMO responsible for the ‘three-stripe’ appearance of Cgy molecules
on the WO, /W (110) surface. Cgo molecules exhibiting three ‘stripes’ have
been previously observed by STM on different metal and semiconductor sur-
faces [25, 31, 32, 41, 119, 120]. In most of these cases the proposed Cg
orientation was the one in which the carbon-carbon bond that forms the
border between two adjacent hexagons of Cgy (h-h bond) is parallel to the

substrate [31, 32, 41, 119, 120].

3.5 Rotational transitions in the Cg, thin film

The study of phase transitions in two-dimensional (2D) systems is an active
area of research due to their potential applications, such as improving the
performance of liquid crystal opto-electronic devices [121] and high-T¢ su-
perconductors [122, 123], and determining the thermodynamic properties of
nanoparticles [124]; and also due to the fundamental physics at play such
as the crystal structure of novel intermetallic compounds [125]. There are
major differences between phase transitions in 2D and 3D systems [126-129].
For example, melting in 3D crystals is always a first order transition, whereas

in 2D systems this is not necessarily the case.
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In the close-packed, two-dimensional layer of Cgy molecules, individual
molecules are weakly bonded to their nearest neighbors. If each molecule
in such a monolayer could be addressed individually, this could provide the
basis for a device with an ultra-high element density. The properties of such
devices are determined by the behavior of both the individual molecules and
the Cgg layer as a whole.

The unique properties of fullerenes and fullerene-based compounds re-
sult from the structure and shape of the Cgy molecule. The symmetry of
the molecule and its deviations from a uniform spherical shape give it rota-
tional degrees of freedom, which often determine the physical properties of
Cgo compounds, Cgo-based clusters, 2D layers and the 3D crystal. At room
temperature, Cgy molecules arranged in a face-centred cubic lattice (FCC)
undergo rapid rotation around their centers of mass. The typical time for a
single molecular rotation is in the range of 3 picoseconds [130].

Below 259 K, however, ordering occurs, resulting in a change of space
group symmetry from FCC to simple cubic [131-133]. Neutron scattering
studies [132, 134] have shown that between 90K and 259K, Cgy molecules
in the 3D crystal shuffie between two nearly degenerate orientations, which
differ in energy by 11meV. The orientations are separated by an energy
barrier of 290 meV [135, 136].

There is a glassy transition in the 3D crystal at 90 K, resulting from a
freezing of the molecules’ hopping between the two orientations [137]. The
relaxation time is estimated to be about 1day at 90 K [138, 139]. The relax-
ation process around the glassy transition can be fitted by a non-exponential

function exp{—(t/7)?} [137], where 8 = 0.94 [139]. The deviation of the
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relaxation dependency from a simple exponential (5 = 1) curve provides
evidence for significant interaction between the molecules.

The rotational phase transition in an 80 nm, single-crystalline Cg film de-
posited on GaAs(111) has been previously studied by X-ray diffraction [140].
The results of these measurements reveal an anomaly in the lattice parame-
ter at the phase transition temperature 7 = 240K, 19 K below that of the
bulk Cgg crystal. This difference was attributed to a strain effect in the Cg
film introduced by the substrate.

Mean field theory has been used to model the interactions of solid Cg.
both at the surface of the crystal and in the bulk, and these calculations have
been confirmed by experimental results. In solid Cgy. melting of the orien-
tational order starts from the top layer of the surface. Lu et al. [138] and
Lamoen and Michel [141] have each modelled the interactions in bulk Cgg
using mean field techniques, and were able to reproduce the experimentally-
observed crystal symmetries, including the phase transition from a low-
temperature simple cubic structure to a disordered face-centred cubic struc-
ture at 260 K.

Passerone and Tosatti [142], and Laforge et al. [143] later built upon these
models to describe the rotational surface disordering phase transition for the
(111) surface of solid Cgg, for which three separate phases are predicted and
observed. Below 150 K, the surface has (2 x 2) symmetry. Three molecules in
the surface (2x2) unit cell have only a twofold axis normal to the surface. The
fourth, more frustrated molecule has instead its threefold axis normal to the

surface. Between 150 K and 230 K, the surface symmetry is still (2 x 2), but
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the more frustrated molecule begins to rotate, and above 230 K, all surface
molecules are in the disordered state, with (1 x 1) surface symmetry.

This section is focused on the link between an individual molecule’s tran-
sitions between different states and the phase transition of a statistical ensem-
ble of Cgy molecules forming a single molecular layer on the WO,/W(110)
surface in the temperature range between 78 K and 320K. A rotational
phase transition at 259 K and a kinetic glassy transition at 220 K have been
observed. A good agreement between the parameters of the observed rota-
tional transitions and those predicted from the properties of individual Cgg

molecules has been found.

3.5.1 Temperature dependence

At low temperatures (below 220 K), STM images of individual molecules re-
veal an orbital structure that is determined by the orientation of the Cgq
molecule (Figure 3.12a, b). The arrangement of the molecular orbitals de-
pends on the cooling regime. When the sample was quenched with a cooling
rate of 10 K/min, it formed the orbital structure presented in Figure 3.12a.
This structure is characterized by a random orientation of Cgy molecules
forming a glassy, metastable state. No correlations between the individual
orientations of neighboring Cgy molecules have been found.

The orbital arrangement shown in Figure 3.12b was realized by slowly
cooling the film, at a rate of 100 K/day, from 300K down to 78 K. The
molecular orbitals of individual Cgy appear in the STM image of the orbital-

correlated state as stripes aligned in approximately the same direction (Fig-
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Figure 3.12: STM images of the Cgg monolayer at different temperatures.
(a) and (b) 12nm x 14nm STM images acquired at 78 K. (a) image of
quenched Cg film; (b) image of the Cgy film obtained by slow cooling at
a rate of 100 K/day. Highlighted in black in panels (a) and (b) are the
outlines of individual molecules. (c) and (d) 19nm x 16nm STM images
of the same Cg film acquired at 315 K and 256 K respectively. All molecules
in (c) appear as perfect spheres due their fast rotation. Solid black arrows
in panel (d) indicate examples of static Cgy molecules, solid white arrows
show molecules with unresolved orbital structure, black-outlined and white-
outlined arrows point to spinning molecules with a dip or a protrusion at
the centre, respectively (see text). (a) and (b) have had some high-frequency
mechanical noise removed by FFT filter.

ure 3.12b). Almost all Cgy molecules in Figure 3.12b exhibit this striped
structure, which indicates that these molecules face the substrate with an
h-h bond [46]. Such an approximate orbital alignment has been observed

both along and perpendicular to a close-packed direction of the molecular
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layer. As the state shown in Figure 3.12b results from slow cooling, it would
suggest that the alignment with the h—h bonds facing the substrate has lower
energy than the glassy, metastable state obtained by quenching the sample.
In this chapter, common notations for states characterized by different bonds
between Cgo and the surface are used: h, h-h, p, h-p, and s.

At a temperature of 78 K, the majority of the molecules retained their
orbital structure and they were static for the duration of the experiment
(up to several days), regardless of whether they were in the h-h or h-p
state. In contrast, at high temperatures (7" > 259 K), the orbital structure
of individual Cgy molecules is no longer visible in STM images (Figure 3.12c¢)
due to the molecules’ rotation, which is faster than the time resolution of the
STM. All Cgy molecules appear in these STM images as perfect spheres.

At intermediate temperatures (220-259 K), both static and rotating molecules
appear in the STM images (Figure 3.12d). In the temperature range 220-
259 K the fraction of static molecules rapidly decreases with increasing tem-
perature.

At T < 220K, almost all molecules exhibit the orbital structure. The
few anomalies are likely caused by defects on the surface. Figure 3.13 shows
the temperature dependence of the square of the probability of finding a
static Cgy molecule, p?. to demonstrate the observed transitions and reveal
the order parameter 7. Each point in Figure 3.13 corresponds to several
large-scale STM images of the Cgq film at that temperature (of similar size to
Figure 3.12d), and p is calculated by counting the number of static molecules

in an image and dividing by the total number of visible molecules.
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According to Landau’s theory of phase transitions, the order parameter
n is proportional to (T — T)Y2. At low temperatures (T < 220K), p? is
constant with respect to temperature, but does not quite reach unity, since
the few molecules close to the defects appearing in the STM images were not
included in the number of static molecules. The horizontal blue trend line
shown is a fit to the data, with its slope set to 0.
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Figure 3.13: Squared probability of finding a static Cgy molecule, p*, versus
temperature, 7. Blue (220K) and red (259 K) arrows indicate the temper-
atures of the kinetic and structural rotational transitions respectively. In
the temperature range from 220K to 259K, p? is fitted by a linear function
p? = a(Tc —T), where a = 0.022 £ 0.002K~! and T = 259 K.

In the temperature range from 220-259 K, p? is fitted by a linear function
p? = a(Tc — T), where a = 0.022 £ 0.002 K~! and T, = 259 K. T indicates
the temperature of the rotational phase transition. The glassy transition at
T, = 220K is a kinetic transition, at which the molecular switching rate

between different states becomes slower than the time scale of the experi-
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ment. Below T},, the Cg molecules’ nanomotion becomes virtually frozen

and orbital-resolved STM images of individual molecules do not change.

3.5.2 Molecular transitions between different states

Orbital-resolved STM images of Cgg present a unique opportunity to study
the rotational transition mechanism on a molecular scale. Figure 3.14 shows a
consecutive set of STM images of the Cgy monolayer measured at T' = 256 K,

in the vicinity of the rotational phase transition, (T¢ — T)/T¢ = 0.012.

Figure 3.14: Dynamics of the transitions between different molecular states
of a Cgp monolayer at T' = 256 K. (a)—(d) 19nm x 19nm STM images of the
Ceo film acquired at Vigmpe = 1.0V and I; = 0.07nA, over a sampling time
of 480 sec. Panels (e)-(h) present a zoom of the area marked by the dashed
box in panels (a)-(d). The same molecule is indicated by a white circle in
(e)-(h) and it can be seen to switch from the medium-conductance state (e)
to the high-conductance state (f) and to go from spinning (g) to non-spinning
(h). Arrows in panel (g) highlight several molecules that engage in spinning
motion, resulting in their ring-shaped appearance. These molecules do not
spin in (e) and (f). (a)-(d) are unfiltered, however the zooms have had some
horizontal scarring corrected to enhance presentation.
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The STM images presented in Figure 3.14a-h indicate how Cgy molecules
can switch between several different states, leading to changes in their ap-
pearance. Some molecules switch between a high- and a low-conductance
state, observed in STM images as a repetitive switching between a bright
and dark appearance. This will be explored in detail in Section 3.6. Fur-
thermore, static molecules exhibit an orbital structure [46], while those with
high-magnitude oscillations and molecular rotation appear blurry in STM
images.

Panels e-h show a zoom of the area marked by a dashed box in panels
a-d. A single molecule which switches between states in subsequent scans
is shown by a dashed circle. The mechanism of a molecule’s switching is
connected to its rotation, accompanied by charge transfer to or from the
molecule, leading to it becoming polarized [144, 145]. The molecules can
also switch between static (orbitals resolved) and dynamic (orbitals blurred)
states.

We also observe molecules that appear in the STM images as a ring
shape, or a ring with a protrusion at the centre (Figure 3.12¢, Figure 3.14e,
f, h). Such shapes can be explained by the molecules spinning around their
axis perpendicular to the surface. This is shown in detail in Figure 3.17.
Arrows in Figure 3.14g indicate several such spinning molecules exhibiting
the ring shape appearance. These molecules do not spin in Figure 3.14e or
Figure 3.14f.

From the analysis of an extensive number of STM images it was found
that, in many cases, the switching of one molecule into a bright state can trig-

ger the spinning of its nearest neighbors. It was also observed that spinning
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molecules tend to occupy positions along the grooves of the WO, /W(110)
substrate, as shown in Fig. 3.15. This suggests that the energy levels of
the Cgo molecules are affected by the substrate and also that the molecular
states can be made more stable or less stable depending on the position of

the molecule within the unit cell of the WO, /W (110) structure.

Figure 3.15: (a) 19nm x 9nm STM image of the Cgp film acquired at
Viampte = 1.0V and I; = 0.07nA, demonstrating the decoration of the WO,
rows of the underlying substrate surface by dim Cgy molecules, T' = 256 K.
(b) Zoom of the area indicated by the dashed box showing a row of spinning
molecules.

Therefore, in addition to the transition between different orbital states,
there are transitions between the static state of the molecule and spinning
state (in-plane rotation). Such phenomena are only observed for isolated
molecules and molecular clusters in the monolayer, and so are not caused by
molecular transfer to the tip or other tip effects, because if that were the

case, the tip would affect all molecules being imaged.
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3.5.3 DFT calculations of Cg, orientation & spinning

molecules

DFT was performed using the VASP code and LDA pseudopotentials. The
choice of LDA is justified, as it has been shown that DFT-LDA has given
excellent results for the total energies and band structures of fullerites and
other carbon-based structures (graphite, nanotubes) [146-151].

Girifalco and Hodak state that first-principles calculations for graphitic
structures can be carried out quite successfully, but they are sensitive to the
details of the calculation, and long-range dispersion interactions, such as van
der Waals forces, should be included for separation distances greater than
1.15 of the equilibrium separation [152]. However, the separation distance of
Ceo—Cgo on the WO, /W(110) surface is 9.5+ 0.5 A, which is less than the
intermolecular distance of 10 A in the bulk Cgo crystal. This strongly sug-
gests that van der Waals interactions can be neglected for the system under
investigation in this thesis, and that DFT-LDA calculations are sufficient.

To find the optimum surface site of a single Cgy molecule on one layer of
WO,, several different surface sites (labelled A, B, C, D and E in Figure 3.16)
were sampled and the total energy of those systems was calculated. The
system was found to have the lowest ground state energy when the Cgy's
surface-facing C-C bond bridged two surface oxygen atoms, each of which
was bonded to a different tungsten atom (site A). This site was chosen for
all further calculations, and in order to further minimize the energy of the

system, different orientations of Cgy on this site were simulated. For all
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Figure 3.16: Model showing the absorption sites on WO,/W(110) tested
during optimisation. Each ellipse shows the position of the surface-facing
C-C bond of the Cgy. Site A was exhibited the lowest energy and so was
chosen for all subsequent calculations.

orientations, the Cgo molecule was allowed to relax on a constrained layer of
WO,.

DFT calculations of the total free energy reveal that the h—h configuration
corresponds to the lowest energy state. The h-p configuration is separated
from the lowest energy state by 17meV, which is comparable to kg7 in our
STM experiments. The energy gap between the p and the h-h configurations
is about 90 meV. The h and s configurations are the least favorable, being
separated in energy from the h—h configuration by 360 meV and 420 meV re-
spectively. The partial charge density of each of these systems was calculated
in the range from Ep to 1eV, where Ep is the Fermi energy.

The obtained charge distribution images (Figure 3.17, first row) were then

processed by rotating them in increments of 5 degrees. The resulting rotated
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Figure 3.17: First row: DFT simulations of the partial charge density dis-
tribution of electron states of static Cgy molecules facing the substrate by
different parts of the molecule. h and p configurations correspond to the
molecule facing the substrate by a hexagon or a pentagon, respectively. In
h-h and h—p configurations, Cgy faces the surface by the C-C bond shared
between two hexagons or a hexagon and a pentagon, respectively; and in the
s configuration, Cgg faces the surface by a single atom. Second row: Images
obtained by rotating the charge distributions in the top panel in increments
of 5 degrees. These represent the weighted electron density of a molecule in
a particular configuration with the additional degree of rotation around the
axis perpendicular to the substrate. Third row: Cross-sections through the
rotated charge distribution shown in the second row.

images (Figure 3.17, second row) were combined to form a single composite
weighted image for each orientation. This represents a molecule spinning too
fast for the STM probe to resolve. The charge distribution images for h and
p orientations reveal a dip at the center of the molecular image while for h-h,
h—p and s orientations, the ring shape of the molecule is accompanied by a

protrusion at the center. Cross-section profiles of these simulated spinning

molecules are shown in Figure 3.17 for comparison with experiment. STM
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images of individual spinning molecules were found to have either a ring shape
with a dip/dent (Figure 3.18a) or a protrusion in the centre (see molecules

indicated by black arrows in Figure 3.12c and Figure 3.18c).

Figure 3.18: STM images of individual spinning molecules with a dip (a)
or a protrusion (c) at the centre. Panels (b) and (d) correspond to cross-
sections along the indicated lines in the STM images of the spinning molecules
presented in panels (a) and (¢). Dashed lines indicate the boundaries of an
individual molecule’s cross-section. (a) and (b) have had some horizontal
lines on the ‘bright” molecules corrected for clarity.

Cross-sections of typical STM images of the spinning Cgy molecules are
presented in Figure 3.18. Panel (b) corresponds to the dip at the centre while
(d) corresponds to the protrusion. About 90% of the examined STM images
of spinning Cgy molecules reveal a protrusion at the centre of ring shaped
images. According to DF'T calculations, h-h and h—p orientations are most
favorable in energy. Thus, we conclude that most of spinning molecules face

the surface by C-C bonds. The STM image presented in Figure 3.18 with a
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dip at the center of the molecule is most likely due to a spinning molecule
with a pentagon facing the substrate.

The peak-to-peak diameter of the holes has been observed to vary between
approximately 3-6 A, and the diameters of the experimental cross-sections
in Figure 3.18 are approximately a factor of 2 larger than those calculated in
Figure 3.17. This difference, and the distribution of diameters, is attributed
to molecular movement on the surface, such as the precession of the spin-
ning axis around the surface normal, for which different precession angles
will alter the apparent size of the hole by different amounts. The h and s
configurations of the molecules are unlikely to be observed to spin under the
present experimental conditions because of the large gap in energy from the
ground state. Thus the model suggests that a spinning molecule presents
a reasonable explanation for the unusual appearance of the Cg molecules

observed in the temperature range of 220-259 K.

3.5.4 Phase transition

In the three-dimensional Cgy crystal, two transitions are associated with
molecular rotation: a first-order transition that takes place at 259 K and a
kinetic glassy transition at 90 K [130-136]. Above 259 K, the molecules freely
rotate. At lower temperatures, the molecules hop between two orientations
separated in energy by about 11meV. At 90K, the Cgy crystal undergoes a
glassy transition when the equilibrium relaxation time 7 exceeds the labo-

ratory experiment time. 7 was estimated to change from 1 second to 1 day
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between 130 K and 90 K, with a relaxation activation energy, W, of about
290 meV [138].

We found that at T > 259 K, the Cgy molecules in the monolayer de-
posited on the WO,/W(110) surface freely rotate (Figure 3.12d), similar
to behaviour observed in solid Cgy. In contrast, at lower temperatures
(T < 259K) we found significant differences between the monolayer and
bulk Cgy. However, it is surprising that the temperature of the rotational
phase transition in the Cgy monolayer on the WO, /W (110) surface coincides
with that of solid Cgp.

When very close to the phase transition temperature, fluctuations ap-
pear in the form of blinking or spinning molecules. Hence, close to T there
will be inhomogeneity introduced by these fluctuations but not necessarily
large regions of instability, similar to how orientational melting begins at the
surface of bulk Cg, [143]. The amount of these fluctuations decays exponen-
tially away from T, and at low temperatures the film looks homogeneous
(Figure 3.12b).

According to mean field theory [153], the temperature of a phase transi-
tion, Te = E/2kp, is determined by the total energy of interaction between
the molecule and its neighbors. In a Cgy monolayer, this is determined by
the Cgo’s interaction with its neighboring molecules, the Cgy—substrate in-
teraction and the crystal field. The interaction between Cgg molecules has
been studied using several models. Calculations [154, 155] reveal that, in
the case of Cgy molecules separated by 1nm, a distance comparable to the
separation between molecules’ centres in a monolayer, the dominant contri-

bution is due to the Coulomb interaction between the molecules’ respective
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charge densities. These calculations show that several combinations of orbital
configurations of two adjacent Cgy molecules are close in energy.

The coordination number of a Cgg molecule in a monolayer is halved to 6,
compared to the 12-fold coordinated FCC bulk lattice. Therefore one could
simplistically expect a T¢ reduced roughly by a factor of two compared to
that of the bulk, if the interaction with the substrate was neglected. Such a
reduction is indeed observed at the (111) surface of a Cg crystal [143, 156].
In contrast, our experiment shows the same value of T~ = 259 K for the Cg
monolayer as that of the bulk, suggesting that an energy contribution on the
order of kT = 24meV originates from interactions with the substrate.

There are two possible mechanisms for such an interaction: via the crystal
field, which has a strong component perpendicular to the substrate due to
the breaking of z-translational invariance [157]; or due to the effect of the
overlap of the orbitals of the Cgy molecules and the substrate.

The wave function of the HOMO of a single Cgy decays out of the molecule
over the length scale of a covalent bond (1.4 A). This is comparable to the
distance between the C atoms of an individual Cgy molecule and the substrate
surface atoms, as determined experimentally (approximately 1.5A). The
importance of the interaction of Cgg with the substrate is confirmed by the
decoration of WO,/W(110) grooves by spinning molecules (Figure 3.15d).
This suggests that the energy of the Cgq is sensitive even to relatively small
changes in the environment, such as being brought into closer contact with
the substrate due to the WO, /W (110) coincidence structure.

In the mean field theory approximation, the order parameter’s depen-

dence on the temperature is specified as p* ~ 3(—T%—;—T—) = a(Tec — T), where



3.5. Rotational transitions in the Cgy thin film 87

a = 0.012K~!. The experimentally-measured value of a = 0.022 4 0.002 K~!
is approximately a factor of two greater than that predicted by theory. One
reason for this discrepancy is that correlation effects are ignored by mean
field theory. Examples of such correlation effects that have been observed
are presented in Figure 3.12d, where it is shown that static molecules form
clusters, and their orientations within the clusters are correlated. This im-
plies that the total energy of a molecule’s interaction with its neighbours is

also affected by its configuration on the substrate.

3.5.5 Kinetic transition

The glassy transition and non-exponential relaxation in solid Cgy are due to
the freezing of weakly-correlated orientations of nearest-neighbor molecules
137]. In bulk Cg. the molecules can occupy two rotational orientations
which are almost equivalent in energy but are separated by a potential bar-
rier, and these orientations are distributed in a random fashion over the sites
of an FCC lattice. The relaxation of solid Cgg is determined by the potential
barrier between these two states. All individual molecules in solid Cgy occupy
equivalent positions in the FCC lattice; each molecule relaxes nearly identi-
cally in an intrinsically non-exponential manner according to a homogeneous
scenario [158].

This relaxation is characterized by the Kohlrausch-Williams-Watts or
stretched exponential function, q(t) = qo exp|[—(t/7)?], where 7 is the re-
laxation time, and [ is called the non-exponential factor or “stretching

exponent”. 3 = 1 corresponds to an exponential, Arrhenius-like relax-
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ation [137]. The temperature dependence of 7 can be fitted by the Vogel-
Fulcher-Tammann (VFT) function, 7(7T') = % exp[m%ﬁ}, where f; is the
libron frequency [158, 159]. When Ty = 0K, the Arrhenius equation is re-
alized and W corresponds to the activation energy. According to empiri-
cal observations, Ty corresponds to the temperature of an ideal glass state
(“Kauzmann temperature”), at which the crystal and the extrapolated glass
state attain equal entropies [159] and the relaxation time becomes infinite.
Both g and % are a measure of the deviation from Arrhenius relaxation.
The relaxation in solid Cgy was found to differ slightly from a purely expo-
nential decay (5 = 0.94) [137]. The kinetic behavior of the Cg, monolayer
grown on the WO,/W(110) surface is influenced by several factors. The
low-temperature glassy state of the Cgy film is characterized by a random
orientation of the molecules (Figure 3.12a). In contrast, the glassy state in
solid Cg is characterized by the random freezing of molecules among just two
states. The large number of different molecular orientations observed in the
film results in an averaging-out of the interaction potentials and should cause
Arrhenius-like relaxation processes. However, STM experiments reveal cor-
relations in the nanomotion of the Cgy molecules that suggest arguments in
favour of a constrain-dynamic scenario [160]. It is proposed that the mech-
anism for the molecule-molecule interaction required for such a constrain-
dynamic scenario can be based on some molecules acquiring charge. Indeed.
the time-resolved STM experiments presented herein demonstrate that the

rotational transition of an individual Cgg molecule between states is accom-

panied by charge transfer to the molecule, and subsequently, charge carried
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by a molecule affects the energy levels and barrier heights of its neighboring
molecules via the Coulomb interaction.

From the lifetime of a molecule in a single state, the potential barrier
height separating the states has been calculated to be 617meV. If one as-
sumes that the bulk libron frequency of f; = 1 x 102 Hz and the relaxation
time at the temperature of glassy transition for solid Cgo, 7s(90 K) = 1day
can be applied to the film, then the VFT law can be used to estimate the
Kauzmann temperature Ty. The obtained value T, = 45K indicates that
the relaxation process in the Cgy monolayer film is close to the Arrhenius
scenario of 12 = (.2.

0
Fg

3.6 Charge transfer and rotation

As has been touched upon in previous sections, some molecules appear to
switch between “dim” and “bright” states [25, 35]. This phenomenon has
previously been attributed to Cgo-induced substrate reconstructions [25, 30—
36]. Such surface reconstructions lead to two topographically-different Cgg
adsorption sites, where dim Cgo molecules are sunk into nanopits on the
reconstructed substrate, and are lower in height than the bright ones [25, 30~
36, 46]. The switching between dim and bright Cgy states was attributed to
changes in the substrate underneath the molecular layer due to the diffusion
of substrate atoms [25, 35]. Other explanations suggest that this apparent
height difference is due to electronic and molecular orientation effects [106,

107, 118]. Better understanding of the switching of Cgy between different
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charge states is central to further progress in electronic devices utilizing these
molecules.

This section describes the charge-transfer induced switching of some iso-
lated Cgp molecules within the monolayer grown on the WO, /W (110) sur-
face. Such switching of individual Cgg between different charge states repre-
sents a phenomenon that is different from the “bright” and “dim” contrast
shown in Figure 3.10a, which was due to the “dim” molecules lying in the
grooves between the nanorows. Furthermore, these two phenomena coexist
on the WO, /W(110) surface. Our results indicate that Cgy switching between
charge states correlates with the molecule’s rotation, i.e. some orientations of
the molecule favour its charge neutral state and others favour the negatively
charged state.

Figures 3.19a—c show a sequence of constant-current STM images of the
same area of the Cg) monolayer self-assembled on the WO, /W (110) surface,
acquired at a sample bias of 1.0V. These images, taken at 255K, exhibit
an internal structure corresponding to molecular orbitals for most of the
Cgo molecules. Comparing their appearance with the partial charge density
calculated by DFT [46, 47] (Section 3.5.3), it is noted that the majority of the
molecules face the substrate with an h-h bond (indicated by a black circle
in Figure 3.19b), exhibiting three distinct “stripes” [25, 31, 32, 46, 47, 161].
Most of the other molecules face the substrate with an h-p bond (white
circle). This is in agreement with DFT calculations described in Section 3.5.3
which show that the h—h orientation has the lowest total energy, while the
h-p orientation differs from the lowest energy state by 17 meV [47], which is

comparable to kT in our STM experiments.
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Figure 3.19: (a)-(c) Constant-current STM images (5.5nm x 5.5nm) of
the same area of the Cgy monolayer on the WO, /W (110) surface acquired
at 255 K, Vigmpte = 1.0V, I; = 0.1nA. The majority of Cg molecules face
the substrate with an h-h bond (indicated by a black circle), while others
face the surface with an h-p bond (white circle). The molecule at the centre
of images (a)-(c¢) switches between different states, changing its appearance.
(c) demonstrates the case when switching occurs fast enough to be seen on
a single image. (d)-(f) Constant-current STM images (6 nm x 6nm) of an-
other area of the monolayer acquired at 255 K, Vigmpie = —1.9V, I; = 0.1nA.
Arrows indicate the Cgy that have switched between frames. The molecules
exhibiting internal structure in (d)-(f) are in the negatively charged state.
(a)—(c) have had some high-frequency noise removed by FFT filter, and (d)-
(e) have been smoothed using a 3 x 3 matrix to remove mechanical noise.

Although individual Cgy molecules do not appear identical to one an-
other due to their different orientations on the surface [25, 30-36], the orbital
structure of each molecule remains unchanged from one image to the next,
indicating that these molecules are not rotating. However, some individual
molecules, such as the one at the centre of the image, switch between different

states. In the temperature range between the phase transitions (220-260 K)

such molecules change their appearance continuously in a random fashion
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for the entire duration of the experiment. Figure 3.19¢ demonstrates the
case when switching occurs fast enough to be seen on a single image. This
phenomenon is observed at both positive and negative biases, with the best
apparent contrast achieved at a positive sample bias of 0.8 V.

Figures 3.19d-f show a sequence of constant-current STM images of an-
other area of the monolayer, acquired at a sample bias of —1.9V. Several
molecules are observed to switch between scan frames (indicated by arrows).
The apparent height difference between the molecules in the two different
states is much smaller at this bias. The orientation of most of the molecules
cannot be resolved at a negative bias. However, the orbital structure of the
molecules in the state which has a lower apparent height is more pronounced
and they are observed to be in the h-p orientation on the surface. It is
noted that imaging the surface with a sample bias in the range of —0.5V
to 0.6 V, was unsuccessful, resulting in noisy images. This was most likely
due to the band gap of Cgg. At lower temperatures the molecular switching
between the different states ceases and at high temperatures the molecules
rotate continuously so fast that no switching is observed and all molecules
appear as perfect spheres [47].

Figure 3.20a shows a constant-current STM image of the Cgy monolayer,
acquired at 257 K. The image emphasizes the difference between the previ-
ously described phenomenon of the “bright” and “dim” Cgq contrast [25, 30-
36] and the Cgy switching between charge states. Three types of molecules
are clearly visible in Figure 3.20a: “dim”, “normal” and “very bright”.<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>