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Abstract. This paper examines the accuracy of audio-video based local-
ization using multiple cameras and multi-microphones. Covariance map-
ping theory is used to determine the accuracy of audio and video based
localization. Both modalities are compared in terms of their ability to
provide accurate location estimates of a moving audio-visual source. Rel-
atively, video is found to be significantly more accurate than audio. The
problem of audio-video fusion is also examined. The fusion of audio and
video location estimates is applied in the audio domain, the video domain
and the positional domain. The accuracy of these three fusion strategies
for 3D localization are examined from a theoretical basis. The best lo-
calization performance is found when fusion is applied in the positional
domain. Fusing audio and video data in the video domain is found to
exhibit the worst localization performance. This analysis is confirmed by
measuring the accuracy of each fusion strategy in localizing a moving
audio-visual source.

1 Introduction

There is a current trend in the research community towards the use of multiple
modalities in tracking. Particularly, the use of both audio and video in tracking
people is gaining significant interest. Literature proposes a variety of Kalman
filter based [1,2] and particle filter based [3,4] techniques for joint audio-visual
tracking. In general these approaches show improved tracking performance be-
yond that possible through the use of either modality alone.

This result is mainly due to the complementary nature of the audio and video
modalities. The performance of audio-based tracking is dependent on the quality
of the received signals at the microphones which is affected by the distance from
the speaker to the microphones [5], background noise and most significantly
distortion due to reverberation [6]. Such issues do not affect video-based tracking.
Similarly, factors affecting video-based tracking such as varying illumination,
visual clutter and visual occlusions have no implications on audio-based tracking.
In a joint audio-video based system where audio and video fail independently
therefore it is reasonable to assume an overall improvement in tracking reliability.
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2 M2SFA2 2008: Workshop on Multi-camera and Multi-modal Sensor Fusion

There is conflicting evidence in literature that improved tracking accuracy
is achieved through a joint audio-video based approach. Specifically, Strobel
et al. report improved tracking reliability, but note no clear improvement in
accuracy beyond the best available single-modality position estimate [1]. The
general approach in evaluating the performance of joint audio-video trackers is
to determine the tracking performance against some ground truth (eg. [1,2,4]).
Tracking performance however is not only dependent on the accuracy of audio
and video-based position estimates but also on the employed motion model.
Thus a well chosen motion model can result in undue credit being attributed to
a multi-modal approach in improving tracking accuracy.

Furthermore, this measure of performance can only give an indication to the
expected accuracy of the resulting fused track. It can not be used to determine
how well a system is performing in relation to its best possible performance.
Currently, little effort has been made in literature to evaluate the expected per-
formance of joint audio-video based tracking systems. This means that such
systems are being proposed without any theoretical basis on which to measure
performance.

It is informative to examine the performance of a joint audio-video track-
ing system by examining the localization accuracy in each domain individually.
In this way the contribution of both audio and video in improving localiza-
tion accuracy through a fused estimated can be determined. Literature proposes
techniques for predicting the 3D error associated with localization using multiple
cameras [7] and multiple microphones [8]. The incorporation of such theory in
the analysis of joint audio-video based tracking to date has not been adequately
considered. This work aims at addressing this issue.

In this paper covariance mapping theory is used to examine the error of local-
izing an audio-visual source using multiple microphones and multiple cameras.
This mapping theory is used to determine the 3D localization error associated
with audio-based localization using time-delay estimation and video-based local-
ization through triangulation from multiple cameras. Given this, a direct com-
parison is made between the localization accuracy of both modalities in terms
of their ability to provide accurate location estimates of a moving audio-visual
source.

Covariance mapping is also used to determine a representation of uncertainty
on the time delay estimates in the video domain and similarly to determine a
representation for uncertainty on pixel measurements in the audio domain. In
essence, audio and video localization uncertainty is examined in the positional
domain, audio domain and video domain. Maximum likelihood data fusion is
applied in these three domains and a resulting 3D fused localization estimate is
obtained in each case. The effectiveness of these fusion strategies is examined
from a theoretical basis and their ability to provide accurate location estimates
of a moving source is evaluated.

In order to make this analysis tractable the general assumption of Gaussian
observation noise is assumed on time delay estimates in the audio domain and
also in the video domain on pixel measurements obtained from each camera.
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Relatively, video-based localization is found to be significantly more accurate
than audio-based localization. The contribution of audio data in a fused estimate
is also found to vary significantly over the track duration. The analysis of audio
and video fusion shows that for the given problem the best localization accuracy
is achieved when fusion is applied in the positional domain.

The remaining sections of this paper are organized as follows. Sec. 2 exam-
ines the process of uncertainty propagation in a multi-camera multi-microphone
configuration. Sec. 3 outlines the experimental setup used in the comparative
error analysis and also examines the validity of the uncertainty propagation for
this tracking environment. A comparative error analysis of audio-video based
localization is made in Sec. 4 and finally, conclusions are presented in Sec. 5.

2 Uncertainty Mapping

In this analysis we examine the 3D position S ∈ R3 of an audio-visual source
observed indirectly by pixel measurements x = f(S) in the video domain and
time delay estimates τ = g(S) in the audio domain. Using these measurements
we wish to map their respective covariances Σx and Στ into positional space
in order to estimate the associated covariances ΣV

x of a video-based location
estimate and ΣA

τ of an audio-based location estimate. The covariance of a fused
maximum likelihood estimate in the positional domain is then obtained by,

ΣPos
S = ((ΣA

S )−1 + (ΣV
S )−1)−1. (1)

Fusion in this application could also considered in two additional domains,
the audio domain corresponding to time delays and the video domain correspond-
ing to pixel measurements. This requires the transformation of audio and video
measurements to equivalent levels of representation. For instance, for fusion in
the video domain an equivalent representation of audio-based measurements and
uncertainty must be determined in the image plane. Similarly, for fusion in the
audio domain video-based localization measurements and uncertainty must be
transformed into an equivalent representation in the audio domain. In the video
domain, in addition to the covariance of pixel measurements Σx the covariance
ΣA

x of audio-based 3D localization transformed into the image plane is deter-
mined. Likewise, in addition to the covariance of time delay estimates Στ the
covariance ΣV

τ of video-based 3D localization transformed into the audio domain
can be determined. Within both the audio domain and video domain then fu-
sion is applied using (1). The resulting covariance of the fused estimate is then
mapped from each domain into positional space. This enables the covariance
ΣV id

S of 3D localization through fusion in the video domain and the covariance
ΣAud

S of 3D localization through fusion in the audio domain to be evaluated.
The relevant mappings considered are illustrated in Fig. 1.

2.1 Linear Approximation Mapping

The mapping of covariances between the positional domain, audio domain and
video domain can be achieved through a first order Taylor series expansion of
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4 M2SFA2 2008: Workshop on Multi-camera and Multi-modal Sensor Fusion

the audio and video measurements functions and their inverses. Here the process
of mapping the covariance ΣS of the source position S to obtain a correspond-
ing measure of pixel uncertainty Σx in the video domain is presented. If the
measurement function f(S) has a continuous first order derivative then a first
order Taylor series expansion of f(S) enables the mean and covariance of x to
be approximated. The mean of x is approximated by E[x] = f(E[S]) and its
covariance Σx by,

Σx =
∂f(E[S])

∂S
ΣS

∂f(E[S])
∂S

T

. (2)

The inverse mapping of (2) is difficult to obtain in cases where the inverse
measurement function S = f−1(x) can not be explicitly defined. For an implic-
itly defined function F (x, Ŝ) = x−f(Ŝ) where Ŝ minimizes the criterion function
C(x,S) = |F (x,S)|2, the first order derivative of the inverse measurement func-
tion can be approximated using the implicit functions theorem [9]. This is found
to be,

∂f−1(E[x])
∂x

≈ −
(

∂F

∂S

)†
∂F

∂x
. (3)

where † is used to denote the pseudo inverse.
The concept in using this mapping of uncertainty between the positional,

audio and video domains in illustrated in Fig. 1.

2.2 Audio-based Measurement Function

Time-delay based acoustic source localization infers the position of an active
source from time delay estimates between spatially separated microphones. These
time delays arise due to the spatial separation of the microphones whereby the
source signal is received at each microphone at different points in time. The
audio measurement function in this case therefore describes the vector of time
delays τ associated with the 3D point S. This function is completely described
by the positions of the microphones, the sampling frequency and the speed of
sound.

Let mij = [Xij , Yij , Zij ]
T j = 1, 2 denote the positions of the microphones

of the ith microphone pair configuration and τ = [τ1, .., τi, ..., τN ]T be the vector
of time-delay estimates for N microphone pairs. For the ith microphone pair,
the expected time delay τi given the source position S may be determined by,

τi =
(

fs

c

)
[((Xi1 −X)2 + (Yi1 − Y )2 + (Zi1 − Z)2)

1
2

− ((Xi2 −X)2 + (Yi2 − Y )2 + (Zi2 − Z)2)
1
2 ]

= gi(S). (4)

where fs = 48kHz is the sampling rate and c = 343m/s is the speed of sound.
The time delays referred to therefore are in units of audio samples. Using (4) and
(2), 3D positional uncertainty can be propagated into the domain of time-delay
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Video Domain

Positional Domain

Audio Domain
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x f S g S

(a) Audio and video measurement
functions.
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d x x

d f 1 x
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T

S
A

S
V

(b) Mapping audio and video uncer-
tainty into 3D space. Here ΣV

S repre-
sents the covariance of a video-based
location estimate and ΣA

S denotes the
covariance of an audio-based location
estimate.

Video Domain

Positional Domain

Audio Domain

x

S
V

d f 1 x
d x x

d f 1 x
d x

T d g S
d S S

V d g S
d S

T

V

(c) Mapping video uncertainty into the
audio domain. The covariance of a
video based 3D location estimate in the
audio domain is denoted ΣV

τ .

Video Domain

Positional Domain

Audio Domain

S
A

d f S
d S S

A d f S
d S

T

x
A

d g 1

d
d g 1

d

T

(d) Mapping audio uncertainty into the
video domain. The covariance of an au-
dio based 3D location estimate in the
video domain is denoted ΣV

τ .

Fig. 1: The mapping of uncertainty between the audio, video and positional do-
mains through a first order Taylor series expansion of the measurement functions
and their inverses. The video measurement function is denoted f(S) and the
audio measurement function is denoted g(S). The corresponding inverse mea-
surement functions are denoted f−1(x̄) and g−1(τ̄) respectively.
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6 M2SFA2 2008: Workshop on Multi-camera and Multi-modal Sensor Fusion

estimates. This linearization of the audio-based measurement function follows in
principle the theory of extended Kalman filtering [10].

Given (4) a set of implicit functions can be defined, one for each microphone
pair as,

Gi(τ, Ŝ) = τ − gi(Ŝ), (5)

where S is the 3D location estimate which minimizes the criterion function
Cg(τ, Ŝ) =

∑N
i Gi(τ, Ŝ)2. Using (5) and (3) enables uncertainty on time de-

lay estimates to be propagated into the 3D positional domain. This approach to
predicting the error region associated with a time-delay based location estimate
is not readily available in literature therefore a complete derivation of this result
is presented in Appendix A.

2.3 Video-based Measurement Function

The video measurement function relates the 3D point S to a vector of pixel
measurements x = [x1, ..,xi, ..,xN ]T , where xi = [xi, yi]T is the 2D pixel mea-
surement corresponding to the ith camera view. This function is dependent on
the camera matrices of the multi-camera views and their associated distortion
parameters. Assuming that the distortion characteristics are known and distor-
tion therefore can be corrected, the projection of a 3D point to the ith image
plane is described by [11],

xi = fi(S) =

 pi
11X+pi

12Y +pi
13Z+pi

14
pi
31X+pi

32Y +pi
33Z+pi

34
pi
21X+pi

22Y +pi
23Z+pi

24
pi
31X+pi

32Y +pi
33Z+pi

34

 (6)

where pi
uv is the (u, v) entry in the camera matrix corresponding to the ith

camera view. Using (6) and (2) 3D positional uncertainty can be propagated
into the video domain.

Generally, S is determined as the point Ŝ which satisfies the implicit function,

Fi(xi,S) =
[

X(pi
31xi − pi

11) + Y (pi
32xi − pi

12) + Z(pi
33xi − pi

13) + pi
14

X(pi
31yi − pi

21) + Y (pi
32yi − pi

22) + Z(pi
33yi − pi

23) + pi
24

]
(7)

such that some criterion function Cf (x, Ŝ) =
∑N

i Fi(x, Ŝ)2 is minimized. Using
(7) and (3) enables uncertainty on pixel measurements to be propagated into
the 3D positional domain.

3 Evaluation of Audio-Visual Source Localization

Three 720× 576 resolution cameras and six microphones were used to record an
audio-visual source moving along a 3D path. The cameras were calibrated using
37 point correspondences from known 3D points within a 5.33m×6.98m×2.45m
room. The 3D positions of the points were measured using a measuring tape,
a square and a level using a single wall as a datum plane. A linear estimate of
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the camera matrices was used to initialize a bundle adjustment minimization
procedure which minimized the reprojection error of the 37 points in the three
views [11]. The overall reconstruction error was found to be 5mm and over an
additional set of 37 test points it was found to be 13mm.

The six microphones were arranged into two 3-element microphone arrays.
The array geometry used was that of a vertical equilateral triangle with the
relative spacing between the microphones set to 340mm.

The audio-visual source followed a known 3D trajectory in space. The source
was localized in each camera view through intensity thresholding and blob ex-
traction. The center of mass of the blob was then taken as the object’s location in
the frame and its 3D location was determined through triangulation. Recursive
least squares using the Levenberg-Marquardt algorithm was used to localize the
source in the acoustic domain. An audio sampling frequency of 48kHz was used
and the time-delay estimates were obtained using GCC-PHAT [12] from 40ms
audio data frames i.e. a single audio-based location estimate for each video frame.
The video frame rate was 25 fps and the total track duration was 2594 frames.

Given both the audio-based and video-based tracking results, further calibra-
tion procedures were applied so as to optimize the relative calibration between
the audio and video tracking spaces. This was necessary so as to ensure no bias
existed between the tracking spaces.

Sufficient reconstruction accuracy was achieved from multi-view visual re-
construction such that any error in localization relative to audio based local-
ization was deemed negligible. The visually reconstructed track therefore was
taken as the true track’s 3D position. Gaussian noise was added synthetically to
pixel measurements to simulate noisy visual localization. In the audio-domain
the variance of time-delay estimates was measured empirically using a running
variance estimate.

3.1 Validity of First Order Error Propagation

Of particular concern in the application of the error propagation techniques
presented in Sec. 2.1 is the validity of using a first order Taylor series expansion.
From Fig. 2 however it can be seen that under the assumption of Gaussian noise
first order uncertainty propagation is sufficient for the propagation of uncertainty
into each domain.

Shown in Fig. 2a and Fig. 2b are the results of 100 Monte Carlo simulations
for the localization of 12 positions in the room from noisy time-delay estimates
and noisy pixel measurements respectively. Also shown in these figures are the
predicted 95 percentile error regions. The variance of time-delay estimates in this
case was set to 1 audio sample. The variance of pixel measurements was set to 5
pixels in both x and y. Shown in Fig. 2c are the audio based localization estimates
mapped into the image plane. Also shown are the predicted error ellipses in the
image plane. In Fig. 2d the result of mapping the video based location estimates
to time delays in the audio domain is given. Also seen in this figure are the
predicted error bars representing the 95 percentile error regions associated with
the mapped time delays. In all of the described cases the predicted error regions
are seen to match the localization results.
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(a) Audio-based localization error in xy-
plane.

1500 2000 2500 3000 3500

4000

4500

5000

5500

6000

6500

(b) Video-based localization error in xy-
plane.
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(c) Audio-based localization error
mapped into the image plane of camera
cam1.
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(d) Video-based localization error
mapped to time delay domain of micro-
phone pair m1 −m2.

(e) 3D Error ellipsoids for audio (green) and video (red)
based localization.

Fig. 2: Validity of first order error propagation.
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(a)

Location 1 2 3 4

tr(ΣA
S ) (cm2) 178 717 328 639

tr(ΣV
S ) (cm2) 29 21 17 14

tr(ΣAud
S ) (cm2) 2 17 13 9

tr(ΣV id
S ) (cm2) 18 20 16 13

tr(ΣPos
S ) (cm2) 2 1 2 7

(b)

Fig. 3: (a) Error ellipsoids for audio-based localization (green) and video-based
localization (red). (b) Comparison of localization error at the numbered locations.

4 Comparative Error Analysis and Discussion

Using the covariance mapping techniques presented in Sec. 2.1 and given the
covariance of time delay estimates, the error associated with audio-based local-
ization can be determined. Similarly, given the covariance of pixel based mea-
surements the error associated with video-based localization can be determined.
Shown in Fig. 3a are the resulting 95 percentile error ellipsoids for points along
the track as described in Sec. 3. The variance of pixel measurements is assumed
to be 5 pixels in both the x and y image axes and the variance of time delay
estimates is measured empirically using a running variance estimate over the
track duration.

From this it can be seen that in each of the cases of both audio and video-
based localization the error associated with a location estimate is non-uniform in
space. Also, the orientation of the error regions is dependent on the configuration
of the sensors. Direct comparison of the associated 3D localization covariance
matrices therefore can not be made. The trace of the covariance matrix defining
the error ellipsoids was chosen as a performance measure for the accuracy of
localization.

Shown in Fig. 3b is a table quoting this performance measure for the num-
bered points along the track as shown in Fig. 3a. Included in this table are the
expected values of this performance measure of 3D localization accuracy for the
three fusion strategies as outlined in Sec. 2. From these results it can be seen
that as expected the theoretical performance of 3D localization using audio-video
fusion is greater than the use of audio or video alone. It can also be seen that
the best overall performance for 3D localization is expected where fusion is ap-
plied in the positional domain. Of the fusion strategies considered the worst 3D
localization accuracy is expected where fusion is applied in the video domain. In
comparing the results between localization using video data only to localization
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10 M2SFA2 2008: Workshop on Multi-camera and Multi-modal Sensor Fusion

through fusion in the video domain it can be seen that little improvement is
achieved. This suggests that in the image plane the contribution of audio data
in improving localization accuracy is small.

Using the trace of the 3D localization covariance matrix as a measure of
localization accuracy, audio-based localization was compared to simulated video-
based localization whereby noise was added to the true pixel measurements. The
percentage of frames for which audio-based localization was found to be more
accurate than video-based localization for varying pixel measurement noise is
shown in Fig. 4a. From this it can be seen that even with a pixel measurement
noise of 20 pixel2 the percentage of frames for which audio localization is more
accurate over the track duration is less than 40%. Although this is the case, for
5% of the track duration audio-based localization was found to be more accurate
than video-based localization for a pixel measurement variance of 1 pixel2. This
reveals significant variation in audio-based localization accuracy over a typical
track duration.

The percentage of frames where fusion resulted in improved tracking accuracy
can be seen in Fig. 4b. This figure reveals that the overall best improvement in
accuracy over the track duration was obtained through fusion in the positional
domain. The worst performance occurred for fusion in the video domain. These
results are in accordance with the analysis presented in Fig. 3.

5 Conclusions

The use of error propagation was presented in this paper as a useful means of
evaluating the performance of a joint audio-video based tracking system. First
order error propagation was shown to adequately map audio and video measure-
ment uncertainty across the positional, video and audio tracking domains. In the
comparison of audio-based and video-based localization accuracy video-based lo-
calization was found to consistently outperform that of audio-based localization
in terms of accuracy and consistency. Maximum likelihood fusion of location
estimates in the audio domain, video domain and positional domain was ex-
amined. The best 3D localization accuracy for the described multi-camera and
multi-microphone setup was found to be achieved where fusion is applied in the
positional domain. Little contribution from audio in improving localization ac-
curacy through a joint audio-video estimate was found where fusion is applied
in the video domain.

The analysis presented in this paper can also be seen to provide a convenient
basis for determining optimal sensor placement configurations [13].
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APPENDIX A.

Given G(τ,S) and Cg as defined in Sec. 2.2 the implicit functions theorem
implies [9],

∂g−1(τ)

∂τ
= −H−1 ∂Φ

∂τ
(8)

where Φ and H are derived in the following as,

Φ =

(
∂C1

∂S

)T

= 2

N∑
i

Gi(S, τ)

(
∂Gi

∂S

)T

, (9)

H =
∂Φ

∂S
=

∂

∂S

(
∂C1

∂S

)T

(10)

= 2

N∑
i

Gi(S, τ)
∂

∂S

(
∂Gi

∂S

)T

+ 2

N∑
i

(
∂Gi

∂S

)T
∂Gi

∂S
(11)

≈ 2

N∑
i

(
∂Gi

∂S
)T ∂Gi

∂S
(12)

= 2

N∑
i

 ∂Gi
∂X

∂Gi
∂X

∂Gi
∂X

∂Gi
∂Y

∂Gi
∂X

∂Gi
∂Z

∂Gi
∂Y

∂Gi
∂X

∂Gi
∂Y

∂Gi
∂Y

∂Gi
∂Y

∂Gi
∂Z

∂Gi
∂Z

∂Gi
∂X

∂Gi
∂Z

∂Gi
∂Y

∂Gi
∂Z

∂Gi
∂Z

 (13)

= 2

(
∂G

∂S

)T
∂G

∂S
, (14)

∂Φ

∂τ
=

∂

∂τ

(
∂C1

∂S

)T

(15)

= 2

N∑
i

Gi(S, τ)
∂

∂τ

(
∂Gi

∂S

)T

+ 2

N∑
i

(
∂Gi

∂S

)T
∂Gi

∂τ
(16)

≈ 2

N∑
i

(
∂Gi

∂S

)T
∂Gi

∂τ
(17)

= 2

N∑
i


∂Gi
∂τ1

∂Gi
∂X

∂Gi
∂τ1

∂Gi
∂τ1

∂Gi
∂τ1

∂Gi
∂Z

. . .

. . .
∂Gi
∂τN

∂Gi
∂X

∂Gi
∂τN

∂Gi
∂Y

∂Gi
∂τN

∂Gi
∂Z

]

 (18)

= 2

(
∂f

∂S

)T
∂G

∂τ
. (19)

Substituting (14) and (19) into (8), ∂g(τ)
∂τ is obtained through,

∂g−1(τ)

∂τ
= −

(
∂G

∂S

)†
∂G

∂τ
(20)

where † is used to denote the pseudo inverse.
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