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ABSTRACT

Group communication will undoubtedly be a useful paradigm
for many applications of wireless networking in which relia-
bility and timeliness are requirements. Moreover, location-
awareness is clearly central to mobile applications such as
traffic management and smart spaces. In this paper, we in-
troduce our definition of prorimity groups in which group
membership depends on location and then discuss some re-
quirements for a group membership management service
suitable for proximity groups. We describe a novel approach
to efficient coverage estimation, giving applications feedback
on the proportion of the area of interest covered by a prox-
imity group, and also discuss our approach to partition an-
ticipation.
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1. INTRODUCTION

The widespread deployment and use of wireless data com-
munications is generally recognised as being the next major
advance in the information technology industry. In the long
term, wireless data networks will represent a key enabling
technology underlying the vision of ubiquitous computing [1].
In this vision, interconnected computers will be embedded
in a wide range of appliances ranging in size from door locks
to vehicle controllers, and will co-operate to perform tasks
on behalf of their human users ranging from automatically
opening doors to routing vehicles to their intended destina-
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tions in co-operation with other vehicles’ controllers. Mobil-
ity, and hence wireless networking, is clearly central to this
vision. We believe that, as is the case for fixed networks,
group communication [2], [3] will be a useful paradigm for
many such applications of wireless networking in which reli-
ability and timeliness are important requirements. A major
feature of wireless communications is the fact that partici-
pants can be mobile and hence that their location can have
an impact on the information in which they are interested
or that they can provide. Hence, we believe that any wire-
less group communication system should support location
awareness. Moreover, knowledge of the location of partici-
pants can be exploited in the implementation of the group
communication system itself.

In this paper, we consider the problem of group communi-
cation in a wireless network. Much of the previous work in
this area deals with routing protocols for group communica-
tion based on multicast or geocast [4], [5]. In this paper, we
concentrate on the definition and semantics of group mem-
bership for location-aware mobile participants. While some
research has already been done on groups in which member-
ship is based on location information [6], [7], our definition of
prozimity groups takes into account both location and func-
tional aspects. When group membership depends on loca-
tion, it becomes important to understand what proportion
of the area of interest is within wireless network coverage.
For this purpose we describe a novel approach to coverage
estimation. Another important aspect of mobile computing
is that partitions are very likely to occur. For this reason our
membership layer also includes a new failure and partition
anticipation scheme that can take into account movement of
nodes, battery life, etc. This algorithm can be set up to be
either optimistic or pessimistic and tries to anticipate par-
titions/failures in order to maintain consistent group views.

In section 2, we summarize different approaches to tra-
ditional group communication. In section 3, we outline our
approach to group communication with mobile participants.
We introduce the notion of prozimity group taking into ac-
count aspects such as absolute or relative location and the
function of the group. We then address some of the re-
quirements of group membership management for proxim-



ity groups, including location awareness, estimation of the
coverage of the area covered by the group, and partition an-
ticipation. In section 4, we compare our model to related
work and, finally, section 5 provides a summary and some
conclusions as well as pointers to future work.

2. GROUP COMMUNICATION OVERVIEW

Toolkits for group communication typically provide group
membership management services as well as multicast pro-
tocols for reliable, ordered, and/or timely delivery of mes-
sages to the members of a group. Group membership man-
agement is primarily concerned with achieving consensus on
the membership of a group. In the following sections we
give a brief overview of the most important approaches to
group membership management and group communication
that are relevant to the remainder of the paper.

2.1  Group membership management

Group membership management in traditional group com-
munication systems follows one of two distinct approaches.
The first and most widely used approach is to assume that
a group consists of a dynamically varying subset of a fixed
number of group members. In this static approach, the max-
imum number of group members is fixed. In the second
approach, there is no restriction on the maximum number
of group members. Membership is dynamic with processes
being created, carrying out some computation and/or com-
munication, and then terminating. A well-known example
of the use of static group membership management is in
the CASD protocol suite [8]. Some systems that use the
dynamic group membership management approach include
ISIS [2], Horus [2], and Transis [9].

2.2 Diffusion based group communication

In diffusion based group communication, messages to the
group are probabilistically flooded to other members of the
group. On receiving a message, a group member forwards
the message in a similar manner. If a group member receives
a previously seen message, it is discarded.

The CASD synchronous atomic broadcast protocol pro-
vides an example of diffusion based group communication.
In this protocol, the maximum number of hops that a mes-

sage may travel to reach any member of the group is bounded.

However, the protocol assumes that the network will not
partition due to failure and that the number of messages
that can be lost during a single run of the protocol is also
bounded.

The protocol works by a group member flooding each of
its messages with certainty (probability = 1) to all other
group members. Each message is time stamped before be-
ing transmitted and every member of the group delivers the
message at a time given by the timestamp plus a constant
A. Two or more messages with the same timestamp are
delivered in order of their senders’ identifiers. A depends
on the network diameter and the latency in processing and
transmitting a message.

The CASD protocol is a rather restricted example of a
probabilistic protocol. Less restrictive protocols would re-
duce the probability from 1. These protocols are proba-
bilistically reliable with the probability of a failed run of
the protocol approaching zero as the number of participants
increases.

2.3 Group communication based on message

exchange

An alternative approach to group communication relies
on the exchange of messages between the members of the
group. One example of this approach is the 2 phase commit
protocol. In this protocol, a coordinator initiates an initial
round of messages to the participants. Each participant then
decides which way to vote (commit or abort). A second
round of messages occurs when the participants return their
votes to the coordinator. Finally, the coordinator sends out
a commit or abort message to the participants based on the
collected votes.

Another protocol that uses message exchange to reach
agreement on message ordering is the total ordering pro-
tocol developed during the course of the ISIS project, which
is similar to 2 phase commit with the exception that it only
requires a majority of group members to receive the message
before it can be delivered.

3. LOCATION-AWARE GROUP COMMU-
NICATION FOR MOBILE PARTICIPANTS

Our goal is to provide mobile hosts in a wireless network
with a suite of protocols for group communication. The
wireless network can be either an infrastructure or ad-hoc
network or even a hybrid of the two. As can be seen in
the literature, traditional communication protocols such as
medium access control, routing, etc. are inadequate in this
context for various reasons [10], [11]. Location awareness
can be used to overcome some of the problems raised by this
kind of network. For example, several location-aware rout-
ing protocols [12] [13] have been designed that illustrate the
advantages of making use of location information. Further-
more, location-awareness is, in our opinion, central to mo-
bile applications such as traffic management or smart spaces.
Therefore, we propose to make location awareness the basis
for the definition of a new model of group communication
for mobile participants. In this section, we firstly define this
model and then we address some of the requirements for the
design of a framework implementing the model.

3.1 Definition of proximity groups

At the heart of our approach to group membership man-
agement is the use of location for both functional and non-
functional reasons.

e Firstly, in functional terms, it often makes sense to
define a group in a mobile application in terms of a
geographical area. We can easily imagine many cases
where this would be interesting: in traffic manage-
ment, for example, the area around a traffic-light could
be used to define a group with cars in that vicinity be-
coming members of the group to receive notifications



of changes to the state of the lights; in a similar way,
we might want to define a group corresponding to the
area around an ambulance in order to inform nearby
cars to yield the right of way.

e Secondly, from the non-functional point of view, we
can use location information to, for example, antici-
pate partitions and hence take preventative measures
to ensure consistent group views when these partitions
happen.

In classical group communications, a group is defined by
its functional aspect, e.g. its name. Our notion of prox-
imity group involves both location and functional aspects,
i.e., to be able to apply for group membership, a node must
firstly be located in the geographical area corresponding to
the group and secondly be interested in the group. In the
following paragraphs we discuss the various possibilities re-
lated to the location aspect of group membership.

To define a proximity group, we firstly have to define the
area that it covers as a geometric shape with associated
coordinates. Any kind of shape can be used, i.e., it need
not necessarily be a circle or a square but can be arbitrarily
complex. We can obviously imagine using 2 or 3 dimensions,
but it is also possible to include time in the definition of the
area, e.g., “the area around the position at which the am-
bulance was located at 2.00pm”. To define the coordinates
of the area, we associate a reference point with the shape.
We distinguish two cases: either the group is absolute, i.e.
geographically fixed, or it is relative to a moving point, its
so-called navel. In the absolute case, the reference point is
attached to a fixed point in space. In the relative case, it is
attached to the navel, i.e. an identified node.

Figure 1 illustrates this notion of an area. The first shape
S on the left is associated with a reference point R. This
reference point is relative to the shape. The definition of the
area is not complete since R has not been attached to a point
(possibly moving) in space. For the second shape, R has
been attached to the point (0,0), making the area absolute.
The reference point of the third shape has been attached to a
node M that represents the navel of this relative proximity
group. Table 1 gives some example group areas for two
different application domains.
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Figure 1: Area definition
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In typical group communication, a group is roughly de-
fined by a topic (or a name) and nodes can join this group if
they are interested in its topic. We believe that this is also
necessary for proximity groups because a node in the area
of the group may or may not be interested in joining the
group. We then add the functional aspect to the previous

Group Membership
Partition/Failure Anticipation
Coverage Awareness Routing/Geocasting
Conunectivity Awareness
Location Awareness

Table 2: Summary of Requirements

definition of a proximity group by associating a name with
each group:

Definition 1. A Proximity group G is completely defined
by the shape, the reference point, the navel and the name:

G = {Shape, Re ference Point, Navel, Name}

3.2 Membership management for proximity
groups

Our goal is to define a group membership management
layer suitable for proximity groups. Since in this model, lo-
cation is intrinsic to group membership, it is important to be
able to provide applications with at least an estimate of the
probability of there being one or more nodes, which while
currently in the area of interest, are disconnected from the
group, typically because of lack of network coverage. To ad-
dress this issue we provide a coverage estimation tool based
on a novel algorithm described in section 3.2.2. below that
uses knowledge of the connectivity graph of the network. As
we describe later, coverage estimation can also be used to se-
lect the appropriate approach to our group communication.
Our membership management protocols should also be fail-
ure aware and anticipate partitions, which are very likely
to occur in the kind of networks that we are considering.
This has lead us to the definition of a partition anticipation
tool. Given these tools we would be in a position to define
appropriate routing and geocasting protocols to be used by
the group membership management layer. Table 2 summa-
rizes the resulting architecture. We elaborate on the most
important components below.

3.2.1 Location information distribution protocol

In our model, the group membership management layer
must be able to determine how well the group members col-
lectively cover the area of interest. This is a very important
question since we are dealing with mobile participants: if a
sub-part of the area is not covered, potential group mem-
bers located in this sub-area may be unknown to other group
members. Knowledge about the coverage of the area by the
network participants is distributed: to evaluate the coverage
of the area, one would need to know each node’s location and
at least an estimate of its own coverage. We propose an al-
gorithm to share the connectivity information and another
algorithm to evaluate the coverage of the area using this
information; the precision of this latter algorithm is then
discussed.

Wireless MAC protocols like the point coordination func-
tion of IEEE 802.11 [14] and routing protocols like AODV
[15], often require nodes to periodically send beacon mes-



Domain

Absolute Proximity

Relative Proximity

Traffic Management

Traffic light: a traffic light informs nearby cars
of its status. The shape is a circle; the refer-
ence point is the centre of the circle and is at-
tached to the geographical coordinates of the
traffic light.

Ambulance: an ambulance on call informs
nearby cars to yield the right of way. The
shape is a square, the reference point its centre
and the navel is the ambulance itself.

Smart Spaces

Resource access: to use a printer, nearby peo-
ple must reserve it using the printer proximity
group. The system administrator defines the
shape according to the available printers and
offices; the reference point is at the printer and
attached to the printer’s coordinates.

Centralised tour guide: in a museum a group
of tourists wear headsets and are remotely
guided by an automatic guide. The area sur-
rounds the group of tourists, while the navel
is attached to one of them.

Table 1: Examples of group areas

sages in order to make their neighbours aware of their pres-
ence. In a similar way, we use location-stamped beacons.
Each node keeps a map of its knowledge of the location
and connectivity of other nodes, which is represented as a
graph as shown in figure 2. This graph is regularly updated
when the node receives a beacon and is also regularly sent to
the node’s neighbours in its beacons. In this way, a node’s
knowledge increases over time:

e firstly, the node knows its own location (level 0),

e secondly, when the node receives its neighbours’ bea-
cons, including their locations, it knows about its one
hop connectivity (level 1),

e then, the node receives beacons including its neigh-
bours knowledge (level L-1) and updates its own graph
with this information (level L).

If beacons are sent each 7 time units, level L information
is (L * 7) old. Because high-level knowledge is older and
because it is not desirable to have the knowledge of the whole
network, the maximum level of knowledge is bounded. This
bound, Lmax, is determined dynamically according to the
size of the group area and the density of the network.

level 0

level 1

level 2

level 3

Figure 2: Location knowledge levels

This algorithm is pro-active and enables a node to know
the other nodes physically present within the area if Lmax
is sufficiently large. When Lmax is not large enough, or
the coverage obtained is not sufficient, a reactive protocol
is used to collect location information further than Lmax
hops.

In addition to the location of the node, the beacon may
also include other useful information about the sending node’s
radio coverage, its battery life, etc. At any time after (Lmax.7)
time units, a node knows the location and coverage of its
Lmax hops neighbours and is then able to estimate the cov-
erage of the area by this set of nodes (see 3.2.2below). It
should however be noted that at time t, every node in the
network has a different view of the connectivity since its
level 1 information is 7 time units old, its level n is (n.7)
time units old, etc. If this connectivity information is to
be used for some protocol where consensus is necessary, one
would consider that at time t each node knows the exact
connectivity graph that we had at time ¢t — (Lmaz.7) '.

3.2.2 Evaluation of the coverage of an area

Evaluating the percentage of the area that is covered by
a set of nodes can be a very complex calculation. Actually,
the complexity depends on the shape of the area defining
the group and on the number and shapes of the coverage ar-
eas. For instance, calculating the area covered by two over-
lapping circles, representing the transmission ranges of two
nearby nodes, necessitates an integral [16] and the complex-
ity increases with the number of circles. To circumvent this
problem we propose to estimate coverage using a number of
sample points, randomly generated, and to check whether or
not these points are in an area that is covered by any of the
nodes. Table 3 presents this algorithm for circular shapes
but it can be implemented for any kind of shape provided
that one can give the specific function inside() that deter-
mines if a point is inside or outside the area covered by the
particular shape.

3.2.3 Precision of the coverage estimation

The precision of this evaluation algorithm can be con-
sidered as a direct result of the Weak Law of Large Num-
bers, which states that the sample mean of a sufficiently
large number of independently identically distributed ran-
dom variables can be made arbitrarily close to the true mean
with high probability [17].

!This is actually true if no message is lost during the location
information distribution protocol. A stronger consensus for
the coverage estimate could be achieved in conjunction with
the group membership management. This estimate can then
be seen as part of the group view.



float coverage(Area A,int N, ListOfCircles Clist) {
for (int I=1 to N) {
point p = new random point in Area A;
boolean found = false;
circle C ;
while (not found and C=Clist.next()!=null) {
found=inside(C,p);

if (found) nb_points_found++;

return (nb_points_found/N);
}
bool inside(circle C, point p) {
return (sqrt(pow(C.x-p.x,2)+pow(C.y-p.y,2))
< C.radius);

Table 3: Coverage estimation algorithm

In the context of the estimation algorithm, we consider the
coverage function as generating a sequence of N independent
and identically distributed Bernoulli trials, X; with the in-
side function returning 1 if the generated point is within the
list of circles and 0 otherwise.

Let p be the probability of a point being within at least
one circle. We define the sample mean Sy to be:

:X1+Xz+~~~+XN

Sn N

Then
E[Sx] =p,Var[Sn] = p(1 - p)

By the Weak Law of Large Numbers, for any € > 0,

P(sx —pl) > ) < 2P
For example, if £ = % and n = 1000, we obtain
1 i
P(|S1000 — p|) > E) < m =0.025
Since the value of
p(l—p) < %

In words, by choosing 1000 random points, the probability
that our estimate of the coverage area is wrong by more than
10% is no larger than 0.025. Table 4 illustrates some values
for the accuracy of the coverage area estimate and some
probabilities which give corresponding values for N.

The final value in the table states that if we want our
estimate of the coverage area to be correct to within 1% of
the actual area with a probability of 0.9999 then we must
choose 25 million sample points. This last value seems very
large, fortunately it can be reduced due to the Central Limit
Theorem. By the central limit theorem, if N is large then

accuracy/probability | 0.95 0.99 0.9999
10% 500 2,500 250,000

5% | 2,000 | 10,000 | 1,000,000

1% | 50,000 | 250,000 | 25,000,000

Table 4: Sample values of N

Sn can be treated as if it follows a normal distribution. By
the symmetry of the normal distribution, we have

P(|Sy —p| >e)= 2%« P(Sv —p>¢)

Again by taking the largest possible variance of Sy — p to
be %.N, we use the normal approximation

P(Sv —p>e)<1—®(2)
where
&(z) =2.eVN

and ®(z) is the normal distribution function.

Now consider the problem of choosing N given the accu-
racy of our estimate of the coverage area to be within 1%
of the actual coverage area with probability at least 0.9999.
Then

1
P(|Sy —p|>e) 2~ 2<I>(2.ﬁ.\/ﬁ)

And

1
2-20(2.— VN) < ——
( 100 )< 10000

Rearranging this inequality we get,

1
®(2.— .V/N) > 0.
(2.755-VN) > 0.99995

From the normal distribution tables, we see that
$(3.8906) = 0.99995
Then

1
2.— VN >3.
0 > 3.8906

and
N > 37,842

Thus, if we require our estimate of the coverage area of a
set of nodes to be within 1% of the actual coverage area with
probability 0.9999 then we require at least 37,842 sample
points to be chosen. Table 5 illustrates a table corresponding
to Table 4 using this revised calculation for N.

accuracy /probability | 0.95 0.99 | 0.9999
10% 96 166 378

5% | 384 663 1,514

1% | 9,604 | 16,587 | 37,842

Table 5: Improved values of N



3.2.4 Performance evaluation of the coverage estima-

tion algorithm

The time it takes to carry out the coverage estimation
depends on a number of parameters:

e the probability/accuracy pair desired, i.e. the number
of samples to be genrated and tested, and

e the number of shapes to be tested, i.e. the number of
nodes covering the area,

e the algorithm used for the random number genera-
tion®.

e the complexity of the inside() function®,

We now analyse the effects of the three first parameters.
We use a simple circle for the coverage area of each node,
and then the inside() function is as given in Table 3. The
most important parameter is obviously the desired accuracy
of the coverage estimation, it greatly influences the cost of
the algorithm since it determines the number of samples to
be used in the computation. We saw for instance that for
a probability of 99.99% and an accuracy of 1%, the total
number of samples must be 37,842. Figure 3 shows the time
spent by the algorithm for estimating the coverage of 1000
nodes (the range of a node being 50 meters) over a circular
area of radius 1000 meters *. From this experiment, we
can see that the time spent to estimate the coverage of the
area is directly proportionnal to the number of samples and
a rough estimate of the cost of generating and computing
each sample is 76 microseconds.
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samples

Figure 3: Time of coverage estimation for 1000
nodes

2The random number generator used influences both the
performance and the accuracy of the algorithm. Good ran-
dom generators are expensive to run but provide better re-
sults.

3This parameter depends on the precision of the information
concerning the coverage of a node. In practice the shape
used will often be a circle and then, the inside() function be
rather simple (c.f. Table 3).

4This experiment has been carried out on a Pentium II 650
Mhz running RedHat Linux 7.1.

The second most important parameter is the number of
nodes covering the area. This parameter is influenced by
both the size of the area and the density of the network in
that area. Figure 4 shows the time spent by the algorithm
using 37,842 samples for a total number of nodes varying
from 1 to 1000. This simulation shows that the computa-
tional overhead is quite reasonable. It may seem propor-
tional to the number of nodes but as shown on Figure 5,
the time of the coverage estimation divided by the number
of nodes decreases with the number of nodes. This is due
to the fact that a sample that has been found in a circle
doesn’t need to be checked against other circles.
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Figure 4: Time of coverage estimation for 37,842
samples
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Figure 5: Time of coverage estimation divided by
the number of nodes for 37,842 samples

Finally, particular attention must be given to the algo-
rithm used for the random number generation. The quality
of the generator greatly influences the validity of the al-
gorithm; the proof we gave above is based on completely
independent samples. A lot of pseudo-random number gen-
erators exist, for instance we used both the system provided
number generator and a “minimal” generator of Park and
Miller with Bays-Durham shuffles [20].



3.2.5 Partition anticipation

In our model, partitions can be due to the failure of either
a node or the failure of a link between two nodes. Various
reasons can cause a node to fail such as an operating sys-
tem or hardware crash, or simply a drained battery. A link
can fail because of the movement of the nodes or because
of other environmental conditions such as obstacles or inter-
ference. We aim at anticipating partitions in order to keep
consistent views of the group membership. As we use a prob-
abilistic approach, we distinguish two different cases: either
the probability of a partition is beyond a given threshold
T and then we use an optimistic algorithm or it is below T
and thus we run in a pessimistic mode. Handling a partition
is obviously easier when it was anticipated (when we were
in the pessimistic mode), but we also provide some kind of
recovery procedure when it was not anticipated (optimistic
mode).

The probability of a partition occurring is given by parti-
tion anticipators that are a combination of failure anticipa-
tors, movement planners and environment evaluators.

Failure anticipators are responsible for suspecting nodes of
crashing, having a low battery level, entering a power saving
mode, etc. In our model, nodes are fail-silent, fail-still and
can recover. The metric used to evaluate the probability of
a node failing involves both local information (battery life)
and distributed information (crash, suspicious neighbours).
Each node has a failure anticipator that evaluates a list of
other nodes such as its neighbours and eventually its most
accessed partners. Some of the information necessary for
failure anticipation is provided in the beacons used by the
location service described above, e.g., the battery level.

Movement planners are based on [7], they use the notion
of “safe distance” to determine the probability of a node
failing because of movement. Roughly, if two nodes are not
within a safe distance, the link between them is considered
to have failed and, if this link represents the only connec-
tion between two sets of nodes, a partition can occur. Move-
ment planners obviously rely on the connectivity graph built
by the location service described above. Additionally, the
movement planners can eventually use knowledge of the di-
rection of the nodes as well as their velocity to evaluate the
link.

Environment evaluators can be used to share knowledge
about some environmental conditions that could potentially
disturb communications. For instance, a node that is aware
of the presence of an obstacle in some area or about a truck
that causes radio interferences can tell the other members
the location (eventually direction and velocity) of the obsta-
cle that may cause a partition.

4. RELATED WORK

In [6], a simple architecture for group communication in
mobile systems is proposed. The key idea is to create a
group of all the nodes that are within a given distance D
from the group creator gc. Using our definition of a group
it is similar to : G={circle C of radius D, center of C, gc,
name}.

Their model does not consider disconnection or partition

within a group. The proposed architecture is composed of
two different layers. The proximity layer consists of a proto-
col that uses the underlying MAC sublayer to find all nodes
that are within a given distance from the mobile host. It
uses flooding for the discovery phase and convergecast for
the replies. The group membership layer uses a three-round
protocol that (1) proposes to the nodes discovered by the
proximity layer to become members of the group, (2) allows
them to reply and then (3) confirms their membership. This
solution suffers from a number of drawbacks. Firstly, the
first phase uses pure flooding to discover the nodes located
in the area, and therefore does not scale well. For instance,
in a traffic management scenario, every single node of the
network will receive and repeat every flood message. A sec-
ond drawback is the restrictive definition of a group and the
fact that a node can be involved in only a single group.

In [7], as explained above, the proximity group is defined
by the notion of safe distance. Each node has to be within
this safe distance of its nearest neighbour to be considered
as a member of the group. This notion of a group is very
restrictive and does not cope well with the common under-
standing of group communication but is nevertheless partic-
ularly interesting for implementing partition awareness and
anticipation.

5. SUMMARY, CONCLUSIONS AND FUTURE

WORK

In this paper, we described a model of group membership
for location-aware mobile participants that is at the heart
of a new group communication toolkit for wireless networks
that we are developing. In this model, eligibility for group
membership depends on the location of the potential mem-
ber and, in particular, each group is associated with a static
or a mobile area of interest within which its members should
be located. This model is aimed primarily at applications in
the traffic management [18], smart space [19] and augmented
reality domains. We also described some of the considera-
tions underlying our approach to group membership man-
agement that exploits location information to achieve cover-
age estimation and partition anticipation. We are currently
developing a suite of multicast protocols providing different
ordering, reliability and timeliness guarantees based on this
membership substrate.
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