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Laser implosion of 87-bar neon-filled glass microballoon targets produces a dense,
cool plasma whose development in time and space is recorded by pulsed—x-ray shadow-
graphy with soft x rays from a separate laser-produced plasma. Compressed densities
of 4 g cm™3 are estimated from the data by comparison with numerical simulations of the
implosion.

A new approach to space- and time-resolved
diagnosis of dense plasmas produced by laser-
driven implosions has been developed. Pulsed-
x-ray shadowgraphy, with a separate laser-pro-
duced plasma as the x-ray source, has given im-
ages of plasmas of high density but low tempera-
ture which cannot be diagnosed by the more usual
methods based on the emission of x rays and fu-
sion-reaction particles.

In this initial investigation a target design was
chosen to create plasmas of density >1 g cm™
and temperature <100 eV, and to implode in 500
ps when driven by a 4-J, 100-ps, Nd-glass laser
pulse. The targets were glass microballoons
filled with neon at 87 bar, typically of 66 um
diam and of 1.3 um glass shell thickness. They
were irradiated by two beams with f/1 lens focus-
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ing. A laser pulse of 5 J in 100 ps, and variable
delay with respect to the beams irradiating the
microballoon, was directed through one of the
lenses and focused on a brass (Cu+Zn) target as
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FIG. 1. Experimental configuration for pulsed—x-ray
shadowgraphy. The 66-pm-diam microballoon, its sup-
port fiber, and the plasma on the brass target are

drawn in correct relative scale. The schematic pinhole

was 2.5 cm from the microballoon.
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shown in Fig. 1. There it produced a plasma of
200 pum diam which emitted a pulse of soft x rays
whose 100-ps duration was estimated from x-ray
streak-camera data (1) whose spectrum is dis-
cussed below.

This plasma was imaged on Kodirex film by an
x-ray pinhole camera with a 12-um pinhole, 4X
magnification, 2.5-cm pinhole-to-plasma dis-
tance, and a Be filter with ¢~ transmission at
1.8 keV photon energy. The microballoon was po-
sitioned on the axis of observation of the pinhole
camera so that the image of the emission from
the brass-target plasma had superimposed on it
a shadowgraph of the absorbing regions of the
microballoon target. Figure 2 shows a series of
such images in which the delay between the irra-
diation of the microballoon and the brass target
has been varied. The two beams irradiating the
microballoon were focused for maximum uniform-
ity of illumination with the marginal rays tangen-
tial to the sphere as shown in Fig. 1. Separate
shots were used to record the emission from each
of the two plasmas alone. These showed that the
brass-target plasma image was 10 times more
intense than that of the microballoon, which was
ringlike with no observable central emission peak.

It is seen in Fig. 2 that the imploding plasma is
spherical and that its diameter decreases to a
minimum at 450~ to 570-ps delay and then expands
again. In the early stages (250- and 350-ps delay)
there is a ring structure of maximum absorption
with an increase in transmission at the center in-
dicating a dense shell of imploding material. It
was concluded from the observations above that
the finite intensity in the zones of maximum ab-
sorption in Fig. 2 was due to the relatively weak
emission from the microballoon target itself.

The densitometer traces of the shadowgraph
images were transformed to intensity profiles

Time (psec)

Density trace

which were, to a sufficient approximation for the
conditions in Fig. 1, I,(x)T;(x)+1,(x), where
I,(x) and I, (x) are the intensity profiles of the
background and implosion plasmas individually
and T;(x) is the transmission profile of the im-
plosion plasma. In analyzing this experiment it
was assumed that at the point of maximum ab-
sorption I,(x)T(x) was negligible so that the mi-
croballoon emission profile I,’(x) measured on a
different shot could be normalized, centered on
the absorption feature, and subtracted yielding
I,(x)T;(x). This normalization was retrospec-
tively justified as discussed below. Similarly the
separately measured profile I, ’(x) was centered
and normalized relative to I,(x)7,(x) in the outer
region where T,(x) -1, allowing computation of
T;(x) from the ratio of the two profiles. Plots of
opacity, 7T(x)=-1n7(x), derived in this way are
shown in Figs. 3(a) and 3(b). The implosion was
also modeled theoretically using a one-dimension-
al fluid code MEDUSA whose main features are
described elsewhere.? The code results indicat-
ed implosion core temperatures of 50 to 100 eV
and density 0.5 to 1 g cm™, The calculations al-
so simulated the shadowgraph experiment by com-
puting 7(x). It was assumed that, to sufficient
accuracy, absorption of x rays in the experimen-
tal energy range could be represented by photo-
ionization of K-shell electrons of oxygen and neon
in the glass and gas, respectively, and that the
ion species present in the dense regions of the
implosion would have two K electrons. The ab-
sorption coefficient K(v) was obtained from the
Kirchhoff-Planck relationship and the intensity

of free-bound emission in a plasma of two elec-
tron ions® and can be written as

K(v)=(4.1X10"*%)X%:/v® cm™!

for ionization potential X and photon energy v in

,MMJV\M%

FIG. 2. A series of pulse—x-ray shadowgraph images and their densitometer traces for various delays from the

laser-pulse peak.
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FIG. 3. Opacity plots for (a) analysis at 250 ps de-
lay; (b) analysis at 460 ps delay. (1) The computed
opacity profile; (2) the computed profile transformed
by the finite resolution of the pinhole camera; (8) the
experimental capacity profile 7(x). Vertical arrows in-
dicate the gas/glass boundary.

electron volts and ion number density z.

The spectrum I(v) from the brass-target plas-
ma transmitted by the Be filter was recorded
with a calibraied x-ray spectrometer® and found
to be mainly due to CuXX and ZnXXiline radia-
tion in an 0.5-keV band centered at 1.5 keV. It
was used in calculating 7(x) since

(%) =1n | [ I(v) T(xv)dv/[ I(v)adv]| .

The computed opacity profiles illustrated in Figs.
3(a) and 3(b) have peak values of opacity large
enough to justify the earlier assumption of no ob-
servable transmission in the region of greatest
opacity. They also show that the absorption due
to the glass is the dominant factor with the peak
of the opacity profiles occurring near the gas/
glass interface. The computer profiles were
transformed to a form consistent with imaging by
the pinhole camera by assuming circular symme-
try of the source and a geometrically ideal rec-
tangular intensity profile for a point source
imaged by the pinhole. This reduced the apparent
size of the zone of high opacity as illustrated in
Fig. 3.

A reasonably good agreement was obtained be-
tween the experimental and predicted forms of
the opacity profile at the earliest recorded stage
of the implosion where the main feature is the im-
ploding glass shell; see Fig. 3(a). The experi-
mental profile is indeterminate at the point of
maximum opacity because of the normalization
assumption. The maximum meaningful value of
the opacity was found to be 2 to 3 by analyzing
“pbest-estimate” and “uncertainty-range” smoothed
profiles drawn through the film grain noise of the
densitometer traces. The calculated profile at
peak compression shown in Fig. 3(b) is not in such
good agreement with the experimental data which
indicate a smaller region of high opacity. This
suggests either that a smaller fraction of the tar-
get mass was in the implosion core or that the
compressed density was higher than that calculat-
ed. (A poorer effective spatial resolution of the
pinhole camera, >30 um, would also account for
this but is inconsistent with the pinhole size and
the resolution obtained in test images of unirradi-
ated microballoons.)

One reason for the compressed density to be
higher than the calculated value is that radiation
cooling and ionization energy, which both reduce
the temperature and thus the pressure opposing
the implosion, were not treated in the code. The
simulation results are sensitive to such effects.
For example, representation of radiation cooling
as optically thin bremsstrahlung radiation result-
ed in a twentyfold increase in compressed den-
sity. A better calculation including self-absorp-
tion would evidently give an intermediate result.

If it is assumed that increased density explains
the above discrepancy between observation and
calculation, then the core density can be roughly
estimated by a scaling argument. The ratio of
observed to computed core diameter in Fig. 3(b)
is 0.6+ 0.1 at T=2. The computed volumetric
compression ratio in the core was 10 and it may
therefore be inferred that this was increased to
50+ 25 in the experiment so that the experimental
core density was 422 g em™3.

While this is of some interest as a high com-
pressed density it is perhaps more significant
that the experiment has demonstrated the poten-
tial of x-ray shadowgraphy in the diagnosis of
dense implosions. The technique should be of
particular value in future studies of ablatively
driven implosions.
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The spectrum cascade by mode coupling in drift-wave turbulence occurs to larger and
smaller values of IEI rather than toward lower frequencies. This leads to the dual cas-
cade process; energy cascades to smaller % while enstrophy (square of the vorticity) cas-
cades to larger k2, analogous to two-dimensional hydrodynamic turbulence. However,
the speed of energy condensation to 2=0 is much slower than in the hydrodynamic case.

In this Letter, we show that the spectrum cas-
cade by mode coupling in drift-wave turbulence
occurs to longer and shorter wavelengths, and
that it leads to the dual cascade process where
the energy cascades to smaller 2, while the en-
tropy cascades to larger 2, analogous to two-
dimensional hydrodynamic turbulence.! This re-
sult originates from an intrinsic property of the
drift wave in which the linear frequency and the
amplitude can be small parameters of the same
magnitude.

For wave-wave interactions in drift-wave turbu-
lence the largest coupling occurs through the E
xB nonlinearity. .This allows us to ignore the
parallel ion inertia. The best way of deriving the
nonlinear equation in such a case is to use the
vortex equation for the ion dynamics.? If we
make the assumption of cold ions, the equation
for the vorticity =(v ,x¥,) -2 can be derived
by taking the curl of the ion equation of motion
and by using V, +V ,=—dlnn/dt:

d w,;+8
FT3 ln<—“———n >— 0, (1)
where w_; is the ion cyclotron frequency, » is the
number density, and V, is the ion velocity in the
direction perpendicular to the ambient magnetic
field B2, The total derivative includes the con-
vective derivative,

d 9 -
e .V 2
1 at'*'(VJ. ), (2)
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wllere the leading term in V, is given by the E
XB drift,

\7J_=—Vq)><2?/Bo. (3)

Here, ¢ is the electrostatic potential of the drift
wave. The number density is given by the elec-
tron density as a result of the quasineutrality
condition:

n=ny(X)(1+eq/T,), (4)

where T, is the electron temperature and the
contribution from the Landau pole due to the elec-
tron parallel motion is ignored by assuming a
saturated state. The vorticity Q is obtained from
Eq. (3),

Q=(v?¢)/B,. (5)

If we substitute Eqgs. (4) and (5) into (1), we ob-
tain the following exact simple nonlinear equation
for the drift-wave turbulence?:

8(V2p - ¢)/0t+[(Vyx2) - ¥](Inn, ~ ¥2¢) =0, (6)

where the time and space coordinates are nor-
malized by w,;"* and p, = (T,/m )?/w,; and the
potential ¢ by 7,/e.

To find the direction of the spectrum cascade
in Eq. (6), we consider three waves with the
wave numbers ﬁl, Ez, and E3 such that E1+E2+E3
=0.* If we write

@, t) = @z(t) exp(ik - %) +c.c.,
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FIG. 2. A series of pulse—x-ray shadowgraph images and their densitometer traces for various delays from the
laser-pulse peak.
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