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Abstract
This article reviews the compatibility of ‘under the radar’ data-driven measures adopted in Ireland to contain the Covid-19 pandemic with data protection law, understood as both a source of regulatory compliance, and as the substantiation of a right. The article elaborates a test for permissible limitations on the right to data protection that incorporates requirements from the applicable law, followed by an analysis of how select data-driven measures comply with the various stages of the test. The measures reviewed - thermal scanner guns, health self-check forms, statutory instruments for contact logging and the Vaccine Information System - appear well-meaning but partly incompatible with the right to data protection. The analysis points to the difficulty of reconciling public health and data protection without a systematic data processing strategy and concludes with recommendations for right-proofing data-driven measures in the guise of a blueprint strategy for processing for pandemic purposes. (147 words)
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Introduction

Since the beginning of the pandemic policymakers in the European Union (hereafter EU) have adopted several data-driven measures to contain the spread of Covid-19. The ‘comprehensive public health strategy to fight the pandemic’ was to include purpose-built technologies, off-the-shelf and even manual measures for locating infectious individuals in highly mobile societies, performing the necessary contact tracing to break the chain of infection and carrying out research to improve the response to the pandemic. Examples of purpose-built technologies include Covid-19 Apps such as Ireland’s Covid Tracker App, Digital Green Certificate, contact management systems and vaccine information systems; manual measures include contact logging by individual and organisations; off-the-shelf technologies have been used, among others, in the context of return to work schemes.

Most data-driven measures rely on the processing of personal data, and therefore trigger the question of how to reconcile the use of data for public health purposes with the right to the protection of personal data enshrined in Art. 8 of the Charter of Fundamental Rights of the European Union (hereafter CFREU). Yet, the question has been publicly discussed only with

---

1 I wish to express my gratitude to Cian Henry and Ms Kate Heffernan for research assistance while drafting the public policy report from which this article was drawn, as well as Dr David Fennelly and the editors of the special issue for the helpful comments on a various drafts of this work. All errors are mine. The law is correct as stated as of early July 2021. Research for this article was supported by Trinity College Dublin funding in the context of the COVID-19 Law and Human Rights Observatory.
respect to Covid-19 apps\(^7\) on account of their potential for surveillance on a mass scale,\(^8\) which creates the type of power imbalance that data protection legislation, as well as the multilevel system of human rights protection shared by EU Member States, seeks to prevent.\(^9\) Public discussion was certainly beneficial,\(^10\) though Apps were unlikely to become mandatory in light of regulatory constraints (section 1.1.1.2). Other commonplace, and often mandatory, data-driven measures have instead gone under the radar, and consequently eluded public scrutiny. Examples include low-tech measures such as contact logging by hairstylists, as well as the specifics of high-tech solutions such as the vaccine information system.

This article discusses the legality of such under-the-radar measures from a data protection law perspective. Health policy and the delivery of health services is a primary responsibility of Member States (Article 168 TFEU), who retain the privilege to introduce more specific


provisions to adapt the application of EU data protection law in this area. Thus, this contribution appraises the compliance with data protection law of select data-driven measures adopted in Ireland between summer 2020 and 2021\textsuperscript{11} to contain Covid-19. Data protection law, including the GDPR and other relevant instruments (section 1.1.2.2), is understood here not only as a source of regulatory compliance, but also as the implementation of the right to the protection of personal data enshrined in Article 8 CFREU.\textsuperscript{12} I refer to such a blend of regulation and rights as the dual nature of data protection law.

Given the dual nature of data protection law, the perspective adopted in this article is one of reconciliation between equally important objectives. If mass surveillance is an undesirable goal, so is a blanket prohibition against the processing of personal data to contain the pandemic. Ultimately, the point is how to design a data processing strategy that avoids the pitfalls of a zero-sum clash between public health and data protection.\textsuperscript{13} As the Data Protection Commission (DPC) stated, data protection law ‘does not stand in the way of the provision of healthcare and the management of public health issues’.\textsuperscript{14} This is because the protection of personal data is a qualified right (alongside Art. 7 protecting privacy\textsuperscript{15}), whose enjoyment can


\textsuperscript{12} E.g. Judgment of 15 June 2021, Facebook Ireland and Others, Case C-645/19, ECLI:EU:C:2021:483, para 45.


\textsuperscript{15} This piece does not explicitly review the impact of measures on the right to private life enshrined in Art. 7 CFREU. Among others reviewing private life implications: Elspeth Guild, ‘Covid-19: European rules for using personal data’, QMUL School of Law blog (4 June 2020).
be limited in line with Article 52(1) CFREU, provided the essence of the right is preserved. As the European Data Protection Board (hereafter EDPB) stated in a letter to Hungary in June 2020, ‘Restrictions … to the extent that they void a fundamental right of its basic content cannot be justified. If the essence of the right is compromised, the restriction must be considered unlawful, without the need to further assess … the necessity and proportionality criteria.’

In part 1 I elaborate a hypothetical test for permissible limitations on the right to data protection, thereby outlining criteria to assess measures that collect personal data. In part 2 I discuss how some sample data-driven measures, including measures that collect health data, comply with the various stages of the test. In particular, every measure is discussed with respect to the specific stage of the test for permissible limitations that it conflicts with. In particular: thermal scanner guns exemplify the presence of an overlooked interference; self-check forms defy the presence of a legal basis; S.I.s for contact logging and locator forms fail the quality of the law test; the Vaccine Information System potentially has unnecessary elements; and many measures could potentially interfere with the essence of data protection. These results show that the response to the pandemic was well-meaning but potentially unsound, and stress how difficult it can be to reconcile public health and data protection without a systematic data processing strategy. On this account, I conclude with recommendations for right-proofing data-driven measures for pandemic purposes, and adopt a blueprint strategy for processing for pandemic purposes.


16 EDPB, ‘Statement on restrictions on data subject rights in connection to the state of emergency in Member States’, (2 June 2020).

1. Compatibility of data-driven measures with the fundamental right to data protection: criteria for analysis

The compliance of data-driven pandemic measures with data protection law must be assessed in light of the CFREU,\(^7\), which enjoys the same legal status as the Treaties and is applicable by virtue of Art. 29.4 - 29.6 of the Constitution of Ireland.\(^8\) The CFREU’s scope of application is as broad as the scope of EU law,\(^9\) so it must be respected even when Member States need to derogate from EU law, i.e. at times of emergency\(^{10}\) such as the Covid-19 pandemic. As a result, the processing of personal data for pandemic purposes can benefit from lawful limitations to the exercise of the rights of data subjects, as set out in Art. 52(1) CFREU and the applicable law, e.g. Art. 23 (1) (e) GDPR\(^{11}\) and Section 60 Data Protection Act 2018\(^{12}\) (hereafter DPA 2018). In the following I conceptualise the steps of a test for permissible limitations, drawn from Art. 52(1) CFREU in light of data protection law, which will form the basis of the analysis of select data-driven pandemic measures.

1.1 Permissibility of data-driven measures: criteria for analysis of data-driven measures

---

\(^7\) Judgment in Österreichischer Rundfunk, C-465/00, C-138/01 and C-139/01, EU:C:2003:294, para 68.


\(^9\) Opinion of 10 January 2019 of AG Szpunar in Google LLC v CNIL, Case C-507/17, ECLI, para 55.

\(^10\) Judgment of 17 December 2015 in Åkerberg Fransson, C-617/10, EU:C:2013:105, para 29.


The steps of a test for permissible limitations forming the criteria for the analysis of data-driven measures are drawn from Art 52(1) CFREU, Digital Rights Ireland,24 CJEU and European Court of Human Rights (hereafter ECtHR) case law, guidance by the EDPS and the EDPB in light of CJEU and ECtHR case law, and finally the applicable law. The assessment of permissibility begins with establishing the existence of an interference with the right, followed by the presence of a legal basis. If such a legal basis exists, Art 52(1) CFREU requires to discount a potential infringement of the essence of the right,25 that is the very substance of the right. The interference must then be justified in light of objectives of general interest recognised by the Union, following which come the necessity and proportionality tests. These various steps are discussed in greater detail below.

1.1.1 Interference with the right to personal data protection

The CJEU has consistently said that the processing of personal data that fall within the scope of EU data protection law constitutes an interference with the right to the protection of personal data.26 The following illustrates when data-driven measures use personal data and fall within the scope of the applicable law.

1.1.1.1 Are data-driven measures based on personal data?

24 Judgment of 8 April 2014 in Digital Rights Ireland and Seitlinger and Others, Joined cases C-293/12 and C-594/12, EU:C:2014:238, paras 35-46.
25 Ibid. § 39-40.
26 E.g. Ministerio Fiscal, para 51. A poignant criticism of this approach can be found in the work of Maria Tzanou, The Fundamental Right to Data Protection: Normative Value in the Context of Counter-terrorism Surveillance (Hart 2017).
The starting point is to ascertain whether measures process personal data, as otherwise the right is not at stake. Not all pandemic measures process personal data, meaning information relating to a natural living person that either identifies him or her, or makes him or her identifiable when combined with other pieces of information (Art 4(1) GDPR). Here lies a catch of data protection law; the growing pool of data available, and improved data science and statistical techniques, keep broadening the scope of ‘identifiable’ data and narrowing the scope of the antonym, ‘anonymous’ data.

Data that are anonymous on their own, such as those captured by motion sensors, may allow for the identification of a natural person in combination with data from other sources, thereby becoming personal. The same applies to anonymised data, that is information that has undergone a process of erasure which no longer permits the identification of an individual. Anonymised data are outside the scope of the applicable law, provided data subjects are not re-identified. If, conversely, information enabling the re-identification of individuals is kept separate but is still available to the controller, then data are considered to be pseudonymised (Art. 4(5) GDPR) and subject to the applicable law.

Recital 26 GDPR establishes the relative nature of ‘anonymity’, which depends on ‘objective factors’ that determine ‘all the means reasonably likely to be used’ by the controller or any other person to identify the data subject. This provision is virtually identical to Recital 26 of repealed Directive 95/46, which was interpreted in Patrick Breyer. There, the Court followed the systematic interpretation by AG Campos Sanchez-Bordona, whereby

---

28 Examples include devices to monitor the maximum number of people who can fit in a room or beepers that emit signals to help individuals maintain the desired physical distance.
30 Judgement of 19 October 2016 in Patrick Breyer, Case C-582/14, ECLI:EU:C:2016:779.
31 Opinion of 12 May 2016 of AG Campos Sanchez-Bordona in Patrick Breyer, Case C-582/14, ECLI:EU:C:2016:339, paras 68-73.
‘reasonable’ means are those within the framework of the law, provided they are lawful, and include the transfer of data from third parties in possession of additional information enabling identification. Although the law applicable to Patrick Breyer was Directive 95/46, the continuity between Recital 26 of the Directive and the GDPR suggests the Court’s interpretation is still relevant. For instance, in its Covid-19 Guidelines the EDPB refers to a ‘reasonability test’ based on objective and contextual aspects, and suggests that the robustness of anonymisation can be measured with three criteria: singling-out, linkability and inference.\textsuperscript{32} The legal and practical limits of anonymisation cannot be overstated. Data processed for research purposes (explicitly mentioned in Recital 26 GDPR) to block Covid-19,\textsuperscript{33} as foreseen by the Vaccine Information System, are likely to fall into the category of anonymised data and are therefore susceptible to re-identification. Another example of seemingly anonymous data, those collected by non-contact thermometers, can soon take on the nature of personal data (see section 2.1).

1.1.1.2 Does the processing fall within the scope of data protection law?

Personal data-driven measures are amenable to data protection law when they fall within its material and territorial scope (Articles 2 and 3 GDPR). A departure from these rules is the household exception (Art. 2(1)(c) GDPR), whereby information collected “by a natural person in the course of a purely personal or household activity” is not subject to data protection law. However, when individuals make such information available publicly, e.g. online, the

\textsuperscript{32} EDPB, ‘Guidelines 04/2020’, p. 5.

household exception no longer applies, turning individuals into data controllers within the scope of the GDPR.\textsuperscript{34}

The GDPR\textsuperscript{35} and the DPA 2018, which contains provisions pursuant to articles of the GDPR that require legislative intervention by Member States law, will apply in most cases.\textsuperscript{36} The GDPR and DPA 2018 are particularised and complemented\textsuperscript{37} by two leges speciales transposed into Irish law. The first is the Law Enforcement Directive for processing for law enforcement purposes.\textsuperscript{38} The second is the e-privacy Directive (hereafter EPD),\textsuperscript{39} which applies to the processing of personal data in connection with the provision of publicly available electronic communications services in public communications networks in the EU and, insofar as Art. 5 (3) is concerned, information society services.\textsuperscript{40}

EDP rules on the processing of traffic and especially location data, defined in Artts. 2(b) and 2(c),\textsuperscript{41} are the reason why Covid-19 apps could not be forced on people to automate contact tracing. Art. 15 EPD enables the restriction of the scope of rights and obligations contained in Article 9 (as well as 5 and 6), but only for a strictly enumerated\textsuperscript{42} list of objectives, a list which does not include public health. As a result, instruments adopted \textit{qua} exception pursuant to Art.

\textsuperscript{40} EDPB, ‘Guidelines 04/2020’ (21 April 2020).
\textsuperscript{41} ‘Any data processed in an electronic communications network or by an electronic communications service, indicating the geographic position of the terminal equipment of a user’ of such a service.
\textsuperscript{42} ‘…the list of objectives … is exhaustive, as a result … access must correspond, genuinely and strictly, to one of those objectives’. \textit{Ministerio Fiscal}, para 31.
15 EPD, including the now invalidated Directive 2006/24/EC, could not, on their own, help in the health response to Covid-19, but only its public security dimension.\(^{43}\) Following *Ministerio Fiscal*, access to targeted and limited data is likely to be permissible for the fight against criminal offences that are not serious, an assessment which is for the referring court to make.\(^{44}\) This could include the prosecution of violation of self-isolation measures by single individuals, insofar as they constitute an offence. It is unlikely, however, to include the monitoring of individuals for the sake of preventing the breaking of self-isolation measures.

It is worth noting that the draft Regulation set to repeal the EPD\(^{45}\) makes provisions for processing traffic and location data to protect the vital interest of a natural person,\(^{46}\) which “may include for instance processing necessary for humanitarian purposes, including for monitoring epidemics”.\(^{47}\) The GDPR and DPA 2018 are the relevant pieces of applicable law for data-driven measures reviewed in section 2.

1.1.2 Whether the interference is in accordance with the law

The requirement to be ‘in accordance with the law’ refers to the need for (i) a legal basis (lawfulness) that (ii) meets parameters of quality (legality) developed by the Court and often borrowed from the ECtHR, in recognition of the Council of Europe’s leading role on the rule of law.\(^{48}\) Data protection legislation contains rules on lawfulness of processing and legality drawn from the RoL, starting with the principles enshrined in Art. 5 GDPR – lawfulness, fairness and transparency, purpose limitation, data minimisation, accuracy, storage limitation

\(^{43}\) Following judgment of 21 December 2016 in *Tele2 Sverige*, Joined cases C-203/15 and C-698/15, ECLI:EU:C:2016:970, para 102, only serious crime justifies the retention of traffic and location data.

\(^{44}\) *Ministerio Fiscal*, paras 53-57.


\(^{46}\) Ibid. Article 6b(1)(d).

\(^{47}\) Ibid. Recital 17a

\(^{48}\) Judgment of 6 October 2020 in La Quadrature du Net and Others, C-511/18, ECLI:EU:C:2020:791, para 103.
and integrity and confidentiality – which apply to the processing of any personal data. For instance, the principles of lawfulness, fairness and transparency enshrined in Art. 5 (1)(a) GDPR can be said to stem from the rule of law. Many of these principles become actionable as rights of the data subjects and corresponding obligations of the data controller.

The GDPR also embodies a form of legality in that the data controller, the entity who decides the means and purposes of the processing, must have a lawful basis to act (Articles 6 and 9 GDPR). The data controller has responsibility, de facto and de jure, for fulfilling the data protection principles, in the form of technical and organisational measures commensurate with the risks entailed by the processing (Art. 24 GDPR). In other words, in order to benefit from the processing, the controller must safeguard the data so as to protect the concerned data subjects – which turns the data controller into the de facto gatekeeper for data subjects’ rights.

### 1.1.2.1 Legal basis for the processing of personal data within data-driven measures and determination of the controller

The Irish DPC notes that processing personal data for the sake of containing Covid-19 can take place under different legal bases. For instance, ‘where organisations are acting on the guidance or directions of public health authorities, or other relevant authorities’ data concerning health can be processed based on Article 9(2)(i) GDPR and Section 53 DPA 2018.'
Employers must protect their employees under the Safety, Health and Welfare at Work Act 2005, which, together with Article 9(2)(b) GDPR, provide a legal basis to process personal data concerning health.\textsuperscript{55} Either way, suitable safeguards need to be implemented, for instance as laid down in Section 36 DPA 2018. Furthermore, in case of emergency, protection of the vital interest of a data subject in line with Articles 6(1)(d) and 9(2)(c) GDPR can act as a legal basis.

Consent (Art 6(1)(a) GDPR) and the legitimate interests pursued by the controller (Art 6(1)(f) GDPR) are unlikely to constitute valid bases for processing information other than data concerning health for pandemic purposes, a point shared by some, but not all, commentators.\textsuperscript{56} Individuals are unlikely to agree to the required measures in a freely given, specific, informed and unambiguous manner; there is too much of a power imbalance between those requesting consent and data subjects. The legitimate interest basis is also unsuitable for its weakness \textit{vis-à-vis} the interests or fundamental rights and freedoms of the data subject as per the interpretation of the Court in \textit{Rīgas satiksme}\textsuperscript{57} and Art. 6(1)(f) GDPR.\textsuperscript{58}

The most suitable bases for public authorities are Article (6)(1)(e) GDPR and Section 38 DPA 2018; these are necessity for either the exercise of official authority vested in the controller or the performance of a task carried out in the public interest. Private entities supporting the HSE contact tracing effort through contact logging could, in theory, be seen as performing a specific task carried out in the public interest, but the GDPR requires (Articles 6(3) and 6(2), Recitals 10 and 45) this legal basis to apply only when laid down in Member State (or EU) law to which

\textsuperscript{55} For the UK, see Ruby Reed-Berendt and Edward Dove, Healthcare Workers’ Data and Covid-19 Research, UK-Reach project (2020).

\textsuperscript{56} Rónán Kennedy, ‘Data Protection and COVID-19’.

\textsuperscript{57} According to the CJEU, there are “three cumulative conditions so that the processing of personal data is lawful, namely, first, the pursuit of a legitimate interest by the data controller or by the third party or parties to whom the data are disclosed; second, the need to process personal data for the purposes of the legitimate interests pursued; and third, that the fundamental rights and freedoms of the person concerned by the data protection do not take precedence.” Judgment of 4 May 2017 in \textit{Rīgas satiksme}, C-13/16, ECLI:EU:C:2017:336.

\textsuperscript{58} “Such interests are overridden by the interests or fundamental rights and freedoms of the data subject which require protection of personal data”.


\newpage
the controller is subject. Although there is no need for ‘a specific law for each individual processing’ and ‘a law as a basis for several processing operations (…) may be sufficient’ (Recital 45), such ‘law’ has to comply with the requirements of a legal measure (e.g. Recital 41). This begs the question of what role private individuals or entities have when logging contacts for the benefit of the HSE Covid-19 contact tracing programme. The adoption of an officially published instrument mandating contact logging would open up the path for the application of Art. 6(1)(c) GDPR (and possibly Section 38 DPA 2018), which authorises processing operations pursuant to a legal obligation to which the controller is subject. Article 6(1)(c) GDPR is subject to the same conditions laid down for Article (6)(1)(e) GDPR.

1.1.2.2 Quality of the legal basis

It is important to stress that references to ‘law’ do not necessarily mean an official act adopted by a national or European legislative body in all circumstances, without prejudice to requirements pursuant to the constitutional order of the Member State concerned, but that in all circumstances the ‘law’ must respect the parameters of quality proper of a ‘law’.\(^{59}\) However, such a legal basis or legislative measure should be *clear and precise* and its application should be *foreseeable* to persons subject to it, in accordance with the case-law of the CJEU and ECtHR. In *Bara and Others*, the CJEU found that a legislative measure that was not the object of official publication was not in compliance with the antecedent of Article 23 GDPR.\(^{60}\) Furthermore, case law has stressed that, the most serious the interference, the strongest the

---

\(^{59}\) Recital 41 of the GDPR. European Data Protection Board, Guidelines 10/2020 on restrictions under Article 23 GDPR (2020), p. 7, referring in particular to the European Court of Human Rights, 14 September 2010, Sanoma Uitgevers B.V. v. The Netherlands, EC:ECHR:2010:0914JUD003822403, paragraph 83. None of the measures reviewed in these pages explicitly aim at restricting the scope of the exercise of the right as in Article 23 and Recital 73 GDPR. Some processing operations need to be mandated by additional instruments (e.g. Articles 6(1)(c) and 6(1)(e), 9(2)(h) and (l) GDPR, Sections 38, 51 and 53 DPA 2018).

\(^{60}\) Judgment of 1 October 2015 in *Bara and Others*, C-201/14, ECLI:EU:C:2015:638, para 40.
guarantees must be.\textsuperscript{61} It is therefore difficult to imagine how a serious interference could be permissible in the absence of legislation scrutinised by parliament, which raises questions as to the legality of early Covid-19 measures stemming from regulation and even soft law. I will discuss the matter in greater detail in section 2 and the conclusions.

For the lawful bases laid down in Articles 6(1)(c) and (e), criteria for the quality of the law are contained in Article 6(3) and Recital 45. The law must specify the purpose of the processing, a purpose that must be necessary for the performance of a task carried out in the public interest or in the exercise of official authority vested in the controller when processing operations are based on Art.6(1)(c). The law must also meet an objective of public interest and be proportionate to the legitimate aim pursued. Article 6 recommends the law contain specific provisions about: general conditions on lawfulness of personal data processing; types of personal data to be processed; the data subjects concerned; the purposes for, and entities to which, personal data may be disclosed; purpose limitation; storage period; and other measures for lawful and fair processing. Given the language used (‘should’), the inclusion of specific provisions in the law may appear to be desirable but optional from a regulatory perspective. However, when looking at data protection as a fundamental right, the provisions listed in Art. 6(3) appear necessary to respect, protect and fulfil the right, protect its essence\textsuperscript{62} and comply with the substantive requirements of the rule of law, i.e. the quality of the law and proportionality.

Unlike Article 6(3), Recital 45 recommends the law also contain the specifications for determining the controller. It is submitted that this addition is particularly important, not only because the identity of the data controller is not always self-evident,\textsuperscript{63} but also because the

\textsuperscript{61} See, among others, Tele 2 Sverige.

\textsuperscript{62} The essence includes limiting the purposes for which data can be processed and adopting rules to ensure the integrity and confidentiality of the data. Opinion 1/15 of the Court (Grand Chamber), ECLI:EU:C:2017:592, para 150.

\textsuperscript{63} To this effect, see European Data Protection Supervisor (EDPS), Concepts of controller, processor and joint controllership under Regulation (EU) 2018/1725, 7 November 2019.
controller is the gatekeeper for the exercise of the rights of data subjects. Uncertainty as to controllership can both generate confusion among those who process data following the guidance or directions of relevant authorities, and curtail de facto the rights of data subjects who may not know who to approach to enforce their rights.\(^6^4\) Clarifying the nature of the controller is also relevant to understand who should be the recipient of data collected under guidance.\(^6^5\)

In Irish law, Section 36 DPA 2018 addresses the introduction of suitable and specific measures for processing (and Section 60 DPA 2018 covers restrictions). Importantly, the DPC is to be consulted before a Minister makes regulations pursuant to Sections 36, 38 and 51 (as well as 60). The adoption of delegated legislation is not mandatory, though provisions such as Section 53 DPA 2018 require that suitable and specific measures be taken to process data concerning health for purposes of public interest in the area of public health (following Section 36 DPA 2018).

A systematic reading of the applicable law suggests that guidance requiring the processing of data without the necessary safeguards could amount to undue restrictions and could be challenged on rule of law grounds. Limitations to the rights of data subjects should stem from legislation derogating from the GDPR in line with Art. 23 (1). Yet, the requirements for derogating legislation listed in Art. 23(2) are similar to those contained in Article 6(3) and Recital 45, as the list is formulated in an open-ended manner.

1.1.3 Whether the interference is compatible with the essence

---

\(^6^4\) Judgment of 1 October 2015 in Weltimmo, C-230/14, EU:C:2015:639; Wirtschaftsakademie Schleswig-Holstein.

The CJEU identified two elements that are the essence of Art. 8 CFREU: the presence of a provision that “limits (…) the purposes for which (…) data may be processed” and “rules intended to ensure, inter alia, the security, confidentiality and integrity of that data, and to protect it against unlawful access and processing.” These find correspondence in the principles of purpose limitation and integrity and confidentiality of data protection law. Therefore, any measure restricting the right without making provisions for purpose limitation, as well as integrity and confidentiality, crushes the essence and becomes automatically impermissible. It should be noted that the requirement of compatibility with the essence is a source of academic debate and that the assessment of a breach of the essence is therefore questionable.

1.1.4 Whether the interference is justified, necessary and proportionate

This article presumes that data-driven measures satisfy the condition that the interference is justified, as ‘safeguarding public health’ is ‘an important objective of general public interest’ justifying restrictions to data protection law pursuant to Section 60(o) DPA 2018. However, a measure that intends to meet an important objective of public interest may still be discarded on grounds of necessity and proportionality.

1.1.5 Whether the interference is necessary and proportionate

---

66 Opinion 1/15 of the Court (Grand Chamber), ECLI:EU:C:2017:592, para 150.
The EDPS published two toolkits, one for necessity, the other for proportionality, each based on a four-stepped methodology drawing from the ECtHR and CJEU case-law, as well as the work of the EDPS and EDPB, and premised on the idea that the double requirements of necessity and proportionality must be assessed on a case-by-case basis. Although these methods are geared to decision-makers preparing legislation capable of infringing the right, they are nonetheless also useful for appraising the permissibility of interferences effected by existing legislation. Each test is made of four parts. The necessity test, which must be strictly met, requires first of all to factually describe the measure, and secondly to identify whether the measure limits data protection (and other rights). Thirdly, one must define the measure’s objectives against which to assess necessity and, lastly, choose the option that is effective and least intrusive.

Proportionality in a narrow sense must only be appraised for a measure that is strictly necessary, as evidenced by Digital Rights Ireland and Schrems. The first step is to assess the legitimacy, or importance, of the objective, and its effectiveness and efficacy, i.e. to what extent the proposed measure would meet this objective. The second step is to evaluate the scope, extent and intensity of the interference based on the effective impact of the measure on the rights. Third comes the fair balance evaluation of the measure. The fourth and final step is to draw conclusions on the proportionality of the proposed measure, including the identification and safeguards which could make the measure proportionate. It is argued that none of the data-

---

69 EDPS, Guidelines on assessing the proportionality of measures that limit the fundamental rights to privacy and to the protection of personal data (2019).
70 For their connection, see EDPS, Assessing the necessity of measures that limit the fundamental right to the protection of personal data: A Toolkit (2017), p. 5.
driven measures reviewed in this article reaches the proportionality stage of the test, as they all fail at previous stages, as I demonstrate next.

2. Review of select ‘under the radar’ data-driven measures

This section reviews several ‘under the radar’ pandemic data-driven measures in light of the test for permissible limitations just illustrated. Note that this section reviews a subset of measures deserving analysis. For instance, the Contact Management Programme, arguably a crucial component of the public health response to Covid-19, is not reviewed here for want of technical documentation enabling to ascertain its permissibility.\(^\text{72}\) This section presumes that data-driven pandemic measures satisfy the requirement of meeting an objective of public interest. Each section reviews single measures against relevant steps of the test for permissible limitations. In section 2.1 I show how thermal scanner guns can interfere with the right to data protection, meaning that their use must be assessed against the test for permissible limitations. In section 2.2 I appraise self-check forms against the need for the ‘presence of a legal basis’, and instruments for contact logging against the requirement of ‘quality of the law’, which jointly make up the requirement of ‘in accordance with the law’. In section 2.3 I apply the necessity test to the Vaccine information System. In section 2.4 I examine the compatibility of data-driven measures with the respect for the essence of the right.

2.1 Interference with the right to data protection: thermal scanner guns

Thermal scanner guns taking individuals’ temperature are widely used in a variety of settings. Models of thermal scanners capable of storing the temperature taken, and only the temperature taken (e.g. no logs of time and day), collect information which is not capable of identifying individuals; the ability of such data to become ‘identifiers’ is highly unlikely, as noted by DPAs across Europe.\(^73\) However, the more information is stored, the higher the information’s ability to identify an individual in conjunction with other data, based on the ‘reasonably likely’ test of Patrick Breyer and the EDPB as discussed earlier. The finding changes dramatically for models of thermal screeners\(^74\) connected to the Internet that contain cameras and can support custom integrations such as third-party system software. These are akin to CCTV systems that collect data concerning health.

In its Guidance accompanying the ‘return to Work Protocol’, the DPC stressed the lack of HSE guidance concerning the use of thermo-scanners and advised against their use until such guidance is issued. Even if this mooted the need for further assessment, it would nonetheless be important to stress that the Health Information and Quality Authority found mass thermal screening (e.g. infrared thermal scanners) at airports to be ineffective ‘in identifying infectious individuals and limiting spread of disease.’\(^75\)

The continued use of ‘guns’ that do not collect personal data could be no more than ‘hygiene theatre’.\(^76\) Other forms of thermal scanning capable of collecting personal data could constitute an interference requiring a legal basis, but in light of their manifest inadequacy such measures are unlikely to pass the test of necessity and proportionality.

---


\(^74\) For purely illustrative purposes, see <https://realityi.com/thermoscanner/>.


2.2 ‘In accordance with the law’: self-check forms and measures for contact logging

2.21 Presence of a legal basis: self-check forms

In general, few data-driven measures are adopted pursuant to a clear and unambiguous legal basis.\textsuperscript{77} At the beginning of the pandemic, many data-driven measures such as contact logging by individuals, businesses and entities of all kinds were based on guidance (hereafter the Government Roadmap) rather than statutory law, which raised rule of law challenges.\textsuperscript{78} The 2021 Government Roadmap no longer encourages individuals and recreational facilities to undertake contact logging.\textsuperscript{79} Non-essential businesses are instead encouraged to take ‘protective measures’ which, for the hotel sector specifically, include ‘customer details recorded for contact tracing process’.\textsuperscript{80} Eventually the recording of customer details for contact tracing purposes was given statutory footing (see further below). ‘Protective measures’ not specifically linked to statutory requirements include thermal scanner guns, as were reviewed earlier, and self-check forms for visitors to business premises, e.g. retailers\textsuperscript{81} and even

\begin{itemize}
\end{itemize}

The processing of data concerning health, as many Covid-19 related measures do, can be seen as a serious interference and deserves higher protection (Recital 51 GDPR).\footnote{Judgment of of 24 September 2019 in *GC, AF, BH, ED v Commission nationale de l’informatique et des libertés* (CNIL), Case C-136/18, ECLI:EU:C:2019:772, paras 44 and 67.} For such a reason national DPAs disagree as to the permissibility of self-health screening questionnaires for employees,\footnote{Christina Etteldorf, ‘EU Member State Data Protection Authorities Deal with COVID-19: An Overview’, (2020) *European Data Protection Law Review* 6(2) 265.} let alone visitors. Data collected through self-check forms can be lawfully processed under the combined legal bases of Art. 6(1)(c) and Art. 9(2)(b), but only if, as the DPC notes, ‘the processing is necessary\footnote{This links to the principles of fairness and purpose limitation.} for the purpose of carrying out its obligations in the field of employment (such as the obligations arising under the 2005 Act)’.\footnote{DPC, Data Protection implications of the Return to Work Safely Protocol (June 2020), p. 3.} If self-check forms emanated from the Safety, Health and Welfare at Work Act 2005, then they would have a legal basis and the measure should be reviewed against other steps of the test for permissible limitations. However, their necessity remains to be demonstrated and it is argued that self-

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{habic_visitors_questionnaire.png}
\caption{HABIC visitor questionnaire}
\end{figure}
check forms in their current form are disproportionate and amount to an impermissible interference with the right to data protection.87

If self-check forms did not emanate from the Safety, Health and Welfare at Work Act 2005, then a legal basis would need to be found. A facsimile of self-check forms for visitors was drawn up by the National Standards Authority of Ireland (hereafter NSAI)88 and has remained unchanged throughout the pandemic. From a rule of law perspective, guidance can qualify as a legal basis if it fulfils the quality of the law requirements illustrated earlier (section 1.1.2.2), including clarity and foreseeability,89 which enable citizens to adjust their conduct. In spite of its publicity,90 the Government Roadmap is unlikely to meet quality of the law parameters: not only does the it not meet the parameters required by Article 6(2) and (3) and a fortiori Article 9 GDPR, but also, it never required visitors to produce self-check forms as one of the protective measures. Self-health check forms emanate from guidance, rather than standards,91 which was not produced pursuant to a mandate issued by the legislature and is unlikely to constitute a legal basis. In sum, self-check forms suffer from many shortcomings that make them incompatible with data protection law.

2.2.2 Quality of the law: instruments for contact logging, including locator forms


90 EDPS (2017), p. 4

91 The legal standing of standards adopted in the context of EU delegated legislation has changed since Judgment of 27 October 2016 in James Elliot, case C-613/14, ECLI:EU:C:2016:821, para 40). However, the ability of standards, especially those adopted by national bodies, to act as a legal basis remains to be assessed.
Three Statutory Instruments (S.I.s) were adopted to support contact tracing efforts. One such S.I. gives statutory basis to the recording of customer details by hotels, eateries and bars for contact logging purposes. Two S.I.s specifically require international passengers entering Ireland to ‘retain’, ‘give or otherwise make available’ to a relevant person or a member of the Garda Síochána a negative COVID-19 test result, and to fill in and hand in to the ‘relevant person’ a locator form.

The adoption of multiple instruments with similar aims creates a jigsaw puzzle of data collection requirements. One difference concerns controllership, which is determined by the identification of the means and purposes of the processing. Different S.I.s identify different controllers, and in one case (locator forms) controllership has changed from one versions to the other. In particular, legislation affecting hotels, eateries and bars identifies three different controllers for three different purposes. For instance, hotels, restaurants and pubs are controllers when collecting data, thereby opening up the path for the application of Article 6(1)(c) GDPR. Hotels, eateries and bars certainly decide the means of processing but not their purpose. The fact that data are ultimately collected for the benefit of contact tracing puts hotels, eateries and bars in a position closer to that of a processor than a controller. In all cases, the S.I.s presuppose a transfer of personal data currently lacking the requisite interinstitutional arrangements.

---


The jigsaw puzzle effect is worsened by the fact that all S.I.s have been amended multiple times in the space of a year, partly because measures were adopted on a trial and error basis and needed to be adjusted, partly to reflect initiatives coordinated at EU level, such as the adoption of Digital Green passes, and partly to lift restrictions. Frequent amendments of such fragmentary legislation undermine legal certainty, thereby impacting foreseeability, not to mention the operational costs to the addressees of legislation.

These instruments also show substantive similarities, begging the question of why the legislator privileged multiple instruments as opposed to an overarching law disciplining data processing for contact logging and tracing for pandemic purposes. First, all S.I.s lay down penal provisions and endow the Garda Síochána with enforcement powers with respect to preventing, detecting, investigating or prosecuting a criminal offence arising from a contravention of a provision stated to be a penal provision. Secondly, all S.I.s present exceptions to the term for data retention identified in legislation. Thirdly, none of the S.I.s satisfies in full the requirements of Article 6(2) and (3). To exemplify the issue, the next section focusses in particular on locator forms.

2.2.2.1 Example of passenger locator forms

The degree of intrusiveness of locator forms\(^{96}\) is arguably greater than simple contact logging, because such forms collect more categories of personal data and are imposed on all international passengers. Moreover, the use of digital locator forms is riskier than the use of paper ones as per the revoked S.I. 181/2020, because the use of automated means of processing

can facilitate further, unauthorised processing compared to manual processing. Legislation mandating the collection of travel forms constitutes a legal basis in line with Art. 6(1)(e) GDPR, but in its current form it arguably lacks the elements to ensure lawful and fair processing identified in section 1.1.2.2.

The revised locator form collects more categories of personal data than the revoked S.I. 181/2020. The updated section on ‘travel information’ gathers more information than the 2020 version, and also features a new section titled ‘countries you have visited in the past 14 days’. The form collects identity card data for EU citizens, and passport data for all other citizens, with the exception of UK or Irish citizens, who are exempted; it also collects information such as flight and seat numbers. The principles of purpose specification and data minimisation require the text to adequately reflect the necessity of the data for the purposes of the processing. However, such categories are not adequately reflected in the Regulations, which only explicitly refer to, and thus justify the need for, collecting passengers’ ‘contact details’, i.e. a telephone number and email address, as well as the ‘place of residence’, meaning ‘the place, or places, in the State or in Northern Ireland’ at which he or she intends to reside (Regulation 2).

Figure 2 Locator form 2021 (extract)

97 This was added in SI 45/2021.
Furthermore, in common with all S.I.s, processed data must be erased 28 days after the date of arrival, with the exception of ‘when they are required for the purposes of the prevention, investigation, detection or prosecution of a criminal offence’ (Regulation 8(4), emphasis added), an exception that was first laid down in the 2020 Regulations. This exception is common to all S.I.s seen in this section (2.2.2) and is highly problematic. First, it de facto broadens the purposes for which data can be used, which sits uncomfortably with the ‘quality of the law’ tenet,98 in that the purpose ‘a criminal offence’ is unspecified, specifically it is broader than the penal provisions identified in the S.I., and thus does not provide sufficient clarity and foreseeability (on purpose limitation, see section 2.5). Secondly, by stating that the data will be deleted when no longer required, the Regulation fulfils the storage limitation principle only formally: without clearly specifying which ‘criminal offence’ the data could be processed for, the Regulation opens up the possibility of endless retention, which would undermine the substance of the principle. As a result of these shortcomings, the interference with data protection could be deemed impermissible and lead to a partial invalidation of the S.I.s.

2.2.3 Compatibility of data-driven measures with ‘in accordance with the law’: an overview

On balance, all data-driven measures drawing from guidance or S.I.s state the main purpose of the processing. Yet, measures do not consistently include the safeguards for data processing to ensure lawful and fair processing listed in Art. 6(3) GDPR. Statutory instruments generally include provisions stating the types of personal data to be processed, the data subjects concerned, the purposes for, and entities to which, personal data may be disclosed, and the

identification of the data controller, though not always with clarity for all categories. Some S.I.s fail to indicate clear storage periods, and are silent on the conditions on lawfulness of personal data processing. Guidance rarely goes beyond the identification of the types of data to be processed and data subjects concerned. The mandatory language used by guidance sits uncomfortably with the requirements of Art. 6(3) GDPR and the criteria of ‘clarity’, ‘precision’ and ‘foreseeability’ found in Recital 41 GDPR, constitutional law and international human rights instruments. Furthermore, the more intrusive the processing, the less likely it is to pass the legality test in case of judicial review. All documents specify purposes, but none of those reviewed thus far clearly limit them. Thus, most measures would hardly be ‘in accordance with the law’.

2.3 Necessity: the Vaccine Information System (VIS)

The ‘vaccine information system’ (hereafter VIS) is ‘an end-to-end comprehensive digital solution to support the delivery and rollout of the nationwide COVID-19 vaccination programme.’ It is based on several frameworks, such as the Health Identifiers Act 2014, Section 31 of the Health Act 1947, the Infectious Diseases Regulations 1981 (SI 390/1981), and policies, i.e. the European Commission eHealth Network. The VIS is justified by an objective of public interest and therefore the present analysis focusses on necessity.

---


101 Ibid., p. 32-33

102 Ibid., p. 20.
In accordance with the methodology developed by the EDPS, to ascertain necessity one must first describe the measure. This can be easily accomplished thanks to the data protection impact assessment (hereafter DPIA) first published in December 2020. Although the publication of the DPIA was a very welcome move for transparency and public scrutiny, it should be noted that, first, the DPIA was edited 23 times between its publication and September 2021 and secondly, the ‘table of version’ does not enable the reader to track and identify changes to the text.\(^{103}\) It is even questionable whether a DPIA should be edited at all, as it is not a data management plan. Version 0.6 incorporates comments from the DPC, possibly in relation to prior consultation.\(^{104}\) The present analysis is based on version 18.

The development, testing, security, operation and maintenance of the system is the joint responsibility of the HSE and IBM. The latter oversees the configuration of the VIS, which is hosted on Salesforce’s HealthCloud platform\(^{105}\) ‘within Salesforce data centres within the European Economic Area (EEA)’.\(^{106}\) The overall data controllers are the HSE and GPs (with respect to their patients’ data), as well as the Central Statistics Office, whereas IBM is identified as a processor, alongside pharmacists, Healthcare Facilities (acting under Section 38 of the Health Acts 2004), private hospitals, and DPER. Salesforce is a subprocessor.

All these entities receive patient data, which include the following personal information: first name, middle name (optional), surname, mother’s maiden name, date of birth, PPSN, sex, nationality, ethnicity, the Individual Health Identifier (IHI),\(^{107}\) home address, county, country, Area code/Eircode, GP name, occupation, prioritisation category, vaccination status, contraindication to vaccination, health state, pregnancy, Covid history, and vaccination

\(^{103}\) Ibid.
\(^{105}\) Ibid. p. 13.
\(^{106}\) Ibid. p. 35.
\(^{107}\) ‘Generated for each person registered for a vaccination’, ibid. p. 27.
history.\textsuperscript{108} The HPRA and Department of Health are the recipients of anonymised data. Patient data is to be retained in perpetuity, though it is not clear on what system and therefore whether processors will also retain data in perpetuity.\textsuperscript{109} The DPIA discusses risks and mitigation strategies, including generic technical and organisational measures and a description of data security measures.

### 2.3.1 Analysis of VIS

A reading of version 18 of the DPIA shows that the VIS limits the right to data protection. The VIS pursues a number of objectives, including vaccination, archival purposes for the HSE and GPs and statistical purposes for the Central Statistics Office. Such objectives appear \textit{prima facie} necessary, but based solely on the DPIA it appears difficult to carry out the last step of the necessity test, namely to choose the measure that combines effectiveness and minimal intrusion. First, the DPIA identifies three lawful bases, Articles 6(1)(e), 9(2)(h) and (i) GDPR,\textsuperscript{110} for the ‘purposes of processing personal data for the vaccination programme’, rather than for each specific purpose pursued by the different data controllers (e.g. vaccination and archival purposes for the HSE and GPs, statistical purposes for the CSO, etc.). This prevents an analysis of effectiveness.

Secondly, although the importance of the principle of data minimisation is stressed several times across the document, justification as to the need to collect data is only given for data enabling to uniquely identify a patient (IHI).\textsuperscript{111} As for the remaining, long and broad, list of personal data to be collected, the DPIA only describes when the data is collected, not why they

\textsuperscript{108} Ibid. pp. 26-28  
\textsuperscript{109} Ibid. p. 23  
\textsuperscript{111} Ibid. p 18.
are adequate, relevant and limited to what is necessary in relation to the purposes for which they are processed.\textsuperscript{112} This hinders an analysis of effectiveness and minimal intrusion.

A third cause for concern is that both IBM and Salesforce ‘are providing support of the Vaccine Information System from outside the EEA’;\textsuperscript{113} it is unclear why these companies, who have European and particularly Irish offices,\textsuperscript{114} are operating from outside the EEA, and where from exactly. The DPIA mentions ‘appropriate arrangements as set out in Chapter 5 of the GDPR in order to facilitate the transfer and/or processing vaccine data outside the EEA’ but does not provide any further details as to such arrangements, e.g. whether they rely on binding corporate rules or standard contractual clauses. The transfer of VIS data to the US, following the CJEU’s decision in \textit{Facebook Ireland and Schrems},\textsuperscript{115} which invalidated Commission Implementing Decision (EU) 2016/1250 of 12 July 2016 on the adequacy of the protection provided by the EU-US Privacy Shield, would be highly problematic. Equally problematic would be the use of standard contractual clauses, as they do not automatically afford a level of protection essentially equivalent to that guaranteed within the EU, read in the light of the CFREU.\textsuperscript{116} Once more, an analysis of effectiveness and minimal intrusion is not possible.

Fourthly, all data collected are to be retained in perpetuity; this decision is a serious breach to the principle of storage limitation, as it is unrelated to specific purposes and specific controllers/processors. It is also unclear whether the processors and sub-processors would retain such data in perpetuity as well.\textsuperscript{117} This point effects maximal intrusion, and therefore challenges necessity.

\textsuperscript{112} Ibid. p. 26.
\textsuperscript{113} Ibid. p.34
\textsuperscript{115} Judgment of 16 July 2020 in Facebook Ireland and Schrems, C-311/18, ECLI:EU:C:2020:559.
\textsuperscript{116} Judgment of 16 July 2020 in Facebook Ireland and Schrems, C-311/18, ECLI:EU:C:2020:559, para 105.
Fifthly and relatedly, such an endless retention period necessarily invalidates the risk assessment: if data are to be held in perpetuity, by all parties involved, the risks of breaches of data protection legislation (which apply so long as the data subject is alive) are vastly multiplied, which the risk assessment (i.e. risk #10 and mitigation #10) does not adequately take into account.\textsuperscript{118} Such a state of affairs has a knock-on effect on security. In February 2021, an individual who was erroneously given access to the IT system used by the HSE contacted the Irish Mirror to blow the whistle. The human error enabled the whistleblower to access confidential data such as PPS numbers, addresses, names and contact details about thousands of vaccine recipients ‘despite earlier warnings by data chiefs’.\textsuperscript{119} Moreover, the list of technical and organisational security measures provided, which on paper appear adequate,\textsuperscript{120} will need to be updated in years to come, e.g. with the development of quantum computing. In sum, the VIS is implemented in such a manner that challenges the requirement to choose the most effective and least intrusive measures, thereby appearing unnecessary and therefore limiting the right to data protection by a greater extent than required.

2.4 Respect for the essence: a transversal shortcoming?

Following Art 52(1) CFREU, the assessment of whether the essence is infringed, i.e. whether is the right is emptied of its core elements,\textsuperscript{121} must be done immediately after the analysis of lawfulness. However, as mentioned earlier (section 1.1.3), a methodology to ascertain respect

\begin{footnotes}
\item[118] Ibid., p. 26.
\item[120] An assessment is impossible without reference to detailed technical measures and specific standards.
\item[121] EDPS, Guidelines on assessing the proportionality of measures that limit the fundamental rights to privacy and to the protection of personal data (2019).
\end{footnotes}
of the essence is hitherto missing, and the operationalisation of the concept is debated by scholarship. The following analysis is, therefore, exploratory.

A purposive reading of the law would suggest that derogations from strict data retention periods for as vague a purpose as ‘a criminal offence’ would fail to constitute a provision that ‘limits (...) the purposes for which (...) data may be processed,’ thereby crushing the essence and invalidating the relevant measure (or part thereof). The same could potentially apply to data stored by the VIS ‘in perpetuity’.

Moreover, all S.I.s and most data-driven measures, except the VIS DPIA, lack provisions addressing the integrity and confidentiality of the data collected. As before, a purposive interpretation of the law in light of the essence would invalidate most measures. Irrespective of this finding, the importance of securing personal data cannot be overstated due to the increased risk of data breaches tied to an unaware, overwhelmed or home-bound workforce.

Unsafely discarded logged contacts, even manual ones from hotels, eateries and bars could be a treasure trove for fraudsters, adding to the tally of phishing (email), vishing (voicemail) and smishing (text messaging) frauds, which were up by 45% in 2020 and by 50% in 2021. The use of cloud computing solutions, which the VIS relies on, can increase the costs of a data breach by exfiltrated/lost unit.

The ransomware attack suffered by the HSE in May 2021 demonstrates how data security requirements need to become a regulatory priority and cannot be left to contractual

---

122 Opinion 1/15 of the Court (Grand Chamber), ECLI:EU:C:2017:592, para 150.
arrangements between the controller and the processor.\textsuperscript{127} Importantly, the security incident did not seem to affect the VIS.\textsuperscript{128} The incident provides a cautionary tale for any data collection system put into place. A report published in May 2021 on the National Incident Management System within the HSE found ‘lack of clear governance, leadership and management (…). The HSE owns this data and should be taking responsibility for leading a long-term strategic approach to ensure the effective collection and use of this data.’\textsuperscript{129}

Conclusions: legislators ought to develop a blueprint for processing personal data for pandemic purposes

This article has reviewed the compliance of data-driven measures adopted in Ireland some months into the Covid-19 pandemic with the right to data protection. The analysis was conducted on the basis of a hypothetical test for permissible limitations that incorporates elements of the applicable law. The analysis shows that thermal scanner guns can potentially interfere with the right to data protection, self-check forms rest on shaky legal bases, the quality of statutory instruments for contact logging is insufficient, elements of the Vaccine Information System seem unnecessary and a rigorous interpretation of the essence of the right to data protection could invalidate many data-driven measures. Crucially, while the rationale of such interventions can be justifiable, the delivery does not fully comply with data protection law.

A systematic review of the applicable law in light of the right to data protection suggests that digital and manual data-driven measures that process data without the necessary safeguards


\textsuperscript{128} Eoin Butler, Life as a Covid Vaccine Volunteer, \textit{The Irish Times} (13 June 2021).

could amount to undue restrictions and could be challenged on rule of law grounds. Such an outcome is in keeping with the findings of other commentators who stressed the potential inadequacy of national rules overseeing the state of emergency\textsuperscript{130} and the consequences this carries for legality.\textsuperscript{131} The outcome points to the difficulty of reconciling public health and data protection without a systematic data processing strategy.

The lack of coordination was fully understandable at the beginning of the Covid-19 epidemic, as EU Member states were relatively inexperienced in pandemics and consequently have been learning as they went along.\textsuperscript{132} However, better use could have been made of lessons learnt from other situations of emergency, such as terrorism and the related data retention debate. Indeed, the relevance of data retention debates has not escaped commentators,\textsuperscript{133} and the related judicial saga has traced the boundaries of pandemic interventions. Furthermore, successive waves of lockdown have offered the opportunity to review and, where necessary, correct the responses given in the heat of the moment. To an extent, this has happened with the adoption of statutory instruments for contact logging and the publication of the VIS DPIA but, as seen, such measures could benefit from correction.\textsuperscript{134}

The applicable law provides the necessary elements for an intervention that reconciles the objectives of protecting personal data and public health. A half-hearted application can come at great cost, as evidenced for instance by the ransomware attack and data breach suffered by


\textsuperscript{133} Rónán Kennedy, ‘Data Protection and COVID-19’.

\textsuperscript{134} Porcedda (2021), fn 11.
the HSE, and undermine trust in the provision of public services. On this account, I formulate three recommendations.

The first recommendation is to publish a facsimile data protection notice for all those entities that process personal data for Covid-19 purposes, to step up the effectiveness of data subject rights. Such notice could be in the guise of Covid-19 posters affixed to the walls (or shown on the website) of businesses and public institutions.

Secondly, I recommend to aggregate and publish documentation concerning the digital components of the Contact Management Programme, to match the level of transparency achieved for the Covid-19 app and enable public scrutiny, including from a cybersecurity perspective. This includes opening up the DPIA carried out for the VIS to public consultation and clarifying where patient data are being transferred to and under what arrangements set out in Chapter 5 of the GDPR.

Thirdly and most importantly, I recommend to adopt an overarching instrument that contains the blueprint for data processing for pandemic purposes. In the Irish adaptation of data protection law, this would be ideally a measure of the rank of a statutory instrument or higher, laying down the legal basis for the most common forms of processing operations, such as contact logging and transfers of data to the HSE, in a clear, precise, and foreseeable manner. Accordingly, such instrument should specify issues of controllership, purpose limitation and integrity and confidentiality of data, alongside other requirements stemming from Art 6(2) and (3) GDPR, the DPA 2018 and the test for permissible limitations I elaborate in this article. Indeed, the steps of the test for permissible limitations illustrated in these pages could be repurposed as a list of criteria that the blueprint must follow. The obligation to consult the DPC would help to ensure adherence to the law. The law should clarify when the processing of data concerning health is necessary and proportionate. The adoption of a blueprint for data
processing would remove the need for constantly updating guidance and legislation, with the extant impact on legal certainty for all members of society.