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Summary

Solutions of paramagnetic ions and their response to magnetic field gradients of permanent
magnets were studied. Paramagnetic fluids confined by solid walls only develop internal flows
in a magnetic field gradient when a non-uniform concentration of the paramagnetic species is
present. The simplest inhomogeneous system comprises two miscible liquids, which start off
sharply separated and slowly mix by diffusion.

The method of neutron imaging was adopted to map the concentration evolution of diffusing
paramagnetic Gd(NOg)s solutions. Magnetic manipulation of the paramagnetic liquid within a
miscible non-magnetic liquid such as DsO is possible by modifying the condition for hydrostatic
stability. A magnetic field gradient can capture a concentration of paramagnetic fluid in an
ephemeral, purely magnetogravitational phenomenon that is eventually wiped out by diffusion.
The addition of non-magnetic Y(NO3)s3 salt to the D2O can give rise to double-diffusive phe-
nomena such as salt fingering instabilities which significantly hasten the mixing of the liquids by
multicomponent convection. It was shown that a magnetic field gradient may serve to prevent
and halt such instabilities involving Gd(NOs)s3 solutions by stabilising the paramagnetic fluid.

Concentration gradients in paramagnetic salt solutions can be triggered by electrosorption
in porous carbon electrodes. The process of capacitive deionisation was investigated in cells
containing paramagnetic Gd®>* ions by dynamic neutron imaging. Both carbon aerogels and
microporous activated carbon cloths were employed as capacitive deionisation electrodes. The
uptake and depletion of Gd?* in the porous electrodes were monitored in situ. A magnetic
field gradient was able to modify the concentration distribution in the ensuing inhomogeneous
solution after the desalination process.

The possibility of electrochemically separating rare earth ions with the assistance of a magnetic
field gradient was explored. The electrolysis of a mixture of Gd(NOg3)3 and Y(NO3)3 solutions
under a magnetic field gradient was analysed. Rare earth hydroxides were precipitated elec-
trochemically and captured by a Nd-Fe-B permanent magnet. Although the deposits on the
working electrode followed the magnetic field profile, the method failed to separate the different
rare earth hydroxides. No preference of the paramagnetic hydroxide for the regions of highest

magnetic field gradient was detected.
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1. Introduction 1

1. Introduction

In der chemisch-analytischen Trennung
und in der Reindarstellung der 16
seltenen Erden Scandium, Yittrium und
Lanthan bis Luthetium liegen Probleme,
die bis heute noch keineswegs restlos

geldst sind, ...

IpA NODDACK (1896-1978)
and ELISABETH WICHT,
Chem. Techn. 7, 3 (1955)

A simple way to create a paramagnetic liquid is to dissolve a paramagnetic salt in a solvent.
The magnetism of these salts originates in the unpaired electrons of the cations, which bestow a
magnetic moment that is preserved after dissolution. Examples of such paramagnetic salts are
those containing ions of transition metals with an unfilled d-subshell (Cr, Mn, Fe, Ni and Co)
or of rare earths with unpaired 4f electrons (Gd, Th, Dy, Ho and Er).

The classic hallmark of magnetic materials is their motion upon magnetisation in a magnetic
field gradient. Exposing a paramagnetic solution to an inhomogeneous magnetic field gives rise

to the Kelvin force density:

Fx = po(M - V)H. (1.1)

This expression relates the force density to the magnetisation of the solution M (in Am~!) and
the applied magnetic field H (in Am~!) with the vacuum permeability g = 47 x 107" N A~2.
The Kelvin force is fundamental to ferrohydrodynamics and its exploitation finds application in a
variety of areas. Magnetic levitation of objects immersed in paramagnetic liquids has been used
for magnetohydrostatic separation since the 1960s [1,2]. The pioneering work of this technique
was carried out in the Soviet Union by ANDRES and BUNIN [1] and was based on the magnetic
modification of the effective density of the paramagnetic liquid. ANDRES persevered with this
research after his relocation to Israel and introduced his ideas to the West [3]. Nowadays,
magnetic levitation is no longer limited to sink-float separation in mining [4-12]. Furthermore,
growing paramagnetic crystals under a magnetic field gradient simulates conditions akin to
microgravity [13-17].

Apart from such magnetohydrostatic situations, the Kelvin force can drive convective flow of
the paramagnetic fluid as a body force. For such a magnetoconvective flow to materialise, the
mere presence of an inhomogeneous magnetic field does not suffice, as gradients of concentra-
tion or temperature are necessary to upset the hydrostatic balance [18]. Magnetically induced
convective phenomena under a thermal gradient are classed as magnetothermal convection or

synonymously as thermomagnetic convection.



2 1. Introduction

Magnetothermal convection modifies the transfer of heat in liquids such as paramagnetic salt
solutions [17,19-23] and regular diamagnetic water [14,24,25]. Magnetic fields can also alter
mass transport in paramagnetic gases’? [17,26,42-46].

Scientific literature is replete with studies of inhomogeneous paramagnetic electrolytic solu-
tions. For instance, it is possible to trap aqueous paramagnetic salt solutions in the stray field
of a magnetized iron wire [47]. These paramagnetic liquid tubes are encased by the surrounding
water and their collapse due to density difference driven convection is inhibited by the Kelvin
force. Magnetically confined liquid tubes offer frictionless flow without the solid wall encountered
in regular liquid channels [48]. The idea of utilising magnetic forces in microfluidics has come to
prominence in the new millennium [49-53] and this is precisely where liquid tubes may become
beneficial.

Paramagnetic salt solutions conduct electricity, bringing ferrohydrodynamics close to the in-
timately related magnetohydrodynamics under the label of magnetoelectrochemistry. When a
current flows, convection can be caused by the Lorentz force [54-56], which lies at the heart of
magnetohydrodynamics and is also known as magnetohydrodynamic stirring in magnetoelectro-
chemistry [57-65]. Aside from this, the Kelvin force becomes pertinent when a concentration
gradient of a paramagnetic ionic species is sustained by a chemical reaction at an electrode.
Electrodeposition is the prime example of a situation in which the products of the paramagnetic
ions can be structured by magnetic field gradients [66-82]. The electrochemical reaction takes
place in the electrical double layer on the electrode surface and is accompanied by the formation
of a mass transport limited diffusion layer which replenishes the reduced ions. A magnetic field
gradient is thus able to cause a magnetoconvective flow of the solution, with profound ramific-
ations for the final morphology of the electrodeposits.

Besides electrolysis, where the driving force is firmly grounded in the gradient of an electric
potential, the idea of magnetically separating ions in solution has intrigued the scientific com-
munity for nearly a century. This is of particular interest when considering the rare earths,
whose separation is complicated due to the chemical similarity originating in their identical
valence electrons. The rare earths differ in the number of localised 4f electrons, which are gener-
ally unimportant for chemical bonds. In contrast, the filling of the 4f electron subshell along the
lanthanide block causes strikingly dissimilar magnetic moments. This variation in the magnetic
susceptibility offers a favourable quantity of discriminating between different rare earths, which
are currently separated by arduous solvent (liquid-liquid) extraction and ion exchange [83,84].

The potential benefits of a magnetic separation are self-evident: common Nd-Fe-B permanent

!Magnetothermal convection of paramagnetic gaseous oxygen (Oz) was used to measure Oz levels in high altitude
flights during the Second World War [17,26]. When O is heated by a hot wire, the magnetic susceptibility
(x = 0.145 x 10~ 7 at 20°C [27]) decreases according to T~ 2. This is due to the combined effect of the Curie
law (x = £) and the expansion of Oz (p o< T~ "). Thus, the warm gas is pushed out of a field gradient and an
inhomogeneous magnetic field increases the thermal conductivity by this convective motion.

2Polyatomic gases in a homogeneous magnetic field show a decrease in thermal conductivity and viscosity in the
order of one percent. The effect in paramagnetic polyatomic gases is known as the Senftleben effect [28-37].
The extension to diamagnetic species is called the Senftleben-Beenakker effect, which also includes electric
field [38-41]. The modification of the transport properties relies on the change of the mean free path by the
precession of the magnetic moment in the field. The strength of the effect is proportional to %, with the
pressure p.
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magnets are readily available, cheap and tailored to a plethora of application with their inhomo-
geneous stray field [8,85]. A separation of rare earths will also be essential in any recycling
of such permanent magnets [86,87], although it is clear that such a programme would call for
market intervention at the present time [88].

The first recorded attempt of rare earth separation in an inhomogeneous magnetic field dates
back to 1929 [89] and is authored by one of the founding fathers of magnetochemistry Pierce W.
SELWOOD (1905-1986) [90] while he was a PhD student of B. Smith HOPKINS? at the University
of Hlinois. A sketch of the experimental set up is shown in Fig. 1.1. The pole pieces of an
electromagnet provided the desired inhomogeneous magnetic field to a mixed rare earth solution

in a glass tube (see Figs. 1.1(a—b)).

(a) (b)

Glass tube
Pole pieces

i

(@

Glass tube
with rare earth
solution

Figure 1.1 — Sketch of flow experiment for magnetic rare earth separation due to Pierce
W. Selwood and B. Smith Hopkins [89]. (Adapted from [89] with permission from
IOP Publishing. Copyright 1929, The Electrochemical Society. All rights reserved.) (a)
A glass tube containing the rare earth solution is nested between the pole piece of an
electromagnet. (b) Iron filings indicates the inhomogeneous magnetic field. (c) Side view
of the poles pieces and glass tubes. Arrows indicate the flow of the rare earth solution.
The magnetic field gradient was supposed to separate the rare earths by their deflections
into two different glass tubes, but the method did not yield solutions of differing rare earth
concentrations.

3In 1926 Hopkins (1873-1952) was one of the ill-fated discoverers of the supposedly missing element with atomic
number 61 [91,92] which was named illinium [93-96] and finds mention in [89]. His claim was later refuted
when a combination of other elements showed the same spectral lines [97-100]. The missing element was
in fact radioactive promethium (Pm), which was discovered at Oak Ridge laboratory during the Manhatten
project around 1944 [101,102].
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The experiment was a liquid analogue of the Stern-Gerlach experiment?, which was one of the
first experiments to employ molecular beams [104-106]. The authors were unable to use gaseous
rare earths due to their high boiling point (over 3000 K, except Sm, Eu, Tm and Yb) and resorted
to solutions in ethanol which were pumped through a glass tube (see Fig. 1.1(c)). An organic
solvent was chosen to avoid any Lorentz force effects on solvated ions. The authors were then
faced with what must have been a heart-wrenching task of mixing samarium chloride (SmCl3)
and paramagnetic erbium chloride (ErCls), which had previously been purified by fractional
crystallisation [107]. This tedious process took at least one year [108]. The liquid exiting the
magnetic field was collected in two smaller tubes (see Fig. 1.1(c)). One in immediate vicinity
of the pole piece, where the ErCls was expected to be enriched, and one further away. The
experiment was not a success, as no effect on the concentration of the rare earth solutions was
measurable spectroscopically in either of the collected liquids. Varying the liquid velocity and
using aqueous solutions did not improve results and the experimental investigation seems to
have been abandoned thereafter?.

The negative outcome of the experiments comes as no surprise considering two decisive factors.
Firstly, there is no temperature or concentration gradient in the system. No magnetoconvection
takes place and the Kelvin force is balanced by the pressure in the wall-bounded tube. The
second and more pertinent issue is the energy discrepancy between the thermal energy of the
ion in the mixed solution Fy, = kgT = 4.11 x 10721J (kp: Boltzmann constant with 1.38 x
10723 JK~!; T: room temperature) and the energy of the magnetic moment in the magnetic
field. The magnetic field of the magnet B did not exceeded 1T, which gives an energy on the
order of Epae = up B = 9.27 x 10724J (up: Bohr magneton with 9.27 x 10724 JT~1). There
is a factor of nearly 450 between these values, meaning that a single particle will continue its
random motion throughout the liquid, blissfully unaware of any magnetic forces. Paramagnetic
ions in isothermal solutions do not settle in the magnetic field gradient of a permanent magnet
due to their negligible size and mass. Such sedimentation is restricted to some of the more bulky
magnetic colloidal particles encountered in ferrofluids with lower diffusion coefficients [117]. Tt
has to be stressed that the Kelvin force is a macroscopic force density and is brought about
by the sum of all the microscopic magnetic forces exerted on the solvated paramagnetic ions.
Interparticle forces transmit the microscopic forces to the entire medium via collision processes.
In solutions these are dipole-dipole interactions such as the van der Waals force or hydrogen
bonding, along with entirely electrostatic forces for ions. Considering this, a purely magnetic

separation of rare earth ions can be deemed a hopelessly Icarian endeavour.

4The same magnet had indeed previously been used in a repeat of the Stern-Gerlach experiment with alkali
metal atoms [103].

5The publication also details the attempted verification of rare earth separation by differences in their mobilities
via ionic migration [89], a method that was previously reported by British chemist James KENDALL (1889-
1978) at Columbia University [109-111]. This experiment consisted of rare earths embedded in an agar gel
which was placed in a 10 m long tube. Electrodes from a 500V dc generator were then inserted at either end
and a current was allowed to flow for several days. The electrophoresis was able to partially separate pairs
of Sm/Gd and Er/Y, but the method failed for other combinations and reproducibility was poor. In view of
the absence of a substantial difference in the transference numbers of the rare earth ions [112-116], this is
unsurprising. The development of solvent extraction and ion exchange in the 1940s discontinued any research
in this direction.
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Nonetheless, in 1937 Ida% and Walter” NODDACK began their own investigation on the sep-
aration of rare earths in an inhomogeneous magnetic field at the University of Freiburg. The
research on this topic was interrupted by the Second World War and later continued in the 1950s
at their private Geochemical Institute in Bamberg [135-137]. The Noddack experiment also em-
ployed a flow of mixed rare earth chloride solution through the inhomogeneous magnetic field of
two electromagnet pole pieces (B = 1.2T). Their setup was essentially a magnetically modified
Clusius-Dickel separation column, which was the first method for isotope separation [138-147].
Sketches of the experimental set up from the last of publication in 1958 [137] are shown in
Figs. 1.2(a-b). An explanation of the symbols used for the individual components is given in

the caption.
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Figure 1.2 — Sketch of magnetically modified Clusius-Dickel column used by Ida and Wal-
ter Noddack [137] (Reproduced with permission from [137]. Copyright 1958, Deutsche
Bunsen-Gesellschaft). (a) The brass container (M) contained a trough (I'r) with two in-
lets (K7 and Kz) and three outlets (K3, K4 and K35) for the rare earth solution. An 0.1 mm
diameter Pt wire (Pt) was suspended through the centre of the trough and a current was
applied externally to heat the solution analogously to a Clusius-Dickel thermodiffusion
column [138-147]. The components of the external power supply were a battery (B), an
Ampere meter (A) and a variable resistor (W) for controlling the current. (b) The trough
with the rare earth solution and the Pt wire was exposed to an inhomogeneous magnetic
field by placing it between the pole shoes of an electromagnet (Schu). (c) The heating
by the Pt wire (Pt) and cooling of the brass trough wall (W) caused circulation of the
solution via thermal convection. The stream lines of the flow are shown.

5Ida NoppACK (1896-1978) (née TACKE) was a German chemist and four time nominee for the Nobel prize
in chemistry [118]. Apart from the discovery of rhenium (named after her birthplace the Rhineland) and
in all likelihood technetium (named Masurium) [119,120], Ida NODDACK is best known for her astonishingly
prescient predictions. She presaged Supernova nucleosynthesis [121,122] and nuclear fission [123,124]. In 1934
she critiqued the chemical procedures in the work of Enrico FERMI (1901-1954) [125] and provided the correct
interpretation of the results as nuclear fission [123,124]. Her hypothesis was derided in the scientific community
and Fermi was awarded the 1938 Nobel prize in physics under the impression he had discovered new elements
after neutron bombardment [126]. Only in 1938 was nuclear fission discovered and she became embroiled in a
bitter feud with Otto HAHN (1879-1968) and Lise MEITNER (1878-1968) about attribution [127-129]. HAHN
grudgingly admitted in a 1966 radio interview: “Die Ida hatte doch Recht” [118,130]. Allegation exist that
suggest the riff was aggravated by the Noddacks’ closeness to national socialist ideology at this time [129], but
there is no evidence to support this [118,131]. In 1941 Ida NODDACK obtained a professorship in Strasbourg,
from where she relocated to Bamberg at the end of the war [131].

"Walter NODDACK (1893-1960) completed his PhD in Berlin under the supervision of Walter NERNST (1864
1941) and went on to discover the element Rh [130] working at the “Physikalisch-Technische Reichsanstalt”.
He replaced the later Nobel prize winner George DE HEVESY, who was forced to flee to Denmark [132], as
professor of physical chemistry in Freiburg [133], where he devoted himself to geochemistry and the study of
the rare earths [131]. In 1941 he became a professor in Strasbourg. After the war he set up the Geochemical
Institute in Bamberg [134]. He was nominated for the Nobel prize nine times before the Second World War.
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The container in which the solution circulated continuously was a brass trough with two inlets
and three outlets at different magnetic field strengths. The pole pieces were at the height of
the bottom of the trough. A platinum (Pt) wire of 0.1 mm diameter was fixed vertically in the
centre of the trough. Heating of the Pt wire was then accomplished by passing a current of up to
2.5 A through it. The outside of the brass trough container was kept at 15°C by a jet of cool air.
Thus, the maximum temperature difference between the Pt wire and the inner surface of the
brass trough was around 80°C. Thus, in stark contrast to the Illinois experiment, the solution
was non-isothermal, triggering a thermoconvective instability. The solution streamed up the
heated Pt wire and sank down the cold sides of the trough continuously in a vortex-like motion
by thermal convection (see Fig. 1.2(c)). In analogy to the magnetohydrostatic separations, the
magnetic field gradient at the bottom of the trough hampers gravity induced buoyancy and
the thermogravitational convection turns thermomagnetic. After its circulation in the trough,
the rare earth solution was withdrawn through the capillaries at three different heights. The
solutions were then converted to oxides and their elemental composition were analysed with
spectroscopic methods. The liquid extracted from the bottom of the trough, where the field
gradient was applied, showed the highest concentration of rare earths and incidentally exhibited
an enrichment of the heavier paramagnetic species. Repetitions of the experiment proved a
dependence of the measured separation on magnetic field strength, field inhomogeneity, duration
of circulation, concentration of the rare earth solutions, flow velocity of the solution and most
critically the temperature of the Pt wire. The thermal gradient points in the direction of
a thermodiffusional effect, a fact that is glossed over in the discussion of the results and is
crucial for any interpretation of the experiment. Be that as it may, these findings garnered
little attention at the time, save a short mention in a 1960 Russian review article on rare earth
separation [148]. Walter Noddack himself turned his attention to rare earth separation by ion
exchange® [150-152].

After a 50 year hiatus, interest in the idea of magnetically separating paramagnetic ions has
been revived. The urgency of studies invoking the concept of rare earth separation is com-
pounded by the recent rare-earth crisis [153]. In quick succession, the number of publications
claiming an enrichment of paramagnetic ions from homogeneous solutions in the stray field of
permanent magnets shot up dramatically [154-159]. The findings would be earth-shattering, as
they contradict the basic notions of thermodynamics. But this was a fantasy. Of these reports,
the interferometric studies from a group in Dresden are without doubt the most systematic
and accurate [154-156]. The authors observed a heightened concentration of paramagnetic ions
around the surface of a paramagnetic salt solution when a magnet was placed on top of the
cuvette holding the liquid. They did this with the help of a Mach-Zehnder interferometer,
which relates concentration changes to variations in the refractive index and is commonly em-
ployed to measure diffusion coefficients [160]. An enrichment effect was observed for MnSOy,

GdCls and DyCls, but not for the lower susceptibility CuSO4. Upon removing the magnet, the

8These results were published posthumously. Interestingly, he supervised a PhD in which the effect of an
inhomogeneous magnetic field on rare earth separation via ion exchange membranes was analysed [149]. The
findings were inconclusive.
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enriched layer of higher density plunged downward via a gravity driven Rayleigh-Taylor instabil-
ity. In October 2017 two independent publications from the Dresden group [161] and a group
at KU Leuven [162] provided the sobering explanation for the observations. In truth, there had
been a constant evaporation of water from the surface of the solution and this had caused the
concentration gradient of ions. The energy consumption by water evaporation is 40.65 kJ mol ™,
unquestionably surpassing the necessary threshold for separation set by the chemical potential.
Thus, the purported magnetic separation is essentially a distillation process and the region of el-
evated ion concentration is merely magnetically levitated above the otherwise homogeneous bulk
solution. The Leuven group went on to study the manipulation of paramagnetic droplets [163]
and thermomagnetic convection [164]. In Dresden the evaporation experiments were continued
and backed up by hydrodynamic modelling [165,166]. The phrase “magnetic separation of rare
earth ions” in the title of these two publications is a misnomer. Rare earth ions are neither
separated from each other, nor are they magnetically separated from the bulk solution in the
first place. For a magnetic field gradient to redistribute the concentration of paramagnetic ions,
another form of energy has to be introduced to homogeneous systems for the occurrence of a
concentration. Accordingly, any feasible magnetically aided rare earth separation must rely on
another driving force to combat the chemical potential which seeks to mix the ions by diffusion.

The purpose of this dissertation is to present a study of transient inhomogeneous systems
containing paramagnetic salt solutions on which magnetic field gradients can act. Magnetocon-
vection will change the specific density distribution of a non-equilibrium paramagnetic liquid
until mechanical stability has been attained. On the one hand, reaching thermodynamic equi-
librium is a much more protracted process than the comparatively instantaneous imposition of
mechanical equilibrium by magnetic forces. On the other hand, in absence of a suitable ex-
ternal energy input, the second law of thermodynamics will rear its head and the system will
be homogenised without fail. The main techniques employed to study such systems were stand-
ard electrochemical methods as well as dynamic neutron imaging experiments which enabled
mapping the concentration evolution of aqueous gadolinium nitrate (Gd(NOs3)s) solutions. The
next chapter introduces the main concepts and state of knowledge underpinning the research,
covering topics from thermodynamics of electrolytic solutions, mass transport, magnetic forces,
capacitive deionisation, aquatic chemistry of the rare earths to neutron absorption. The de-
scription of experiments along with their results and discussions are presented in Chapters 3-5.

Chapters 6 and 7 summarise the findings and provide a final conclusion, respectively.



8 2. Background

2. Background

The essential idea is that in the N —00
limit of large systems (on our own
macroscopic scale) it is not only
convenient but essential to realize that
matter will undergo mathematically
sharp, singular phase transitions to states
in which the microscopic symmetries,
and even the microscopic equations of
motion, are in a sense violated. The
symmetry leaves behind as its expression

only certain characteristic behaviors.

P. W. ANDERSON (1923—2020),
“More is Different”,
Science 177, 393 (1972)

2.1. Equilibrium Thermodynamics of Paramagnetic Electrolyte Solutions

It would be an act of considerable naivety to embark on an investigation of the dynamics of
paramagnetic salt solutions without consulting the thermodynamics of such systems. The word
“dynamics” itself has its origin in the ancient Greek word “Sdvauic” meaning “power”. Many
texts describe the thermodynamics of electrolyte solutions [167-170] and the approach sketched
here is based on them. The only difference with respect to the treatment of a regular salt solution
is the addition of a term accounting for the paramagnetism in the respective thermodynamic
equations. Any thermodynamic state is completely described by a thermodynamic potential. In
chemistry, the Gibbs free energy GG with natural variables temperature T and pressure P is the
standard choice?. At equilibrium, the Gibbs free energy is minimised and uniform in the entirety
of the system. The uniformity and time independence at equilibrium implicitly prohibits fluxes
of mass and energy. The change in energy due to transfer of particles is given by the chemical
potential p. It is defined as the derivative of the thermodynamic potentials with respect to the
particle number N. It follows that the chemical potential is identical to the molar Gibbs energy
in a one component system (p = %) and to the partial molar Gibbs energy in multicomponent
systems. Whereas the temperature controls the energy transfer between systems, the chemical
potential regulates the particle exchange. In a non-equilibrium system, driving forces appear
due to gradients in the total chemical potential. The state variables have both a temporal and
spatial dependency due to this (see Section 2.2). The general expression for the total chemical
potential of an ion species in an ideal solution is given by the following (unit: Jmol~!; individual

variables are defined in the explanation of the respective terms below):

9Confusingly, the Gibbs free energy is often referred to as the free energy in chemistry literature.
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Lot = p+RTInz;  + Z;F® + VAP + MgAz + uoxiH? . (2.1)
— — ~— N——

Internal Chemical Potential ~ Electrostatic =~ Mechanical — Gravitational — Magnetostatic

#;: Electrochemical Potential External Chemical Potential

The chemical potential of a species in an ideal system does not depend on the concentration
of any other species. The terms in Eq. 2.1 are familiar and they constitute the energy that will
bring systems with different values for p into equilibrium by diffusion. Only differences in the
chemical potential of systems have physical meaning. The internal chemical potential is only
related to the concentration and temperature!®. Together with the electrostatic component it
forms the electrochemical potential ;. The other contribution to the chemical potentials are
lumped together under the name external chemical potential. Examples for their origin can
be mechanical, gravitational or magnetic. In electrolyte solutions, common magnitudes of the
electrochemical potential outclass those of the remaining external chemical potential by far. The

individual terms of Eq. 2.1 will be discussed below.

Internal Chemical Potential
The internal chemical potential accounts for the energy change due to variations in the particle

number of a species. For an ideal system it is given by:

Ming = ,u? + RT Inx;. (2.2)

The first part of Eq. 2.1 is the chemical potential of a species i in a reference state p? from
which the energy of formation is defined. The second part defines the necessary energy to reach
a particular concentration, which is given by the mole fraction x; = nf;t with the amounts

of the substances n; (ntot = >.;n;). The prefactor of the natural logarithm is the product of

the universal gas constant R = 8.3145Jmol ' K~! and the temperature 7. When a species
is concentrated in solution, the internal chemical potentials in the two states are subtracted
and the energy of formation drops out. Any separation process must overcome the energy
threshold given by the concentration term to purify a species [172,173]. At room temperature
RT = 2500 Jmol~! and the minimum energy requirement to enrich 2 M of solvated ions from a

1M aqueous solution (ng,0 = 55.51 molkg™1) is:

Ewin = RT In(x2y) — RT In(z1y) = 1.69kJ mol L. (2.3)

It directly follows from the concentration term that ions in solution must be uniformly dis-
tributed at equilibrium without an external energy. A gradient in the concentration is usually

equivalent!! to a gradient of the chemical potential and precipitates mixing by diffusion. Gradi-

10 Although this is usually done in the literature, one should try to refrain from using the term “chemical potential”
without an adjective whenever multiple terms are involved and the meaning becomes unclear [171]. The
internal chemical potential is often simply called “chemical potential”.

1See the short discussion on multicomponent diffusion in Section 2.2.1.
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ents in the chemical potential are the driving force of diffusion (see Section 2.2.1). Mixing by
diffusion can only be halted when the amount of energy input into the system is sufficient to
combat the chemical forces. All this directly follows from the second law of thermodynamics,
which states that the entropy of an isolated system never decreases. Temperature enters into
the concentration term as thermal energy increases the disorder of the system. Entropy, and
thus the temperature, has a strong effect on electrochemical reactions. It is important to note
that the dissolution of salt in water is not always accompanied by an increase in entropy, as the
formation of a hydration shell around the solvated ions orders the solvent [169,174]. In aqueous
solutions, the solvation of the ion is chiefly an electrostatic effect.

Interactions between the chemical species in solution are neglected in ideal systems and the
concept of activity (a;) has to be introduced for their description [167,170,175]. This was first
done by Gilbert N. LEwis (1875-1946) in 1907 [176]. The activity coefficient 7; redresses the

mole fraction x; and converts it to activity a;:

When ~; is close to unity, the solution behaves as if it were ideal. The activity simply replaces
the mole fraction in any of the thermodynamic equations and represents an effective concentra-

tion due to ion-ion and ion-solvent interactions. The internal chemical potential becomes:

fchem = 1Y + RT In(ay). (2.5)

The ways in which the constituents can interact include dipolar van der Waals and cou-
lombic interactions. These are distance dependent and therefore vary with concentration. The
screened coulombic electrostatic interactions in electrolyte solutions are long-range and already
relevant at concentrations in the mM range. The Debye-Hiickel theory was developed to cal-
culate the concentration dependence of the activity coefficient of electrolytes by solving the
Poisson-Boltzmann equation. It is successful at describing dilute solutions, but fails at high
concentrations, for which many extensions to the theory exist [175]. Attractive electrostatic
interactions decrease and repulsive interactions increase the activity. Changes in activity due to
electrostatic interactions are more pertinent in nonsymmetrical than symmetrical electrolytes.
An example of 1-3 electrolytes are solutions of trivalent rare earth ions and they display this
behaviour!?.

There are several reasons for the departure from predictions of the Debye-Hiickel theory.
Firstly, dipolar interactions between ions and molecules become important at higher concentra-
tions. These diminish rapidly with distance (~ 77%) and are irrelevant beyond a distance of
1nm. They decrease the activity of the ions in solutions over 0.1 M [167,169]. Secondly, volume
exclusion effects, in which the ions come into contact, can occur in highly concentrated solutions
in which the ions are increasingly bunched up. An estimate for the concentration ¢ dependence

of the distance between ions is d = 1.2¢~ /3 (in nm). The hydrated radii of the rare earths

12The activity coefficients of rare earth nitrates were measured by the group of Frank SPEDDING at Ames labor-
atory. The tabulated values can be found in a publication by Joseph RARD et al. [177].
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are approximately 0.45nm [178] and the ions touch each other in a 0.6 M solution (keeping in
mind the three anions that must be accommodated). An increase in the activity due to volume
exclusion is already noticeable in solutions above 0.1 M [169].

Common values for the activity coefficient are between 0.4 and 1.2, meaning that the energy
cost for separation is higher than expected in idealisations (such as in Eq. 2.3) by up to a few
kJmol~!'. The activity is strongly temperature dependent, a fact encapsulated in the van’t
Hoff equation. Activity coefficients can be experimentally obtained from freezing point meas-
urements, vapor-pressure measurements, isopiestic (osmotic) methods and electromotive force

measurements [167,170].

Electrostatic Potential

Electrochemistry is based on the interplay of the concentration term in the internal chemical
potential and the interaction of the charged ions with an electric field. The electrostatic con-
tribution to the chemical potential can readily compete with the internal chemical potential in
electrolyte solutions. The Faraday constant F' = 96 485 C mol~! relates the valence charge of the
ion Z; to the molarity and gives the molar electrostatic energy when multiplied by the electric
potential ¢ (in V):

fiel = Z;F'®. (2.6)

The value of the Faraday constant gives rise to high energies, a fact that is appreciable when
considering the thermal voltage Vi, necessary for the electrostatic energy of a monovalent ion
to compete with the thermal energy Eiy, given by:

Vin = % = % = % = 25.7mV. (2.7)

A voltage of 25.7mV is easily attainable. From this, it is also obvious to see why electrostatic
effects make up the non-idealities in ionic solutions that enter into the activity coefficient. The
mass transport process pertaining to gradients of the electrostatic potential is called migration
(see Section 2.2.1). Ions move towards charged surfaces where they form a double layer, which is
where the interesting reactions in electrochemistry take place (see Sections 2.3 and 2.3.3). This
is also where their immobilisation without a chemical reaction can occur, which is referred to as
electrosorption (see Section 2.3.4).

An important point has been ignored up to now. An electric potential can be applied to
an electrolyte solution through electrodes. But the electric potential difference between two
different media is undefined and cannot be measured experimentally. The transfer of charge in
electrochemical cells is a thermodynamic process, not an electrostatic one. It is governed by
the gradient of the internal chemical and electrostatic potential. Diffusion and ionic migration
are inextricably linked in the mass transport of ions in solution (see Section 2.2.1). The change
of the sum of chemical and electric potential is measured by a voltmeter in an electrochemical
environment [170,179-181]. An electrochemical potential fi; with a real physical meaning is

introduced to alleviate the issue:
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M = fine + el = 1 + RT In(a;) + Z;F A®. (2.8)

Distinguishing between the two components of the electrochemical potential is meaningless.
The only reason why 7i; was conceptually decomposed here was to show the orders of magnitudes

of the energies relevant for separation.

Mechanical Contribution

The partial derivative of the Gibbs free energy with respect to pressure is the volume. Liquids
are mostly incompressible and thus hardly affected by changes in the external pressure. The
increase of pressure P with respect to the reference state Py on a solute in the liquid changes

the chemical potential:

Hmech = Vz(P - PO) (29)

In this expression of molar energy, the partial molar volume V; (unit: m3mol~!) of the solute

appears. It is defined as:

o _ oV

i = .
8ni

(2.10)

Thus, V; reflects the change in total volume V after dissolution of an infinitesimal amount
of solute and is often negative due to attractive forces. Partial molar volumes of neutral com-
ponents can be extracted from density measurements of electrolytic solution (see Appendix
of Ref. [182]) and are tabulated in articles such as [183]. Common values for V; are in the
order of 10cm®mol™ = 10°m3mol~!. For all the trivalent rare earth ions, V; is close to
—40cm®mol™ = —4 x 107> m3mol~! [183,184]. It follows that the doubling of atmospheric
pressure to 2 bar = 20 kPa will change the molar free energy by:

Vi(P — Py) =0.1Jmol . (2.11)

This is four orders of magnitudes below the energy requirement for enrichment calculated
with Eq. 2.3. Evidently, pressures of at least 100 bar must be reached to attain the energetic
range of the concentration term for serious effects to occur. However, V; at such high pressures
is diminished and the real effect of the pressure is much lower [185]. The effect of pressure on
activity coefficients is minute and negligible compared to its temperature dependence'® [167,
169, 170]. However, gradients of pressure can cause fluid flow (see Section 2.2.1). Significant
pressures of over 100 bar can be reached in high-power centrifuges or gravitationally in the deep

sea, which will be discussed now.

= =0
i

3The pressure dependence of the activity coefficient ~ is related to V'E?va', where V? is the value at infinite

dilution. As V; hardly depends on concentration, a pressure increase from 1bar to 100bar changes v by
1% [186].
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Gravitational Potential
The classical gravitational contribution to the free energy of a body with molar mass M; (unit:

kgmol~!) at a height z with respect to a reference height zq is given by:

pe = Mig(z — 29). (2.12)

The gravitational acceleration is ¢ = 9.81 ms~2 and the molar mass of common inorganic salts is
around M; = 100 gmol~!. Lifting a solution of such a salt by 1 m will increase the gravitational
chemical potential of the system by M;gAz = 1Jmol~!. This is a modest value compared to the
concentration term and gravity is only relevant in the deep sea [169]. Archimedes principle also
applies to ions and the hydrostatic pressure of an aqueous system P = Pty — pwgz undergoes
changes due to buoyancy. Inserting this pressure into Eq. 2.1 and invoking the condition of
uniformity of the molar free energy leads to a version of the barometric formula for aqueous salt

solutions:

M; — pu Vi
Ti = T €XP <_R§19(2 - ZQ)> . (2.13)

Here, z;, is the mole fraction of solute at the water surface, which, at height z, changes
to z; due to the gravitational energy. The buoyancy of the solvated ions is accounted for by
the product of the density of water p, = 997kgm™2 and V;. The water is considered to be
incompressible. The difference between the mass term M; and the buoyancy pressure defines
the ion concentration. This means that ionic species with a negative partial molar volume V;
have the tendency to distribute exponentially towards the bottom of a tall water column. An
enrichment of 0.035% is obtained 1 m below the surface of a salt solution in which the solute
has M; = 100gmol~! and V; = 107" m3mol~!. At a depth of 1km the concentration changes
by 42%. However, at such high pressures (around 100 bar), changes in V; and the solubility
equilibrium [169] must be considered. Gravitational effects are minute in laboratory systems
(see Section 2.2). They do not play a significant roll in the underlying electrochemistry and
can safely be disregarded in chemical reactions. Nevertheless, pressure and density differences
can cause mass transport by convection of the bulk solution (see Section 2.2.1). This has

consequences for the current distribution in an electrochemical cell.

Magnetostatic Energy
A paramagnetic salt solution subjected to a magnetic field becomes magnetised. The interaction
between the external field and the magnetic moments changes the thermodynamic and chemical
potentials'*. The magnetic susceptibility x relates the applied magnetic field H (unit: Am~1)
to the induced magnetisation M (unit: Am~!). The expression for the dimensionless volume
susceptibility of paramagnetic material is:

X = g]\; = % (2.14)
Good accounts of thermodynamics in magnetic fields were provided by Edward A. GUGGENHEIM (1901-1970)

[187,188] and ZIMMELS [189].
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The linear susceptibility is only valid for paramagnetic materials and its inverse temperat-
ure dependence is given by Curie’s law (x = %; C: Curie constant in K). The temperature
dependence can be utilised to increase the susceptibility by using an organic solvent with low
freezing temperature. A discussion of the magnetic properties of the rare earth ions is presented
in Section 2.4.1. Some rare earth salts are soluble in ethanol, which freezes at 159 K. The para-
magnetic behaviour of aqueous gadolinium nitrate (Gd(NOs)s) solutions can be seen in their
SQUID magnetisation measurement in Fig. 2.1. The susceptibility x of the liquid is directly
proportional to the concentration of the paramagnetic ion species [190,191]. There are no mag-
netic interactions between solvated ions. The formation of complexes or colloids is imperative
for the existence of any such interactions in liquids [192].

The constants that enter the paramagnetic chemical potential contribution are the vacuum
permeability pg = 47 x 1077 ﬁ and the molar magnetic susceptibility x; (in m®mol™!):

1

fimag = §M0XiH2- (2.15)

The theoretically predicted molar susceptibility of paramagnetic Gd3T is y; = 330 x
1072 m3 mol~! [47]. With this value a magnetic equivalent of the thermal voltage can be calcu-

lated. This is the magnetic field necessary to compete with the thermal energy:

ZRT,LLO

Xi

poHy, = By, = ~ 1378 T. (2.16)

A continuous magnetic field of 137.8 T does not exist on planet earth and even pulsed magnets
cannot reach such field strengths. With a realistic magnetic field of B = 17T, one obtains
a magnetic energy of fmag = 131mJmol™! (5.2 x 107° RT)) for Gd**. Tt follows that the
magnetically induced minute change of Gd3* concentration can be estimated with the Boltzmann
factor: cmag = co exp(%) = 1.00005 ¢y. The magnetic energy is far from the values of the
internal chemical or electrostatic potential, but similar to the gravitational energy in a laboratory
system.

The huge discrepancy between electrostatic and magnetostatic energies is evident from the
classical Stern-Gerlach experiment [104,105,193-196]. This experiment consisted of a molecular
beam [106, 196-198] of gaseous paramagnetic silver atoms that were deflected by a magnetic
field gradient. Otto STERN (1888-1969) and Walther GERLACH (1889-1979) chose neutral
silver atoms with a magnetic moment due to its unpaired 47th electron. Thus, they avoided any
interference due to electrostatic interactions or the Lorentz force. The Stern-Gerlach effect has
never been observed with charged particles'®, although proposals for a renewed experimental
campaign exist [200,202-207].

The argument against the observation of such an effect with electrons was first made by Wolfgang PAULI
(1900-1958), Niels BOHR (1885-1962) and Neville MOTT (1905-1996) [199,200]. It is based on the uncertainty
principle, which dictates that the resulting Lorentz forces tarnish the force on the spin magnetic moment
exerted by the field gradient. An idea for an experimental setup for the observation of the spin magnetic
moment had been put forward by Leon BRILLOUIN (1889-1969) in 1928 [201].
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Figure 2.1 - SQUID magnetisation measurements of aqueous 0.5M (red) and 1.5M (blue)

Gd(NO3)3 solutions. The solution container was a sealed piece of plastic straw. The
diamagnetic contribution of the straw was subtracted!®. (a) Magnetisation at room temper-
ature; 5T field sweeps. The susceptibility rises proportionally to the Gd®>* concentration.
(b) Magnetisation curve at T' = 4K; 5T field sweeps: The magnetisation of the frozen
0.5 M solution saturates at 2.5 T, whereas the 1.5 M solution does not saturate. Saturation
indicates that all magnetic moments are aligned with the field. (c) Temperature depend-
ence at uoH = 1T. (d) Inversely proportional temperature dependence as per Curie’s law.
The effective magnetic moment was obtained from the Curie constant.

Despite the moderate values of the magnetic energy of a paramagnetic solution, they can

give rise to ponderomotive forces in macroscopic media that are neutral on the whole. The bulk

electroneutrality condition within electrolytic solutions is the reason why paramagnetic solutions
can be manipulated by magnetic field gradients and bulk electric forces largely cancel. The body
forces in a magnetic field gradient can cause magnetoconvective phenomena that modify mass

transport (see Section 2.2.3). But to reiterate, with such low magnetic susceptibilities no effect

on the underlying chemistry of a system is expected [208] and an enrichment of ions relying only

on magnetic fields is unfeasible.

6The susceptibility values are lower than expected for Gd**+ (see Section 2.4.1), which is probably due to the
Gd(NOs3)3 salt not being merely hexahydrated. The presence of more HoO molecules affects the concentration.
Errors in the diamagnetic correction and small volume of the liquid sample (40 pL.) may also have played a
role. The liquid was sealed inside the plastic straw capsule with the flame of a lighter and evaporation is likely
to have affected the sample volume.
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2.2. Non-Equilibrium Thermodynamics of Paramagnetic Electrolyte Solutions

The discussion in the previous section was built around systems at equilibrium with time-
independent thermodynamic states. Technically, these systems lack any dynamical character
and can only be applied to reversible processes, in which the system cycles through consecut-
ive equilibrium states adiabatically. In reality, most processes are irreversible and the actual
dynamics of the equilibrating system are of interest. This is the realm of non-equilibrium ther-
modynamics. In its classical form, non-equilibrium thermodynamics aims to use the approach of
regular thermodynamics for inhomogeneous and time-dependent systems. For ions in solution,
diffusion phenomena are the most common irreversible processes!” [209,210]. A general defini-
tion of the equilibrium is the state in which entropy is maximised. Chemical, electromagnetic,
mechanical and thermal effects synergise to ensure it is reached. At the heart of non-equilibrium
thermodynamics lie transport equations such as Fourier’s law, Fick’s law or Ohm’s law. Fluid
dynamics and the electromagnetic theory of continua are closely related fields. Mass transport
involving ions is clearly a process involving non-equilibrium systems.

The word “ion” means “going” in ancient Greek (16v), which already evinces the ionic move-
ment that lies at the heart of electrochemistry. Mass transport in electrolytic solutions is gov-
erned by three main mechanisms: diffusion, convection and migration. Before introducing these
in Section 2.2.1 below, it is useful to consider the implications for ions in solution when external
forces, such as gravity, are applied to the bulk medium. As was previously discussed, these can
alter the total chemical potential and the system will react by delicate redistribution of ions. A
vertically elongated system exposed to gravity will have a concentration distribution predicted
by Eq. 2.13 once it has reached equilibrium. However, this is only eventually established by
diffusion. The perusal of historical literature detailing experimental investigations of such non-
equilibrium systems will prove to be insightful.

The concept of ions'® was introduced by Michael FARADAY (1791-1867). He explained the
ionic current in terms of a tension that the molecules in an aqueous solution were imbued with.
James Clerk MAXWELL (1831-1879) built on these ideas and proposed a theory that explained
electrical currents as the result of electric field induced “electromotive” forces on the underlying
particles [213,214]. It took more than a decade to experimentally prove the existence of these
forces on free ions in solution.

This all but forgotten experimental work was conducted by Robert Andreyevich CoLLEY!?
(1845-1891) [215-219]. The Colley experiments relied on the inertia of the ions in solution when
the entire aqueous solution is accelerated and the ions lag behind. The anions and cations have
different masses and transference numbers?’. Thus, a tiny voltage can be measured if the liquid

containing the ions is accelerated. In experimental work that he performed at the University

17The seminal work on irreversible processes in electrolytes was published in 1932 by Lars ONSAGER (1903-1976)
and Raymond Fuoss (1905-1987) [209].

'8 The name was coined by the polymath William WHEWELL (1794--1866) [211]. His other neologisms included
the words electrode, anode, cathode, electrolyte and scientist [211,212].

¥CoLLEY was born into an English merchant family in Czarist Russia. He was active in Moscow and later on as
a professor at the Imperial Kazan University.

20The experimental proof was provided by Johann Wilhelm HITTORF (1824-1914) [220)].
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of Berlin?! and published in 1882, a tube filled with a concentrated cadmium iodide (CdlIy)
solution was fitted with electrodes and dropped from the ceiling of the laboratory (~2m) into
sand (see setup in Fig. 2.2(a)). An instantaneous spike in the current was measurable with a
galvanometer during the acceleration. The I~ ions experienced a different inertial force than
the Cd?* and this caused a current to flow in the cell, providing proof of the electromotive force

that MAXWELL had predicted.
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Figure 2.2 — Experiments on ions in solutions exposed to inertial forces: (a) Gravitational
drop experiment due to COLLEY (adapted with permission from [219]. Copyright 2006,
John Wiley & Sons). A concentrated Cdls solution was dropped from 2m into sand.
During deceleration a current due to the difference in ion movement could be measured.
(b) TOLMAN experimental setup (Adapted with permission from [221]. Copyright 1914,
American Chemical Society). Centrifugal forces spin the sample that is positioned in the
middle of a Faraday cage. The inertial forces at play are much higher than in (a).

Prior to these free fall experiments, COLLEY was studying the effect of gravitational acceler-
ation in a simple long vertical tube with the electrodes at the top and bottom [215,216]. Even
in this situation a slight voltage was measurable until the concentration gradient predicted by
Eq. 2.13 is established by diffusion. The voltage disappeared as soon as the equilibrium was
reached. A rough estimate for the voltage can be calculated thermodynamically from the free
energy balance:

_ —g2(AM; — p,AV;)

AD - . (2.17)

21The assistance of director Hermann von HELMHOLTZ, Heinrich HERTZ and Ernst Bessel HAGEN was acknow-
ledged in the publication [219].
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This equals around 10 pV. Interestingly, he also mentioned an experiment with paramagnetic
iron salt solutions in a magnetic field [216]. He reported unsatisfactory results, but vowed to
publish results as soon as he had dealt with the experimental uncertainties. Unfortunately, no
further mention of this experiment is made, at least in the German language scientific literature
of the time. Is it possible to measure a voltage due to the magnetic migration of Fe?T jons? A

thermodynamic inspection yields the following;:

_xiB?

AP =
2Fpg’

(2.18)

with Ype+ = 153.7 x 107" m3mol~! and B = 1T, one obtains a voltage of 0.6311V. This is
more than one order of magnitude below the estimate for the gravitational voltage, but with
a measuring apparatus of high accuracy it is imaginable that an effect could be measured.
Diamagnetic susceptibilities of the anions and water (Yg,0 = —0.16 x 107m3mol~!) are of
much lower magnitude.

In the 1890s, Theodor DES COUDRES (1862-1926) further developed the gravitational exper-
iment and devised a setup with stronger centrifugal forces [222-224] to increase the measurable
voltage. Then, in 1910, Richard C. ToLMAN (1881-1948) [221, 225, 226] performed a more
powerful centrifugal experiment with which he could measure the transference numbers of the
individual ions of simple salts?2. A glass tube acted as the liquid sample holder and was placed
inside a bike wheel. The acceleration of a motor set the sample spinning and a rapid break
caused immense centrifugal forces (see setup in Fig. 2.2(b)). The voltage measurement during

this provided estimates for the mass of the charge carriers®

. Nowadays, ultracentrifuges can
reach extremely high pressures up to 500 bar. The pressure gradients created by such centrifu-
gation can cause significant concentration gradients in solutions.

These experiments show that the concentrations of ions can be influenced by comparatively
weak body forces on the liquid medium containing them. Of course these effects are only of
academic interest, as the effect on the movement of ions on the atomic scale are minuscule
and of little relevance to any application. The pressures caused by magnetic fields are in the
order of those associated with gravity and cannot be expected to contribute to any significant
concentration changes.

The converse situation, in which microscopic forces on the ions in solution cause ponderomotive
forces on the bulk medium, gives rise to more pertinent phenomena. An important distinction
has to be drawn between these ponderomotive forces and the previously discussed macroscopic
external forces. An example of such a magnetic ponderomotive force was demonstrated in a 1950
experiment, which proved that corrosion is an electrochemical reaction [232]. In this experiment

a sessile drop of saline water was placed on a magnet pole piece. The ensuing corrosive current,

22This was incidentally the topic of the former’s concise PhD thesis [227].

23In his most well-known experiment he spun copper wires instead of electrolyte solutions and was able to measure
that electrons were the charge carriers [228-230]. This was a considerable achievement considering that the
electron mass is lower than that of an ion by a factor of 10°. The experiment later became known as the
Stewart-Tolman experiment.

ZThe original experiments of TOLMAN used a 30 horse power de Laval turbine to achieve 5000 revolutions per
minute. Due to the fear of explosion the entire apparatus was buried in an underground pit [225,231].
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which flowed from the drop centre to the edge, caused a Lorentz force in combination with the
magnetic field. Under the influence of this, the entire drop then began to rotate on the magnet
pole piece. The angular velocity could be controlled by the magnitude of the magnetic field. The
magnetoconvection of a paramagnetic liquid is another example of such forces. This phenomena
will be explained in Sections 2.2.2 and 2.2.3 after the discussion of the mass transport processes

below.

2.2.1. Mass Transport

The crucial quantity for the transport of ions in solution is the electrochemical potential 7.
Currents are caused by gradients in fi;. These can be picked up by a voltmeter for measurement

[233]. An expression for the flux J; (in molm™2s71) of an ion species i is [181]:
ciD;
RT

with the concentration ¢; and diffusion coefficient D; (unit: m?s~—!). Typical values for the D;

J; = Vi, (2.19)

in liquids are around 109 m?s~! (often quoted as 1075 ecm?s~!). Electrochemical equilibrium
means Vi; = 0 and ngj. The expression in Eq. 2.19 encompasses molecular diffusion due to

concentration gradients and ionic migration in electric fields. Bulk motion of the entire fluid will
often accompany an ion current flowing through the solution. Such convective motion caused by
rotational body forces (see Section 2.2.3) is the third mechanism of mass transport. In reality,

these three processes are inexorably linked and occur together. They will be discussed below.

Diffusion
Fick’s laws [234,235] are the archetypal equations that must be solved when the concentration
gradient is the driving force for diffusion. The first phenomenological law relates the diffusive

flux J of a species to the diffusion coefficient D and the gradient of concentration Ve:

J=-DvVe. (2.20)

This equation dictates that ions flow from areas of high to low concentration. Inserting
Eq. 2.20 into the continuity equation ( % + V -J =0) leads to Fick’s second law:

% = DVZc. (2.21)

The evolution of an initially sharp concentration profile is given by the solution of Eq. 2.21,

which commonly involves error functions (erfx = % IS et dt). Fick’s laws are valid at low

concentration. Binary electrolytes in solution are assigned a single diffusion coefficient D, al-

though the diffusion coeflicients of the individual components differ. The reason for this is that

the movement of the faster ion causes an electric potential gradient with respect to the co-ion
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of opposite charge. This accelerates the slow ion while the more mobile ion is reeled in?*. Thus,
charge neutrality is the reason why salt diffuses as a single substance?.

In real multi-component ion systems, there are a number of situations in which species will
move into areas of higher concentrations [173,237,238]. At higher concentration and when
multiple ionic species are involved, diffusion is correctly described by the gradient of the chemical
potential. This general treatment of diffusion is encapsulated in the Maxwell-Stefan law for the

driving force on an ion species ¢ in presence of other components j:

F, = Zfijajj(vj — ;). (2.22)
J#i

Here, &; is the friction coefficient (unit: Nsmol~'m~!) between species i and j, xj is the
mole fraction of species j and v are the diffusive species velocities (unit: ms~!). This equation
naturally accounts for interparticle effects on diffusion and other forces can be incorporated [173].
This can be useful for the treatment of electrolytes [239]. However, the solution of Eq. 2.22
is computationally cumbersome and the precise determination of the individual &;; requires
modelling. The practicality of this approach is therefore not as universal as suggested by its
proponents and a treatment with Fick’s laws at the dilute limit is commonly encountered [240)].
Interesting situations can arise when multicomponent systems with differing diffusion rates
cause density gradients which can lead to convection [241,242]. Convection will be discussed

after the migration in an electric potential gradient.

Migration

The futility of defining an electrostatic potential between two media was mentioned in Sec-
tion 2.1. The flow of electricity in an electrolyte solution is of non-equilibrium thermodynamic
nature, not electrostatic [179,187]. Inside the liquid phase, it is possible to define a conceptual
electric potential ®. The movement of ions in a gradient of the electric potential is incorporated

in Eq. 2.19 and leads to a migration (or drift) velocity of the ions [243]:

Vmig = —Zzuva(I), (223)

with the valence charge of the ion Z;, the mobility u; (unit: m? mol J~!s~!) and Faraday constant
F. The velocity can be converted to the molar flux Jmig (unit: molm=2s~1) by multiplication

with the concentration c¢;:

Jmig == —ZluZFCZV(I) (224)

Ohm’s law relates the gradient in electric potential to the current density j (unit: A m~2) and

the ions in a homogeneous solution follow it:

24Minute imbalances in the acceleration can be measured in experiments such as those performed by COLLEY
and TOLMAN (see Section 2.2 above).

ZDiffusion coefficients of the individual ion species can be obtained by measuring the conductivity and the
transference numbers of the electrolyte solution [236].
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j=—kVO, (2.25)

with the ionic conductivity  (unit: 2~ 'm~!). For a binary electrolyte, & is:

k= F*(23ujcy +22u_c_). (2.26)

The profile of ® and the electric resistance of the solution can be calculated from Eq. 2.25.
When a voltage is applied to an electrolyte solution, surface charge is accumulated on the
charged solid and the electrical double layer is modified. This will be discussed in Section 2.3.3.
Concentration gradients are bound to form during the transport of ions to the electrode surface.
This means the current will be transported by diffusion and migration. The Nernst-Planck
equation merges the diffusive current based on Fick’s law (Eq. 2.20) and the expression for ionic
migration (Eq. 2.24):

Z;F )

Ji == —Dchi - ZZUZFCqu) == —Di (VCZ - ﬁqV@

The Einstein relation was used to convert the mobility to the diffusion coefficient above. The

(2.27)

Nernst-Planck equation is an electrical and dilute case of the Maxwell-Stefan equation (Eq. 2.22).

Convection
The bulk liquid solution may acquire a velocity u due to convection. The movement of the
bulk solution is described by fluid mechanics. There will be a discussion of elementary fluid
dynamical concepts in Section 2.2.3. For a detailed introduction to fluid dynamics the reader is
referred to introductory text books [244,245]. A special mention describing the application of
fluid dynamics to electrochemistry is the monograph by V. G. LEVICH (1917-1987) [246].

This velocity of the bulk fluid causes a flux density Jeony = ¢;u, with which the Nernst-Planck

equation can be expanded into a form including convection:

ZiF
i =-—D; (Ve; — 26,V ) + ciu. 2.2
J; ( €~ € )—i—cu (2.28)

Convection will not contribute to the net current because of charge neutrality, rather it will
modify the flow of the existing current. Bulk movement of fluid is caused by the action of external
body forces. It is convenient to subdivide convection into different categories. Natural convection
is caused by density differences, which can be due to thermal effects or chemical processes
at the electrode. For example, cations can be converted to a solid during electrodeposition.
This decreases the concentration of the electrolyte close to the working electrode and a density
gradient in the solution evolves [247]. The bulk solution will replenish the depleted ions by
diffusion, but the solution in vicinity of the working electrode will become less dense and rise due
to buoyancy if the electrode is vertically oriented. Forced convection can originate in mechanical
stirring, pressure gradients and a variety of body forces. It is also possible that surface forces
drive convective mass transport. An example is Marangoni convection, which is caused by a

gradient in surface tension.
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From the thermodynamic considerations of electrolyte solutions in Section 2.1, it is clear that
the only mass transport mechanism which is in an energy range to be seriously influenced by
a magnetic field is convection. Magnetoconvection can be caused by magnetic susceptibility
gradients, due to temperature or density of the paramagnetic component. It will be discussed
in Section 2.2.3, once the magnetic body forces for a paramagnetic fluid have been introduced

in the next section.

2.2.2. Magnetic Force Densities

When a magnetically polarisable material is exposed to a magnetic field gradient, microscopic
forces act on the individual magnetic dipoles in the medium. Thus, a magnetic body force
arises, which can lead to bulk motion of the magnetised material. High magnetic field gradients
are obtained in the stray field of permanent magnets. Their field profile can be calculated
analytically with the magnetic charge method (see Appendix A.1) or numerically with finite
element methods. However, the ponderomotive force on a magnetically polarisable medium is a
non-trivial matter. Derivations and discussions of expressions for the force density are outlined
in many texts [117,248-255]. Some of the discussions are based on dielectric media, but the
treatment of paramagnetic matter is largely analogous to this. With the presence of current
densities j, a Lorentz force density Fr, = j x B must be added to the magnetic force density
to account for the interaction of moving charges with the magnetic field. The Lorentz force
density is of much smaller magnitude than the Kelvin force when a considerable concentration
of paramagnetic ions are present in the solution [55]. In the following discussion, the absence of
currents is assumed.

The microscopic force on a single magnetic moment (m) in a magnetic field gradient is given
by:

Friag = po(m - V)H. (2.29)

The effects of this force were measured in the Stern-Gerlach experiment [104,105]. In a
continuum, such as a paramagnetic salt solution, a force density must be introduced to describe
the action of the field gradient on the paramagnetic ions. The microscopic forces on the ions are
transferred to the bulk fluid via interparticle forces that are mediated by collisions between the
individual hydrated ions and water molecules. In order to transform Eq. 2.29 into an expression
for the force density, scaling with the number of microscopic magnetic dipoles per unit volume
(their number density V) is necessary. The magnetisation M = Nm is a macroscopic variable
that is defined as the number density of magnetic dipole moments multiplied by the microscopic
dipole moments. Replacing m with M in Eq. 2.29, one immediately obtains the Kelvin force

expression for the magnetic force density:

Fx = po(M - V)H. (2.30)
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KELVIN (1824-1907) arrived at this expression by considering the magnetic moment per unit
volume and relating it to the mechanical force in a dipole model [256]. The Kelvin force is
often referred to as the magnetic field gradient force in magnetoelectrochemistry. For small
magnitudes (y < 1) of magnetic susceptibilities B = po(H + M) = puo(H + xH) ~ uoH and

the Kelvin force can be approximated as:

Fyp = (B V)B. (2.31)
Ho

The form with the magnetic flux density B is commonly encountered in magnetoelectrochem-
istry. In magnetohydrodynamics, the expression (B;Livo)B is known as the magnetic tension force.
This name is aptly chosen, since the force acts to straightens out magnetic field lines [257].

There is a second expression for the force on an incompressible paramagnetic liquid, which

incorporates the gradient of the magnetic susceptibility (or permeability):

H H
2

This expression predicts a force density at interfaces at which the susceptibility changes. Here

Fy = —

poVx. (2.32)

the force acts to pull the medium into the magnetic field. This form of the magnetic force density
was developed first by Diederik KORTEWEG (1848-1941) [258], then by Herman von HELMHOLTZ
(1821-1894) [259] within the framework of the thermodynamic principle of minimum energy. It
is known as the Korteweg-Helmholtz force [260]. Later work by Gustav KIRCHHOFF (1824-
1887) [261,262] and others followed. In magnetoelectrochemistry, the Korteweg-Helmholtz force

is referred to as the concentration gradient force [263,264]:

~ . 2.
5 o xmVe (2.33)

The implications of the Kelvin and Korteweg-Helmholtz force densities can be demonstrated
by applying them to the Quincke tube experiment [265-267]. Georg QUINCKE (1834-1924) meas-
ured the susceptibility of magnetic liquids by analysing the difference of liquid height between
the arms of an open glass U-tube, with one of them between the poles pieces of an electromag-
net?® [265,266]. Thus, a magnetic field was applied parallel to the liquid surface and modified
hydrostatic equilibrium. On grounds of the Kelvin force, it can be argued that the force dens-
ity originates in the fringing field of the pole pieces with VH # 0, which pushes the liquid in
the tube upward. Whereas the Korteweg-Helmholtz force acts on the interface between the air
and the magnetised liquid (Vx # 0) and the level of the magnetised liquid rises. Both the
presented argumentations are sound. Nonetheless, there has been controversy over which of the
expressions is the correct one since they were first derived. An argument that has not abated
to the present day [264,268-270]. Criticism was first levelled at the Korteweg-Helmholtz force
by British influenced followers of Lord KELVIN, among others by Joseph LARMOR (1857-1942)
and G. H. LIvENs (1886-1950) [256,271,272].

26The Quincke tube experimental procedure was also employed for the determination of dielectric constants of
liquids in an electric field [267].



24 2. Background

On the face of it, the presented situation indeed seems bewildering. The formulae predict force
densities in inhomogeneous magnetic fields or at interfaces at which the susceptibility changes,
respectively. This apparent paradox can be resolved by re-expressing the Kelvin force density
(Eq. 2.30) with the help of vector identities. The first step is to expand the expression with
(H-V)H = (V x H) x H+ }V(H - H) after writing M = xH:

Fx = o x[(V x H) xH + 1V(H - H)]. (2.34)
=0
In the absence of currents V x H = 0 and the first term disappears. The remaining dot
product of H is already reminiscent of the Korteweg-Helmholtz force (Eq. 2.32) and can be
further transformed by employing V(xyH?) = Y\VH? + H2Vy:

Fx =V (’;‘)XH : H) —%H "HVy. (2.35)

~—_———
P mag

The term in the brackets on the left is a magnetic readjustment of the internal pressure in
the fluid. This is not present in the Korteweg-Helmholtz version of the force density [117,273]
and instead appears within the definition of the internal pressure®? itself. The gradient of the
magnetically induced pressure is the difference between the two expressions for the magnetic

force density on a paramagnetic fluid:

Fk = VPuag + Fa. (2.36)

What are the implications for the dynamics of a paramagnetic fluid element that is exposed to
a magnetic field gradient? The dynamics of such a fluid element are given by Newton’s second

law. With the Korteweg-Helmholtz expression for the magnetic body force density this becomes:

Ftot,H - —VP + FH (237)

The expression contains the gradient of the internal pressure VP. The Kelvin force version
differs by the gradient of the magnetic pressure term, which can be combined with VP and
written as VP’

Fiot,k = =VP + VPyag +Fn. (2.38)

T
Gradients of the internal pressure are unimportant for the prediction of deformation and
velocity of a portion of incompressible fluid. As will be discussed in the next section on fluid
dynamics, only rotational forces can cause fluid movement which deforms the paramagnetic

solution in a closed system. The gradients of internal pressure are by definition irrotational and

2T An equivalent electric polarisation pressure change was optically measured in a weak dielectric liquid exposed
to an electric field with the Schlieren technique [274]. The results were explained with the Korteweg-Helmholtz
expression and the authors were critical of the stance of LIVENS [272].
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inconsequential for deformations that leave the volume unchanged. It follows that the Kelvin
and Korteweg-Helmholtz expressions for the magnetic force density on a paramagnetic liquid
predict the same hydrostatics and hydrodynamics [260,273,273,275,276], despite the fact that
they lead to different distribution of the force density. Deformations of incompressible fluids,
such as paramagnetic salt solutions, are equally well described by both expressions. The Kelvin
force is conceptually more accommodating. It depends on the situation which expression is more
straightforward to interpret, but in the end it does not matter which of them is used.

The futility of the argument about the correct force density was first pointed out in the
1950s [250,273,277], most notably by pioneers of non-equilibrium thermodynamics Peter MAZUR
(1922-2001) and Sybren DE GROOT (1916-1994) based at the Lorentz Institute in Leiden [273,
277]. The arguments were later presented again by others [251,275,276,278|. Evidently, these

warnings have fallen on deaf ears.

2.2.3. Basics of Magnetohydrodynamics

An elementary understanding of fluid dynamics is necessary to interpret the action of a magnetic
field gradient on a paramagnetic liquid. Here a basic account of important concepts will be given.
Readers are referred to introductory texts on fluid dynamics [244,245] and ferrohydrodynamics
[117,253] for further information. The hydrodynamical equations describing the behaviour of a
fluid can be derived from statistical mechanics [210, 279, 280].

The Navier-Stokes equation is fundamental for fluid dynamics. This relates the acceleration of
the fluid, given by the material derivative of the fluid velocity (% = %—;‘ +u-Vu), to force fields
and pressure gradients. On the face of it, the problem appears deceptively straight forward,
as it follows from Newton’s second law with body forces. However, the Navier-Stokes equation
is a non-linear partial differential equation due to the material derivative of the velocity and
therefore in reality complicated to solve. The Navier-Stokes equation for a paramagnetic liquid

can be written:

Du
"Dt

with the dynamic viscosity 7 (unit: Nsm~2) defining the viscous force. The pressure gradient,

= —VP +nV*u+ pg + (M- V)H, (2.39)

gravitational and Kelvin force densities are already familiar. Generally, the pressure is unknown
and it is impossible to make a direct prediction of fluid motion from Eq. 2.39 without the
incompressibility constraint V-u = 0. The issue can be sidestepped by applying the curl operator
(Vx) to the Navier-Stokes equation, disposing of the bothersome VP. This brings into play
the vorticity of the flow. Any body force with a non-zero curl is able to change the shape of the
fluid and cause it to rotate [281]. If the flow is irrotational, a velocity potential u = V¢ can
be introduced and the situation is known as potential flow. Any irrotational (potential) forces
will be balanced by the pressure field in the liquid. These pressure changes are equilibrated
by solid walls in a fully filled closed cell and the fluid remains static in the absence of free
surfaces. For an incompressible fluid, the pressure serves as an assurance that only deformations

in which the volume is conserved are allowed. It follows from the discussion on thermodynamics
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in Section 2.1 that no appreciable changes in concentration are to be expected from these small
pressure differences. Only rotational body forces contribute to internal flows?® [54].

In order for paramagnetic solutions to be moved by magnetoconvection, the Kelvin force
must be rotational. What is the condition for the non-potentiality of the Kelvin force and the
occurrence of magnetoconvection? A strict requirement is that both the magnetised fluid and
the magnetic field are inhomogeneous. This means VH # 0 for the magnetic field and either
Vp # 0 or VM = 0 for the paramagnetic fluid in question. These prerequisites can be obtained
by deriving the condition for mechanical equilibrium from Eq. 2.39. Any magnetised fluid will
undergo convective movement with the aim to establish this mechanical equilibrium. Under zero
flow (u = 0) the application of Vx to Eq. 2.39 yields:

V x (pg + (M - V)H) = 0. (2.40)

With the vector identity V x (¥ A) = ¥V x A + V) x A and using the collinearity of M and
H this becomes:

M
Vp x g+ puV x (H(H : V)H) =0. (2.41)

The vector identity (H-V)H = (V x H) xH+ $VH? and the previously used vector identity
—_———

for the curl lead to the criterium of h;fdrostatic equilibrium for magnetic liquids:

Vpxg+uVM xVH =0. (2.42)

Any departure from this condition will lead to magnetoconvection [18,283]. Most experi-
ments in which a magnetic modification of mass transport in cells containing paramagnetic salt
solutions is observed, can be explained on grounds of this equation. Essentially, the magnetic
field gradient modifies density difference driven convection and pulls the magnetic fluid into this
external field gradient. The curl of the Kelvin force causes non-potentiality of gravity by intro-
ducing density gradients orthogonal to the direction of gravity. This proceeds until Eq. 2.42 is
satisfied. Temperature gradients in the magnetic fluid can modify both the magnetisation and
the density of the fluid, which is reflected in Eq. 2.42. This would be the case of magnetothermal
convection [14,17,19-26,42-46,253]. In summary, not only is it necessary that gradients of the
external magnetic field VH and concentration of the paramagnetic species V¢ exist, these must
also be non-parallel to each other in order to lead to magnetoconvection.

The condition for hydrostatic equilibrium in Eq. 2.42 is not formulated in terms of the concen-
tration gradient of the paramagnetic species. In magnetoelectrochemistry it is useful to analyse
the curl of the magnetic field gradient force (Eq. 2.31) to determine whether convection in a
paramagnetic salt solutions takes place. An expression with the molar magnetic susceptibility

and the concentration can be obtained:

28The situation in magnetohydrodynamics is well demonstrated in a didactic 1965 film by John Arthur SHERCLIFF
(1927-1983) [282].
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1
V x Fyg = — xmVe x VB2, (2.43)
210

which is simply a reformulation of the magnetic part of Eq. 2.42.

An important class of fluid dynamical phenomenon is that of flow separation in which the
fluid velocity changes direction with respect to the main fluid velocity. This frequently happens
in the vicinity of solid obstacles in the way of the flow, but it can also be triggered by magnetic
field gradients in special cases [75]. A necessary requirement for separation to occur is that the
vorticity changes sign and is reversed [284]. This change of flow direction cannot be explained
within a one-dimensional approximation of the force density [55,74,75]. In the case of a solid
wall, the fluid passing by in immediate proximity to the obstacle will be spun around and form
a counterflow. In the magnetic case, changes in the vorticity can be precipitated by variation in
the curl of the Kelvin force (see Section 2.3.2). For magnetoelectrochemistry this is most obvious
when considering concentration gradients in the vicinity of negatively charged electrodes and
inspecting Eq. 2.43. Magnetoelectrochemistry will be discussed in Section 2.3.2, after a brief

discussion on regular electrochemistry in the next section.

2.3. Electrochemistry
2.3.1. Basics of Electrochemistry

Many comprehensive introductions to electrochemistry [170,285,286] exist and it is not the aim
to provide one here. For this reason only a brief summary of the main concepts will be given.
Electrochemical experiments are generally performed in electrochemical cells, which contain
three electrodes: working electrode, counter electrode and reference electrode. A potential
difference can be applied between working and counter electrode with a potentiostat. The
current flows between them and can be controlled by the potentiostat. The reference electrode
is necessary to measure the applied voltage relative to a reference reaction. Ion concentrations
build up in the double layer with a huge electric field gradient on counter and working electrodes
(see Section 2.3.3) to balance their excess charge. This is where ions from the solution can be
immobilised or chemical reactions take place. The application of a voltage to the system can
lead to the electrodeposition of a solid substance on the working electrode surface. Reduction

and oxidation reactions are balanced:

O+ne” =R, (2.44)

with the oxidising (O), reducing agents (R) and the number of involved electrons n in moles.
The equilibrium can be estimated from the applied potential £ with the help of the Nernst
equation:

RT . [O,]

ki P 2
nF " [Ry]

E=E"+ (2.45)
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This includes the concentrations of the oxidiser O, and reductant R, ion species on the
electrode surface, along with the formal potential EY. The formal potential is dependent on the
ratio of the activity coefficients of O, and R,. In contrast, the standard electrode potential E°
is based on concentrations.

Faraday’s law relates the mass m of the chemical liberated at the electrode to transferred
charge Q:

QM
m=<, (2.46)
with the molar mass M. The thickness of an electrodeposited layer can be estimated with this
formula. A deposition with a constant current is known as galvanostatic and with a constant
voltage as potentiostatic.

Information about the electrochemical kinetics can be inferred from the Butler-Volmer equa-

tion [287], which provides a relationship between electrode current density j and electrode po-

tential E. For non-mass-transport limited currents in well stirred cells, it is given by:

i=jo [exp (O‘ET;F(E . Eeq)> —exp (-O‘EZF(E - Eeq)>] , (2.47)

with o, and a., the anodic and cathodic charge transfer coefficients respectively. The expres-
sion can often be found with the overpotential n = (E — E.;). The Butler-Volmer equation
incorporates the exchange current density jo, which is defined as the magnitude of both anodic
and cathodic current densities precisely at the equilibrium potential of the cell. The expression
is valid when there are no large concentration gradients between the electrode surface and the
bulk solution.

A versatile electrochemical technique to analyse charge transfer and electrochemical reaction
is cyclic voltammetry [285,286,288]. The potential difference between the electrodes is increased
or decreased linearly and the current response of the electrochemical cell is recorded. Oxidation
and reduction reaction can be identified in these cyclic voltammograms by peaks during the
scan, which are caused by the formation of a mass transport limited depletion layer. The
replenishment of the reactant in the area close to the electrode due to slow diffusion will cause
a drop in the current.

This diffusion limited behaviour is encapsulated by the Cottrell equation, which was derived

from Fick’s law in order to describe the current response to an applied potential step [289]:

nFAco\@
N

This predicts a t~1/2 behaviour of the current at a planar electrode of area A for a bulk elec-

i(t) = (2.48)

trolyte concentration of ¢y with diffusion coefficient D. The current shortly after the application
of the potential step is dominated by the capacitive charging of the double layer, which causes a
deviation from the Cottrell equation. Conversely, during lengthy exposures to the potential step,

diffusive currents are disturbed by natural convection. This can cause a non-zero contribution
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to the current, which keeps it from reaching the predicted zero limit at long times. Vertically
placed electrodes with surfaces that are parallel to the gravitational acceleration are particularly
susceptible to buoyancy driven convective flows [290]. It is precisely in such situations that a
paramagnetic salt solution departs from the magneto-hydrostatic equilibrium and a magnetic
field gradient can modify the convective flow in the cell. Scenarios in which magnetoconvection

is at large will be discussed in the following section.

2.3.2. Magnetoelectrochemistry

Having internalised the colossal energy discrepancy between the magnetic energy and the elec-
trochemical potential in Section 2.1, the area of magnetoelectrochemistry may strike one as
rather quaint. All the same, the transport of the electrolyte to the electrode surface is strongly
influenced by bulk movement of the fluid. This is where magnetic body forces can have dramatic
effects, not in the underlying electrode kinetics. An overview of the current state of knowledge
in magnetoelectrochemistry will be given here.

The first experiments investigating magnetic effects on currents in electrochemical cells can
be traced back to the 19th and early 20th century. They were carried out by scientists studying
the Lorentz force in liquids [291,292]. The bulk rotation of the salt solution by the Lorentz force
density was already identified as the reason for the observed effects by HEILBRUNN in 1904 [292].
It was also this Lorentz force induced rotation which proved that corrosion is an electrochemical
reaction by rotating a drop of aqueous solution on a magnetic pole piece [232]. In the 1970s and
80s, notable research on the mass transport modification by homogeneous magnetic fields was
carried out by AOGAKI [293-295], active in Japan, and FAHIDY [296-301], working in Canada.
This work laid the foundation for what is now known as the magnetohydrodnamic (MHD)
effect, namely the stirring of the electrolyte solution by the Lorentz force close to the electrode.
A magnetic field parallel to the electrode surface is orthogonal to the current and the electrolytic
solution rotates. A direct consequence of this is that the limiting current is increased, as the
convective flow helps to replenish the concentration at the electrode. Chronoamperometry of
various metal depositions showed this heightened mass transfer due to MHD stirring [61]. The
influence of the MHD flow on Ni [57,58] and Cu [302] deposition was also studied around this
time. It was also shown that the structure of Cu electrodeposits could be tuned with the Lorentz
force [59].

There are reports of particle image velocimetry (PIV) [62] and interferometric measurements
of concentration variation [63] which visualise the fluid dynamics governing the MHD stirring.
These are backed up by magnetohydrodynamical simulations that model the body forces at
play [55]. MHD effects were also studied by electrochemical impedance spectroscopy [303] at
the CNRS in Reims. The same group undertook a similar study of a possible magnetic effect
on electrochemical kinetics [304]. The conclusion was that no such effect on charge-transfer
coefficients exist. All effects were ascribed to modification of convective mass transport by
MHD or the magnetic field gradient force [305-309]. This was corroborated by a later study of
another group [67].
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When strong magnetic field gradients VB ~ 100 Tm~! and paramagnetic species are present
in the solution, the Lorentz force tends to pale into insignificance and the Kelvin force becomes
dominant as soon as a gradient of paramagnetic ions is established. Systematic electrochemical
studies of magnetic field effects, including paramagnetic salt solutions in field gradients, were
reported by HINDS et al. [60] and BUND et al. [310]. The classical and much studied example
in which paramagnetic ions can be influenced by the Kelvin force is the electrodeposition of
Cu [66,69-71,74,76-82]. One of the first reports of structuring copper electrodeposits from
CuS0Oy4 solutions with inhomogeneous magnetic fields was reported in 1979 by the group of
FAHIDY [66]. A steel cathode was employed in these experiments. Since then there has been
a huge increase in the obtainable field gradient, with experiments relying on small permanent
magnets or the stray field of a magnetised wire to deliver high magnetic field gradients. The
electrodeposition in a magnetic field gradient is accompanied by the formation of both gradients
in the density and the magnetic susceptibility. This means that an interplay of the gravitational
and the Kelvin force densities will kick in to re-establish mechanical equilibrium according to
Eq. 2.42 [55]. The observation of this structuring is not limited to paramagnetic Cu?* solutions.
In principle, any paramagnetic ion species that undergoes reaction at an electrode will cause
a concentration gradient with respect to the bulk solution. This can be effected by magnetic
field gradients. An example of an organic compound that can be captured in a magnetic field
gradient after electrochemical conversion is nitrobenzene [263,311-314].

An unexpected phenomenon that was first observed ten years ago is the inverse structuring
of electrodeposits in the intense magnetic field gradients of permanent magnets or magnetised
Fe wires [72,73,76-79]. In these experiments, the electrochemical cell was filled with a solution
containing non-magnetic, but electroplatable ion species (such as Bi** or Zn?t) and a para-
magnetic ion species that was non-electroplatable under the employed experimental conditions
(such as Mn?* or Dy®*). When an electrodeposition from this mixture was carried out above
an array of small Nd-Fe-B permanent magnets, the non-magnetic species exhibited much thicker
deposits in the area of low magnetic (B - V)B. The presence of the paramagnetic species caused
the formation of zones into which the transport of electroactive ions from the bulk solution was
inhibited. The explanation of this effect was provided by analysing the curl of the magnetic field
gradient force [73,75]. Results from finite element simulations reported in [75] that explain the
observed experimental results are shown in Fig. 2.3.

With multiple components of differing magnetic susceptibilities, the curl of the magnetic field

gradient force (Eq. 2.43) must be summed over the individual ion species:
1
V x Fyg = o > xiVei x VB2 (2.49)
0

The electrochemical conversion of the non-magnetic ions during the deposition causes a con-
centration gradient in the electrode normal direction Vey,—g > 0. Due to electroneutrality of
the solution, the paramagnetic ions will rush into the void left by the deposited non-magnetic
ions and cause a small concentration gradient of their own in the opposite direction Vepyag < 0.

However, the magnetic susceptibility of the paramagnetic ion is usually more than two orders
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of magnitudes higher than that of the non-magnetic species. This means that Eq. 2.49 is un-
der total control of the concentration gradient of paramagnetic ions and reverts to the single
component case. Hence, the curl changes sign in the region of high (B - V)B and forces flow of
the electrolyte solution away from the region of the electrode exposed to a high magnetic field
gradient (see Fig. 2.3(b)). The flow is the exact opposite of the above-mentioned deposition
from purely paramagnetic electrolytic solutions with Vemag > 0 (see Fig. 2.3(a)). It follows that
the thicknesses of the copper layers are reversed (see Fig. 2.3(c-d)). These results are backed up
by astigmatism particle tracking velocimetry measurements of the solution in which the velocity

normal to the electrode was measured [73].
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Figure 2.3 — Finite element simulation of magnetoconvection during electrodeposition of
Cu on an electrode below a permanent magnet (blue) [75]. (a—b) The top two
panels show the Cu?* concentration and normalised velocity. (a) Deposition from pure
Cu?* electrolyte solution. The bulk fluid moves towards the part of the electrode backed
by the magnet, where the majority of Cu is deposited. The maximum fluid velocity is
0.03mms~!. (b) Deposition from a mixture of Cu?* and Mn?* electrolyte solution. The
bulk fluid moves away from the part of the electrode backed by the magnet, where least Cu
is deposited. The maximum fluid velocity is 0.05mms~!. (c—d) The two panels below show
the respective growth of the copper layer in time. The deposition in (d) is reversed with
respect to the deposition without Mn2?*. Reproduced with permission from [75]. Copyright
2012, American Physical Society.

Evidently, the congested area where the electrode comes into contact with the electrolytic
solution is of utmost importance for the dynamics in an electrochemical cell. Interactions at the

solid surface are the topic of the next section.

2.3.3. The Electrical Double Layer

A difference in electrode potential brought about by a potentiostat causes the electrodes in solu-
tion to become charged due to an imbalance in electrons. This excess charge is compensated by
the ions in solution that spread over the charged surface. When the electrodes are charged up,

further ions become ordered in the electrical double layer. This means the ionic configuration
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entropy decreases and the temperature of the electrolyte slightly rises under adiabatic®® condi-
tions [315,316]. The converse is true during discharging. Such small temperature changes have
been experimentally verified in porous carbon electrodes [317].

In 1853, the first and simplest model for this electric double layer was proposed by HELM-
HOLTZ [318]. He assumed a complete charge compensation by the counterions, which are rigidly
adsorbed to the electrode surface. If the temperature were so low as to allow the neglect of
thermal motion, the Helmholtz theory would perfectly describe the situation at the electrode
surface. Such temperatures are not reachable in the liquid state.

In reality, the ions close to the solid surface are not exclusively stuck to the electrode surface
and the model must be extended. They are instead slightly delocalised due to thermal motion
and form a diffuse layer in the vicinity of the electrode surface. This was first realised by Louis
Georges GOUY (1854-1926) [319] and David CHAPMAN (1869-1958) [320] in what became known
as the Gouy-Chapman model. This theory relies on a Poisson-Boltzmann equation to predict
the extent of the diffusive Gouy-Chapman layer in which the ions are distributed close to the
surface. The Gouy-Chapman theory allows an imbalance of cations or anions to compensate the
electrode charge and this concentration falls off exponentially with distance from the surface. An
estimate for the distribution of counterions around the electrode surface is given by the Debye
length Ap, which is in the order of a few nm to several hundred nm [321].

When high potential differences between the electrodes hold sway, the Gouy-Chapman model

has to be extended to account for a certain number of ions that are in fact adsorbed to the

surface as suggested by the Helmholtz model. The thermal voltage Vi, = k‘zT = % = 25.7mV
is a measure of how much the spatial distribution of ions is affected by a boundary held at a
fixed voltage. High double layer voltages are above the thermal voltage at room temperature
and can immobilise the ions in an inner layer. This compact layer lies between the electrode
surface and the diffuse layer. It goes by the name of Helmholtz or Stern layer after its discoverer
Otto STERN [322]. The Stern layer is dielectric, because the ions that compensate the charge
of the electrode surface are themselves immediately sandwiched between the solid and a layer
of counterions. A sketch of the double layer according to the Gouy-Chapman-Stern theory is

shown in Fig. 2.4 (a).
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Figure 2.4 — Electrosorption of ions in the electric double layer. (a) The double layer close to
a positively charged electrode according to the Gouy-Chapman-Stern model (after [321]).
The electric potential ¢ is proportional to the concentration of the electrosorbed ion species
c. It decreases exponentially with the distance from the surface. (b) Electrosorption with
carbon aerogels from Gd(NOs)s solution. Left: SEM image of a porous carbon aerogel
monolith. Right: Electrosorption of Gd**t in the double layer in a micropore.

29The entropy change is zero in an adiabatic process.
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The high electric potential gradient in the double layers provides the forces necessary to con-
centrate ions. They can then be converted in electrochemical reactions at the working electrode.
In addition, ions may be electrosorbed onto electrodes with large surfaces (see Fig. 2.4 (b)). The
application of high surface electrodes to the removal of salt from water will be the topic of the

next section.

2.3.4. Capacitive Deionisation

In order to remove a concentration of solvated ions from water, the concentration term in
the internal chemical potential has to be overcome (see Section 2.1). The most primitive way
to separate salt from water is by evaporation, which removes all of the HoO molecules via a
thermally induced phase change and is energy-intensive at a cost of 40.65kJmol~!. Beginning
in the 1950s, the method of reverse osmosis has revolutionised water purification with great
success [323]. However, this method also has its limitations among which geographical limitations
and a non-negligible energy consumption stand out [324]. Electric fields provide a more efficient
way to capture ions from saline water [325,326]. One method that uses the electrical double layer
to immobilise a large concentration of ions is capacitive deionisation. It is based on porous carbon
electrodes that combine high electrical conductivity and enormous surface areas [321,326]. Pores
are classified according to their size: pores over 50 nm are called macropores, between 2—-50 nm
mesopores and below 2 nm micropores [327]. An electrical double layer in these pores is formed
upon charging and the ions are pulled from the solution (see Fig. 2.4). This double layer covers
a wide area and the mass transport of the ions from bulk solution into the pores is by no means
instantaneous, relying heavily on diffusion.

A sketch of the basic capacitive deionisation process is shown in Fig. 2.5. The capacitive
deionisation cell consists of two porous carbon electrodes that are attached to metallic current
collectors and connected to a power source. Saline water is let into the cell, wetting the electrodes
and filling the pores with liquid. Then a voltage is applied to the porous carbon electrodes and
the ions are separated by travelling into the double layer that form in the porous structure. The
desalinated water can be withdrawn from the cell and stored. Once the charging current has
decayed and the electrode surface is completely covered by ions, the discharge process starts.
The voltage is switched off or lowered and the ions are released back into the solution. This water
of high salinity is then removed and the process is repeated until a satisfactory purification has
been achieved. The arrangement of the porous carbon electrodes resembles a supercapacitor,
which means that a portion of the electric energy input during the charging process is reclaimed
during the discharge process.

The process is rarely performed statically. Instead, the water flows either along the electrode
surface or through the porous electrodes themselves for maximum contact with the charge sur-
face. Capacitive deionisation also works with wire-like electrodes that are alternately dipped
into the vessel containing the water to be purified during the charging phase and that containing

the brine during the discharge phase [328].
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(a) Pre-desalination (b) Charge (c) Discharge
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Figure 2.5 — Scheme of a capacitive deionisation process. The porous carbon electrode for the
electrosorption are connected to a power source via a current collector. (a) The capacitive
deionisation cell is filled with water containing ions. (b) A voltage between the electrodes
is applied and the ions are electrosorbed by the porous carbon matrix (see Fig. 2.4). The
lower salinity water is then withdrawn from the cell. (c) After the maximum capacity for
ions in the pores is reached, the voltage is switched off. The ions are released into the
solution from the double layer of the porous carbon. This high salinity solution can then
be siphoned off and the cycle begins anew.

For capacitive deionisation, carbon materials with mesoporous and microporous structures
are ideally suited. The progress in the field of conductive high porosity materials for applica-
tions as electrodes in supercapacitors has ignited great interest in their possible application as
desalinating electrodes [324]. Examples for useful carbon materials are activated carbon cloths
(microporous), ordered mesoporous carbons, carbide-derived carbon (microporous), carbon nan-
otubes, carbon black and carbon aerogels (see Fig. 2.4 (b)) [321,329]. They have high porosity

and surface areas up to 3000m?g~!.

Only a few grams of these materials have the surface
area of a football field. However, there is no direct relationship between the pore size distribu-
tion/surface area and the capacitive deionisation ability. Micropores provide a very high surface
area, but they also lead to overlapping of the electric double layer due to their small size. The
associated electrostatic repulsion will reduce the actual desalination effect.

When desalinating highly concentrated salt water, a commonly faced issue is the entering of
ions with higher mobility into the pores of the electrode containing the opposite charge. Here
they combine in an electrostatically favourable manner and block the pores. In some cases, the
formation of these pairs is avoidable by applying a potential step of opposing sign during the
discharge step and rapidly expelling most of the ions from the carbon matrix. The potential
step of the charging phase can also simply be lowered during the discharge phase, avoiding the
absence of the applied voltage. However, in most cases there is a significant drop of desalination
efficiency after only a relatively small number of cycles in all but the most low concentrated
brine solutions. Completely regenerating these electrodes is near to impossible.

In order to avoid the debilitating co-ion adsorption in the porous matrix of the electrodes,
ion exchange membranes can be introduced [321,330]. Cation and anion membranes are placed
in front of the respective porous electrodes before exposure to the aqueous solution. These

block co-ions from entering the porous structure to neutralise the adsorbed counterions. Thus,
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the lifetime of the porous carbon electrodes is increased. Another limiting factor for the speed
at which capacitive deionisation can take place is that the electrolysis of water dominates at
voltages above 1.2V with a virulent evolution of gas bubbles. A new development has seen
the employment of Faradaic electrodes in capacitive deionisation cells that avoid the issues
encountered with the electrosorption in the double layer of porous carbon [324,331-336].

Many models for the electrosorption of ions during capacitive deionisation have been developed
[321,337,338] and the precise ion dynamics during the process is still under ongoing investigation.
Parasitic Faradaic reactions in the porous electrodes also take place under applied voltages
[321, 339, 340].

An interesting development in the area of capacitive deionisation is the observation of salt
shocks during flow in microchannels [341-343]. This shock desalination has also been demon-
strated in shock electrodialysis [344].

Capacitive deionisation cells can be tuned to favour the removal of a specific ion species
[345-349]. The mechanism by which this can be achieved is still under active investigation. It
is becoming clear that the charge, ionic radii, hydration ratios and mobilities of the ions have a

profound effect on their behaviour inside porous electrodes.

2.4. Aquatic Chemistry of the Rare Earths

The rare earth elements comprise the lanthanides in the f-block of the periodic table, as well as
yttrium (Y) and scandium®’ (Sc) which are chemically similar. Perplexingly, their name does
not refer to their abundance, but their near to indistinguishable chemical properties, which pose
great challenges in their purification. A rule of thumb is that the rare earths only differ markedly
in properties which concern their 4f electrons, such as their magnetic moments.

As the rare earths occur together in ores, their separation is an arduous and lengthy process.
The main commercially mined rare earth bearing minerals is bastnésite [351]. Monazite, laterite
clays and loparite are more seldomly mined. There are plans to start mining xenotime [352]. A
breakdown of the rare earth contents of exemplary bastnésite, monazite and xenotime are listed
in Table 1. The compositions of these ores are dominated by La, Ce and Y. In addition, monazite
has a high Nd content. Bastnésite and monazite are rich in light rare earths. Xenotime has a
higher concentration of heavy rare earths and Y, with its similar ionic radius. The same is true
for laterite clays, but their composition is more variable. At present, the bulk of commercially
available rare earths emanates from mines in China, although there have been significant efforts
to diversify the supply chain [153].

An overview of the electronic structure, ionic radii and other information is given in Table 2.
The aqueous chemistry of the individual rare earth ions is almost indistinguishable. In aqueous
solutions, the rare earth ions are trivalent under normal conditions. The only rare earth ions
to have a stable divalent state are Sm, Eu and Yb. Of these, only Eu?* is stable in aqueous

solution [353,354]. The separation of these by a chemical or electrochemical reduction to their

30Scandium has similar properties and is at times also referred to as a rare earth element. Unlike Y, the ionic
radius of Sc is smaller 7ion = 89 pm [350] and lies outside of the range of the rare earths. Its geochemistry is
different.
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divalent state is comparatively uncomplicated. A tetravalent state is only viable for Ce, which
can rid itself of its final 4f electron, emptying the f-orbital. For the remaining rare earth elements,

the situation is more tricky.

Ore Y La Ce Pr Nd Sm Eu Gd Th Dy Ho Er Tm Yb Lu
Bastnésite 0.1 32.2 49.2 4.3 12 0.8 0.1 0.16 0.02 0.03 0.005 0.004 0.0009 0.0006 0.0001
Monazite 2 23 46.5 5.1 184 2.3 0.07 1.7 0.16 0.52 0.09 0.13 0.013 0.061 0.006
Xenotime 64.9 1.3 3.2 0.5 1.6 1.2 0.01 3.5 0.9 8.4 2.0 6.5 1.1 6.9 1.0

Table 1 — Rare earth oxide content of main rare earth containing ores (wt%). Bastnésite
and monazite are commercially mined. Origins of the tabulated ores are: bastnisite
(Mountain Pass, USA), monazite (Mount Weld, Australia) and xenotime (Malaysia). From
[351,355].

The reason for the identical properties of the trivalent ions can be found by studying the
ionisation and formation enthalpies of the rare earths. Their enthalpies of atomisation and
ionisation are plotted in Fig. 2.6. It is necessary to consult the valence electrons in Table 2 to
interpret the ionisation enthalpies. The lanthanides shed their 6s electrons first, which leads
to a slight increase of enthalpy with atomic number due to changing attractive forces from the
nucleus. A different picture is presented when the third electron is ionised off. This is a 4f
electron for all rare earths except Y, La and Gd. Strong exchange effects come into play with
the electrons in the f-shell and the ionisation energy for trivalent ions I3 increases until Gd, which
has a half filled 4f subshell and instead loses a 5d electron. This is known as the gadolinium
break®! and makes Gd stand out among the rest of the rare earths in a delicate fashion [372].
Beyond Gd, the rise of I3 is non-uniform due to spin-orbit coupling [373]. The enthalpy of
atomisation AHY, also behaves irregularly across the series.

Sums of the atomisation and ionisation enthalpies define the enthalpies of formation of the
rare earth ions AHY(RE"") = AHY, + -7 I; (see Fig. 2.7). Monovalent RE* and divalent RE?*
rare earth ion formation enthalpies follow the irregular trend of the enthalpy of atomisation.
In contrast, the trivalent rare earth ions have an almost constant enthalpy of formation. The
variations in the enthalpy of atomisation AHY, and ionisation I3 happen to exactly cancel when
they are summed. This is the reason why rare earth ions are hard to distinguish based on their
electrode potentials E® = —2.3 0.1V (see Table 2) [372]. The divalent rare earth ions Sm?",
Eu?t and Yb?* can also be identified by inspection of Fig. 2.7. They owe their existence to the
fact that they lie in the dips of AHY(RE?") before the cusps of Gd** and Lu?*.

31The Gd break is a controversial subject. It was first proposed by Frank SPEDDING after observing an increase
of partial molar volume [184], heat capacity [360], molar entropy [360] and viscosity [361] for Sm, Eu and
Gd. The values of these properties decreased with the ionic radius throughout the lanthanide series except
for these three elements. The interpretation of these data was an abrupt lowering of the coordination number
of hydrated RE?>* from 9 to 8 in the middle of the series with Gd. Initially, this found wide acceptance in
the community [362,363]. Cracks appeared in the Gd break hypothesis after x-ray diffraction measurements
of concentrated lanthanide chloride solutions by Anton HABENSCHUSS (1944-2015) and SPEDDING at Ames
laboratory suggested a gradual lowering of the RE** —H,O distances around Gd3* [364-366]. In the new
millennium, x-ray absorption spectroscopy measurements with synchrotron radiation cast further doubt on
the existence of the Gd break in the coordination numbers by showing that the RE** —H,0 distances decrease
smoothly along the series [367-371].
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2. Background
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Figure 2.6 — Enthalpies of atomisation AH?, and ionisation I,, for rare earths. The data stem
from an ionic crystal model and the Born-Haber cycle [373,374]. The Gd break causes the
collapse of the rising I5 values [372,375].
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Figure 2.7 — Enthalpies of formation of gaseous rare earth atoms and ions AH?(RE""). The

data are calculated from Fig. 2.6 with AHY(RE"") =

AHY, + Y7 I;. The near constant

value of AH?(RE®") is due to the oppositely changing values of AH?, and I3 (see Fig. 2.6).

Another feature of the rare earth ions is the lanthanide contraction of the ionic radii (see

Table 2 and Fig. 2.8). The ionic radii of the lanthanides decrease during the successive filling of

the f-orbits due to imperfect shielding of the valence electrons from the nuclear charge [356]. The
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evolution of their ionic radii is shown in Fig. 2.8 for a coordination number of eight. Despite
the lanthanide contraction, the ionic radii are within 17 pm of each other and the resulting
differences are only faintly noticeable. Nonetheless, these are critical for the chemical behaviour
of the rare earths [376].

[ [
o
[ ]
o
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Figure 2.8 — Ionic radii rjon of trivalent rare earth ions with coordination number eight [350].
Lanthanide contraction reduces 7i,, by 17 pm along the series. This is the reason why Y3+
has the same 7o, as Ho3T. The gadolinium break is also noticeable as a higher ri,, value.

The most accessible information of the aqueous chemistry of ions is contained in Pourbaix
diagrams, which are also known as E-pH diagrams [350,377]. An exemplary Pourbaix diagram
of Gd is shown in Fig. 2.9 and an overview diagram of all the rare earths (except radioactive
Pm) is shown in Fig. 2.10. The horizontal axis shows the pH value of the solution containing
the rare earths. On the vertical axis, the potential value of reduction half-reactions are shown
with respect to the standard hydrogen electrode. The Pourbaix diagram of Gd (see Fig. 2.9)
is indicative of the behaviour of the trivalent rare earth ions and bears resemblance to an
inverted letter T. The rare earth elements are reactive and their sesquioxides are their most
stable form3? [356]. At normal conditions, all the rare earths transform into trivalent cations
RE3*. Solid Gd is only stable at applied voltages below -2 V, with the boundary given by the
bottom horizontal lines. The low reduction potentials of the rare earths are tabulated in Table 2
and was first reported by Walter NODDACK in 193733 [379]. The similarities of the rare earth
reduction potentials, as can be seen in the lines above RE ) in Fig. 2.10, are striking and due to

the aforementioned subtle balancing of the enthalpies. The electrochemistry of the rare earths

32Except Ce, which forms CeOs in its tetravalent form.
33The first electrolysis of rare earth chloride solution was reported by Gerhart KRUss (1859-1895) as early as
1893 [378].
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is largely the same, with the exception of those with divalent (Sm, Eu and Yb) and tetravalent
(Ce) states. These are shown with broken lines in Fig. 2.10 and evidently differ from the inverted

T-like diagram of the other rare earths.

3 | | I i T T T T

| Gd?ag) Gd(OH)3(s) ]
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Figure 2.9 — Pourbaix diagram of Gd at ¢ = 0.1 M [350]. The broken blue lines frame the stability
region of water. In aqueous solution, Gd is present as Gd3* under acidic and insoluble
Gd(OH)3 under basic conditions.

In basic solutions, the rare earths precipitate as hydroxides RE(OH)s, which are insoluble in
water. This can be seen on the right hand side of the Gd Pourbaix diagram Fig. 2.9 and in the
overview Fig. 2.10. The hydroxides dissolve in slightly acidic solutions. The boundary between
RE(OH)3 dissolution and precipitation is seen as a vertical line. These lines lie in the range of
approximately 5.5-7.5 for the pH values. The boundary is sensitive to changes in the basicity of
the RE3*, which are in turn proportional to their ionic radii [380-382]. Basicity is the tendency
to lose electrons or avoid attracting them in the cationic state. The lanthanide contraction rears
its head in a noticeable way here. This is particularly obvious when considering Y3*, which fits
into the series next to Ho®*t with the same 7iop.

The change in basicity is pivotal for rare earth separation techniques. The separation by
hydroxide precipitation based on differing basicity was explored in the the early 20th century
prior to the development of separation based on ion exchange [383-399]. Recently, interest in
the hydrometallurgical separation relying on selective hydroxide precipitation by variation in
the pH has been revived [400]. But the dominant rare earth separation techniques in use these

days are ion exchange and solvent (also known as liquid-liquid) extraction [84,350].
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Figure 2.10 — Pourbaix diagram of the rare earths at ¢ = 0.1 M [350]. The broken lines show
the RE with divalent (Sm, Eu and Yb) and tetravalent (Ce) states. The basicity of the
RE decreases along the series with the ionic radius (see Fig. 2.8). Radioactive Pm has
been omitted.

The refinement and separation process from the mined rare earth ores are shown in Fig. 2.11.
The separation by ion exchange was developed during the Manhattan project at Ames Labor-
atory in Iowa under the direction of Frank SPEDDING (1902-1984) to purify lanthanides for
experimental work on nuclear physics [401-408]. In the ion exchange process, the RE3* solu-
tion are pressed through an ion exchanger resin, which consists of a column of small spheres
(0.1 mm). Here three protons are set free and the cation is retained by the resin. The affinity
of the RE3* for the resin depends on the ionic radius and those with smaller radii cling to it
the strongest. The ionic radius varies too little between the individual RE3* and a complexing
agent is necessary to form RE3* complexes with varying ease. These are then removed from the
resin at staggered times. Although this is a time consuming process, the purity of the resulting
rare earth solution is practically unrivalled at above 99.99999%.

The separation by solvent extraction was perfected in the 1950s [409] and is the workhorse of
all rare earth refinement plants. It is based on different activity coefficients of the rare earths in
two immiscible liquids [172]. One of the liquids is usually aqueous, while the other is an organic
solvent. The aqueous solution contains rare earths. Both liquids are mixed and a portion of the
rare earths are transferred to the organic liquid via diffusion and mainly convection. Differences

in the solubilities in the two phases lead to the separation of the rare earths. The extract is
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then siphoned off with the organic phase and the aqueous phase is enriched in other rare earths.
This cycle is repeated often and counter current operation optimises the available concentration
gradient driving the diffusive process between the two phases. Purities of 95-99.5% can be

achieved, for higher purity rare earths the ion exchange method is called for.

Phvsical Chemical Reduction
Mining ysical emica Separation Refining
Beneficiation Treatment Purifying

- Gravit - Acidic - Electrowinning
- Open pit RNy X - Solvent extraction - Zone melting
. : - Magnetic - Alkali I I X
- In situ leaching - Froth flotati - Tt G EEE - Ion exchange - Solid state
i D 9 electrotransport

Concentrate of
Ores with carbonate-fluoride

0.05-10% RE,03 or phosphate

~50% RE,O0;

Mixed Carbonates
or Chlorides
~90% RE,0;

Individual Individual
99+% RE,0; 99.99+% RE

Figure 2.11 — Rare earths: From mined ore to purified element (adapted from [83]).

2.4.1. Magnetic Properties

The current rare earth separation techniques rely on slight changes in properties influenced by
the ionic radii, which are changed by the successive filling of the f-orbital. Indisputably, there
will be distinct differences between features that are influenced by the number of 4f electrons.
The prime example for such a property is the magnetic moment of the rare earth ions, which
is directly related to the 4f electrons. Their magnetic moment endows a number of rare earth
ions with paramagnetic susceptibilities, which are listed in Table 3. The relationship between
electronic structure, magnetic moment and susceptibility is explained in many introductory
texts [410,411]. A good estimate of the magnetic moments of the rare earth ions can be obtained
empirically from the electronic configuration predicted by Hund’s rules [412]. Exact theoretical
determination require calculations with Van Vleck’s formalism for paramagnetism [413,414].

Molar Curie law susceptibilities are calculable with this formula:

_ toNagiugJ(J +1)
3kpT

(2.50)

m

The constants are the Landé g-factor g; (dimensionless) [415], the total angular momentum
quantum number J and the Avogadro constant N4 = 6.022 x 10?3 mol~!. An effective magnetic
moment peg = gupy/J(J + 1), also known as paramagnetic moment, can be introduced to

shorten the expression:

1571 X 10 Cpuegr
— - ,

The molar susceptibilities of the rare earth ions are listed in Table 3 and depicted in Fig. 2.12.

(2.51)

Xm

In Fig. 2.12, the molar susceptibility x.,,, has two peaks: one among the light rare earths around
Pr-Nd and one among the heavy rare earths close to Dy-Ho. The magnetic moments of the
heavy rare earths, starting with Gd and its half filled f-orbital, is higher than that of the
light rare earths. All the rare earth ions without 4f electrons (Y3*, La3* and Lu®") have no
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unpaired electrons in their orbitals (see Table 2). They are diamagnetic, but the magnitude
of their magnetic susceptibility is negligible compared to that of water (see Table 3). The fact
that nearly all paramagnetic salts are coloured, whereas diamagnetic salts are colourless, is an

indicator of the central role played by unpaired electrons [416,417].
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Figure 2.12 — Molar magnetic susceptibilities of the trivalent rare earth ions at 300 K [418].
The respective values are listed in Table 3. Only Y?*, La3t and Lu®*t are diamagnetic.

When a rare earth salt is dissolved in water, the susceptibility becomes a sum of multiple
components [191,419,420]. The magnetic susceptibility of the salt solution is given by the sum of
the diamagnetic volume susceptibility of liquid water xg,0 = —9x1076 (~1.62x 1071 m? mol 1)

[421,422] and the molar susceptibility x,, of the ion species of concentration ¢ (in mol m=3):

X = XH,0 + XmcC- (2.52)

The diamagnetic ions hardly contribute to the total susceptibility of the solution. Susceptib-
ilities of 1 M solutions containing rare earth ions are also listed in Table 3. The magnetisation
data of aqueous Gd(NO3)3 solutions shown in Section 2.1 (see Fig. 2.1) behaves according to the
Curie law. Highly concentrated paramagnetic rare earth solutions can show volume susceptib-
ilities up to x = 1073, These are moderate values compared to regular ferrofluids with y ~ 1,
but enough for the Kelvin force to compete with gravity (see Section 2.2.2).

The first measurement of the magnetic susceptibility in aqueous rare earth ionic solutions
was reported in 1926 by DECKER [423]. Later measurements of the magnetic properties of
rare earth salts both in solution [424] and in crystalline form [425-427] were carried out by

SELwooD??. The magnetic susceptibility of the solutions was measured with a modification

31Review articles from these times by PEARSE and SELWOOD [357,428] make for didactic reading and provide
insight into early rare earth research.
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of Quincke’s capillary rise method [429]. These magnetic characterisation were accompanied
by measurements of the absorption spectra which also differs with varying occupation of the
f-orbitals [430-432] and were used to identify different rare earths. This motivated SELWOOD

and HOPKINS to explore a magnetic separation of the rare earths [89)].

Ton 9. p (up) teg (14B) Xm® x 1079 (m® mol ™) Xin x 1076
Y3+ 0 0 0 -0.16 -9.16
La3t 0 0 0 -0.25 -9.25
Cedt 6/2 2.14 2.54 32.9 23.6
Pr3t 4/5 3.2 3.58 64.6 55.5
Nd3*+ 8/11 3.27 3.52 60.9 51.9
Sm3* 2/7 0.71 0.85 15.2 6.2
Eudt 0 0 0 60.9 51.9
Gd3*+ 2 7 7.94 417.6 408.5
Th3+ 3/2 9 9.72 506.3 497.3
Dy3+ 4/3 10 10.65 592.3 583.3
Ho3*+ 5/4 10 10.61 570.2 561.1
Erit 6/5 9 9.58 475.8 466.7
Tm?3+ 7/6 7 7.56 304.5 295.4
Yh3t 8/7 4 4.53 106.8 97.7
Lu?t 0 0 0 -0.18 -9.18

Table 3 — Magnetic properties of the rare earth ions. Adapted from [410,418]. The Landé g-factor

g7, magnetic moment pu = gyupJ, the effective paramagnetic moment peg = gyupr/J(J + 1)

and the molar susceptibilities xS P are listed, J being the total angular momentum quantum
number. The volume susceptibilities of 1 M solutions x{y; are also shown.

As was mentioned in the introduction to this thesis (Section 1), the idea of using the great
variations in the magnetic moments to separate the rare earths is not new. Magnetic field
gradients already find application in the physical benefication of the rare earth minerals due to
modification of buoyancy forces (see Fig. 2.11). However, an actual separation of the individual
rare earths with the help of magnetic fields would be of great interest. The rare earth ores
are predominately made up of non- or only weakly magnetic La, Ce and Y (see Table 1). An
addition of a magnetic field gradient in the separation step in the elemental extraction from the
purified ores may be beneficial for the efficiency of the process. Due to the growing importance
of xenotime ore, a more efficient separation of Y is of particular interest.

A purely magnetic separation of rare earth ions is illusory, as previously discussed. Many
experimental works underpin this [89,161,162,164-166,433]. There are in effect only two reports
of a genuine separation of rare earth ions with the involvement of a magnetic field gradient.

One is the flow-through approach of Ida and Walter NODDACK in the 1950s [135-137] (see

Section 1). Here, rare earth solution streamed into and out of a magnetic field gradient. In
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their earliest publication, this showed a moderate effect even without an external energy input
[135]. From theoretical considerations (see Sections 2.2.2 and 2.2.3) it is difficult to see how a
separation by simply flowing a multicomponent salt solution through magnetic field gradients
can function. Recent experiment on paramagnetic ion enrichment in a channel with laminar flow
and a magnetic field gradient are inconclusive. One study reported the magnetic concentration
of Fe?T ions [159] and another reported negative results for Ho®*t [433]. The later publications by
the Noddacks report a more sophisticated setup in which a thermal convection induced counter
flow was employed [136,137]. Higher separation factors were achieved with this new approach.
The heating with a Pt wire in the centre of the container holding the liquid (description in
Section 1) is analogous to a Clusius-Dickel®® setup for separation [138-147]. Thermodiffusion
will undoubtedly play the central role in such a situation, in what is known as the Soret effect
[435,436]. This is known to separate individual ions in seawater [437]. The Clusius-Dickel
method is also known as thermogravitational separation3®. As was discussed in Section 2.2.3,
magnetoconvection can augment liquid flows when there are inhomogeneities and this is how the
magnetic field gradient will have acted. It is conceivable that the rare earth ions have palpable
differences in their thermal diffusivities to allow such a separation. Another point for discussion
is that there are little details about the composition and pH of the analysed solutions in these
publications. This can have a strong effect on the aquatic chemistry (see Fig. 2.10). A PhD
student of Walter NODDACK studied the effect of the magnetic field gradient on the ion exchange
process [149], discovering only tentative effects that were never published.

The other report on magnetically aided rare earth separation is a recent experimental study
by HIGGINS et al. [438] titled “Magnetic Field Directed Rare-Earth Separations”. The authors
studied the effect of the stray field of a small Nd-Fe-B cube on the thermal gradient crystallisation
from a solution of ligated rare earth complexes. They report a separation of heavy paramagnetic
rare earths from the light rare earths due to solubility differences. Although a separation already
took place without the magnetic field, a magnetic field reportedly led to a higher separation
factor. The best results were achieved for mixtures of paramagnetic Dy*t and diamagnetic
La?t. Previous experiments on the crystallisation process in magnetic field gradients may be
useful for the interpretation of these results [13-16].

The atomic nuclei of rare earths have vastly different interactions with neutrons. Neutron
activation analysis is a routinely performed technique for study of rare earth compounds [439].
Interactions of neutrons with the nuclei can be exploited in the method of neutron imaging,

which will be discussed below.

35Klaus Crusius (1903-1963) and Gerhard DICKEL (1913-2017) reported the separation of gaseous chlorine
isotopes with their method in 1939 [139]. Shortly afterwards, the technique was applied to heavy water
separation [434] and more critically isotope separation of uranium hexafluoride. This research was carried out
under the German nuclear research programme during the second world war, which became known as the
“Uranprojekt”. Ultimately, large scale uranium isotope separation was never achieved with this project.

36The Clusius-Dickel method was used in the early days of the Manhattan project for uranium isotope separation.
The 23U content of natural uranium hexafluoride was enriched from 0.715% to 0.86%. The low efficiency and
high heating cost of the 2100 separation columns led to its replacement by gaseous diffusion [145]. Research
in the method was largely restricted to the Eastern Bloc before 1989 [146].
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2.5. Neutron Imaging

Neutron imaging relies on the neutron attenuation properties of the sample to provide contrast
of an image. A basic sketch of a neutron imaging setup is shown in Fig. 2.13. A beam of neutrons
exits a beam guide and hits a sample. The transmitted neutrons hit a scintillator screen and are
converted to light. They pass behind the scintillator onto a mirror from which they are reflected
into a camera which records the images. With these the changes in contrast can be used to map
the attenuation properties and gain information about the composition of the sample. It is a
non-destructive technique as the neutrons only interact with the nuclei of the sample, although
care must be taken due to the possibility of induced radioactivity. These interactions with the
nuclei give the method different sensitivities compared to other attenuation methods such as
those relying on x-rays, which interact with the electrons of the atom. The interactions of the
nuclei of all elements is tabulated in the form of absorption and scattering cross sections [440].
A downside of the method is that the high neutron fluxes necessary to obtain useful images

restrict the use of the method to a limited number of high-flux neutron sources [441].

Camera
Sample
|l |
/ Mirror
Neutron Beam
Scintillator

Figure 2.13 — Basic sketch of a neutron imaging setup.

To discover the roots of neutron imaging, one must hark back to 1930s Germany [442]. Neutron
imaging was developed in 1930s Berlin®", only a few years after the discovery of the neutron by
CHADWICK in 1932 [447]. From the 1950s, neutron sources at nuclear reactors made neutron
imaging a viable method for quantitatively analysing sample compositions. Time sequenced
neutron images were first obtained with improved counting rate in the 1970s and made the
capturing of dynamic processes possible in what became known as dynamic neutron imaging3®.

Nowadays, the boom in the field of electronic imaging has proved to be fruitful for the neutron
imaging community. The availability of CCD cameras to capture the scintillator light with ever
smaller and denser pixels has enabled both higher resolutions and shorter exposure times. The

development of new scintillator materials has also further pushed these boundaries. Current

5TA patent that was granted in 1940 [443] and the first scientific publication dates back to 1946 [444]. One of
the patent holders was Hartmut KALLMANN (1896-1978), who authored the first calculations of the deflection
of polar molecules by inhomogeneous fields [197]. This laid the groundwork for the Stern-Gerlach experiment
[104,105]. KALLMANN supervised the PhD of Lieselott HERFORTH (1916-2010). They announced the discovery
of the first organic scintillator together with Immanuel BROSER (1924-2013) after the war [445,446].

38This was originally dubbed “neutron television” [448].
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conventional neutron imaging setups can reach resolutions down to 5 pm with exposure times of
minutes [449,450]. The high resolution is accompanied by a smaller field of view in the order of
1cm?. High-speed imaging with exposure times of 1s down to 1ms is achievable, but this is to
the detriment of the spatial resolution which can sink to 0.5 mm. Wavelength selective, dark-
field [451-454] and polarized neutron imaging [449,455-458] are some recent new additions to
the neutron imaging catalogue, which provide higher elemental, phase and magnetic sensitivity
respectively.

The scattering of neutrons by the sample will change the measured absorption profile and
many methods have been developed to correct for this. Some of these are of computational
nature [459], while some involve the deployment of black-body grids [460,461]. In the following,

a derivation of the expression for the neutron attenuation by the nuclei will be presented.

2.5.1. Non-Magnetic Neutron-Matter Interaction

Wave-particle duality accounts for the behaviours of both photons and neutrons. Hence, the
interaction of neutrons with matter is best understood by drawing an analogy to optics. A short
summary of the main concept is presented in which the approach in [462] is followed. The wave
function W of the neutron travelling through matter can be obtained by solving the stationary
Schrédinger equation:

72

[%V2 + V(r)] U(k,r) = EV(k,r). (2.53)

The neutrons interact with matter in two ways: with the nuclei via the strong force and
electromagnetically with a magnetic field, which can be either internal or external. In the
conducted imaging experiments with paramagnetic liquids, the former strongly outweighs the

latter. The potential of the nuclei Vi, can be approximated by a sum of Fermi pseudopotentials:

orh2
Voo (1) = mh bid(r — 1y). (2.54)

m i

This is a sum of Delta distributions centred on the nuclei r; along with their corresponding
scattering lengths b;. The neutron scattering cross sections o; and b; are related by:
o; = 4mb?. (2.55)

The interaction with a certain material can be obtained by averaging the Fermi pseudopoten-

tials over a macroscopic ensemble of nuclei with density NV:

2mh?
TN, (2.56)

Vnuc =
m

Plane waves are the solution of this Schrédinger equation:
2m[E — V(r)]

U(k,r) =exp(—ik-r) ; k(r)= — e (2.57)



48 2. Background

The alteration of the wave vector k(r) by the interaction potential also occurs in optics, where

it defines the refractive index:

k) _ Ve

nr) =" - (2.58)

This contains all information about the neutron-matter interaction. Absorption is accounted
for by an imaginary part of the interaction potential and the scattering length b is a complex
number. It follows that the refractive index is also a complex number. It can be approximated
by a Taylor expansion and decomposition of the complex interaction potential (using Equations
2.55 and 2.56):

1 ch)\Q a inc N
nal— Y s rip=1— 4 {%at o) NA (2.59)
2 2 A7

with the real d,y. and the imaginary part 5. Refraction is accounted for by the real part. The

imaginary contribution describes absorption and stems from the fact that the scattering length b;
is complex. Further decomposition of the expression into coherent scattering length b., neutron
wavelength A, absorption o, and incoherent scattering cross sections oy is possible. It follows

that an inbound wave function W, exits a material of thickness [ as:

U = exp(—ikdnuc ) exp(—kB1) Y. (2.60)

It is now straightforward to find an expression for the transmittance of a neutron beam by

dividing the absolute squared values of the outbound and inbound wave functions:

2

I v _ eXp[—(Ua + Uinc)Nl]' (261)

AL

This is none other than the Beer-Lambert law. It allows the quantification of absorbing species

T

by measuring transmission profile of a neutron beam through a sample.
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3. Neutron Imaging of Diffusing Paramagnetic Salt Solutions

Then God said, “Let there be a
firmament in the midst of the waters, and

let it divide the waters from the waters.”

Genesis 1:6-8, King James Version

3.1. Introduction

The study of paramagnetic ions in solution relies on techniques with which concentration evol-
utions can be imaged. Previous studies employed interferometry [154,155,161,162,164-166] or
ultraviolet/visible (UV-Vis) spectroscopy [158,433,463] that rely on delicate shifts in the phase
or intensity of light by the solvated ions. These changes are caused by interactions between the
light and the electrons of the ions. In contrast, neutron imaging of ionic solutions depends on
the nuclear interactions to generate a real space image. This direct method consists of meas-
uring the attenuation of a white neutron beam on passing through a liquid sample. Neutrons
interact with the nuclei, which makes the measurement element-specific, allowing the direct
study of liquids that are both miscible and visually indistinguishable under normal conditions.
Recent advances in detector systems have provided the means for neutron imaging with both
high spatial and temporal resolutions [442,464,465]. This makes dynamical neutron imaging a
viable experimental technique for visualisation of general mass transport phenomena and not
only classical diffusion phenomena, as it was in the past.

Of the above mentioned optical measurements, only the experiments analysed with a Mach-
Zehnder interferometer captured the dynamics of the paramagnetic fluid with a camera [154,
155,161,162,164-166]. In these time-resolved measurements only solutions of a single salt were
analysed, although their motivation was an eventual application in a magnetically supported
rare earth separation. For an understanding of this, an analysis of liquid systems containing
multiple rare earth ions is indispensable. More specifically, a binary system consisting of a para-
magnetic and non-magnetic rare earth salt is a suitable model to study magnetically modified
mass transport effects due to convection and diffusion.

In this chapter, the focus will lie on diffusing paramagnetic gadolinium nitrate (Gd(NOs)3)
solutions. Neutron imaging was used to track the concentration distribution of aqueous paramag-
netic GA(NOj3)3 solutions in a liquid-liquid system with a miscible non-magnetic counterpart.
There are two reasons why a solution of trivalent Gd3* ions is the perfect candidate for this
experiment.

First, Gd has the highest neutron absorption cross section of any element. Table 4 lists the
neutron absorption cross sections of the stable and naturally occurring Gd isotopes. It can be
seen that the absorption cross section is exclusively due to the odd-numbered isotopes *°Gd
(0, = 62200 barn) and %7Gd (o, = 249 800 barn), with remeasured values for thermal neutrons

published in 2019 [466]. The two corresponding neutron capture reactions are:
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1%5Gd +n — %Gd + v + conversion electrons (7.9 MeV), (3.1)

157Gd 4 'n — %8 Gd 4 v + conversion electrons (8.5 MeV). (3.2)

Each of these isotopes account for around 15% of naturally occurring Gd [440]. Accordingly,
the thermal neutron absorption cross section of elemental Gd is o, = 46 700 barn. No other ele-
ment in the periodic table has a nuclear composition that engenders a neutron absorption cross
section in this order of magnitude. The contrast of Gd solutions in neutron imaging is unri-
valled, but the low magnetic moment lanthanides Sm (o, = 5922 barn) and Eu (o, = 4530 barn)

immediately below Gd in the periodic table come close [440].

Gd isotope Abundance (%) oq (barn) Contribution to elemental o, (barn)
152 0.2 735 1.5
154 2.18 85 1.9
155 14.8 62200 9205.6
156 20.47 1.5 0.3
157 15.65 239800 37528.7
158 24.84 2.2 0.5
160 21.86 0.77 0.2
Elemental o, ~ 46700

Table 4 — Neutron absorption cross sections ¢, of naturally occurring Gd isotopes (from
[440,466]). The high neutron absorption is dominated by the odd-numbered isotopes '*>Gd
and %7Gd.

The choice of counterion for the Gd3* is also pertinent. Any salt must be both highly soluble
in aqueous environment and not liable to undergo neutron activation, which makes handling of
the sample hazardous. Gadolinium nitrate Gd(NO3)3 combines both of these properties”.

In addition to the favourable nuclear interaction, Gd3*t possesses a large magnetic moment of
7 pup by virtue of unpaired 4f electrons (see Table 3). Consequently, solutions of Gd(NOs3)s are
ideal candidates for neutron imaging of paramagnetic solutions, enabling the direct observation
of their response to magnetic fields. The interplay of convection, Kelvin force and diffusion
were monitored by variations in the neutron transmission profile. The results were published in
January 2020 [467].

39Gd(NO3)3 solution is a common neutron poison with which the reactor core can be flooded in an emergency
shutdown (SCRAM). In the reactor ruin of Chernobyl, such a solution has been intermittently sprinkled on
any neutron producing remnants beginning in 1990 until the present day.
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3.2. Methods and Materials
3.2.1. Neutron Imaging Instrumentation

The neutron imaging experiments were among the last to be carried out at the IMAGINE
station [468], which was located in the neutron guide hall of the Orphée reactor at the Laboratoire
Léon Brillouin just before its final shutdown in November 2019. A sketch of a classic neutron
imaging setup with a generic sample is shown in Fig. 2.13 of the previous chapter.

The spectrum of the white neutron beam contained cold neutrons (A = 2-20 A) from a liquid
hydrogen moderator at 20 K. These emerged from a pinhole and travelled 4 m to the detector
where the neutron flux was 2 x 10" cm™2s~!. The detection system consisted of a 50 pm thick
6LiF /ZnS scintillator, with a pixel size of 18 pm. The neutron capture reaction of 5Li causes the

emission of tritium 3H and an alpha particle:

SLi+'n — 3H + *He 4+ 4.79 MeV, (3.3)

with cross section of 941 barn for thermal neutrons. Fine particles of zinc sulfide ZnS detect the
reaction products by emission of photons in the blue part of the visible spectrum.

The converted light was reflected by a mirror into a Neo sCMOS (ANDOR) camera, which
was kept at —30°C for noise reduction. Recorded images of 2560x2160 pixels correspond to
a field of view of 46 mm x 39mm. The acquisition time of one image was usually 1 min and
the spatial resolution was in the order of 50 pm. An acquisition time of 60s was used for the
majority of the measurements. The dead time of the detection system was in the order of 2s.
Occasional fluctuations in the neutron flux of the reactor were corrected by normalising the

detected intensity in a part of the image without the sample.

3.2.2. Experimental Procedure

A sketch of the experimental setup viewed from above is shown in Fig. 3.1(a). The liquid
solutions were syringed (0.8 mm needle diameter) into quartz cuvettes (Hellma® Suprasil®) with
path lengths of 1 mm and placed 5 mm in front of the detector. The outside dimensions of the
cuvettes were 40 mm x 23.6 mm X 3.5 mm (height x width x depth).

Incoherent scattering by water molecules (oip. = 160.5 barn) was minimized by dissolving the
rare earth nitrate salts in heavy water DoO (ojpc = 4.1barn). Furthermore, an attempt was
made to remove excess water of hydration from the Gd(NO3)s3 hexahydrate crystals by heating
the salt in an oven at 65°C under inert atmosphere. For maximum contrast, the analysed
paramagnetic salt solutions were restricted to colourless and transparent Gd(NOjs)s solutions.
Densities were measured by placing 2 mL of solution on a weighing balance.

The neutron absorption cross section of Gd dwarfs the scattering cross section of D2O
(05 = 19.5barn). Thus, effects of parasitic scattering on the final signal were expected to be
weak. For the study of magnetic effects, a cube-shaped Nd-Fe-B permanent magnet of side
length 20 mm was placed adjacent to the cuvettes (2mm from the solution within). The hori-

zontal magnetic field was B = 0.45 T at the surface of the magnet and B = 0.13T at a distance
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of 5mm. A neutron blocking boron carbide (B4C) sheet in front of the magnet acted as a shield
to avoid neutron activation. The prompt activation of Dy is the most troublesome of any ele-
ments in the Nd-Fe-B magnets®.

The magnetic susceptibility of a 1M Gd(NO3)s heavy water solution (i = 322 x 1079) is
the sum of the diamagnetic D20 contribution (xp,0 = —8 x 107° [469]) and the paramagnetic
Curie law contribution of the Gd3* ions [47] (see Section 2.4.1). This value and the magnetic
field distribution of the Nd-Fe-B magnet allow the computation of the magnetic field gradient
force in the vicinity of the magnet (see Fig. 3.1(b)). The magnetic field was calculated by

approximating the magnet as two uniform sheets of magnetic charge (see Appendix A.1) [470].
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Figure 3.1 — (a) Sketch of the experimental setup (top view). (b) Calculated Kelvin force distribution
in the cuvette for a 1 M aqueous Gd(NO3)3 solution in the field of a uniformly magnetised
20 mm Nd-Fe-B cube.

3.2.3. Image Processing

All images were processed in the open source image processing package Fiji [471], which is based
on ImageJ [472,473]. An empty beam was recorded during each measurement session. This was
necessary for normalisation to the intensity of the white beam Iy. Furthermore, the electronic

noise from the dark-current I3, was subtracted from the image to obtain the transmittance:

(3.4)

The final step of the image processing was the removal of noisy pixels by using an outlier
filter. Binning groups of averaged pixels and application of a median filter served to further
reduce noise. A raw neutron image, the open beam and the transmittance image after division
are shown in Fig. 3.2.

The Beer-Lambert law describes the attenuation of the neutron beam by the Gd3* ions in
D5O:

I = Ige A% (3.5)

4OThe neutron activation of samples can be estimated with tables such as https://www.ill.eu/users/
scientific-groups/spectroscopy/useful-links/activation-table-of-elements.
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with the molar neutron attenuation coefficient e (unit: m? mol), the Gd®>* concentration ¢ (unit:
mol m?) and the sample thickness Az. Strictly speaking, e depends on the neutron energy and
the assumption of a single value for a polychromatic neutron beam is a simplification. This
approximation is not a concern, considering the fact that the neutron wavelengths constituting
the beam (2-20 A) lie within one order of magnitude of each other and the bandwidth is smaller

than the absorption spectrum.

(@) Raw Image (b) Open Beam () Transmittance

Figure 3.2 — Neutron image Processing (a) Raw neutron image. (b) Open beam. (c) The neutron
image divided by the open beam with outlier pixels are removed.

A calibration of the transmitted intensity to the Gd3* concentration was performed by re-
cording images of solutions in 1 mm path length cuvettes (see Fig. 3.3). The attenuation follows
the Beer-Lambert law up to a concentration of about 0.4 M, when the beam is almost completely
absorbed and the transmitted intensity originates predominately from incoherent scattering. An
offset exponential fit with an extra variable (b = 0.07) captures the behaviour, but quantitative

statements cannot be readily made at concentrations higher than 0.5 M.
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Figure 3.3 - Gd®' concentration calibration curve in 1 mm path length quartz cuvettes.
Transmittance values were normalised to that of a DO filled cuvette and follow the Beer-
Lambert law (broken line) up to 0.4 M. An offset b = 0.07 (solid line) is needed at higher
concentration.
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The accessible Gd®>T concentration was restricted by the high absorption cross section of cold
neutrons. In general, the cross section of neutrons decreases with velocity. Thus, o, will be even
higher than the value of 46 700 barn for thermal neutrons. It is possible to extract an estimate
value of ¢, for cold neutrons from the calibration Fig. 3.3 by expressing the Beer-Lambert law

as:

I = Iyexp (- > JZ-NAcz-Az> , (3.6)

with the Avogadro constant N4 = 6.022 x 10?® mol~!, the concentration ¢;, the neutron cross
sections o; and the path length Az. The argument of the exponential function is summed over
all elements in the path of the beam. In the calibration, the only element that contributes to the
change in attenuation is Gd and the summation is superfluous. A value of ogq = 80 700 barn
was calculated from the regular Beer-Lambert fit in the calibration curve (Fig. 3.3). This is a
reasonable value at twice the o, of thermal neutrons. For the present chapter, this was assumed
to be the cold neutron absorption cross section of Gd.

To better visualise the changes of Gd3* concentration (Acgq), the time-sequenced neutron
images can be normalised by the first image of the series. The Beer-Lambert law (Eq. 3.6)
without the sum in the exponent can be inverted to find the Gd concentration change between
the images taken at times ¢; and ts:

(3.7)

Acgq = —In (I(tQ)/I(tl)) .

ocaNaAz
3.3. Analysis of Miscible Liquid-Liquid Systems
3.3.1. Regular Diffusive Systems

The preliminary experiment consisted of a Gd(NOj3)s solution in D2O that diffused into pure
D20. In the case of an inhomogeneous solution comprising a paramagnetic and non-magnetic
component, a magnetic field gradient non-parallel to the concentration gradient alters the state of
mechanical equilibrium [74,283]. The Gd(NOs3)3 solution climbed up the side of the cuvette until
the balance between buoyancy (F, = Apg) and magnetic field gradient forces was re-established.
This can be seen in Fig. 3.4. Here, 100 pL of 0.4 M Gd(NOs3)s solution (p = 1180kgm~3) at
the bottom of a 1 mm path length cuvette was covered with 400 uL D2O (p = 1110kgm~3). A
magnet was placed at the side and the diffusion of the Gd(NO3)3 was monitored for 3h. The
magnetic field gradient drew the Gd(NOs)3 solution towards the magnet by magnetoconvection
until the skewed profile fulfils the magnetically altered state of mechanical equilibrium.

The chemical potential gradient, which in this simple one component diffusion process be-
comes the concentration gradient, drives the homogenisation of the Gd(NO3)3 in the system by
diffusion. From the assessment of the driving forces of mass transport in Section 2.2.1, it is clear
that neither the magnetic field gradient nor gravity has any effect on molecular diffusion in a
small scale system of this kind. Mixing of the liquids by diffusion continues in the presence of

the magnetic field gradient, only the profile is warped.
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An estimate for the diffusion coefficient D of 0.4 M Gd(NOj3)3 in D2O can be obtained from the
vertical concentration profile by a fit with the solution of the one-dimensional diffusion equation
(Fick’s second law: Eq. 2.21):

c(y,t) = %0 erfc<zi/%g:> , (3.8)

with the Gd3* starting concentration c. Fits of the complementary error functions (erfc) to
extracted concentration profiles are shown in Fig. 3.4(c). The value of D = 1.2 x 1079 m?s!
obtained for the non-magnetised region after 3 h is reasonable for concentrated rare earth ions
in water [474]. However, this value should be treated with caution, as the initial interface was
smeared by introducing the liquids into the cuvette before the onset of diffusion. The diffusion
coefficient from the fit for the magnetised region is higher at D = 1.5 x 1072 m?s~!. A factor
in this is the inability of the one-dimensional expression to account for horizontal component of

diffusion from the warped concentration profile.
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Figure 3.4 - Neutron image of a 1mm path length quartz cuvette with 100puL 0.4 M
Gd(NO3)3 solution overlain with 400 pL of D2,O. A 20 mm magnet cube to the right
skews the Gd®* concentration profile. (a) After 3min (b) after 3h. (c) Fits of Eq. (4)
to the vertical cross sections (broken lines in neutron images) of the concentration profiles
3mm (VB # 0) and 19mm (VB = 0) away from the magnet show good agreement and
the diffusion coeflicient D can be obtained.
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The data are described rather well by the complementary error function. But the detected
cid at short times, below the GA(NO3)3 — D2 O interface, lie under the Gd(NOs3)3 concentration
plateau predicted by the theory (Fig. 3.4(c)). The effect of this discrepancy was analysed by
calculating the concentration change with respect to the first image of the diffusion process
(Fig. 3.4(a)). This was extracted with Eq. 3.7 and is shown in Fig. 3.5. The vertical changes in
concentration along one line close to the magnet and one further away, are plotted in Fig. 3.5(b).
In this, an asymmetry between the vertical minimum and maximum Acgq values can be seen
in Acgq for both x-positions. The magnitude of Acqq in the DoO which gains Gd3* is higher
than in the Gd(NO3)3 solution, which loses Gd3*, by approximately 30 mM. This is unphysical,
because the overall concentration should remain constant. An uncertainty of around 5% is
expected in the extracted cgq values for 0.4 M solution, if such a sharp interface between areas
of high and low transmittance is present.

The most probable explanation for the measured Gd(NO3)s3 deficiency below the interface is
the detection of scattered neutrons from above the interface. These hit the detector in this area
and create a higher transmittance than expected based on the absorption. This is most noticeable
in the region around 0.4 M, which is most sensitive to slight changes in intensity (see Fig. 3.3).
Such edge effects in areas of the neutron image in which the transmittance undergoes abrupt
changes are common. It was refrained from showing images converted to Acgq for this reason.
Correction algorithms for the intensity due to vagabonding scattered neutrons exist [459], but
these were not employed at the IMAGINE station. This should be kept in mind for quantitative

statements, but for qualitative conclusions this is of no concern.
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Figure 3.5 — Concentration change due to Gd(NOs3); diffusion in D50. (a) Neutron image con-
verted to Acgq with respect to the first image in the time series. The image shown was
obtained by applying Eq. 3.7 for the neutron images shown in Fig. 3.4(a—b). (b) Plot of
the temporal evolution of Acgq along the vertical lines shown in (a).

Back to the physical interpretation of the results: The diffusion of the Gd(NO3)3 continuously
augmented the density profile of the solution. This in turn meant that the condition of mechan-

ical equilibrium dictated by gravity and the magnetic field gradient (Vpxg+puoVM x VH < 0)
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underwent permanent changes. Slow diffusion and a succinct convective flow occur together to
impose thermodynamic equilibrium on the one hand and mechanical stability on the other. The
time which it takes to impose the thermodynamic equilibrium is unchanged by the magnetic
field gradient.

The expected concentration evolution due to pure diffusion from 0.4M Gd(NOs)sz can be
calculated with Eq. 3.8. For D = 1.2 x 1079m?s~! and an initial 10 mm column, the evolution
is depicted in Fig. 3.6. Mixing by diffusion is a slow process. It will take several days for the
Gd(NO3)s to uniformly distribute throughout the cuvette. Gradients of the chemical potential,
which in this case is equivalent to the concentration, are only acute for an initial step-like profile

and quickly tail off.
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Figure 3.6 — Theoretical evolution of Gd(NOs3)s concentration by pure diffusion from a
10 mm high column of 0.4 M solution. The lines show the function from Eq. 3.8
with D = 1.2 x 1079 m?s~!. The smearing out of the interface takes place within 1h, but
substantial mixing by diffusion takes several days.

3.3.2. Double-Diffusive Systems

The results with a single diffusing paramagnetic species in the previous section were unsurprising.
However, the addition of a non-magnetic solute to the D2O changes the situation profoundly. A
binary system of Gd(NOj3)s and yttrium(III) nitrate (Y(NOs)s3) solutions was chosen as a model
system for rare earth ion diffusion with a paramagnetic and non-magnetic component.

The first thought is that the density difference between the Gd(INOj3)s solution and the non-
magnetic heavy water can be adjusted by dissolution of Y(NOg)s in the D2O, which is trans-
parent to neutrons (o, = 7.0 barn [440]). Decreasing the density difference leads to more vig-
orous magnetically induced migration and facilitates magnetic confinement. This can be un-
derstood by inspecting the condition of mechanical equilibrium in a magnetic field gradient
Vopxg+uVM x VH ) (Eq. 2.42 in Section 2.2.3). For small values of Vp, this equation is
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only possible to satisfy if VM and VH are close to parallel. The Gd(INO3)s solution will follow
the profile of the magnetic field gradient force shown in Fig. 3.1, a process dubbed magnetic
confinement [47].

If the density of the Gd solution is higher than that of the Y solution, the removal of the magnet
before homogenisation has taken place prompts a buoyancy-driven Rayleigh-Taylor instability
and the Gd solution plunges to the bottom of the cuvette in a matter of seconds. This entails
mixing of the salt solutions by advection of the solutes. Magnetic levitation of paramagnetic
salt solutions has been used in the past, to create perfect starting conditions for the study of
such Rayleigh-Taylor instabilities [475,476].

A different situation arises when the density difference is inverted and the Gd solution floats
above the Y solution. This situation was studied here. Such a system was created by injecting
75nL 0.4M Gd(NO3)s solution on top of 300 L 1.3M Y(NO3)s solution (p = 1320kgm~2) in
a 1 mm path length cuvette (see Fig. 3.7). Shortly before this 100 uL. 0.5 M Gd(NOs3)3 had been
injected into the same solution in another cuvette. The two cuvettes containing these binary
salt systems can be seen in Fig. 3.7.

(b) (0
g 02:30 hh:mm

0.50

0.38

0.25

(d) (e)

Coq (MoI/L)

0.12

|
|
|
I

Figure 3.7 — Two 1 mm path length quartz cuvettes with 75 uL 0.4 M Gd(NO3)s (left) and 100 uL 0.5 M
Gd(NO3); (right) above 300 L of 1.3M Y(NO3)s3 (p = 1320 kgm—3). Gd(NOs3)3 solutions
were injected above the Y(NOs)s solution surface in the left cuvette and below it in the
right cuvette. Salt fingers form in both systems and mix the solutions within 7h. Left
cuvette: The surface profile is caused by capillary forces. The salt fingers begin to form at
the side of the cuvette and propagate inwards.

From a diffusion point of view, these systems are expected to be mechanically stable. Pro-
tracted mixing by diffusion should eventually homogenise the ion concentration. In reality, the
experiments showed that the system was dynamically unstable and the interface between the
salt solutions was destroyed much faster than the smearing by diffusion. This can be seen in
Fig. 3.7. A collective instability of cascading finger-like structures forms on the interface between

the salt solutions within minutes of the creation of the system. At first, this is difficult to see
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due to the limited resolution of the neutron imaging setup. It becomes apparent for the right
cuvette after 1h (Fig. 3.7(b)) and also for the left cuvette after approximately 2.5h (Fig. 3.7(c)).
This phenomenon is known as a salt fingering instability [241,244,477-488]. The salt fingers
substantially mix the solutions within 7h. This is much faster than pure diffusion, which would
take days (see Fig. 3.6).

Salt fingering instabilities are encountered at the interface of solutions that diffuse into
each other at unequal rates*!.
Gd(NO3)s3 /Y(NO3)s system is presented in Fig. 3.8. The left image shows the initial situation
with the lower concentrated 0.4 M Gd(NOs3)s solution overlaying the 1.3 M Y(NOs)s solution.
Both solutions are separated by a sharp horizontal interface and the system is mechanically
stable. The crux is that the diffusivity of Y3* in the 1.3 M solution exceeds that of the Gd3+
in the 0.4M solution. It follows that Y(NOs)s will diffuse laterally into small portions of
Gd(NOg)3 solution that cross the interface. This is illustrated in the zoomed in area of the

A pictorial explanation of the formation of salt fingers in the

interface in the middle of Fig. 3.8. The increase in density of this small parcel of Gd(NO3)3 due
to the gained Y(NOs3)s makes the Gd(NOg3)s3 solution plummet in form of organised fingers,
which continue to leech Y(NOg3)3 from their surroundings during their descent. These transport
the Gd(NOs)3 advectively, two orders of magnitude faster than regular diffusion and trigger a
stratification with neighbouring fingers that rise thanks to the buoyancy acquired by the loss of
Y (NO3)s . This vertical stratification is shown in the right panel of Fig. 3.8. It is quite resilient
to disturbances and only disappears once it has been washed out by horizontal diffusion or the

fingers dissipate, upon hitting a solid obstacle such as the bottom of the cuvette.
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Figure 3.8 — Explanation of salt finger formation. Left: 0.4M Gd(NOgs)sis placed above 1.3
Y(NOs3)3 solution. The system is destabilised by faster diffusing YT that diffuses into any
portion of Gd(NOj3)s solution, which crosses the interfaces (see the magnified interface).
This forms a salt finger of higher density, which is pulled down by gravity. Adjacent fingers
of lower density rise. Right: The salt fingering field, which is caused by the double-diffusive
convection. Vertical salt fingers protrude far into the Y(NOg3)3 solution.

41Salt fingering instabilities had their genesis in oceanography. Double-diffusive convection is particularly import-
ant in thermohaline convection (thermo-: temperature; -haline:salinity) [479,489]. It successfully explains both
temperatures and ion concentrations in the oceans [490]. The explanation of these thermohaline instabilities
is that the thermal diffusivities of salt solutions are around 100 times higher than the mass diffusivities. The
consequences were first observed in an experiment called the “salt fountain” by STOMMEL in 1956 [491]. The
explanation of the observations was later given by STERN [492]. Further modification by horizontal shearing
was then reported [478].
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Hence, diffusion can destabilise a mechanically stable system in which the density decreases
upwards and mix the solutions on a faster timescale by convection. The irony is that gravity pulls
the denser parcel of fluid downwards in the gravitational potential to re-establish mechanical
equilibrium. In doing so, it is enabling increased diffusion by maximising the interfacial area
between the salt solutions and the density will increase even more. Thus, a salt fingering
instability can be understood as a self-amplifying process.

Herbert HUPPERT derived a general criterion for the appearance of salt fingering instabilities

[481,493]. It is necessary for the ratios () of the salt diffusion coefficients to fulfil this inequality:

: 3/2 A
3/2 ( Dy ) _ Apy
T = —=—— >R, = , 3.9

Dcq " Apaa (3.9)

with the right side of the expression defined by the ratio of initial density excesses due to the
rare earth nitrates Apy/Apgq. The observations of the instability in Fig. 3.7 indicate that the
system of 0.4 M Gd(NO3)3 — 1.3 MY (NO3)3 — D20 fulfilled the condition.

At infinite dilution in HoO, the diffusion coefficients of the lanthanides decrease from 0.62 x
1072 to 0.55 x 1072 m?s~! [494,495]. The decrease in D along the lanthanide series seems to
follow the lanthanide contraction and Y37 diffuses as a heavy rare earth with 0.55 x 10™? m? s~
All in all, these diffusion coefficients are similar. In contrast, the nitrate ion NO3 is more mobile
with D = 1.9 x 1079 m?s™! at infinite dilution [474]. Hence, the diffusion coefficients of the rare
earth nitrates are dominated by the heavy trivalent cations. Evidently, the inequality given by
Eq. 3.9 is fulfilled and Dy at ¢ = 1.3 M must rise above Dgq at ¢ = 0.4 M. A lower boundary for
Dy of 1.3M Y (NO3)3 solution in D20 can be estimated from the density changes due to the salts
Ap (in kgm™3) and the diffusion coefficient Dgq of 0.4M Gd(NO3)3: Dy > (%)2/3DG(1 =
(%)2/3 x 1.2 x 1079m?2s7! ~ 2.4 x 107?m?s7 L. Ostensibly, 1.3M Y(NOj3)3 has to diffuse at
least twice as fast as 0.4 M Gd(NOs)s . Precise values are difficult to obtain, because accurate
specific gravities of the rare earth nitrates in DoO solutions are unknown®2.

An important point is that the original nitrate salts were not anhydrous. There will have
been HoO molecules in the solutions from the hexahydrated ions. In reality, the system
was tertiary Gd(NO3)3 —Y(NO3)3 —D30—H20. The density changes due to diffusion of HoO
(M= 18 gmol~!) are less severe than Y3+ (M= 88.9gmol!) and Gd*T (M= 157.29 gmol 1).
However, there will have been effects on the diffusion coefficients of the ions, which are slightly
higher in HoO due to lower viscosity. Diffusion of Y3* into the Gd(NO3)3 layer may have been
accelerated by an imbalance of HoO. An exchange of DoO—Hs0O molecules between the 1 mm

thick meniscus and ambient moisture will also have taken place over time [499].

42The specific gravities measured with the weighing balance were compared with literature values from pycno-
metric measurements in regular aqueous solutions [496-498]. The densities measured here agree rather well
with the literature values.
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Effect of Magnetic Field Gradient on Paramagnetic Salt Fingering

Next, the effect of a magnetic field gradient on the Gd3T/Y3* salt fingering was analysed.
To investigate this, 100pL 0.4M Gd(NOj3)s solution was injected on top of 300pL 1.3M
Y(NO3)3 solution (p = 1320kgm™—3) (see Fig. 3.9(a)). After 1h the system was beset by the
salt-fingering instability again (see Fig. 3.9(b—c)). Left to its own devices, the vertical strati-
fication persists for over 8 h as before (see Figs. 3.9(c)). The fingers are approximately 1.2 mm
wide (see cross sections in Fig. 3.9(g)). Viscous friction between the liquid and the cuvette walls
plays a role in the horizontal scale of the individual fingers, which is inversely proportional to
the cell gap width [500]. Thus, a horizontal expansion of the fingers beyond the gap width is
achievable in thin cuvettes.

A magnet next to the cuvette erases the stratification and re-establishes a dynamically stable
system by capturing the paramagnetic solution (see Figs. 3.9(d) and 3.10). This does not reverse
the mixing that has occurred and the Gd®* ions can be seen to continuously diffuse into the
Y (NO3)3 solution. The magnetic field gradient merely prevents the collapse of the liquid-liquid
interface. Nonetheless, the system undergoes an immediate change upon its withdrawal (see
Fig. 3.9(e)). Bereft of the confining magnetic field gradient force, the boundary between the
solutions is once again disrupted. The ensuing release of the paramagnetic liquid is accompanied
by convective mixing of the solutions amidst which the salt fingering instability can be witnessed

anew. After two hours the system equilibrates as homogenisation sets in (see Fig. 3.9(f)).
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(a—f) Neutron images of 100pL 0.4M Gd(NOg3)3 above 300pL 1.3M Y(NOg3)s solution
(Ap = 140kgm~3) in a 1mm path length quartz cuvette. The view is restricted to
the area below the surface in the vicinity of the liquid-liquid interface. (a) 2 min after
the Gd(NOj)s solution is suspended above the Y(NOg3)s surface. (b—c) Double-diffusion
imposes Gd salt fingers which protrude into the Y(NOj3)s solution after 90 min and begin
to sink due to the loss of buoyancy. The fingers have a diameter of 1.2mm and persist
for over 8h. (d) A cubic 20mm magnet at the side of the cuvette halts the instability
growth and destroys the stratification instantly (¢2: time since magnetisation). (e—f) Once
the magnet is removed, the control over the Gd(NO3)s is relinquished and it fans out. The
system snaps back into the stratified state in less than 10 min and the cascading salt fingers
homogenise the mixture after 2h (¢3: time since removal of magnet). (g) Horizontal cross
sections (broken lines in the neutron images) of the salt fingers in (b), (c¢), and (e) show a
width of ~1.2mm and a periodic variation of the Gd** concentration by ~0.02mol/L.
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The magnetic field gradient was able to interrupt salt fingering instabilities, which sug-
gests that it will also prevent them from happening in the first place. To prove this, 50 nL
0.5M Gd(NO3)3 solution (p = 1200kgm~3) was placed above 800puL 1.3M Y(NOs3)s solution
(p=1320kgm—2) in a 2mm path length cuvette with the 20 mm magnet cube adjacent from
the onset. The situation is shown in Fig. 3.10 with a montage of the entire process in Fig. 3.11.
The concentration calibration performed for the 1 mm cuvette (Fig. 3.3) is no longer valid for
higher path lengths. Instead of cqq, the images show the negative logarithm of the transmit-

tance —log(T), which is proportional to the Gd3* concentration.
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Figure 3.10 - 50 L 0.5M Gd(NO3)3 solution (p = 1200kg m—3) above 800 pL 1.3M Y(NO3)3 solution
(p=1320kgm~2) in a 2mm path length quartz cuvette. The acquisition time was 80s
for this measurement. The calibration from Fig 3.3 is not valid for path lengths above
1mm. Therefore, the negative of the logarithm of the transmittance is shown. (a) The
Gd(NOj3)3 drop migrates to the cubic 20 mm magnet at the side of the cuvette within
2min. (b) The trapped drop in the magnetic field gradient (see Fig. 1(b)) gradually
diffuses into the Y(NOj)s solution over the course of 4.5h. (c) Salt fingers appear im-
mediately after removal of the magnet at ¢ = 4h30min. (d) At ¢ = 6h10min, the
stratification disappears after placing the magnet next to the cuvette again.

Magnetoconvection pulls the Gd(NOs)s solution into the magnetic field gradient during the
first hour of recording and the Gd(NO3)3 forms the contour of the field gradient (Fig. 3.3(a-b)).
Diffusion from this interface continues throughout the convective flow. This gradual washing out
of the interface is much slower than the fingering instability without the magnetic stabilisation.

Once the magnet is removed after 4.5h, the system jumps directly to a mechanically unstable
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state (Fig. 3.9(c)). The lower density Gd(NO3)s solution tries to spread over the higher density
Y (NOg3)3 solution. It is only partially successful in doing this, as it is pulled apart by a vertical
stratification of salt fingers. It can be seen that the longest salt fingers close to the wall, where
the magnet had trapped the Gd(NOg)s, have disintegrated upon hitting the bottom of the
cuvette, spilling their advectively transported Gd(NOs)s . After approximately 90 min of salt
fingering, the magnet was returned to its original position and the instability was destroyed.
The Gd(NO3)s solution organises itself more towards the right hand side of the cuvette with
the magnetic field gradient, but no enrichment of Gd(NOs)s3is possible and regular diffusion

continues.
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Figure 3.11 — Montage of the 0.5 M Gd3* /1.3 M Y3T system shown in Fig. 3.10.
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The effect of the magnetic field gradient in curtailing the salt fingering instability can be
understood by inspecting the condition for its appearance (Eq. 3.9). The magnetic field gradient
augments the excess density Apgq caused by the dissolved Gd(NO3)s in the D2O. In a magnetic
field gradient, the apparent density of the paramagnetic fluid will be lower, which allows the
combatting of density difference convection. For intense field gradients, Apgq can even become
negative and the Gd(NOs)sis levitated above the pure solvent. It is clear that for small or
negative values, Eq. 3.9 can never be satisfied. Consequently, the interface will not collapse and
only regular diffusive mixing without the fast convective motion is possible.

Up to now, the Gd(NOs3)s /Y(NOs3)s systems were all created with initial step-like density
profiles. These cause a sharp transition in the buoyancy that the salt fingers experience once
they cross the diffuse interface. A further experiment was carried out with a smoother density
gradient. The liquid sample holder was a 1mm path length quartz cuvette with a width of
9mm (see Fig. 3.12). There are many ways to create constant density gradients [501-503]. The
method of choice is known as the “double bucket” technique®® and was invented by Gerald
OsTER* [483,484,501-503].

Filling a 350 pl. cuvette with a path length of 1 mm by this method is challenging and the
reliance on DO further complicates matters. A compromise was reached by injecting regular
water HyO (p = 997kgm—3) before the Gd(NO3)3 solution. A density gradient can form during
the rising of HyO to the surface by buoyancy. A 20 mm Nd-Fe-B magnet cube was placed to the
right of the cuvette to capture the Gd(NOj3)s solution in its stray field and further submerge it.
By adding regular water, the role of HoO in the tertiary Gd(NO3)3 — Y(NO3)3 — D2O—H20
system is amplified. The presence of another diffusing species in form of the HoO complicates
the interpretation and the discussion of the results will be qualitative.

First, 100 uL of 1.7 M Y(NO3)3 solution was inserted into the cuvette. Then, 100 uL of HoO
was layered on top. Finally, 150 pL of 0.5 M Gd(NO3)3 solution was injected on top of the water
to fill the cell to the brim. It was pulled under the HoO by gravity and the magnetic field
gradient. Diffusion then created a density gradient in the top part of the cuvette. The regions of
different density gradient are shown as two arrows on the right side of the cuvette in Fig. 3.12(d).
The system was equilibrated for 30 min to establish a smoother vertical density gradient and
ensure sufficient magnetoconvection into the field gradient. The HO gravitated towards the
top, while the Y(NO3)3 solution circumfused the trapped Gd(NOj3)s solution. Then the magnet
was removed.

Neutron images in light of the elimination of the magnetic field gradient are shown in Fig. 3.12.
The images were acquired every 5s with a dead time of 1s, which lowered the resolution. Coupled

with the strong incoherent scattering due to HoO, this meant that a reliable conversion to Gd3*

43The technique consists of two buckets connected in series. Both contain miscible liquids: one with a high
density and one with lower density. For the creation of the smooth density gradient, liquid is withdrawn from
the high density bucket, which is constantly refilled by the low density liquid.

4 Gerald OSTER (1918-1993) was an American physicist who held professorships in polymer science and bio-
physics. Apart from his scientific accomplishments OSTER was renowned for his activities as an artist with a
penchant for psychedelic art. Galleries in the mid 1960s would frequently exhibit his works that were inspired
by his experiments in photopolymerisation as op art. In the 1980s he retired to Haiti, where he lived for 10
years until he succumbed to wounds sustained during a robbery.
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concentration could not be performed. The negative logarithm of the transmittance, which is
proportional to caq is shown instead. The original location of the magnet prior to its removal
is shown in Fig. 3.12(a).
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Figure 3.12 — Formation of horizontal salt fingers in a system of 1.7M Y(NOj3);, 0.5M
Gd(NOs3)3 and H20. The H50 served to create a smooth vertical density profile. The
images show —log(T') « cqq, after the removal of the 20 mm magnet. (a) Situation 1min
after the withdrawal of the magnet. Its original location right of the cuvette is shown.
(b—c) The first two Gd(NOg3)3 salt fingers treacle down into the Y(NOs)s solution. (d-f)
The interface of the Gd(NO3)s solution is ripped up by horizontal salt fingers that remain
static in the density gradient. (g—h) The horizontal salt fingers are washed out by diffusion
and the stratification disappears.

The images show a system that is near static in the first minute after the magnet removal
(Fig. 3.12(a)). This is in contrast to the case shown in Fig. 3.10, where the Gd(NOs3)s spread
horizontally over the Y(NOs3)s solution after the loss of the stabilising magnetic field gradient.
Here, the Gd(NOj3)s solutions remains practically stuck to the right side of the cuvette at first.
But the apparent stability in Fig. 3.12(a) is ephemeral and the first two vertical salt finger appear
below the Gd(NO3)3 solution after 1 min (see (b—c)). The Y3* ions latch onto these fingers and
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they drop to the bottom of the cuvette within a matter of seconds, pouring Gd(NO3)3 onto the
cuvette floor.

A more remarkable observation is the formation of horizontal salt fingers in the top part of
the cuvette with the smooth density gradient. These are difficult to discern in (c¢), 3min after
the magnet removal. After 16 min they become prominent in (d) and are visible for an hour
afterwards. The Gd3* concentration resembles the left half of a Christmas tree before it is
washed out by diffusion.

The results show that buoyancy is critical in dictating the direction of the salt fingers. At the
horizontal interface between the Gd(NO3)sz and the Y(NOs3)3 towards the bottom of the cuvette,
vertical salt fingers still formed as before. On the vertical interface of the Gd(NOjs)s drop,
which was near the middle vertical line of the cuvette, the situation was different. The
Gd(NO3)s solution was initially in a mechanically stable position and resisted departure from its
convex shape. Mechanical stability is ensured by the H2O, which has created a smooth vertical
density gradient together with both Gd(NO3)3 and Y(NO3)s . If there is such a density gradient,
the salt fingers will not be able to minimise their potential energy in the gravitational field by
dropping downwards. Instead the Y(NOg3)s will eat into the Gd(NO3)3 solution horizontally and
the fingering instability will be driven purely by diffusion. This is still self-amplifying, as the
area exposed to the Y(NOg3)s nitrate solution keeps increasing as the finger grows.

The stratification reached its greatest extent after 30 min and was washed out by diffusion
after approximately two hours. The transmittance in the top part of the cuvette was still lower
than in the Y(NO3)3 solution below after 2h. This was in part due to incoherent scattering from
water, but the vertical density gradient clearly delayed the mixing by gravity.

Horizontal salt fingers and the formation of a Christmas tree pattern have been previously
observed. For example, when a stratified salt solution with a vertical salinity/density gradient is
heated by a point source from below, horizontal salt fingers will also grow [484]. They emanate

from the rising sharp plume of hot and salty solution that contracts while rapidly cooling off.

3.4. Conclusion

The experiments showed that a pre-existing concentration of paramagnetic fluid in some region
can be redistributed within a miscible liquid by a magnetic field gradient. It is well known that
the stray field of a permanent magnet can upset mechanical equilibrium and cause magneto-
convection to deform the paramagnetic solution in the field gradient. In systems of miscible
solutions, a concentration gradient will drive mixing by diffusion. This was shown for Gd3+
ions that diffused from a magnetically skewed profile of Gd(NO3)s solution into D2O. Slow mag-
netoconvection occurs to balance any changes to the mechanical equilibrium by the diffusing
Gd(NO3)3 concentration profile.

The situation for multi-component diffusion is more complex. A tertiary system of 0.4 M
Gd(NO3)s — 1.3M Y(NOs3)3 — DoO—H30 was shown to be dynamically unstable, prone to
the formation of salt fingers at the interface between the rare earth nitrate solutions. Double-

diffusive convection causes this stratification and the homogenisation is driven by the descent of
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the fingers in the gravitational field. As the diffusion coefficient is inversely proportional to the
viscosity, which is 25% higher for DO than Hy0O, solutions with regular water are also expected
to be unstable. Instabilities between aqueous solutions and those with organic solvents, such as
ethanol or glycerol, are likely to form.

It was shown that the magnetic field gradient precludes double-diffusive convection by stabil-
ising the interface between the paramagnetic and non-magnetic solution. This is accomplished
by shifting the condition for mechanical equilibrium in such a way that it is energetically unfa-
vourable for the fingers to form. For a horizontal boundary, the fingering instability will grow
in the direction of gravity and be accompanied by a loss in potential energy [504]. Any mag-
netic field gradient of sufficient strength, which is non-parallel to gravity, will prohibit the salt
fingering instability. An anti-parallel magnetic field gradient, as is the case when the magnet is
places on top of the cell, will also prevent the fingering instability.

The implication of the increased stability against salt fingering instabilities is relevant to
research on magnetic separation of rare earth ions. Even minor differences in diffusivity can
precipitate salt fingering instabilities. The diffusion coeflicient of the rare earth ions are similar
at infinite dilution, but substantial changes are encountered when their concentrations vary or
solutions with different solvents come into contact. If left unchecked, double-diffusive convection
can mix separated solutions of rare earths.

This is particularly pertinent when natural convection is invoked via heating. The thermal
diffusivity (k = 107" m?s~!) of a salt solution is roughly 100 times higher than its mass diffusivity
(D =10"?m?s1). Hence, salt fingering instabilities can form by rapid cooling of hot and salty
layers above cold and fresh ones. Input of thermal energy created density gradients in the
original magnetically aided thermodiffusive separation reported by Ida and Walter NODDACK.
Magnetoconvective flow was able to alter the thermodiffusive processes in these experiments.

More recently, thermal energy has also been used to evaporate water from the surface of
paramagnetic rare earth solutions [154,155,161,162,164-166]. A magnet above the surface is then
able to levitate the enriched layer above the bulk solution. The potential role of thermohaline
double-diffusive convection to these experiments can be understood from the 2020 paper by the
ECKERT group titled “Stability criterion for the magnetic separation of rare-earth ions”. In
this publication, LEI et al. report a maximum enrichment of 30 mM in the evaporation layer
from 0.5 M bulk solution of DyCls. However, this layer begins to leak Dy>* ions vertically after
around 30s from a hydrodynamic instability at the apex of the convex magnetically enriched
contour (see Fig. 3.13). Further evaporation refreshes the concentration in the enrichment layer,
but the instability sets a natural boundary to the extent of the enrichment layer.

The authors explained the observed instability in their following publication [166] as a
Rayleigh-Taylor instability of the enrichment layer brought about by magnetoconvection vor-
tices into the magnetic field gradient. This downward flow of the DyCls solution can pick up
enough kinetic energy to escape the magnetic field gradient and sink with gravity. This effect
may be amplified by a heated top layer and thermal contraction thereof. Thermal diffusion will
cool down the warm enriched solution on the top within seconds, which increases the density.

This is accompanied by decreased buoyancy and a salt finger is formed. The Dy3* ions are
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unable to escape the salt finger on such short timescales because this is governed by slow mass
diffusivity. The threat of instability due to thermohaline salt fingering instabilities can be ex-

pected to remain in the presence of a magnetic field gradient.
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Figure 3.13 — Observed hydrodynamic instability in magnetically levitated evaporation
layer of HoCl; (From [165]). The bulk solution has a concentration of 0.5 M
and a 10 mm cube magnet is above the surface. (a) A strand of 2mM solution
breaks free of the magnetic confinement and drops to the cell, 30s after the enrichment
layer is established. (b) The entire enriched layer from which the instability forms is
shown with a different concentration range. (¢) Formation of the instability. Reproduced
with permission from [165]. Copyright 2020, American Physical Society.

Besides the relevance for magnetic rare earth separation, salt fingering instabilities with a
paramagnetic component are of general interest in ferrohydrodynamics. Magnetically driven
diffusion instabilities of ferrofluids were discovered in the early 1980s in Latvia [505,506] and are
still under active investigation [507-510]. The experiments are performed in Hele-Shaw cells,
which have a thin gap. It was shown that a magnetic field can profoundly influence the growth
of these double-diffusive instabilities [507-510]. Images of magnetically driven micro-convection
in a Hele-Shaw cell reported by ERGLIS et al. in 2013 [507] are shown in Fig. 3.14. The rivalry
between gravity, diffusion and magnetic forces lies at the heart of further investigations for fer-
rofluids. Such micro-convective flows are interesting for any envisaged microfluidic application.

For ferrofluids with y ~ 1, modest homogeneous magnetic fields of 1mT are enough to
accelerate or even drive these instabilities (see Fig. 3.14) [507,511]. In the case of paramagnetic
salt solution x ~ 103 stronger fields are necessary to influence the interface. The modification

of the free surfaces of paramagnetic liquids by normal Maxwell stress contributions has recently
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been demonstrated in sessile drops [512,513] and as oscillatory magnetic deformations [514]. In
addition, the diffusion coefficients of ions are two order of magnitude higher than those of the
colloids in ferrofluid. Different ionic diffusion coefficients could also be obtained by employing
organic solvents for the solutions. Whether a magnetic effect could be measured for paramagnetic

salt fingering instabilities is an open question and could be a topic of a concerted study of rare
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earth solutions.
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Figure 3.14 — Magnetically created fingering instability between a magnetic ferrofluid and
miscible non-magnetic water-glycerine mixture in a Hele-Shaw cell [507]. The
magnetic field is shown in Gauss (1 G = 107* T). It points out of the image plane and the
images with the threshold value for the magnetic instability (4.5 G) are framed in green.
Reproduced with permission from [507]. Copyright 2013, Cambridge University Press.

Such a study would only make use of neutron imaging in the unlikely event that there were
to be an interest in solutions of D2O. Although it was shown that neutron imaging is a viable
method for capturing quasi two-dimensional convective and diffusive processes in solutions con-
taining Gd®* ions, this is not the experimental technique of choice. Comparatively low temporal
resolution and spatial resolution in the order of 50 pm stand in the way of obtaining high quality
time-resolved images. Furthermore, the presence of neutron scattering hampers the quantitat-
iveness of the obtained data. Most importantly, it is an expensive method and limited to only
around 50 stations at neutron sources worldwide [441]. A significant number of these have low
flux and are unsuited for dynamic imaging.

Interferometric techniques are clearly much more suitable to study solutions of a single com-
ponent. In multicomponent system with two rare ions, interferometric analysis becomes more
difficult because the phase shifts are often similar. Usually, real space image with a high resolu-

tion camera can be employed instead of interferometers. For this to work, one of the rare earth
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solutions must have a colour. If both solutions are colourless, as was the case for Gd(NOs)3 and
Y(NO3)s3, a slowly diffusing dye can be added. Alternatively, illumination with ultraviolet light
can be employed. The classic choice would be to use either shadowgraph or Schlieren techniques.

If neutrons are chosen to image Gd3t concentration, radiographic imaging with cold neutrons
is discouraged due to the restrictively low concentration and path length ranges. This is caused
by the absorption cross section, which is twice that for thermal neutrons. Thus, imaging Gd
with thermal neutrons is preferable in most situations. Ideally, Gd*>T concentration would be
imaged in porous media, which are inaccessible to optical techniques. The penetrative properties
and great sensitivity of the neutrons to Gd shine in such a study. This is the topic of the next

chapter.
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4. Neutron Imaging Capacitive Deionisation of Paramagnetic

Solutions

Nichts ist drinnen, nichts ist draufSen;

denn was innen, das ist auflen.

JOHANN WOLFGANG VON GOETHE
(1749-1832), Epirrhema

4.1. Introduction

The previous section dealt with binary systems containing paramagnetic Gd(NOj3)s solutions.
These were created artificially and the system reimposed thermodynamic equilibrium by diffu-
sion, which was assisted by convection in multicomponent diffusive systems. Magnetoconvection
of a paramagnetic solution in magnetic field gradients only occurs when a concentration gradient
of the paramagnetic ion species is present. To create this, the concentration term in the chem-
ical potential RTIn(a;) (with RT = 2.5kJmol™! and the activity a;, see Section 2.1) must be
overcome by introducing energy into the system [172,515-518]. This is in the order of kJ mol~!
for concentrated solutions, whereas the magnetic energy for a Gd(NOs3)3 solution in a magnetic
field of 1T is Epag = ﬁBQ ~ 130mJ mol~! (with x = 330 x 10~ m3mol~! [47]). Magnetic
forces can deform the bulk paramagnetic fluid or move it in a gravitational potential. An ex-
ample for the Kelvin force distribution for Gd®* ions in the stray field of a permanent Nd-Fe-B
magnet is shown in Fig. 4.1(a). The Kelvin force can reach 1 Nmol~! for paramagnetic solution
in common field gradients.

In comparison, ions in electrostatic potentials ® =~ 10 mV have sufficient energy to overwhelm
the concentration term. For trivalent ions (valence charge Z = 3), the energy at ® = 10mV is
E, = ZF® =29kJmol™!, with the Faraday constant F' = 96 485 C mol~!. The driving force on
ions is generated by gradients of the electric potential V® and the subsequent movement is known
as migration (see Section 2.2.1). The corresponding expression for the force is Fyy = —FZV®.
An electric double layer forms at the interface between a charged electrode and an electrolytic
solution. This region is of the order of 3nm with a potential gradient of V& = 10" Vm~! [173].
Hence, the resulting forces*®, ~10'2 N mol~!, are sufficiently gigantic for charge separation, and a
mass transport-limited diffusion layer is formed through which the ions travel. Thus, a current
with a diffusion and migration component flows. The current distribution in a cell with two
cylindrical electrodes is shown in Fig. 4.1(b).

An energy-efficient approach for the continuous removal of ions from water is capacitive de-
ionisation [321,326], which was introduced in Section 2.3.4. This relies on the immobilisation
of ions in the electric double layer of porous electrodes with enormous surface areas. Once the
pores of the electrodes are filled, the fully charged electrodes can be discharged and the ions

are released into the surrounding liquid. Then, the cycle begins anew. This cyclic process, in

4>These values are for illustrative purposes. In general, the potential between differing media is thermodynamic-
ally defined, not electrostatically [168,179]. The definition of an artificial electrostatic force does not hold.
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which the ions are not transformed into a solid, makes the procedure more attractive for hard
to plate ions, such as trivalent rare earths. What is more, capacitive deionisation is far more

energy efficient than a desalination based on evaporation.
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Figure 4.1 — (a) Kelvin force distribution for Gd** ions in the field of a uniformly magnetised 20 mm
Nd-Fe-B cube. The magnetic charge model was used [470] (see Appendix A.1). (b) Norm-
alised current distribution between two cylindrical electrodes of 12 mm diameter in a liquid
with uniform conductivity [519]. The separation between the electrodes is 2 mm.

Although magnetic forces pale in comparison with those of electric nature, previous studies
have shown that electrodeposits from solutions containing paramagnetic ions can be structured
on electrodes with magnetic field gradients [66,69-82]. In these depositions, the paramagnetic
ions in solution are converted at the working electrode, causing a concentration gradient and con-
vective flow, which the magnetic field gradient drastically alters. In comparison, the influence of
a magnetic field gradient on an electrochemical cell with desalinating porous electrodes remains
uncharted territory. There are two reasons why such an investigation is of particular interest.
Firstly, magnetic field enhanced magnetic storage devices such as batteries and supercapacitors
have been recently reported [520]. Secondly, the separation of rare earth ions in functionalised
mesoporous hybrid structures has become a new method under investigation [521,522] (and
references within).

This chapter focuses on dynamic neutron imaging studies of the capacitive deionisation of
paramagnetic Gd(NOsz)s3 solutions. The reasons behind the choice of Gd(NOs)s salts for the
solutions were listed in the previous chapter. Unlike methods such as small-angle neutron
scattering that provide information on ion adsorption by pores in reciprocal space [523,524],
neutron imaging yields a direct transmission profile in real space?S. The technique has previously
found use in the study of lithium batteries [526,527] and capacitive deionisation with ordered
mesoporous carbon electrodes of ~10nm pore size [528-530]. The first of these capacitive
deionisation studies was restricted to a relatively dilute Gd(NOg)s solution of 8.74mM in a
flow-through cell and neutron images were obtained every 5min [528]. Later studies of lithium
(Li) ion dynamics were performed with SLiCl solution at higher concentrations [529,530]. These

experiments used cold neutrons, which amplify the absorption cross sections. In contrast to

46Desalination of GACls in a reverse osmosis system has also been quantified by monitoring the absorption in
small-angle neutron scattering signals [525].
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the previous chapter, the neutron imaging experiments at the heart of the present chapter were
performed with thermal neutrons with o, = 46 600 barn.

This chapter is split between capacitive deionisation experiments with carbon aerogels (Sec-
tion 4.3) and microporous activated carbon cloths (Section 4.4). Both of these porous carbon
samples were characterised prior to the neutron imaging experiments and an introduction to

their respective properties is given before the neutron imaging experiments are described.

4.2. Methods and Materials

The porous carbon materials were characterised prior to the neutron imaging experiments.
First, their surface morphology was recorded with SEM. Then, the porous properties were
quantified with mercury porosimetry and nitrogen adsorption measurements (BET surface ana-
lysis). Mercury porosimetry is a technique with which pore diameters and total pore volume
can be measured by monitoring the intrusion of pressurised non-wetting mercury into the ma-
terial. For micropores (< 2nm) and mesopores (< 50nm), nitrogen gas adsorption must be
employed to give an in depth overview of the pore size distribution and surface area. This is
based on the physisorption of inert nitrogen gas on the solid carbon walls, which is recorded as
adsorption/desorption isotherms [531]. The instruments and techniques will be introduced in
the corresponding characterisation sections 4.3.1 and 4.4.1. Although a succinct description of
the individual methods will be given, readers are referred to review articles on pore size determ-
ination for further information [531-533]. Differential scanning calorimetry/thermogravimetric
analysis and x-ray diffraction were used to ensure the purity of the carbon sample content. The
neutron imaging instrumentation that was used for all capacitive deionisation experiments will
be described below.

4.2.1. Neutron Imaging Instrumentation

Neutron imaging experiments were performed at the measuring position 2 of the NEUTRA
station [534] in the Paul Scherrer Institute. This station operates with thermal neutrons
from a 25meV Maxwellian spectrum. The neutron flux at the sample position was ap-
proximately 1.3 x 107 cm™2s~!. The thermal neutrons made probing higher path lengths of
Gd(NOj3)3 solution possible in comparison to the experiments with cold neutrons at the IMA-
GINE station at Laboratoire Léon Brillouin (see previous chapter).

The detection system consisted of a 30 pm thick terbium doped Gadox (Gda02S:Tb - terbium-
doped gadolinium oxysulfide) scintillator, fitted in the MIDI camera box and coupled with a
CCD camera (Andor, iKon-L). Gadox scintillators detect neutrons by the same neutron capture
processes that are used in absorption studies of Gd3T solutions. These were already introduced

in Egs. 3.1 and 3.2 of the chapter, but will be repeated here:

195Gd +'n — 1%Qd + v + conversion electrons (7.9 MeV). (4.1)

157Gd + 'n — '%8Gd + v + conversion electrons (8.5 MeV). (4.2)
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The conversion electrons in these reactions stimulate the scintillation of the Gadox??. Ef-
fective cross section of the >Gd/'®7Gd nuclear reactions are significantly larger than for °Li
in SLiF/ZnS scintillators (see Eq. 3.3 in previous chapter) [537,538]. This means that Gadox
scintillator layers are thinner and detect neutrons more efficiently [537-540]. What is more, the
free mean path of the conversion electrons (R.. = 12 pm) in Gadox is one magnitude below that
of the emitted 3He nuclei in °LiF/ZnS scintillators [538]. Disadvantages of Gadox scintillators
in neutron imaging are mainly the high sensitivity to x-rays and lower light output by the scin-
tillation due to the conversion electrons.

Recorded images of 2048 x 2048 pixels corresponded to a field of view of 67.67 mm x 67.67 mm
with a pixel size of 33.04 pm. The pixel size was measured with a Siemens star (see Fig. 4.2(a))
[541]. Series of neutron images were acquired with an exposure time of 10s and read out time of
approximately 3s. Occasional interruptions of the imaging sequence were caused by fluctuations
of the neutron beam intensity. Such occurrences were more frequent at NEUTRA than at the
IMAGINE station in the Laboratoire Léon Brillouin, because the neutrons originated from a

spallation source (Swiss Spallation Source: SINQ) and not from a reactor with smoother output.

(a) Siemens star (b) Black-body (BB) correction

BB grid
BB spot
Damaged
BB-spot

Figure 4.2 — (a) Siemens star for the determination of the pixel size [541]. (b) Neutron image with the
black-body grid in place. The silhouette of the Al grid can be discerned in front of the
cuvette. Black spots consisting of a Gd based material block the neutrons from transmitting
to the detector behind them. Any detected intensity is due to scattered neutrons and can
be removed via interpolation. However, here this was not possible due to the damaged
black spot in the left of the image.

Unlike the neutron imaging experiments at the IMAGINE station, the neutron imaging group
at the Paul Scherrer Institute routinely correct for sample and background neutron scattering
in their imaging experiments. Since 2018, a black-body grid has been used to quantify the
scattering contribution [460,461]. The black-body grid is made of Gd containing circular spots,
which completely absorb the incoming neutrons. Any detected intensity on the detector behind
these spots can be assumed to stem only from scattering. An interpolation can be performed to

remove this contribution.

4"The radiative neutron capture of Gd salts is also used in particle physics. For example, the performance
of the SuperKamiokande neutrino detector was significantly improved by dissolving 100t of GdCls in the
gargantuan tank of 50000kt ultrapure water surrounded by the Cherenkov detectors. The reaction of the
electron antineutrinos with protons is 7. +p — e™ + n and the Gd®T helps the detection of the neutrons
[535,536].
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For dynamic neutron imaging this correction is less common, as the transmission profile is
continuously modified. One way to still use the black-body correction is to only take images
with the grid in place when the system is quasi-static and no longer changing. A neutron image
with the black-body grid in place is shown in Fig. 4.2(b). Unfortunately, these attempts were
not met with success. The main reason for this was that a black-body grid with a damaged
Gd spot was used, which can be seen in Fig. 4.2(b). This made an interpolation impossible.
Furthermore, the grid was not dense enough for the samples used here and placed too low. For
this reason, no scattering correction of the data could be performed and the analysis followed
that in the previous section.

A more severe repercussion of the failed black-body correction was that certain parts of the
time-sequenced dynamics were lost, because either the grid was in front of the experiment or was
being removed from the chamber. The grid was made of aluminium, which becomes activated
by neutrons, albeit with a short decay time. In general, approximately 10 min worth of time-
sequenced images were lost before and after every measurement due to this.

The first of the experiments performed at the NEUTRA station was the neutron imaging
of the capacitive deionisation with carbon aerogels (Section 4.3). The motivation behind this
will be discussed at the beginning of Section 4.3 below. After this, the characterisation of the
aerogels and the results of the neutron imaging experiments will be described in Sections 4.3.1

and 4.3.2, respectively.

4.3. Capacitive Deionisation with Carbon Aerogels

Aerogels are materials with extremely low density and high porosity. They are formed from
gels in which the liquid component has been substituted by gas, while the gel structure stayed
intact. Aerogels behave like solid foams in many ways, although they are generally much more
brittle and shatter like glass when exposed to pressure. Samuel Stephens KISTLER discovered
silica aerogels in 1931 [542] and these are used as thermal insulators due to their negligible
heat conductivity. In 1989 PEKALA reported a new class of organic aerogels derived from
the polycondensation of resorcinol with formaldehyde [543], while working at the Lawrence
Livermore National Laboratory (LLNL). These transparent resorcinol-formaldehyde aerogels
are composed of approximately 10 nm large nanoparticles and have a dark red tinge [543-545].
Shortly after their discovery, it was recognised that resorcinol-formaldehyde aerogels could be
be pyrolysed under inert atmosphere in order to form vitreous carbon aerogels [544]. These are
the aerogels that will be investigated in this section.

Carbon aerogels combine many properties that are beneficial to their use as porous carbon
electrode. The main highlights are their monolithic mesoporous structure, huge surface area
and good electrical conductivity. This was directly realised by the researchers at the LLNL in
a 1993 publication [546], in which they presented an “aerocapacitor”, which was essentially a
supercapacitor. An application with a more long-lived impact was the use of carbon aerogels as
capacitive deionisation electrodes, first reported by FARMER in 1996 [515,547,548]. A curious

fact is that the term “capacitive deionisation” was coined in these publication [326], which kick-
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started research in this area that continues to the present day. Prior to this, only activated
carbons had been used. Although the commercialisation attempt of capacitive deionisation with
carbon aerogels by the group at the LLNL eventually ran into a brick wall, mainly due to
low efficiency of the salt adsorption, the technique has not ceased to attract the attention of
researchers [345,549-554]. Noteworthy are models that explain the adsorption in electric double
layer, reported first by YANG et al. [550] and then further developed by YING et al. [549].

The neutron imaging experiments described here concerned the electrosorption of paramag-
netic Gd®>* by carbon aerogel monoliths. The results have been published [555]. First, the

characterisation of the samples is described.

4.3.1. Carbon Aerogel Characterisation

Resorcinol-formaldehyde polymer [543,545] derived carbon aerogel monolith disks of approxim-
ately 12mm diameter were purchased from Aerogel Technologies. The disks were concave with
3 mm thickness on the sides and 2mm in the centre. Their cross section is shown in Fig. 4.9 (b),
which can be found in Section 4.3.2 below. The bulk density was approximately 0.25gcm™3.

The samples underwent characterisation, which will be the subject of the present section.

Scanning Electron Microscopy

A shard of the carbon aerogel was analysed by SEM at various magnifications (see Fig. 4.3).
The sample had a smooth visual appearance with some cracks on the millimetre scale (see
Fig. 4.3(a)). These cracks, or fracture surfaces, exposed the arrangement of carbon nanoparticles.
The interparticle spacing between the carbon nanoparticles gives rise to porosity, which appears
as darker regions in the image. These mesopores are clearly visible as voids between the carbon
nanoparticles in the higher magnification micrographs in Fig. 4.3 (e-f). Separately, clumping and
agglomeration of microscopic carbon result in macroporosity. An example of this is a porous
opening in the order of 1pnm, visible in the top right hand corner of Fig. 4.3(c).

In order to estimate the pore size distribution from a scanning electron micrograph, pores were
identified in a selected SEM image (see Fig. 4.4). These labelled pores are shown in Fig. 4.4(a).
The diameter of the pores was then extracted as the Feret diameter, which was binned to count
pore diameter frequencies. A histogram of binning with 10 bins is shown in Fig. 4.4(b). The
resultant pore size distribution has a maximum at 100nm and is asymmetric. The average of
the extracted pore diameters was calculated around 94 nm.

Although these values are a useful guide to the mesopore distribution in the carbon aerogel,
they do not provide a reliable quantitative result. Pores below 25 nm are beyond the resolution of
the SEM. Furthermore, the SEM is surface sensitive and struggles to detect pores hidden deeper
in the sample. Identifying the pore networks responsible for the interparticle mesoporosity is
not possible from two-dimensional images. However, mercury porosimetry, which is based on
the intrusion of a non-wetting liquid into the material, combined with gas adsorption analysis,

are suitable techniques to quantify the porous properties of bulk materials.
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500 nm ' 150 nm

Figure 4.3 — SEM images of carbon aerogel. (a) The carbon aerogel shard at low magnification. (b-
d) A network of 100 nm globules becomes visible at higher magnification. This morphology
is respousible for the macroporosity. (e-f) Mesopores are indicated by dark voids at the
highest magnification. A large portion of the mesopores is far below the resolution of the
SEM.
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Figure 4.4 — Pore size distribution from SEM image. (a) SEM image of the skeletal carbon
particle network of the aerogel with identified pores. (b) A histogram of the extracted pore
diameter after binning the Feret diameters of the pores.

Mercury Porosimetry and BET Surface Area Analysis

A quantitative determination of the pore size distribution was accomplished with mercury (Hg)
porosimetry and Brunauer-Emmett-Teller (BET) surface area analysis (see Fig. 4.5). The instru-
ments used were an Autoscan-33 Porosimeter (Quantachrome, UK) and a Nova 2400e Surface
Area Analyser (Quantachrome, UK) with nitrogen gas adsorbate. Mercury porosimetry was
performed up to a maximum pressure of 33 000 psi with a default contact angle of 140° between
mercury and carbon. Prior to analysis, the carbon aerogel particulates were de-gassed for 1h at
200°C under vacuum.

Mercury porosimetry revealed pores in the approximate range 7nm-10pum (see Fig. 4.5(a)).
The dashed curve in Fig. 4.5(a) shows the intrusion of mercury into the aerogel as a function
of pressure. This behaviour is encapsulated by the Washburn equation [556], which relates the
pressure of the liquid Hg (Ppg) to the pore diameter of cylindrical pores (Dp):

4ocosbd

Py — P = ——5
p

(4.3)

The variables Pg, o and 0 are the gas pressure, Hg surface tension and Hg contact angle
respectively. Mercury porosimetry is performed under vacuum and Pg drops out. The surface
tension o of Hg at 20°C under vacuum is 480 mNm~!. With this value and § = 140°, Eq. 4.3

becomes:

1470 kPa

Dp
Pyg

[am], (4.4)

with pore diameter inversely proportional to the pressure. During mercury intrusion, large
pores fill first, followed by increasingly smaller ones.

Little activity was observed in the initial low pressure range. An increase of pressure caused
the gradual filling, first of large pores of 2 pm to 150 nm diameter. This filling continued until a

significant intrusion of mercury occured for pores <150 nm diameter. The intrusion proceeded
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to approximately 20 nm, with the total pore volume up to this point equalling 2.5 cm® g=!. Then
a further pronounced intrusion of mercury occured in the mesopore range, beyond which the
curve plateaus out as all pores are fully filled.

The solid curve in Fig. 4.5(a) shows the pore size distribution, plotted as the derivative of
volume with respect to pressure. Large changes in volume over small pressure ranges yield sharp
peaks, and vice versa. A large broad peak with a maximum at 115 nm was found in the range

1 of the 3.62cm? g~! total pore volume, which

20nm-10 pm. These pores account for 2.5 cm? g~
corresponds to 69%, on a volume basis. The broad peak is flanked by a sharper peak representing
a high concentration of mesopores between 10 and 20 nm. These account for 1.12cm? g=!, or 31%
of the sample, on a volume basis. This sharp peak indicates a high concentration of mesopores,
constricted to a tight size range. These are of utmost importance to ion storage and particularly

capacitive deionisation, because overlapping of the electrical double layers formed on these are

avoided.
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Figure 4.5 — Pore size distribution of carbon aerogel sample. (a) Hg porosimetry with two pro-
nounced regions of pores with maxima at 115nm and 16 nm. (b) BJH pore size distribution
of the mesopores; inset: Type-IV nitrogen adsorption isotherm (blue: adsorption, red: de-
sorption). The measured BET surface area is 720m? g~!.

In order to better understand the mesoporosity, which provides the high surface area for
capacitive deionisation, BET surface area analysis [557] was carried out. A surface area of
720 m? g~ was measured by five-point BET analysis. The isotherm was Type-IV [558], with
hysteresis for P/Pg values above approximately 0.6 (see inset of Fig. 4.5(b)). The Barrett-
Joyner-Halenda (BJH) method [559] was used to calculate the pore size diameter and pore
volume, from the desorption branch of the isotherm (see Fig. 4.5(b)). This yielded pores in the

range of 1-40nm and a total adsorbed volume of 1.28cm?®g~!'. Sub-10nm pores account for
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1 of this. Within this size range lie two peaks: a broad peak at 2.5nm

approximately 0.4 cm? g~
and a sharper peak at 7.5nm. This porosity could not be detected by porosimetry as it falls
outside the measurement range of the instrument. In addition, the BJH method is not valid for
micropores and other models would have to be used for their characterisation [560,561].

1 The main feature

The remaining mesoporosity is above 10 nm and accounts for 0.88 cm® g~
within this size range is the presence of a peak at 14.7nm, with further significant porosity
occurring up to 40nm. The sharp peak at 16.4nm in the Hg porosimetry (Fig. 4.5(a)) is
consistent with the maximum at 14.7 nm observed in the BJH analysis.

The porous properties agree well with the corresponding morphology uncovered by SEM (see
Fig. 4.3). The detected macropores are clearly visible in the SEM images. Spacings between
the carbon agglomerates give rise to the primary porosity of circa 100 nm. This loosely-packed
morphology has a high pore volume (2.5cm?g™!), consistent with a low bulk density material
having an open, interconnected pore network and 89.1% porosity. However, most of the meso-
pores below 25 nm could not be observed by SEM analysis.

Surface areas of aerogels are usually between 400-1100m? g~! [321,549,550,562-564] and the
measured value of 720m? g~! lies in the middle of this range. Bimodal pore size distributions in
carbon aerogels have previously been reported, although the locations of the two peak maxima
tend to vary slightly [549,550].

Differential Scanning Calorimetry and Thermogravimetric Analysis

Differential scanning calorimetry (DSC) and Thermogravimetric analysis (TGA) were performed
in order to confirm the pure carbon composition of the carbon aerogel monolith, free from any
organic residues. DSC/TGA measurements of small fragments (~1mm) of the carbon aerogel
disks with a scan rate of 5 K per minute are shown in Fig. 4.6. Two different conditions were used:
air and flowing inert nitrogen. The carbon aerogel combusts above 500 °C in air (Fig. 4.6 (a)).
The sample weight plummets and the DSC shows an exothermic peak.

The carbon aerogels absorb moisture from their surroundings and this manifests as a slight
weight loss before the combustion in the TGA. In the absence of oxygen, no combustion oc-
curs. Weight changes under nitrogen atmosphere are therefore predominately due to water loss
(Fig. 4.6 (b)). Carbon does not react with nitrogen under temperatures of around 2000 °C. In
all likelihood, the slight weight loss above 200 °C is caused by a baseline drift of the TGA. The
results show that the resorcinol-formaldehyde polymers were completely pyrolysed with no or-

ganic residues present within the carbon matrix.
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Figure 4.6 - DSC/TGA measurement of carbon aerogel. (a) In air: TGA (blue) and DSC (red)
show the exothermic combustion of carbon at temperatures above 500 °C. (b) Carbon does
not react below 2000 °C under nitrogen atmosphere. Weight loss is due to water in the
porous structure.

X-Ray Diffraction

An x-ray diffraction pattern of the carbon aerogel monolith was obtained with a PANalytical
Philips X’Pert Pro XRD System (Cu K, radiation) and is shown in Fig. 4.22. All broad peaks
are due to microscopic pieces of graphite, which are randomly distributed in the aerogel. The
low angle (002) graphite peak is visible on top of the background at 22°. Peaks for (101) and
(110) are located at 44° and 79° respectively [565,566]. The dominant peak around 44° is due
to (101), but it may be masked by (100) at 42°. There are no other contributions to the x-ray
diffraction pattern as expected.
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Figure 4.7 — X-ray diffraction pattern of carbon aerogel monolith. The broad peaks are all due
to microscopic graphite particles.



4. Neutron Imaging Capacitive Deionisation of Paramagnetic Solutions 83

4.3.2. Neutron Imaging of Capacitive Deionisation with Carbon Aerogels

Experimental Setup and Analysis Method
Fibre reinforced PTFE cells with outside dimensions of 34 mm x 28 mm x 10mm (height x
width x depth) and a path length of 6 mm were placed 12 mm from the detector (see sketch and
neutron image in Fig. 4.9). PTFE is transparent to neutrons and easy to machine in comparison
to quartz glass. The empty PTFE cell transmitted around 80% of the thermal neutron beam.
The cutting tool with which the PTFE was hollowed out for the liquid cavity left a rounded
edge on the sides of the cuvette and the path lengths here were in fact lower than 6 mm. But
due to neutron scattering also changing the intensity at the sample edges, the transmittance
could not be easily corrected because both effects overlap. This effect is restricted to a 0.5 mm
zone and unimportant for the discussion.

Once again, the Gd(NOg3)s solutions were prepared in D20 to avoid incoherent scattering
from hydrogen nuclei. The transmitted neutron intensity I by the sample is given by the Beer-

Lambert law:

I=1Iyexp ( ZaiNAciAz> , (4.5)

with the Avogadro constant N4 = 6.022 x 10?3 mol~!, the concentration ¢; (in molm™3), the
neutron cross sections o; and the path length Az. The argument of the exponential function is
summed over all elements in the path of the beam. Neutron absorption by Gd is the dominant
factor in the Beer-Lambert law. At high attenuation (I/Iy < 0.2), the Beer-Lambert law loses
its validity due to scattering events and a linear offset must be introduced as it was done in
Section 3.2.3 of the previous chapter.

From the Beer-Lambert law, molarities between 50 and 100 mM Gd37 solution were estimated
as providing the best compromise between concentration and transmittance. To check this,
calibrations with 20, 50, 70 and 200 mM Gd(NOj3)s solutions were performed to identify the
most suitable concentration. The results are shown in Fig. 4.8. The broken blue line is a fit
with the offset Beer-Lambert law (see Section 3.2.3) and the red line is the prediction based
on the thermal neutron absorption cross section of Gd o, = 46 700 barn (Eq. 3.6). Both curves
coincide below 70mM and it is possible to use the regular expression of the Beer-Lambert
law. Thus, a molarity of 70 mM provided the best balance between contrast and concentration
with a path length of 6 mm. This was low enough to avoid the high absorption limit, which is
dominated by incoherent scattering, while retaining the Gd®* concentration for the paramagnetic
susceptibility [467].
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Figure 4.8 — Thermal neutron transmittance (T = I/Ij) calibration in PTFE cell with 6 mm
liquid path length and 2 mm wall thickness. The concentration dependence of the
transmittance follows the Beer-lambert law (red line) up to Gd(NOs)s concentrations of
70mM. Above these concentrations, an offset must be used (broken blue line).

Prior to the experiment, the carbon aerogel monoliths were soaked in DO to fill the pores.
The D20 percolated the aerogel and removed air bubbles from the porous network. This avoided
the formation of air bubbles later on during the neutron imaging. An electrical connection to a
potentiostat (Biologic SP-300) was maintained by 100 pm diameter silver wires that were contac-
ted to the aerogels by silver paint and hook clipped to the power leads. The aerogel electrodes
were placed inside the cell, which was then filled with 3mL of 70 mM Gd(NOs3)s solution (see
Fig. 4.9). The aerogels were stabilised in the liquid by buoyancy and their wire connection to
the potentiostat. Their concave form can be seen in the cross section in Fig. 4.9(b). The cell was
covered with parafilm to minimise evaporation and exchange with HoO [499]. A DC voltage was
applied to the cell, while changes in the transmission profile were monitored. A dark-current
corrected neutron image during the first charging process, which was normalised by the open
beam, is shown in Fig. 4.9(c).

A 20mm Nd-Fe-B permanent magnet cube was placed next to the cell when the magnetic
field gradient force was investigated. The surface of the magnet with a horizontal magnetic field
of B =0.45T was separated from the solution by the 2mm thick cell walls. The resulting force
distribution was shown in Fig. 4.1(a). Boron carbide (B4C) shielding protected the magnet from
neutron activation by the beam.

Variations in the transmitted neutron intensity due to concentration changes range from a few
percent in the aerogels down to per mille in the solution. To better visualise these fine changes
of Gd3* concentration (Acgq), the time-sequenced neutron images were normalised by the first
image of the series. Then, the Beer-Lambert law was inverted under the assumption that any

alteration of the transmitted intensity stemmed exclusively from a movement of Gd** [528]:

Acgg = —In <I(t2)/1(tl)) . (4.6)

oqdaNaAz
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Figure 4.9 — (a) Sketch of the experimental setup (top view). The PTFE cell contained the carbon

aerogels and Gd(NOg)s solution. The aerogels were connected to a potentiostat. (b) Cross
section of the concave carbon aerogel disks. (c) Dark-current corrected neutron image
(normalised by open beam: T = II fddcc) of the 6 mm path length PTFE sample holder
with 70 mM Gd(NO3)5 solution: 10 min into first charge at 1.0 V. Right aerogel: negative
charge (Gd37T); Left aerogel: positive charge (NO3~). Accumulation of Gd3* ions in the
right aerogel manifests itself in lower neutron transmission, whereas the reduced Gd3+
concentration leads to a transmittance increase.

This assumption is reasonable, considering that the neutron cross section of all other constitu-
ents in the path of the beam are overshadowed by the absorption cross section of Gd. These
are mainly the cross sections of D2O, carbon (o¢ = 5.5 barn) and silver (o4, = 68.3 barn). This
treatment removes any absorption contribution of the immobile components of the sample and
scattering is taken into account implicitly by the division of the transmission profiles. All the

results presented in this chapter will be shown as Acgq with respect to the initial neutron image.

Results and Discussion

Immediately upon coming into contact with the aerogel, the 70 mM Gd(NOs)s solution began
to fill the macropores. This process took place in the first 10 min, but was not captured due
to the black-body grid in the path of the beam (see Fig. 4.2(b) in Section 4.2.1). Approximate
values for the Gd3T transport into the macropores can be extracted with the grid in place and
are shown in Fig. 4.10. These evince the creation of a concentration gradient in the cell, but
an exact quantification is not possible. An estimated depletion of cgq can be expected in the
liquid above the aerogels. The presence of the initial concentration profile is dealt with by only
analysing changes of the cgq with respect to this starting condition. Only differences induced

by the capacitive deionisation process will be shown from here on.



86 4. Neutron Imaging Capacitive Deionisation of Paramagnetic Solutions

00:00:13

-

" 00:01:05 ]

-3.00

L S

Figure 4.10 — Filling of carbon aerogel macropores with 70mM Gd(NO;3);. The black-
body grid was in front of the cell. The values for Acgq are unreliable due to the
grid blocking the sample from the neutron beam.

Unlike the macropores, the mesopores remain inaccessible to the ions on the timescale of
minutes and require an electric field to force ionic migration into them. One full capacitive
deionisation cycle was recorded with neutron imaging and is displayed in Fig. 4.11. All neutron
images were converted to mean values of Acgq along the path length of the cell interior. For
the solution, this is the true Acgq. But the path length of the aerogels is lower and the concen-
tration change here is actually larger than indicated in Figs. 4.11(a—f). The mean concentration
change in the aerogels themselves is displayed in Fig. 4.11(g), below the neutron images of the
corresponding stages of the process. These values were calculated under the premise that Acl
was entirely due to adsorption in the aerogel within the area defined by their contour. This is an
approximation, because there is bulk solution of roughly 3.5 mm thickness behind the aerogels,
which loses Gd3* during the charging process. This means that the Acy in the aerogels is
underestimated by a couple of mM.

The capacitive deionisation commenced with the application of 1V potential difference to the
carbon aerogel electrodes immersed in solution. The voltage is accompanied by the movement of
electrons from the potentiostat into the porous structure of the aerogel. Ions from the solution
form a double layer to compensate the charged surface and a current flows through the solution
between the electrodes. The registered movement of Gd3* bears close resemblance to the current
distribution shown in Fig. 4.1(b) with the region of highest electric potential gradient between
the disks experiencing an instantaneous change in ion concentration (see Fig. 4.11(a)). It was
witnessed how Gd>* ions are expelled from the positively charged aerogel disk on the left and

migrate into the negatively charged aerogel disk on the right. The double layer is continuously
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filled with new ions during the charging process. First, these arrive from the oppositely charged
aerogel. Once the co-ion concentrations (ions of the same charge as the aerogel) within the
electrodes are depleted, the aerogels begin to leach ions from the surrounding solution (see
Fig. 4.11(b) and concentration evolution in Fig. 4.11(g)). This continues until the final capacity
has been reached and no further ions can be accommodated at Acg; ~ 30 mM in the negatively
charged aerogel. The arrival at this plateau in neutron transmittance was after approximately
60 min.

Then, the voltage was switched off and the aerogels discharged (Figs. 4.11(c) and (d)). The
ions trapped in their respective aerogels were liberated and rushed to compensate their corres-
ponding counterions in the opposing electrode. Furthermore, ions diffused out of the pores into
the reservoir solution, in which the Gd(NO3)3 concentration increases again (Fig. 4.11(d)). This
behaviour is best visualised by inspecting the time series showing Acl; in the carbon aerogels
with respect to the first image of the discharge series, which is shown in Fig. 4.12).

Inspection of the right aerogel showed that the anodic dissolution and cathodic deposition of
Ag (Age) = Ag@q) + e7) as side reactions took place. The standard electrode potential for
silver is 0.8 V and the slightly acidic environment of the Gd(NO3)s solution is beneficial for the
dissolution. At a potential difference of 1V, dissolution is bound to take place*®. The resulting
electroplating was restricted to the high electric field region on the curved surface between the
aerogels. Due to the screening of the electric field inside the pores, it is unlikely that monovalent
Ag deposited within the mesopores. This situation is even more plausible when considering the
head start that the Gd3* ions gained during their migration into the pores while Ag+ was being
stripped from the silver connection. During the charging process the development of this layer
is difficult to see, but remnants can be seen on the surface of the right aerogel in Figs. 4.11(c—f).
It may be that mesopores were closed by this silver deposition, but the effect on the Gd*+
dynamics is assumed to have been small.

In addition, the adsorption of NO3 in the porous structure of the Gd?t carrying aerogel was
evident during the discharge. The blocking of mesopores by co-ion adsorption is an unwanted
effect that decreases the efficiency and reversibility of the capacitive deionisation process [529].
Ion exchange membranes between the electrodes can alleviate this inherent issue by only allowing
ions of one charge to pass through to the other side [321,529]. There has also been an important
recent development in the capacitive deionisation community, which aims to solve the issue by
dispensing with purely capacitive carbon electrodes and employing Faradaic electrodes in their
stead [324,331-336].

After the 65 min discharge of the electrodes, the aerogels were charged up at the reversed
voltage —1.0 V and the Gd ions moved in the opposite direction (Figs. 4.11(e) and 4.11(f)). The
migration of Gd3* was mainly confined to the transfer of the previously adsorbed Gd** from
the mesopores of the right to those of the left aerogel. Fewer ions are taken from the solution
during the recorded second charging period of around 75min. An overview of Acg, restricted

to the change in the carbon aerogel during the second charging process is provided by Fig. 4.13.

48The original experimental plan foresaw a connection made of conductive carbon glue. This did not arrive in
time for the experiments because it was classified as a hazardous material by customs which delayed its release.
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Figure 4.11 — Neutron images converted to Acgq along the path length of the cell during capacitive
deionisation of 3mL 70 mM Gd(NO3)s solution by two carbon aerogel disks with 0.5 mm
minimum separation. (a—b) Charge: 1V, total time ¢; = 85min. (c—d) Discharge: 0V,
total time to = 65 min (e—f) Reverse charge: —1V, total time t3 = 82min. Gas bubbles
due to oxygen evolution form on the positive electrodes during the charging process. (g)
Mean Acg; evolution in the aerogels. During the charge process approximately 10 mM
Gd>* is transferred from the left to the right aerogel. The remaining 20 mM of Gd?* are
adsorbed from the solution. Non-reversibility by the discharge process caused by co-ion
adsorption is evident and an inverse voltage is required to unblock the pores.
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Figure 4.12 — Carbon aerogel discharge process at 0 V. A¥; in the aerogel with respect to the first
image of the discharge process is shown. This is in contrast to Figs. 4.11(c—d), which show
the mean change in the entire cell with respect to the beginning of the entire capacitive
deionisation. The Gd** from the charging process transfers from the right to the left
aerogel. The Gd?* leaks into the solution in the left middle part of the cuvette, which is

pronounced in (d).

Figure 4.13 — Carbon aerogel charge process at —1 V. A%, in the aerogels with respect to the
first image of this charge process is shown. This is in contrast to Figs. 4.11(e—f), which
show the mean change in the entire cell with respect to the beginning of the entire
capacitive deionisation. The remaining Gd®* in the positively charged right aerogel (after
the discharge in Fig. 4.12) is forced into the negatively charged left aerogel by migration.
This consumes most of the cell current and only a faint desalination of the surrounding
is liquid visible. The image in (d) is taken approximately 5 min before the right electrode
detached from the silver wire.
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The dynamics of the electrosorption can be further elucidated by inspecting the readout of
the potentiostat and comparing it to the Acfy, values extracted from the neutron transmission
images. The data are summarised in Fig. 4.14. The upper two panels show the applied cell
voltage F/ and the measured current response I. A value for the transferred charge () in coulombs
is obtained by integration of the current (Fig. 4.14(c)). This in turn can be converted to
a concentration of trivalent ions by division with Faraday’s constant and the aerogel volume
(V = 0.3mL). Then a comparison with the actually measured Acg,; in the right aerogel, which
is displayed in the bottom panel (d) (the blue line from Fig. 4.11), is possible. The ratio
between the adsorbed salt and the measured charge is defined as the charge efficiency A of the
capacitive deionisation cell [326,567-569]. Thus, the charge efficiency for Gd3* is calculable by
Agq = %, which is approximately 0.55 for the first charge. The value drops to around 0.3 for
the second charging process after the discharge. Charge efficiencies should approach unity in a
good capacitive deionisation cell. The calculated values are low and the current is not efficiently

used.
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Figure 4.14 — Comparison of the readout from the potentiostat and AcZ; detected by neut-
ron imaging. (a—b) The cell voltage and the measured current. (c) The integrated
current shows the charge @), which can be converted to a concentration of trivalent ions
(see right y-axis). (d) The neutron imaged Acf; in the right aerogel (see Fig. 4.11). The
charge efficiency Agq based solely on the capture of Gd®* is 0.55 during the first charge,
but then drops to around 0.3.

The main reasons for this have already been mentioned. On the one hand, both the initial
expulsion and later adsorption of NO3 ions contributes only to the transferred charge, not the
neutron imaged Ac;. An easy way to improve the efficiency during the discharge process is
to increase the voltage to other values than zero [568]. But this does not solve the issue com-

pletely and a barrier is needed that blocks co-ions from travelling into the respective electrodes.
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Solutions of higher concentration exacerbate the issue and A tends to decrease with salt concen-
tration [569]. This reaffirms the importance of introducing ion exchange membranes between the
electrodes in what is called membrane capacitive deionisation and usually increases A by at least
20% [321,326]. On the other hand, the anodic dissolution of Ag and subsequent electroplating
on the aerogel surface will have taken up significant amounts of the cell current. Thus, the true
A factoring in the charge transfer due to the deposition of Ag is higher than the unreasonably
low Acg. In general, electroplating of ions is not necessarily unwelcome during capacitive de-
ionisation, as it allows the separation of electroactive ion species. However, previous reports
indicate that adsorbed ions of higher valency screen the electrodes and prevent monovalent ions
from adsorbing [570]. Resistive losses in the thin wire connections will also have played a role
in the low charge efficiency value. A solid current collector for the carbon aerogels with greater
contact area would serve to minimise these.

Faradaic reactions at the aerogel surface contribute to parasitic currents. These can range
from the reduction of dissolved oxygen to the gradual oxidation of the carbon itself [321,340,571].

The reduction of dissolved oxygen can be carried out with four electrons [572]:

Og + 2H50 +4e~ — 40H™ E" =0.401V, (4.7)

with the reduction potential E° = 0.401V against a standard hydrogen electrode [573]. Oxy-
gen can also be reduced via a two electron exchange and hydrogen peroxide (HO; ) formation
(Eq. 4.8):

09 + Hy0 +2¢~ — HO, + OH™  E° = —0.065V. (4.8)

This reaction causes the pH value to rise, but is severely diffusion-limited [573]. An estimate
of the quantity of dissolved Og(,q) is possible with Henry’s law. The Og(,q) concentration equals
5.15 x 107°M at a pressure of 0.21atm [572]. In addition, the oxidation reaction of carbon
[574,575], which is facilitated under acidic conditions, is given by:

C +2Hy0 — COy +4H" +4¢~ E°=0.21V. (4.9)

A thermodynamically unfavourable oxidation to carbon monoxide (CO) can also occur under
high voltages [574]:

C+HyO — CO+2H" +2¢~  E°=0518V, (4.10)
CO + Hy0 — COz +2H" +2¢~  E° = —0.103 V. (4.11)

This gives rise to the gradual dissolution of the porous carbon electrode, which loses mass
and can in extreme cases even crumble [321]. Such an effect has been reported for positively

charged capacitive deionisation electrodes after long charging cycles [576]. Gas bubble formation
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within the porous capacitive deionisation electrodes is a frequent occurrence at voltages above
1.2V and has been previously investigated by neutron imaging [530]. The aforementioned pH
fluctuations during capacitive deionisation make the occurrence of these reactions possible at
lower voltages [573].

More critical for this experiment was the electrochemical reaction of the silver. The gradual
decomposition of the silver paint connection by anodic dissolution eventually severed the con-
nection to the potentiostat. Approximately 75 min into the second charging process, the right
aerogel detached from the wire and sunk to the bottom of the cell. In the wake of this, the
system was decidedly out of thermodynamic equilibrium, as the desalination caused a vertical
Gd(NO3)s concentration gradient. The removal of ions lowered the density of the solution, mak-
ing it rise due to buoyancy. An estimation of the density change Ap due to the variation in
Gd(NO3)s concentration is possible with literature values from pycnometric measurements of
aqueous rare earth nitrate solutions by SPEDDING et al. [496]. At concentrations below 1M,
a linear relationship between Acgq and Ap exists. The coefficient is o ~ 0.29 M~! with re-
spect to the pure solvent density pg. Thus, the density change due to Acgg = 5mM in D2O
(po = 1107kgm™3) is:

Ap = ppalegg = 1.605kgm 3. (4.12)

The emergence of this concentration profile in the solution is shown in Fig. 4.15. A return
to a homogeneous system is imposed by diffusion, which is a lengthy process under normal
conditions and even more protracted when considering slow diffusion from the pores of the
aerogel. This situation is depicted in the vertical concentration change profiles during the
capacitive deionisation procedure in Figs. 4.15(c—e). It should be noted that these plots show
the evolution Acag with respect to the initial concentration profile in the cell before the charge
process. This was after Gd®* ions had already been transported into the macropores via diffusion
and convection. A vertical concentration profile was already present in the solution due to this.

Fig. 4.15(c) shows Acgq during the first charge at 1V. The greatest decline in Gd®* concen-
tration (-6 mM with respect to the beginning of the charging process) occurred to the left of the
aerogels at the height of their horizontal axis. This stratification was mechanically stable, as the
initial Gd3* concentration had already decreased by approximately 2mM at the top of the cell.
As soon as the electric field was removed, the aerogels released their ions, which flattened the
concentration profile. The minimum in Acgq disappeared, but the concentration profile did not
return to its original state. Instead, a near-linear concentration profile developed. Switching the
voltage to -1V did not greatly shift the concentration profile adjacent to the negatively charged
aerogel (Fig. 4.15(e)). This can be seen in Figs. 4.11(b), (c) and (f).
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Figure 4.15 — (a) Neutron image converted to Acgq: 56min into charge at 1V (70mM
Gd(NO3)3 solution, see Fig. 4.11). (b) Modified contrast for greater visibility of Acgq in
solution. Vertical profile plots were extracted from the red framed area and are shown
in the panels below. (c-g) Vertical Acgq concentration evolution in liquid left of aerogels
with respect to the initial situation prior to charging. The individual panels are con-
secutive and the time displayed by the colour bar is set to restart in each of them. (c)
Charge at 1 V: The liquid is desalinated and a vertical concentration gradient established
by the liberated D2O. The desalination is particularly pronounced on the axis of the two
aerogels. (d) Discharge at 0 V: Gd®* leaves the right aerogel and the concentration profile
is flattened. The original concentration profile is not re-established. (e) Charge at -1V:
The concentration profile remains intact, except for a slight decrease in concentration at
the bottom of the cell. (f-g) 20 mm Nd-Fe-B magnet at the side of the cell. The height of
the magnet is indicated by the vertical blue dotted lines. (f) Magnet right: The left area
is unaffected by the magnet 30 mm to the right (see Fig. 4.16(a)). (g) Magnet left: The
magnet attracts 4mM of Gd(NOs3)s towards the left side of the cell (see Fig. 4.16(b)).

Approximately 20 min after the interruption of the charging process, a 20 mm Nd-Fe-B cube
magnet was placed adjacent to the cell to demonstrate a magnetic redistribution of the elec-
trolytic solution (Fig. 4.16). The distinctive contour of the magnetic field gradient force (see
Fig. 4.1(a)) is clearly visible as a Acgq ~ 5 mM of Gd** region on the inside of the cell facing the
magnet. Swapping the position of the magnet after 90 min from the right to the left of the cell
created a symmetric situation with magnetically attracted ions transferring from the right to the
left (Fig. 4.16(b) and vertical concentration profile in Fig. 4.15(g)). Evidently, the magnet upset
hydrostatic stability and caused movement of the bulk fluid with higher Gd(NO3)3 concentration
at the bottom of the cell by convection. This can be understood by comparing the magnetic

Ernag = éﬁ;‘Bz and gravitational Egay = ApgAy (g = 9.81 ms~2) energy densities. In a mag-
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netic field of B = 0.35T and a concentration gradient of Acqqg = 5mM, these are approximately
equal at a height of Ay = 5mm (Emag = Egrav ~ 80mJ m_3). This value corresponds well with

the observed hovering concentration enriched zone next to the magnet in Fig. 4.16.
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Figure 4.16 — Neutron image converted to Acgq: Discharging carbon aerogels with 20 mm magnet cube
to sides of the cell. Gd?* ions are drawn into the magnetic field gradient. The right
aerogel is disconnected and lies at the bottom of the cell. (a) Magnet to the right: Acgq
with respect to the end of the capacitive deionisation process in Fig. 4.11. (b) Magnet to
left: Acgq with respect to (a) is shown. The heightened cgq has vacated the region on
the right and moved to the left with the magnet.

The initial stabilisation of the Gd(NOj3)s in the field gradient is almost instantaneous, but as
time progresses, the magnetised region can be seen to slightly expand as more ions were drawn
into it. This reshuffling of the Gd3* concentration is subtle and difficult to perceive in the
time-resolved neutron images, even after averaging groups of pixels and median filtering.

In any case, removal of the magnet re-establishes the status quo as was shown in the previous
chapter. The concentration gradient will revert to the original state of mechanical stability
by purely density-difference driven convection, ensuring Vp X g ~ 0. The system returns to
a homogeneous equilibrium, whether the magnet is present or not. Hence, the concentration
profile can only be magnetically manipulated in the time window set by this diffusional process.
As a direct consequence, the magnet is also able to refresh the depleted Gd(NOs3)3 concentration
around a desalinating porous electrode by perpetually dragging magnetic fluid into its vicinity.
This was not captured in the neutron imaging experiments, due to unforeseen issues with the
spallation source on the last day of the allocated measuring time. However, the obtained results
in Fig. 4.16 show the snapshot of the final state of magnetically modified mechanical stability,
which the magnetic field gradient would have continuously worked to impose.

An experiment carried out with a potential difference of 0.5V and the carbon aerogels on the
bottom of the cell showed that Gd3* ions can still enter the macropores of the positively charged
aerogel during the first charge. In contrast to Fig. 4.13, where the expulsion of Gd3T co-ions
during the first charge was obvious, the Gd concentration in the positive electrode decreased
slightly at 0.5 V.
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4.4. Capacitive Deionisation with Activated Carbon Cloths

The second part of the neutron imaging experiments aimed to elucidate the electrosorption
in activated carbon cloths. These are made up of microporous fibres, which provide enorm-
ous surface areas (up to 3500m?g~! [321]) and adsorptive capabilities. Activated carbon
cloths are created by carbonisation and activation of a phenol-formaldehyde polymer precursor.
The phenol-formaldehyde resin is melt-spun into fibres prior to the pyrolysis. Unlike carbon
aerogels, activated carbons have been widely commercialised and are the most commonly en-
countered porous carbon material. Applications are centred around gas adsorption and water
treatment. FExamples include face masks, room air cleaners and dechlorination. Naturally,
the adsorptive properties eventually attracted the attention of the capacitive deionisation com-
munity in the late 2000s, resulting in a number of publications investigating the desalination
performance [567,568,576-586]. Optimisation of performance by surface functionalisation has
been the main direction of the research, although unanswered questions concerning the elec-
trosorption mechanism in the microporous fibres remain. Significant overlapping of electric
double layer occurs between micropores (< 2nm), which can only accommodate approximately
10ions [326,337,587]. Similarly to the last section on the carbon aerogels, the present discussion
about the activated carbon cloths will begin with the presentation of a material characterisation

and then discuss to the neutron imaging experiments.

4.4.1. Characterisation of Activated Carbon Cloths

Four activated carbon fabrics were provided by the company Kynol® Europa GmbH. Three
of these were activated carbon cloths with brand names ACC-5092-10 (ACC-10), ACC-5092-
15 (ACC-15), ACC-5092-20 (ACC-20) and one activated carbon felt ACNW-160-13 (ACNW-
13). These materials comprise pyrolysed and activated novoloid fibres [588, 589], which are
arranged in a fabric of approximately 0.6 mm thickness with a ribbed surface. The results of
their characterisation will be presented below, beginning with scanning electron microscopy
followed by nitrogen gas adsorption measurements. An electrochemical investigation of the

chrono-amperometric response will also be reported after the material characterisation.

Scanning Electron Microscopy
An overview of SEM images of the activated carbon cloth ACC-20 at different magnifications
is provided in Fig. 4.17. The overall morphologies of ACC-10, ACC-15 and ACC-20 are near
to identical and not shown here. They show carbon fibres of approximately 15pm diameter
that form interwoven bundles in a repeating pattern. The rope-like bundles are in the order of
500 pm, which becomes apparent when the cloth is cut and the bundles at the edge unravel.
By contrast, the carbon fibres of activated carbon felt ACNW-13 are not arranged in ordered
bundles and are instead randomly distributed across the sample (see Fig. 4.18). The fibres
themselves are consistent in terms of diameter and surface smoothness with no obvious signs of

porosity.
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Figure 4.17 — SEM images of activated carbon cloth ACC-20. The morphology of ACC-10 and
ACC-15 is identical to ACC-20. (a) Carbon fibres of ~15nm diameter are arranged in
rope-like bundles. The image is taken at the edge of the cloth. (b—c) Bundles of fibres at
higher magnifications. (d) Spots in the order of 300 nm appear on the surface of a fibre.
Micropores are below the resolution of the SEM.
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Figure 4.18 — SEM images of activated carbon felt ACNW-13. The carbon fibres of the felt are
not arranged as bundles like ACC-20 (Fig. 4.17), but are loosely interwoven instead.
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Pore Size Determination by Gas Adsorption Method
The activated carbon cloths are microporous (<2nm diameter) and porosity in this size range
is suitable for investigation by gas adsorption. All samples were de-gassed for 1h at 200°C
under vacuum prior to analysis. Measured nitrogen adsorption isotherms of the cloths were of
Type-I, which means an abrupt rise in the pressure due to filling of micropores. No hysteresis
occurred as was the case for the Type-IV adsorption isotherm measured for the carbon aerogel
in Section 4.3.1 [558,590]. Type-I isotherms are observed for the adsorption of a monolayer of
adsorbate on materials whose pore sizes are not much larger than the cross-sectional area of the
adsorbate. For a Ny molecule this is usually assumed to be 0.162nm?. Under such conditions,
the BET theory is no longer applicable and other models for the evaluation of the isotherm
are required [591]. One theory that describes the Ny adsorption isotherms in microporous
carbon structures is the No-Carbon QSDFT (Quenched Solid State Density Functional Theory*?)
model [595-597], for slit-shape pores. This model can describe carbon materials with pore sizes
between 0.35—40nm and was used to interpret the data presented here.

The measured cumulative pore volumes of the four samples are plotted in Fig. 4.19. Although
the cloth samples each took on adsorbate within the same tight pore range (<2.5nm), the

quantity of gas adsorbed differed significantly from sample to sample.
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Figure 4.19 — N, adsorption isotherms and cumulative pore volumes of the activated carbon
cloths. Each exhibit a Type-I isotherm typical of micropores. (a) Ny adsorp-
tion isotherms. (b) Cumulative pore volumes of the activated carbon cloth samples are
extracted with the Ny-Carbon QSDFT model.

49This method is classified as classical density functional theory (DFT), which describes many-body systems of
interacting molecules, mainly in inhomogeneous fluids [592-594]. The mathematical framework of quantum
(DFT), which has become the standard method for predicting the electronic structure of materials, is the
same as that of classical DFT. The variation principle with respect to density functions is used to minimise
the grand potential instead of the quantum mechanical energy functional.
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The results of the gas adsorption surface area measurements and the weights of the cloths are
summarised in Table 5. Within the series of woven cloths ACC-10, ACC-15 and ACC-20, the
pore volume increases from 0.347 to 0.583 and finally to 0.745cm? g~!. These values are due to
micropores present within the fibres. These are beyond the resolution of SEM (Fig. 4.17). This
is also reflected in the weights (gm™2) of the cloths: the values being inversely proportional to

the pore volumes.

Cloth Specific surface area (m2g~!) Pore volume (cm?g—1) Weight (gm~2)
ACC-10 985 0.347 200
ACC-15 1541 0.583 170
ACC-20 1959 0.745 135

ACNW-13 1725 0.661 -

Table 5 — Summary of QSDFT nitrogen gas adsorption data for the activated carbon cloths.
The porosity increases across the series ACC-10—ACC-15—ACC-20, which is reflected both
in the specific surface area and the weight of the material. The obtained values are in the
range of previously reported results of microporous activated carbon cloths [584,586,598]. The
approximate values for the weight were supplied by Kynol®.

The pore size distributions of the cloths are shown in Fig. 4.20. In QSDFT, the pore size is
calculated as pore width, assuming that the pores behave as slits. For the ACC series it can be
seen that the pore width is exclusively below 2nm. Similarities between ACC-15 and ACC-20
are evident in the form of their peak centred at a pore width of around 1.3nm. All the pores
of ACC-10 lie below a width of 1.3nm, which is at the resolution limit of the instrumentation.
Due to the lower data processing limit, the curves of ACC-10 and ACC-20 are truncated at a
value of around 1.2nm. Average pore sizes could not be reliably deduced, but the surface area
and pore volume values are unaffected.

Not only does ACC-10 have the lowest average pore width of all samples, it also has the lowest
surface area (985 m2g~!). A general relationship exists in the literature, whereby smaller pores
give rise to larger surface areas, and vice versa. However, for the activated carbon cloths, the
dominant factor ruling the surface area is the pore volume, with lower pore volumes resulting
in fewer available surfaces for gas adsorption, and a lower surface area (see Table 5). Hence, the
porosity within the carbon fibres is directly related to the pore volume. A similar hierarchy of
values was reported for Kynol® activated carbon cloths from the same manufacturer, although
the absolute values differ significantly from those measured here and estimates by the manufac-
turer [585,586]. These measurement by LENZ et al. relied on argon gas adsorption with QSDFT
theory [586]. The reason for the discrepancy is not clear, but may be due to the de-gassing

procedure, affecting the measured sample weight.
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Figure 4.20 — Pore size distribution according to the QSDFT model for the adsorption iso-
therms. The specific surface area is shown in the legend together with the sample name.
ACC-20 has the highest pore volume and surface area. ACNW-13 has a wider distribu-
tion of pore sizes than the other cloths.

The activated carbon felt ACNW-13 is somewhat unusual as it has the broadest pore size
distribution of the activated carbon cloths studied. It has a high pore volume and is also the
only cloth with pores greater than 2nm. It is suggested that a high pore volume plus high

Lin the case

interconnectivity of pores combine to generate large surface area values; 1725 m?g™
of ACNW-13.

Measured surface area values apply to samples as a whole, meaning that the adsorbate forms
a monolayer coverage on all exterior surfaces and also on any pores present beneath the surface.
Therefore, macro-morphology does play a role in the surface area, but because surface area
increases dramatically with smaller pore sizes, it is the micropores within the fibres that are
the over-riding contributor to the surface area. Of the cloths studied here, a hierarchy exists in
terms of the surface area and, as previously noted, the pore volume (see Table 5). The SEM
images (see Fig. 4.17) revealed that the macro-texture and arrangement of these samples is
similar. Therefore, it can be concluded that the change in surface area is primarily a function of
the porosity within the fibres, with a minor contribution from the interspacings or pore openings
between the fibres.

Differential Scanning Calorimetry and Thermogravimetric Analysis
DSC/TGA was performed on a piece of activated carbon cloth (ACC-20) with a scan rate of 5K
per minute, both with regular air and under nitrogen atmosphere (see Fig. 4.21). The results

are similar to those for the carbon aerogel in Section 4.3.1 and indicate a high, near to exclusive
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carbon composition. Unsurprisingly, the TGA with an air filled chamber showed the combustion
of carbon above a temperature of 500 °C accompanied by a steep decline in the sample weight

(Fig. 4.21 (a)). This combustion reaction manifests itself as a peak in the DSC data.
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Figure 4.21 - DSC/TGA measurement of activated carbon cloth (ACC-20). (a) In air: TGA
(blue) and DSC (red) show the exothermic combustion of carbon at temperatures above
500 °C. (b) Carbon does not react below 2000 °C under nitrogen atmosphere. Early stage
weight loss is due to moisture in the sample.

The presence of moisture in the samples is captured as a weight loss < 100°C, which highlights
the importance of the outgassing prior to the nitrogen gas adsorption porosity measurements.
Under inert nitrogen atmosphere, only water evaporation is visible (Fig. 4.21 (b)). Carbon does
not react with nitrogen below a temperature of 2000°C. Apart from the weight loss due to

evaporating water, there may have been reaction with tiny amounts of hydrogen in the sample.

X-Ray Diffraction

The x-ray diffraction pattern of an activated carbon cloth is shown in Fig. 4.22. Broad peaks
of graphite (101) and (110) are visible at 44° and 79° respectively [565,566]. This once again
indicates micrographitic structure similar to that of the carbon aerogel in Section 4.3.1 [599],
although the microfibres are likely to be composed of many disordered layers of graphene sheets
[589]. The (101) peak at 44° overlaps with the (100) peak at 42°. The (002) peak is faintly
discernible as a change of slope in the background at 25°. There are no other contributions to

the x-ray diffraction pattern as expected.
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Figure 4.22 — X-ray diffraction pattern of activated carbon cloth (ACC-20). The broad peak
at around 44° incorporates the (100) and (101) Bragg peaks of graphite. The (110) peak
is at 79°. The (002) graphite peak at 25° is buried amid the background.

Chrono-Amperometry

The investigation of the current response to a potential step is known as chrono®

-amperometry.
Activated carbon cloth electrodes were cut to sizes of 9mm x 20mm and placed 3 mm apart
from each other in a 3d-printed electrochemical cell. Measurements were only performed with
the lowest and highest surface area cloths. These were ACC-10 and ACC-20, respectively. The
electrode surfaces were facing each other and the connections to the potentiostat (Metrohm
Autolab: PGSTAT 302N) power leads were ensured by 100 pm diameter Pt wires, which pierced
the cloths. A 1M DyCls solution was injected into the cell and it was covered by a cap. The
setup is essentially that of a supercapacitor with a large gap and no spacer. Measurements
were performed in a two electrode configuration, as the employment of a reference electrode is
only necessary for the monitoring of Faradaic processes and voltages on the electrodes. In fact,
the higher sensitivity of a three electrode setup to these side reactions is a hindrance for the
analysis of the ion storage capacity of porous electrodes [600]. Square wave chrono-amperometry
was performed by applying 5 min potential steps followed by a discharge phase at 0V, all the
while measuring the current response. After every discharge step the voltage was increased by
0.1V, from F = 0.1V at the beginning to a final value of £ = 1.2V. The results with ACC-20

electrodes are shown in Fig. 4.23.
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Figure 4.23 — Square wave chrono-amperometry of two microporous ACC-20 cloths
(1960 m?g~1). (a) Current response to 300s potential steps between E = 0.1V and
E =1.2V with a step size of 0.1 V. Every charge is followed by a 300s discharge at 0V.
(b) Integrated charge density. Blue points indicates charging and red points the discharge.
Leakage currents cause the charging values to deviate at higher voltages. Capacitance C'
and specific capacitance Cy are extracted from the slope. (¢) The total resistance Rios
can be extracted from the initial current Iy plotted over applied cell voltage. (d) The
current curves in (a) are normalised by I and fall on a single curve.

All the current responses decay exponentially with time as can be seen in Fig. 4.23(a). There
is a proportionality between the initial current Iy to the applied voltage as expected by Ohm’s
law. By treating the two electrode cell as a resistor-capacitor (RC) circuit, it is possible to
extract capacitance and resistance values from the data.

Integration of the current density and division by the electrode thickness leads to the charge
density, which is shown in Fig. 4.23(b). These values cannot be directly converted to the
adsorbed ions, because a large part of the measured current is caused by co-ion migration. This
was made clear in the discussion of the charge efficiency A for the carbon aerogels in Section 4.3.2
above. The blue data points indicate the accumulated charge during the charging phase and
the red points while discharging. Evidently, Faradaic (non-capacitive) currents contributed to
higher charge values during the charging phase. This worsens at higher voltages as can be
seen in the departure from the linear behaviour. A reason for the decreased current could be a
change in resistance due to oxygen bubbles that form on the electrodes and modify the current
distribution [601].
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The capacitance C' is the proportionality factor between the charge and the cell voltage. It
equals C = 18 MF m~3 for ACC-20. A conversion to the specific capacitance can be carried out
by dividing C' by the mass density p = 0.25gmL™!, which results in C; = 7T1Fg~!. This is
a reasonable value for a single porous carbon electrode [321,600,602]. Members of the porous
electrode community usually show the actual system capacity Csys = %. This is a quarter of
the specific capacitance and around 18 Cg~! for the ACC-20 system with 1 DyCls.

As previously mentioned, the initial current Iy is proportional to the applied voltage E and
is shown in Fig. 4.23(c). A value for the total resistance Ry is obtained from the slope and the
expression for the initial current Iy = %tot' In the ACC-20 cell with its Pt wire connection, the
value was Riot = 2mQm?. It is assumed that a combination of electrolyte resistance and the
piercing Pt wire connection were responsible for this. A division of all charge-discharge curves
by the initial current Iy leads to a normalised curve that captures the current behaviour at all
applied voltages fairly well (see Fig. 4.23(d)). Sophisticated models for the double layer charging
in porous electrodes, such as the transmission line model, exist and predict the collapsing of all

charge/discharge curves onto such a mastercurve [321].
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Figure 4.24 — Square wave chrono-amperometry of two microporous ACC-10 cloth
(985 m?g~1). See Fig. 4.23 for explanation.

I which indicates

The crucial value of interest here is the specific capacitance Cs = 71F g~
good electrosorptive properties. An identical analysis was carried out for ACC-10 electrodes in

the same 1M DyCl;3 solution. The results of this are shown in Fig. 4.24 and indicate a lower
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specific capacitance of Cy = 50 F g~ ! for the lower density cloth (see Table 5). This indicates that
ACC-10 is less beneficial for application in capacitive deionisation cells. Uncertainties mainly
stem from different surfaces due to unravelling carbon fibres during the cutting of the electrodes
and differing connections with the Pt wires.

There is a general tendency for higher charge affinity during electrosorption with high surface
area materials. The specific surface areas from nitrogen gas adsorption measurements indicated
1959m2?g=! for ACC-20 and only 985m?g~! for ACC-10 (see Table 5). Previous capacitive
deionisation experiments with activated carbon cloths from Kynol® indicate that the effect of
the heightened surface area is measurable, but subtle [585,586]. For this reason, neutron imaging
experiments were only performed with the highest surface area cloth ACC-20.

Attempts were made to measure an influence of a magnetic field gradient on charge and
discharge currents of the porous electrodes. A 20 mm Nd-Fe-B magnet cube behind the electrodes
did not change the current in any reproducible way. A Lorentz force effect with the magnetic
field orthogonal to the current was also not measurable. Previous chrono-amperometric studies
on metal electrodepositions have shown that higher limiting currents are necessary to observe
an effect in a cell with wider spaced distance between the electrodes [61,62]. These limiting
current densities reached 7 = 50 Am~2. The magnitude of the Lorentz force density Fy, = j x B
in a magnetic field of B = 0.5 is around 25 Nm~3. The metal depositions were not concerned
with capacitive currents and the convection of the paramagnetic fluid is key to any magnetic

effect on the current readout.

4.4.2. Neutron Imaging of Capacitive Deionisation with Activated Carbon Cloths

Experimental Setup
The neutron imaging experiments were performed under the same conditions as those described
in Sections 4.2.1 and 4.3.2 above. A sketch of the experiment is shown in Fig. 4.25. The
sample holder was changed from the PTFE cell in Section 4.3.2 to an optical glass®® cuvette
(Hellma®) with a path length of 5mm. This was placed 1 cm in front of the detector. The outside
dimensions of the cuvettes were 40 mm x 23.6 mm x 7.5mm (height x width x depth).
Porous activated carbon cloth (ACC) electrodes from ACC-20 were cut to approximately 7 mm
wide and 43 mm long stripes. The cut cloths were soaked in D2O to avoid air bubble formation
during the neutron imaging experiments. After soaking in D20, the cloths were pierced with
100 pm diameter silver wires and hook clipped to the power leads of a potentiostat (Biologic
SP-300). The cloths were then stuck to the inside front window of the cuvette by capillary
forces and the cuvette was filled with 3.5 mL 70 mM Gd(NO3)3 solution in D2O. A dark-current
corrected neutron image during the first charging process, normalised by the open neutron beam,
is shown in Fig. 4.25(b).

51 Although this type of crown glass was free of borosilicate and therefore had a good neutron transmittance value,
it turned out to be a poor choice due to neutron activation of the glass. The reason for this was probably a
significant sodium oxide (NazO) content. **Na nuclei are prone to neutron capture to form radioactive *Na
with a half-life of 16h. The short-term radioactivity by decay to Mg under emission of an electron and
y-rays is intense.



4. Neutron Imaging Capacitive Deionisation of Paramagnetic Solutions 105

Parafilm was used to cover the cell and minimise evaporation and D2O-H20O exchange [499].
In this experiment, the silver wires were not in direct contact with the Gd(NOgz)3 solution. As
a consequence, the top 10 mm of each carbon cloth electrode was protruding from the cell and
not immersed in the Gd(NOs3)s3 solution. Nonetheless, Gd(NO3)3 solution climbed up the cloth
via capillary action. To minimise the evaporation from these exposed soaked carbon cloths, the

top part was wrapped with Kapton tape.
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Figure 4.25 — Neutron imaging setup: Capacitive deionisation with activated carbon cloths.
(a) Sketch of the experimental setup (top view). The glass cuvette contained the activated
carbon cloths electrodes and Gd(NOj)s solution. The electrodes were connected to a
potentiostat. (b) Dark-current corrected neutron image (normalised by open beam: T =
IIO__IIddCC) of the 5 mm path length cuvette with 70 mM Gd(NOs)3 solution: 40 min into first
charge at 0.7 V. Right electrode: negative charge (Gd®>"); Left electrode: positive charge
(NO3 7). Heightened cgq in the right electrode lowers the neutron transmission and vice
versa for the left electrode. The ribbed structure of the cloths with 1 mm ribs is clearly
visible in the image.

Results and Discussion

Consecutive voltages of 0.7V, 0V and -0.7V were applied to the ACC electrodes and the mi-
gration of the Gd3T ions into the micropores was monitored in situ by variations in the neutron
attenuation. Small changes in the transmittance were converted to Gd concentration changes
Agqq in the ACC electrodes with Eq. 4.6 in Section 4.3.2.

The Agq maps resulting from the first charge at 0.7V are displayed in Fig. 4.26 and the time
evolution of the mean Agq within the activated carbon cloth electrodes is shown in Fig. 4.26. The
accumulation of Gd3* is measurable and even visually perceivable within a minute of applying
the potential difference. A plateau is reached after 40 min. Once again there are gaps in the
recorded data due to placing the black-body grid in front of the sample when it is in a stationary
state.

A difference to the previously treated carbon aerogel is that the path length Az in the equation

for Agq is lower: Acgqg = —In (%). At approximately 0.55 mm thickness, the activated
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carbon cloths were thinner than the carbon aerogel monolith (~ 2.5mm). The micropores of the
cloth had a maximum capacity of 14mM Gd3* at 0.7 V. Few ions from the bulk solution were
adsorbed, which is appreciable when inspecting Fig. 4.27. The concentration changes within the
ACC electrodes are generally symmetric, meaning that the ions are predominately exchanged
from one to the other. This meant that changes of Gd3* concentration in the bulk liquid were
essentially undetectable by neutron imaging at a path length of 5 mm in the glass cuvette. As a

result the approximation of using the ACC electrode thickness as path length in the calculation

of Aqq is accurate and incurs no uncertainty.

ChargelatE=0.7V
Left: + Right: -
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Figure 4.26 — Neutron images converted to Agq within 0.55 mm thick activated carbon
cloth electrodes. The electrodes were in 5 mm path length glass cuvette full of 70 mM
Gd(NO3)3 solution. Charge process at 0.7 V. Right electrode: negatively polarised, left
electrode: positively polarised. The images are restricted to below the liquid surface. The
ribbed structure of the cloth can still be seen amid the grainy noise.

During the discharge of the electrodes at 0V, most of the Gd3* remained trapped in the 1 nm
micropores. This blocking of the micropores after adsorption of NO5 is widespread and degrades
the cloths. Both cloths kept half their adsorbed ions with Agq = 7mM after the first discharge.
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None of the charge processes following the first one recovered its Gd3t adsorption capability
of approximately 14 mM with respect to the initial concentration distribution. However, the
ACC electrodes were always able to transfer approximately 14mM Gd?* to the negatively
charged cloth. The left electrode in the first charge at -0.7V went from Agq =~ —6.5mM to
Aqg ~ 7TmM, while the converse was true for the right electrode. The initial three charges are
symmetric around the y-axis with Agq = 0. At the second discharge at 0V, the left electrode
lost all its adsorbed Gd3* and returned to the initial state.

A pulse of -0.7V was applied during the last charge phase, directly after application of an
0.7V charging current. This rapidly removed all the ions from the micropores, which can be
seen in the sharp descent of Agq. Then the ions transferred onto the oppositely charged side.
Applying a non-zero voltage during the discharge phase has been known to mitigate co-ion
adsorption [568].

- |eft electrode - right electrode
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Figure 4.27 — Mean concentration change in the ACC electrodes with respect to the initial
situation prior to the first charge. The converted neutron images corresponding to
the first charge at -0.7V are shown in Fig. 4.26. A comparison of the measured Acgq
with data from the potentiostat is shown in Fig. 4.28. Gaps in the recorded data are
caused by a black-body grid blocking the sample.

The Gd?* ion concentration attributed to adsorption in the micropores of the ACC can be
compared to the readout from the potentiostat. The comparison is shown in Fig. 4.28. The top
two panels show the applied potential and measured current. The noisy voltage reading at the
end of the first discharge process indicates that the installation of the black-body grid caused
interference with the wire connection to the potentiostat. The connection stabilised upon its
removal. The charge resulting from the integrated current signal is shown in Fig. 4.28(c). The left
y-axis indicates the value in coulombs and on the right converted to a concentration of trivalent

ions. Division by Faraday’s constant and the activated carbon cloth volume (V' ~ 0.12mL)
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leads to this value. Thus, a charge of 2 C is equivalent to 57.6 mM of trivalent ions. The charge

efficiency A = ?ﬁgd can be calculated from these values and this is summarised in Table 6. The

ratios during the discharge processes are also shown for comparison.
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Figure 4.28 — Comparison of the readout from the potentiostat and Acgq detected by neut-
ron imaging. (a—b) The cell voltage and the measured current. (c) The integrated
current shows the charge @@, which can be converted to a concentration of trivalent ions
(see right y-axis). (d) The neutron imaged Acggq in the right aerogel (see Fig. 4.11). The
charge efficiency Aqq based solely on the capture of Gd3* is 0.24 during the first charge,
but then drops to around 0.14.

E (V) 52 (mM) Acgq (mM) A
Charge 1 0.7 60.82 14 0.23
Discharge 1 0 41.8 7 0.17
Charge 2 -0.7 -61.5 15 0.24
Discharge 2 0 28.6 4 0.14
Charge 3 0.7 67.7 12 0.18
Charge 4 -0.7 91.6 15 0.17

Table 6 — Charge efficiency A of activated carbon cloth connected to power source with
silver wires. Corresponding values shown in Fig. 4.28. The applied voltage E (V)
is displayed alongside the accumulated charge converted to a concentration of trivalent ions
A—BQ. The measured Acgq via neutron imaging only accounts for around 20% of the charge
indicated by the potentiostat.
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The A values are around 24% during the first two charging process and drop to 18% for the
third and fourth charge. These values are low, but not unusual for capacitive deionisation with
ACC electrodes. AVRAHAM et al. reported A =~ 36 % for a cell voltage of 0.6V [568]. They
were able to double the efficiency of the system by never allowing the ACC electrodes to fully
discharge. This was accomplished by successive switching between 0.4V and 0.6 V. This choice
of potential window effectively quashes migration of counterions into the electrodes during the
desorption phase. KIM et al. also reported charge efficiencies below 40% for ACC capacitive
deionisation electrodes operated at 0.6V [585]. This study also contains A values for ACC
capacitive deionisation cells without current collectors that usually consist of a titanium backing
frame. The absence of a sturdy current collector led to a 26% drop in charge efficiency. Without
a current collector there is an energy loss due to high resistance. The electrical resistivity of
activated carbon cloths is around 4 x 10~% Qm [585], one order of magnitude lower than regular
graphite. This will undoubtedly dissipate energy during operation at constant voltages. Both
salt adsorption capacity and charge efficiency are severely impacted by this. In the present
experiment, the current had to traverse around 10 mm of activated carbon cloth before reaching
the solution (see Fig. 4.25(b)). In comparison, the carbon aerogels had the electric conductivity
of regular graphite and less resistive losses due to direct silver connections to the monoliths in
solution.

A magnet was placed next to the ACC electrodes during later charge and discharge cycles to
investigate a possible modification of the Gd®* ion transfer. No clear effect of the magnet on
the electrosorption process was measurable. Unlike in the capacitive deionisation cycles with
the carbon aerogel electrodes, no large scale concentration changes were recorded in the cell
during the capacitive deionisation process. Hence, the magnetic field gradient had no means to
modify the GA(NOj3)3 concentration distribution, although a Moses effect [514,603] was observed
when the edges of the magnet coincided with the surface interface of the Gd(NOs)s solution.
Depending on the vertical position of the magnet, the interface was pulled up or down.

There was a large gradient of Gd*" ions (Vegq) on the surface of the ACC electrodes and
within the micropores themselves, this becomes steep. But any effect of the Kelvin force is
trounced by the massive electrostatic forces in the overlapping electric double layer. From an
energetic point of view, the interaction of the microscopic magnetic dipoles with the magnetic
field is irrelevant here. For all intents and purposes it is inconceivable that a magnetic field

would have any effect on the electrosorption of ions in micropores.

4.5. Conclusion

The dynamic neutron imaging experiments provided a clear record of the capacitive deionisation
of paramagnetic Gd(NOs3)3 solutions by porous carbon electrodes. For disk shaped carbon aero-
gel electrodes with a broad pore size distribution comprising meso- and macropores, both the
Gd?* ion transport inside the porous carbon electrode and the diffusion limited desalting of the
bulk solution were captured. In the case of microporous activated carbon cloths, the neutron

radiographs provided information about the adsorption in the micropores. In general, thermal
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neutrons are more suitable for the imaging of Gd3* concentrations than cold neutrons due to
their lower neutron absorption cross section. Both higher concentrations and path lengths can
be probed with the superior penetrative properties.

From a capacitive deionisation point of view, the experiments affirm the consensus that ion
exchange membranes or even Faradaic electrodes are necessary to ensure high charge efficiencies
and avoid co-ion adsorption [321,324,326,330,336]. The far from complete desorption of Gd3*+
ions from the mesopores of the carbon aerogel and the micropores of the activated carbon cloths
can be directly visualised by inspection of neutron images. Furthermore, the method is useful
to directly determine the change of salt adsorption properties after successive cycles. Although
inconclusive, the experiments indicate more favourable properties of the carbon aerogel mono-
liths for capacitive deionisation in comparison to the activated carbon cloths. The measured
charge efficiency was higher, although the activated carbon cloths had more than twice the spe-
cific surface area. This indicates that pores of small size do not necessarily contribute to higher
capacitive deionisation performance. A study of activated carbon aerogels may provide answers
to whether an increase in surface area can improve salt adsorption capability [604,605].

From a magnetic point of view, the unstirred solutions provide an interesting model system
to probe how concentration distributions can be modified by magnetoconvection. A vertical
concentration gradient of Gd(NOj3)s was created by the capacitive deionisation with the carbon
aerogel electrodes and a magnetic field gradient was able to disturb the hydrostatic stability. The
electric driving force from the porous electrodes represents an addition to the previously studied
evaporation controlled magnetic enrichment method [154, 155,161, 162, 164-166]. Specifically,
the customisability of the geometry for the harvesting of ions in a cyclical process is noteworthy.

More generally, a magnetic field gradient affects the bulk solution when the capacitive deion-
isation electrodes adsorb ions and create a concentration gradient. A paramagnetic salt solution
will be pulled towards the porous electrode backed by a permanent magnet with a stray field nor-
mal to the electrode surface. Magnetically structured paramagnetic electrodeposits previously
showed the effect of bulk magnetoconvection into a field gradient on an electrode. It is unclear,
if magnetoconvection is resilient enough to exist in conventional capacitive deionisation cells run
with flowing salt solution. A bulk flow of the liquid might wipe out any concentration gradients
before the magnetic field gradient has the chance to act. However, a 2019 experimental study
of magnetic forces in a microelectrode-microfluidic system showed that magnetic manipulation
of the reaction products is possible under flow [53]. This study employed a magnetised Co-Fe
microstrip behind the electrode and demonstrated effects of both the Lorentz and the Kelvin
force. Such an experiment is worth investigating with a porous microelectrode instead of the
conventional one. Previous studies have already demonstrated the accelerated transport of para-
magnetic ions from unstirred solutions through a porous membrane in magnetic fields [264,606].
Miniaturisation of the capacitive deionisation cell will serve to maximise the concentration and
potential gradients within.

Porous carbon electrodes offer many hitherto unexplored opportunities in combination with
magnetic field gradients in general. Research on different ion selective mechanisms in the elec-

trosorbing pores, such as selectivity by hydration or ionic radii, is ongoing [345-349] and may
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complement magnetoconvection towards the desalinating electrodes. Such a cell may integrate
small magnets or even incorporate a magnetic material directly in the porous electrode [607,608],
thus generating larger magnetic field gradients. A magnetic field normal to a ferromagnetic por-
ous electrode was shown to increase the efficiency of water electrolysis via the Lorentz force
(MHD stirring) [607]. A recent study published in 2021 included magnetite nanoparticle in
porous activated carbon electrodes via co-precipitation [608]. These magnetic nanoparticles
were ripped out of the porous electrodes during capacitive deionisation with a flow. Parts of
the capacitive deionisation electrodes invariably become fluidised while running under flow and
must be separated from the water. This study showed that magnetic separation of the mag-
netite particles connected to the carbon electrode was a useful approach to achieve this. Charge
efficiencies of over 100% were achieved with these magnetic carbon electrodes. In the field of
organic aerogels, magnetic microparticles (10-15 pm) have been shown to create artifical porous
networks by alignment in a magnetic field during gelation [564]. Bespoke geometries with mag-
netic inclusion may be created by this method, although pyrolysis of the magnetically modified
aerogel was not reported. A curious thought is that low density carbon aerogels, which have ad-
sorbed a significant concentration of paramagnetic ions, will gain a paramagnetic susceptibility
themselves and can be moved around with a magnetic field gradient.

Neutron imaging with higher temporal and spatial resolutions [609-611] will lead to further
improvements in dynamic measurements of ion movement in porous materials. A slight drawback
to neutron imaging of desalination processes is the reliance on D2O, but the chemical properties
hardly differ with respect to regular water. Previous studies with flow-through cells [528,529]
showed the possibility of analysing more realistic capacitive deionisation cells than the unstirred
version reported here.

Two interesting recent developments in neutron imaging are worth mentioning. The first is
the unlocking of small-angle neutron scattering information via dark-field imaging [451-454].
This technique involves the detection of small-angle scattering signals from microstructure and
their conversion to a real space image. Small-angle neutron scattering can resolve particles
in the range of 1-100nm. The pores of carbon-based capacitive deionisation electrodes fall in
this range and have been previously studied with this scattering method [523, 524, 612-616].
Dark-field imaging can draw upon this information from reciprocal space and create a real space
image. Dynamic dark-field measurements have only been performed stroboscopically up to now.
The second development is the use of polarised neutrons to detect magnetic fields [449,455-458].
Due to their half integer spin, neutrons can interact with magnetic fields and it is possible to
measure a magnetic image contrast by acquiring subsequent images with neutrons polarised at
180° to each other. Both these techniques are still in their infancy, but offer unique opportunities
for experiments once they become more established.

Back to capacitive deionisation: one point that has not been discussed up to now is the
influence of the pH value close to the electrode on the aquatic chemistry of the rare earth ions.
In the Pourbaix diagram of the rare earths (Fig. 2.10), it can be seen that the rare earth ions
precipitate as insoluble hydroxides under basic conditions. Strong fluctuation in the pH value

during electrosorption in capacitive deionisation cells with and without a membrane have been
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reported by HASSANVAND et al. [573] in 2018. A basic pH during the adsorption phase presents
an issue for rare earth ions as a hydroxide precipitation is triggered. This bares the risk of
clogging up the pores of the electrode and degrading the capacitive deionisation cell. However,
a controlled rare earth hydroxide precipitation may serve a purpose in a potential magnetically

aided rare earth separation. This will be the topic of the next chapter.
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5. Rare Earth Electrolysis under Magnetic Field Gradients

When they were up, they were up,
And when they were down,

they were down,

And when they were only halfway up,

They were neither up nor down.

The Grand Old Duke of York
English Nursery Rhyme

This chapter reports experiments on the electrochemical separation of rare earths from nitrate
solutions with the aid of a magnetic field gradient. These experiments were carried out as part

of the REMEDY project. All data are proprietary and the method must remain confidential.

5.1. Introduction

The previous chapter focused on the electrosorption of Gd®* in the electrical double layers of
porous carbon electrodes. No chemical conversion of the Gd3* ions takes place in an electrosorp-
tion process. This is convenient, since the rare earths are very electropositive, meaning that their
standard reduction potentials at around —2.3 V are strongly negative (see Fig. 2.10 and Table 2
in Section 2.4). Thus, the electrochemical stability window of water prohibits the electrode-
position of rare earth metals from aqueous solutions. Direct electrodeposition is restricted to
deposition from molten salts [617] or organic electrolytes [618,619]. The former must be carried
out at temperatures of around 900°C.

Electrochemical reactions from aqueous solutions containing trivalent rare earth ions (RE3")
are relegated to the formation of gelatinous rare earth hydroxides at the cathode. This is due
to the electrochemical generation of a basic environment with high concentration of hydroxide
ions OH™ that locally shifts the pH. Nitrate (NOj3) is reduced to nitrite (NO; ) at the working

electrode electrode:
NO3 + Hp0 4+ 2e~ — NO,; + 2OH(;q). (5.1)

This releases OH™ ions into the solution around the cathode. In addition, the electrolysis of

water can lead to the formation of OH™. This is accompanied by the release of hydrogen:

2H20 + 2™ — Hg(g) + QOH@q). (5.2)

A glance at the Pourbaix diagrams (Fig. 5.1) for Gd and Y shows the pH-boundary between
ions and hydroxides as the vertical lines. The precipitation of the water-insoluble rare earth
(RE) hydroxides (RE(OH)3) at the working electrode is given by the hydrolysis reaction with
the hydroxide ions:

RE{f) +30H, ) = RE(OH)s ). (5.3)
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The electrochemically precipitated rare earth hydroxide can then be dehydrated and rare
earth sesquioxides (RE203) are formed at high temperatures.

As was mentioned in Section 2.4, the basicity of the rare earths differs along the series due to
changes in their ionic radii [380-382]. The pH at which the hydroxides precipitate varies with

the basicity and exploiting this in a separation process is a real possibility.

Y = Gd
1 viGa Y/Gd(OH)3s) :
[colourless] Lwhite]
1_- _________________________ -
_ Je——— | H,O -
[NN] = | — |
—2F \-
N Y/Gds) -
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Figure 5.1 — Pourbaix diagram of Y (red) and Gd (blue) at ¢ = 0.5 M [350]. Rare earth nitrate
solutions are slightly acidic and the RE3* form dominates. The vertical lines show the pH
value boundary between the solvated RE3* and their respective hydroxides. For Gd and
Y, the pH boundaries of hydroxide precipitation are within 0.5 of each other.

The first separation of rare earths via electrolysis of chloride solution was reported by Gerhart
KRUsS as early as 1893 [378]. The fractionation of electrochemically precipitated rare earth
hydroxides was seriously explored in the United States during the First World War [395-397]
and later at the University of Illinois in the 1920s [398,399]. All these experimental findings show
a proclivity for the heavy rare earths with lower basicity to form hydroxides on the electrode
before the light rare earths, which are more resistant to reduction. However, the separation of
the individual heavy rare earths in the hydroxides was nowhere near as efficient as that between
light and heavy rare earths.

This research was carried out before the discovery of rare earth separation by ion exchange,
when fractional crystallisation or precipitation methods were the norm. Despite the fact that
these fractionation methods were prohibitively time consuming, they failed to deliver pure rare
earth elements [350]. It is important to realise that an electrochemical rare earth hydroxide
precipitation does not offer any distinction from any other form of precipitation [383-394]. The
sole difference is the customisability of the electrode geometry in which the precipitation takes
place and greater control of the local environment by tuning the electrode potential. This also
comes with drawbacks, such as gradual blocking of the electrode by hydroxides which slows the

reaction down.
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5.2. Experimental Aim and Rationale

The aim of the experiments presented in this chapter was to analyse the effect of a magnetic field
gradient on the mass transport of the paramagnetic rare earth ions during their hydrolysis to
hydroxides and subsequent dehydration to oxides. This was done with a view to a magnetically
directed separation of paramagnetic from non-magnetic rare earths on the electrode.

A sketch of the motivation behind the experiment is depicted in Fig. 5.2. Magnetic field
gradients are generated by permanent Nd-Fe-B magnets behind the working electrode as in
previously reported magnetoelectrochemical experiments [76-79]. Despite the similarity of the
experimental setups, the key difference lies in the fact that no electroplating of the rare earth
metals is possible. In contrast, copper is reduced to a metallic state via deposition from Cu?* in
solution and a concentration gradient forms right above the cathode surface. The insoluble rare
earth hydroxides are gelatine-like and stick to the cathode surface in a much less uniform layer.
Hence, the magnetic field gradient can act both on the forming paramagnetic ion concentration
gradient and the precipitated paramagnetic hydroxide. In essence, the experiment is more
similar to the magnetic field gradient that was successful in aiding separation of rare earths via
crystallisation reported by HIGGINS et al. [438].

The reaction in question was the reduction of water-insoluble rare earth hydroxides from a
binary mixture of concentrated rare earth nitrates. Due to lanthanide contraction of the ionic
radii along the series, Y3% is classified as a heavy rare earth (see Fig. 2.8). Thus, it has proven
to be particular elusive to separation due to similarity in basicity. Its hydroxide precipitates in
a near identical way to that of other heavy rare earths. In contrast to the paramagnetic heavy
rare earths (except Lu, with its full 4f orbital), Y3+ is diamagnetic. For this reason, a mixture
of paramagnetic Gd(NO3)3 and non-magnetic Y(NO3)3 solutions was chosen as a model system

for the magnetically aided separation process. In this way, an observed separation could be

ascribed to the magnetic field gradient with greater certainty.

Gd(OH);,

Gd*/ Y3 aq. solution
" (Yoo > Xvo)

V Ca*+(aq)

Working Electrode:
-V

Figure 5.2 — Sketch of the anticipated rare earth hydroxide precipitation. The working elec-
trode creates a concentration gradient of rare earth ions. Paramagnetic Gd3* precipitates
in form of Gd(OH)3. The magnet can capture the solid Gd(OH)s and cause the bulk
liquid to flow towards the magnet via magnetoconvection. The Gd(OH)s is expected to
accumulate at the magnet edges where the gradients are most intense. Lower quantities of
Y(OH)3 should form elsewhere on the electrode.
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The expected situation at the cathode after precipitation under a magnetic field gradient can
be seen in Fig. 5.2. The aim of the experiments was to show that the Gd3* ions accumulate on
the electrode in vicinity of the magnets, where they precipitate as hydroxides. Thus, a separation
of Gd(OH)3 from the non-magnetic Y3* should be achievable.

5.3. Materials and Methods

A glass electrochemical cell was fitted with a 3d-printed polymer lid and holder for the electrodes.
A sketch of the electrode setup is shown in Fig. 5.3. A Ag/AgCl reference electrode and a wound
Pt wire counter electrode were used throughout (see Fig. 5.3(a)). The reference electrode was
placed in a saturated KCl salt bridge to avoid contamination from the rare earth nitrate solution.

An aqueous solution of paramagnetic 0.5M Gd(NO3)s and non-magnetic 0.5 M Y (NO3)3 was
prepared from the respective hexahydrated nitrate salts. The electrochemical cell was filled
with 40 mL of this solution and placed in a glass jacketed cell with temperature controlled
by circulating water. A thermocouple in the electrochemical cell provided temperature readings
and was used to ensure isothermal experimental conditions. All of the electrodes were connected
to a Metrohm Autolab potentiostat (Metrohm Autolab: PGSTAT 302N) by cables with BNC

connectors.

(a) + - (b) Working electrode
45 O O BNC connector 0 =
o
w o .

o] © B Wire to BNC

2l s 5

5| 2u w

S > = Copper tape
© pper tap

Ol e £

F —

= 2

= Nd-Fe-B

D— Magnet

(c) Cell lid

Working electr.

Counter electr.

Ref. electr.

Figure 5.3 — Set up of the electrochemical cell: (a) Sketch of three electrodes with magnet. (b)
Design for the 3d printed working electrode holder. The final assembly is shown to the
right of the sketches. (c) Design of the 3d printed lid for the electrochemical cell. Openings
for the working electrode, the counter electrode and salt bridge of the reference electrode
are indicated.
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Two different working electrode materials were used for the experiment. Copper tape with a
thickness of 30 pm was chosen for the identification of the ideal voltage and temperature for the
reaction. This changed to sputter deposited gold on an oxidised silicon wafer for the study of
the electrodeposits, as the rare earth hydroxides detach from the copper easily. The deposition
area was limited to 1cm? by ensuring isolation of the rest of the copper with Kapton tape.
The precipitation from nitrate solutions in form of rare earth hydroxide is strongly temperature
dependent and no appreciable effect was observed below a temperature of 7' = 40 °C.

A 5mm diameter Nd-Fe-B magnet cylinder, with 5 mm length and field strength of 0.4T at
the surface, was slotted into the hole in the holder. The magnet was pushed against the working
electrode for maximum magnetic field. Calculated field profiles are shown in Fig. 5.4. The
distance between electrode surface and magnet was around 0.1 mm for the Cu and 0.5 mm for
the Au electrode. Contamination by the Ni coating of the Nd-Fe-B magnets was avoided by
covering the magnet surface with nail varnish.

The only other configuration of magnets used were two 10 mm cubes that were placed next to
each other head to tail (1]). This causes a magnetic field of 0T on a line between the magnets,
because the fields cancel each other out. The calculated magnetic field profile above the working
electrode is shown in Fig. 5.5.

Solutions of Gd3* and Y31 are colourless. Both Gd and Y oxide powders have a white
colour and are visually indistinguishable. This necessitates quantitative elemental analysis of
the products on the working electrode by energy dispersive x-ray analysis (EDX) in combination

with scanning electron microscopy (see Section 5.4.3).
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Figure 5.4 — Calculated magnetic field profile of cylindrical Nd-Fe-B magnet: 5 mm dia-
meter and 5 mm length. Calculations were performed with the Magpylib Py-
thon package [620]. (a) Streamline plot of magnetic flux density of magnet. The cylinder
is located at -2.5mm to 2.5mm and magnetised in z-direction. (b) Stray field in the xy-
plane 0.1 mm above the magnet surface. (c) Stray field in the yz-plane above the magnet.
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Figure 5.5 — Calculated vertical magnetic field profiles of two 10 mm magnet cubes placed

(14)-
(a) Stray field in the xy-plane 2mm above the magnet surface. The magnetic field is 0T
on the separation line. (b) Vertical magnetic field profile above the magnet surface.
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5.4. Results
5.4.1. Cyclic Voltammetry

The technique of cyclic voltammetry was used to characterise the conversion of the solvated rare
earth cations to hydroxides prior to the electrodeposition experiments. This involves scanning
the voltage slowly to a target potential and then sweeping back to the origin, all the while
recording the current. A chemical reaction changes the slope of the current. A tell-tale sign of
a specific reaction is a peak that appears when the reactant becomes depleted in the vicinity of
the electrode. This is due to the limiting of the reaction current by mass transport. In non-
stirred solutions, the reacting species must be replenished at the electrode by diffusion from the
surrounding bulk solution.

Only the reduction of rare earths was of interest. Therefore, the voltage was limited to the
range of 0V to —1.5V versus the Ag/AgCl reference electrode, beginning and ending at 0V
with a scan rate of 5mV s~!. The measurements shown in Figs. 5.6 and 5.7 were obtained with
Cu tape working electrodes of 1 cm? backed by 5 mm diameter cylindrical magnets.

The resulting cyclic voltammograms at 7" = 40°C, 50°C and 60°C are plotted in Fig. 5.6.
The temperature dependence of the reaction is clearly evident from the higher currents at
T = 60°C and the noticeable dip in current around —0.55V when the rare earth precipitation
sets in. The two main reactions in the electrochemical cell can be readily identified in the cyclic
voltammograms at T = 40°C and 50°C. In addition to the precipitation at the heart of the
experiment, there is also a large current contribution of the electrolysis of water, which becomes
dominant below —1.2 V. Small gas bubbles form on the electrode at such negative voltages. An
oxidation reaction takes place on the anode. Conversely, a reduction of nitrate to nitrite occurs

on the cathode. The respective reaction are:

Anode:  2H,0 — Ogg) +4H{ ) + e E° =123V, (5.4)
Cathode:  NOg, ., +HpO +2¢” — NOy,  +20H,  E°=0.01V. (5.5)

For increased visibility of the different regimes, the current was also plotted against time in
Fig 5.7. Voltages below —1.2V, in which the current nosedives due to the electrolysis of water
are visible. The evolution of hydrogen bubbles at the cathode is an unwelcome side effect which
hinders the formation of smooth deposits.

Another unwanted effect at the electrode is the blocking of the copper tape by insoluble rare
earth hydroxides. This in turn limits the providable current and sets a natural limit to the
obtainable hydroxide. A way to avoid this would be to rotate the working electrode in order
to keep its surface free. However, this would obviously hamper the magnetic capturing of the
hydroxide. The formation of the hydroxides should be decoupled from their precipitation and

capturing. This would be beneficial for the magnetohydrostatic separation.
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Figure 5.6 — Cyclic voltammograms (scan rate: 5mV/s; E vs. Ag/AgCl) of Gd/Y(OH)3
precipitation from a binary 0.5M Gd/Y(NOj3)s solution. The working elec-
trode was 1cm? Cu tape backed by a 5mm cylindrical magnet. Voltage values
and time are shown in the inset. The reaction is strongly temperature dependent. The
main precipitation reaction begins at —0.55V. However, the bulk reaction only occurs
below —1.0V which manifests itself in the pronounced change in slope. The reaction is
overshadowed by the electrolysis of water at voltages lower than —1.2V.
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Figure 5.7 — Current versus time during cyclic voltammograms (scan rate: 5mVs™!; see
Fig. 5.6) of the rare earth hydroxide precipitation on a 1cm? Cu working
electrode backed by a 5 mm cylindrical magnet. The inset shows the accumulation
of charge @ on the electrodes.

The cyclic voltammetry obtained with a Au electrode is shown in Fig. 5.8. Its shape is different
from that of the cyclic voltammograms obtained with the Cu tape electrode. The absence of
the oxide layer and differing adsorption properties may be the reason for this. It is unclear

what causes the diffusion limited reduction peak at —1.05V. The aqueous rare earth cations



5. Rare Earth Electrolysis under Magnetic Field Gradients 121

and nitrate anions must be replenished by mass transport, which is mainly diffusion based.
But these are not mass-transport limited at concentrations of 1 M and 3 M, respectively. One
explanation could be a reduction reaction of another metal cation species that may have entered
the solution due to inadequate isolation of the connections or the magnet. Be that as it may,
the region in which water electrolysis dominates begins at voltages below —1.2'V.

The main conclusion from the cyclic voltammetry measurements is the narrowing down of the
area of interest to potentials between —1.0 V and —1.2'V. This choice maximises the obtainable

ionic current while keeping parasitic gas bubbles due to water electrolysis to a minimum.
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Figure 5.8 — Cyclic voltammograms (scan rate: 5mVs~1; E vs. Ag/AgCl) of Gd/Y(OH)3
precipitation from 0.5M Gd/Y(NO3)s solution on a 1cm? Au working elec-
trode backed by a 5 mm cylindrical magnet (T = 60°C). The main hydroxide pre-
cipitation occurs at the sharp peak at —1.05 V. Water electrolysis takes over the measured
current above —1.2'V.

5.4.2. Potentiostatic Electrodeposition

At first, potentiostatic electrodepositions were performed on 1cmx1cm Cu working electrodes
at T' = 40°C, 50°C and 60°C. The voltages were set to —0.8V, —1.0V, —1.2V and finally —1.5 V.
The cutoff for the deposition was set to a charge of Q.yt = —0.5 C on the Cu working electrodes.
The resulting current over time is shown in Fig. 5.9 and the measured charge in Fig 5.10. All
the deposits reach —0.5 C within 20, except at —0.8 V and 40°C. None of the charges reached
a plateau at this deposition duration (see Fig 5.10). The short deposition times were chosen to
avoid the immediate loss of the precipitated hydroxide layers that crack at high thicknesses.

The cathodically precipitated rare earth hydroxides are colourless and gelatinous. When
removed from the cell, they lose their water and dehydrate. At elevated temperatures, the
dehydration can also take place at the electrode. At T' = 60°C, this became noticeable and
smoother deposits formed. Photographs of the dried working electrodes post-electrodeposition
at T'= 60°C can bee seen in Fig. 5.11. From visual inspection of the obtained electrodeposits,
the smoothest hydroxides were those at T'=60°C and F = —1.1V.
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Figure 5.9 — Current versus time for the potentiostatic Gd/Y(INO3)3 deposition on 1 cm? Cu
(charge cutoff: —0.5 C). The absolute value of the current increases with temperature.
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Figure 5.10 — Charge versus time for the potentiostatic Gd/Y(NO3)3 deposition on 1cm?
Cu (see Fig. 5.9). The deposition time decreases with the voltage and higher temper-
atures.
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The brittle nature of the drying hydroxide is clearly evident in Figs. 5.11(e—g). Widespread
cracking and peeling off from the electrode was observed for all the precipitated hydroxides.
Most of the product in Figs. 5.11(a—d) was lost during the transfer out of the cell and removal
of the Cu tape from the electrode.

(a)-0.8V

g

10 mm

Figure 5.11 — Cathodic electrodeposits on Cu electrodes at 60 °C backed by 5 mm diameter
cylindrical Nd-Fe-B magnet. The contour of the magnet is visible on the Cu tape in
(b). The deposited white hydroxide layer was brittle and the majority peeled of the Cu
surface upon removal from the cell. The cracked hydroxide layer can be seen in (e—g).
The hydroxide has not completely dried yet in (f) and (g). An effect of the magnetic field
gradient on the hydroxide layer is not clear from these pictures.

The contour of the magnet was not overtly recognisable in the depositions on Cu electrodes.
Most of the hydroxide detached from the oxidised surface of the Cu tape. For this reason, the
working electrode material was switched to Au. The Au was sputter deposited on silicon oxide
and cut to 1 cm? squares with a dicer. The rare earth hydroxides can cling to this metallic surface
and the hydroxide is held in place after removal from the liquid. This allows the electrolysis to
be carried out at longer times and thicker layer of hydroxide to form. The cut off for the charge

could thus be set to a substantially higher value than with the Cu tape electrode.
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A slither of silver paint was used to contact the Au to the copper tape that led to the BNC
connector of the working electrode holder. Isolation of the silver paint and the copper tape was
ensured with Kapton tape and nail varnish (see Fig. 5.12).

The resulting electrodeposits for Qcyt = —4C and T = 60°C can be seen in Fig. 5.12. For
Figs. 5.12(a—c), a 5 mm diameter cylindrical magnet of equal length was used again. The circular
contour of the magnet is clearly visible in the deposits. At —1.0 V nearly half the hydroxide layer
peeled off the Au surface while withdrawing the working electrode from the cell (Fig. 5.12(a)).
The parasitic effect of gas bubble formation from water electrolysis is evident from the coarse
surface at —1.2V (Fig. 5.12(c)).

(@)-1.0V (b)-1.1V €)-1.2V

Kapton

Silver paint

Au with
| deposit
Copper tape
to BNC

Figure 5.12 — Electrodeposits on Au working electrodes at 60 °C: The deposits follow the mag-
netic field profile shown in Figs. 5.4-5.5. (a—c) Deposits above 5 mm diameter cylindrical
Nd-Fe-B magnets. (a) Half the deposit at —1.0V detached from the Au before the pho-
tograph was taken. (c) Hz bubbles impacted the deposition at —1.2V. (d) Two 10 mm
magnet cubes (1)) have a 0T horizontal line between them. The deposition rate here
was lower. (e) The deposition with no magnetic field is slightly inhomogeneous due to
natural convection and cracking of the hydroxide layer.

Two 10 mm magnet cubes placed head to tail (1) behind the Au electrode cause a line with
0T. The deposition at —1.1 V with this configuration (see Fig. 5.12(d)) is clearly less pronounced
in this low field segment and the deposition rate is higher at the sides.

The deposition without a permanent magnet is inhomogeneous (see Fig. 5.12(e)). An altera-
tion of the deposition by natural convection exists, although it is not clear from the photograph.
Concentration gradients at the vertical electrodes build up due to the conversion of the ions into
the reaction products. Gravity acts on the concentration profile and causes a convective flow. A
minimisation of this contribution is possible by placing the working electrode horizontally at the
bottom of the electrochemical cell. Thus, the deposition takes place in the direction of gravity.
Magnetoconvection will still play a roll in this configuration, pulling the inhomogeneous solution

towards areas of high field gradient.
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5.4.3. Analysis of Precipitated Rare Earth Hydroxides

Both the liberated rare earth hydroxides were white and the investigation of a possible enrich-
ment of Gd3* called for the use of an EDX scan. The rare earths differs in their characteristic
x-rays. This is related to their electronic structure, which are completely unalike for Gd3*
(6sY5d%4f7) and Y3+ (5s°4d°).

The smoothest sample obtained with —1.1V (see Fig. 5.12(b)) was analysed with SEM (see
Fig. 5.13). Three regions of the deposit were scanned with approximately the same magnification:
the edge of the deposit (a), 2mm towards the centre (b) and at the centre (c¢). EDX scans were
taken at two points within 5pum wide areas of the respective micrographs. Areas with least

cracking of the hydroxide layer were chosen.

(a) Edge (b) Between (c) Centre

5 »(\ Y

Figure 5.13 - SEM images of the precipitated Gd/Y hydroxides on Au (—1.1V with cyl-
indrical magnet; see Fig. 5.12(b)). The images are from the edge to the centre of
the deposit. The intermediate region is 2mm towards the centre from the edge. The
general structure of the dried hydroxide is granular. Cracks (~2pm) form on the rare
earth hydroxides upon drying, creating island-like structures of 10-20 pm. Accordion-like
petals (~2pm) of rare earth hydroxides are discernible towards the centre.

Cracks in the oxide, through which the Au surface can be seen, are clearly visible in the SEM
images. These form during the drying of the hydroxide powder and are unavoidable. Towards
the centre, the deposit itself is structured in a network of petals (~ 1 pum thickness) that have an
accordion-like appearance. Their density decreases at the edge of the deposit, which has larger
continuous areas.

The resulting EDX spectra for the different areas of the sample are plotted in Fig. 5.14.
There are characteristic x-rays of seven elements present in the spectra. All of the spectra
are dominated by the peaks belonging to O (Ka: 0.525keV), Gd (M: 1.185keV) and Y (Ly:
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1.923keV) as expected. Less pronounced peaks of C (K,: 0.277keV), N (K,: 0.392keV), Cu
(La: 0.930keV) and Au (M: 2.123keV) are also present. The Au contribution to the spectrum
is due to cracks in the deposit that uncover the Au electrode surface. A side reaction involving
Cu from the connection to the potentiostat is a possible explanation for the Cu peak.
Close-ups of the O, Gd and Y peaks are presented in Fig. 5.15. There are differences in the
rare earth intensities across the sample, with a trend towards higher detector counts away from
the centre of the deposit. However, the contribution of Au is largest in the middle of the deposit,
which indicates more widespread cracking (see Fig. 5.13(c)). The relative intensities of the Gd to
the Y peaks are similar in different places on the sample. Oxygen is also related to the presence
of rare earth hydroxides and the intensity of its peak varies in the same fashion. The trend of

decreasing intensity towards the middle is most clear for O and Gd.
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Figure 5.14 — EDX spectra of the deposited hydroxide layer in Fig. 5.12(b) with SEM images
in Fig. 5.13. EDX scans were performed on a 5pm wide window in three regions of
Fig. 5.13. The peaks are assigned their corresponding element. The intensities towards
the centre of the deposit decrease. See close-up plots of the main peaks of O, Gd and Y
are in Fig. 5.15.

It is possible to extract the percentage values of elemental contributions to the EDX spectra
and relate these to percentage concentrations. The results of the EDX scans are summarised
in Table 7. Calculations of the elemental concentration (in at%) show that the Y (~ 14 %), the
Gd (~20%) and the O (~66 %) concentrations do not vary to a high degree across the deposit.
The slight spatial variation in the order of 1% are due to changes in the relief of the deposits,
which are difficult to analyse. Despite the elevated Gd concentration that the EDX suggests,
the Y component is still much higher than suggested from the expected magnetically altered
situation in Fig. 5.2. Due to the high uncertainty of the EDX analysis of the cracked hydroxide,
it is doubtful that the concentration of Gd is really 6% than the Y concentration. Besides
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concentrating the hydroxides in the magnetic field gradient, no effect of the magnet upon the

composition of the deposit was measurable.

Location Oxygen Gadolinium Yttrium
Edge 66% 20% 13%
Between 66% 19% 14%
Centre 66% 18% 14%

Table 7 — Calculated concentration (at%) from EDX: These values were obtained from the spectra
in Figs. 5.14-5.15. The slight decrease in Gd and increase of Y towards the middle is incon-
clusive. There is an uncertainty introduced by the differing surfaces of the cracked hydroxide
structure (see Fig. 5.13).
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Figure 5.15 — Close-ups of the main peaks due to O, Gd and Y from the EDX spectra in
Fig. 5.14. The intensity of these peaks is lower at the centre than the outside of the
deposit. But the Au contribution here is highest, indicating cracks that uncover the
electrode.



128 5. Rare Earth Electrolysis under Magnetic Field Gradients

5.5. Conclusion

Rare earth hydroxides were precipitated by electrolysis of a mixed solution of Gd(NOs)s and
Y(NO3)s . Ideal conditions for the hydroxide precipitation were determined to be 60°C and
—1.1V. The dried hydroxides form brittle oxide powders. These crack and detach easily from
rough and oxidised Cu working electrodes. For a magnetic separation close to the electrode
surface, this is counterproductive. Smooth Au electrodes avoid this problem by retaining the
hydroxide on the surface. Furthermore, the cracking of the hydroxide layer could be reduced by
employing multi-stage deposition and an intercalation with a cationic polymer [621,622].

Although the precipitated rare earth hydroxides were structured by the magnetic field gradi-
ents of permanent magnets, the desired magnetic separation of Gd(OH)s3 from Y(OH)s failed
to materialise. Both paramagnetic Gd3t as well as non-magnetic Y3+ were present in the
deposits and their relative concentration was unaffected by the position in the magnetic field
gradient. Considering the nearly identical electrochemical properties of Gd3* and Y3, this
is understandable. The pH values at which Gd/Y hydrolyse are close (see Fig. 5.1) and the
precipitation ranges overlap. Their fractional precipitation requires fine tuning of the pH [623].
Evidently, this was not ensured during the electrolysis carried out here.

A purely magnetic separation of ions is thermodynamically impossible (see Section 2.1). Mag-
netoconvection can only modify the flow of the bulk solution towards the electrode, which causes
the structuring in the magnetic field profile. This is well understood for electroplating from
paramagnetic solutions (see Section 2.3.2) [66,69-71,74,76-82]. Any real separation of electro-
chemically generated reaction products from multicomponent solutions originates in differing
behaviours in aqueous solutions.

A more reliable separation by fractional hydrolysis is achievable for rare earths with signi-
ficantly varying ionic radii and basicities. Precipitation from a bath containing Lat and a
paramagnetic heavy rare earth ion would be the ideal case. Magnetic field gradients may lead
to increased separation from the precipitated non-magnetic La(OH)s. Recent reports of crystal-
lisation from such a binary organic solution in a magnetic field gradient has yielded increased
separation under certain conditions [438].

From a fundamental point of view, the fractional hydrolysis of rare earth by electrolysis is
plagued by the same issues now as it was one century ago. Controlling the pH locally close to
the electrode is insufficiently accurate to ensure satisfactory fractionate hydrolysis of all the rare
earths. Moreover, the fractionated rare earths will never achieve high purity. The removal of
the rare earths from the liquid state and precipitation as a solid is problematic for large scale
application. These inadequacies were the reason why research into the approach was halted in
the first half of the 20th century.

There is a growing interest in the fractional precipitation by varying the pH of the rare earth
solution non-electrochemically [400]. A magneto-hydrostatic separation of the hydroxides from
each other may be achievable, but it is critical that the hydroxides precipitate separately.

Despite what has been said, a magnetic structuring of electrochemically generated reaction

products is still an area worth investigating. Magnetic field effects on the precipitation of



5. Rare Earth Electrolysis under Magnetic Field Gradients 129

paramagnetic hydroxides from solutions of ions remain largely unexplored. A systematic study
is needed to determine the extent to which the capturing of the magnetic hydroxide species
is achievable. An adjustment of the pH value and new configurations of magnets should be

explored.
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6. Conclusion

Wer nichts als Chemie versteht,

versteht auch die nicht recht.

GEORG CHRISTOPH LICHTENBERG
(1742-1799)
Sudelbuch J [J 860] (1789)

Three experimental works centred on paramagnetic GA(NOs)s solutions were presented in this
thesis. Stray fields of permanent magnets were able to pull concentrations of these towards
them when there was a concentration gradient present in the system. Chapter 3 dealt with
cold neutron imaging of diffusing Gd(NOs3)3 solutions. Diffusion will eventually homogenise any
concentration of paramagnetic ions if no driving force is introduced. In multicomponent systems
such as tertiary Gd(NO3)s —Y(NO3)3 —D2O—H20, the differing diffusivities of the individual
components destabilise the system mechanically and cause a hydrodynamic instability. It was
demonstrated that such a salt fingering instability with a paramagnetic component can be
prevented by the presence of a magnetic field gradient. The magnet levitates the paramagnetic
fluid and bestows greater stability on the system.

The driving force for diffusion is a gradient of the chemical potential. This must be overcome
when paramagnetic ions are to be enriched from homogeneous solutions. Chapter 4 demon-
strated that electrosorption in porous carbon electrodes with high surface areas are a viable
method with which this can be accomplished. Dynamic thermal neutron imaging experiments
tracked the capacitive deionisation of 70 mM Gd(NO3)3 solutions with carbon aerogels and ac-
tivated carbon cloths. The carbon aerogel monoliths contained both meso- and macropores.
Neutron imaging was able to map the uptake of Gd3* ions by the cylindrical aerogel electrodes
and the depletion in the surrounding solution. Such a desalination process can trigger dens-
ity differences in an electrochemical cell of paramagnetic Gd(NOs3)s solution. A magnetic field
gradient can deform the paramagnetic fluid and redistribute the concentration.

The electrolysis of rare earth nitrate solutions under magnetic field gradients was analysed in
Chapter 5. Rare earth ions from mixtures of Gd(NO3)3 and Y(NOs)s precipitated as hydrox-
ides in basic environments that were electrochemically created close to electrodes backed by
Nd-Fe-B permanent magnets. The precipitated hydroxides formed cracked layers that followed
the contour of the magnetic field profile. However, there was no proclivity for the paramag-
netic Gd hydroxide to concentrate in regions of higher magnetic field. The hydroxides remained
mixed, indicating that the chemical similarity of the heavy rare earths Gd3* and Y3+ was still
the overriding factor. A magnetic field gradient can only modify bulk flow towards the electrode
via magnetoconvection or capture insoluble paramagnetic species from the solution.

The bottom line is that any convective phenomenon based on concentration differences of a
paramagnetic fluid will be modified by a magnetic field gradient. This goes to show that the
microscopic magnetic forces on the individual non-interacting magnetic moments are transmitted
to the bulk fluid, which is thus deformed.
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7. Outlook

Recht hat er, aber heute gilt ebenso:
Wer nichts von Chemie versteht,

versteht alles andere auch nicht recht.

HANS-JURGEN QUADBECK-SEEGER
(*1939)
Der Wechsel allein ist das Bestdndige

This thesis concludes with an outlook on possible directions that research in the field of para-
magnetic ionic solutions could take in the future. Several propositions pertaining to the findings
of the neutron imaging experiments have already been put forward in Sections 3.4 and 4.5. The
key results of the carried out research are the observation of double-diffusive convection with a
component of paramagnetic ions and the capacitive deionisation with focus on a paramagnetic
solution.

The phenomenon of the paramagnetic salt fingering instability merits further investigation.
The interplay of multicomponent diffusion, gravity and magnetic fields in hydrodynamic instabil-
ities has hitherto only been explored for ferrofluids. Paramagnetic salt fingering instabilities
differ due to higher diffusion coefficients and lower magnetic susceptibilities. An open question
is whether these instabilities can also be accelerated by a magnetic field and what role thermo-
magnetic convection could play when temperature gradients are included. In combination with
thermodiffusive studies [624] of rare earth ions, the results may relate back to a magnetically
aided separation and provide understanding on the individual factors involved. An interesting
experiment may be a repeat of the original magnetically modified Clusius-Dickel thermal diffu-
sion column. Ideally, the concentration evolution of a paramagnetic rare earth ion such as Gd3+
would be monitored in situ. Neutron imaging may provide the ideal method with which this
could be accomplished due to its penetrative properties. A setup based on spectroscopy that
can differentiate between rare earth ions is also thinkable with a transparent window.

The electrosorption of paramagnetic ions from their solution in porous carbon electrodes is
an approach that has hitherto been overlooked by the research community. Further studies are
necessary to investigate the flow of the paramagnetic bulk fluid towards and into the porous
structure. The flow towards the electrode should be understandable with the previous research
on structured paramagnetic electrodeposits on regular metallic electrodes [74]. However, the
electrosorption of the paramagnetic ions in the porous structure is a departure from the step-like
concentration gradient encountered when electroplating paramagnetic salt solutions. Whether
the flow of a paramagnetic fluid can be magnetically modified within the porous network is
an interesting question. It is certainly thinkable that a magnetically modified flow of the bulk
fluid into at least the macropores should occur. Recently, investigations of thermodiffusive mass
transport and separation of liquid mixtures in porous systems have been reported [625-629],
which may be of interest for paramagnetic salt solutions. This calls for fundamental research on

paramagnetic fluid flow in porous structures.
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Ton selectivity in capacitive deionisation cells is under active research. Although it is dubious
that magnetic forces play a role in the electrosorption process in the electric double layer, the
magnetically modified flow in the cell and possibly in the porous structure is worth investigating
for paramagnetic solutions. This is potentially relevant in the new research area of rare earth
ion separation via adsorption in functionalised mesoporous materials [521,522]. This has proved
to be successful with mesoporous silica and mesoporous carbon, both with bimodal pore size
distributions as the carbon aerogels investigated here. The technique is based on solid phase
extraction in the functionalised porous network with interaction between organic ligand and the
rare earths. Neither electric field nor magnetic fields have been applied in such materials yet
and it is unclear what their effect would be.

However, the question whether magnetic fields will provide the panacea for current arduous
rare earth separation methods can be answered with a resounding no. Magnetic effects are too
weak to significantly influence the current separation processes. What is more, the magnetic
susceptibility differences decrease significantly after each step of refinement, rendering the mix-
ture inconducive to magnetic separation and relegating any envisaged application of magnetic
field gradients to the first step in the separation process. Potential solutions to the problems fa-
cing rare earth separation should be sought in chemical methods, while not abandoning research
on paramagnetic salt solutions entirely. Because one thing is for certain, the manipulation of
fluids containing tenuous magnetic dipoles with a magnet at a distance will continue to intrigue

humanity for generations to come.
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A.1. Magnetic Charge Method for Magnetostatic Field Calculations

This section sketches a standard approach of calculating the magnetic field of permanent magnets
[470]. The magnetic field in magnetostatics is conservative: V x H = 0. Thus, a magnetic scalar

potential ®,, can be introduced:

H=-Vd,, (A.1)

With B = puo(H + M) and V - B = 0, one obtains Poisson’s equation in magnetostatics:

V2, = V- M. (A.2)

A volume and surface integral over the magnetisation M(r) is the solution to this equation:

1 vVi-M(@x') ., 1 n-M()
Opr)=—— [ S W gy 2 R g A.
(x) 47r// lr —r/| v +47Tfi9/ |r — 1| 5 (A-3)

the surface S encloses the volume V with the unit normal vector fi. The integrands define the

volume and surface charge density. The volume charge density is defined as:
pm =—V-M, (A.4)

and the surface charge density as:
om =M - 1. (A.5)

For a permanent magnet cube with saturation magnetisation M, that is magnetised along
the z-axis, the magnetisation can be assumed to be constant M = M,z and the volume charge
density is zero (p,, = V-M = 0). The surface charge density remains and is defined as o5 = M
on the top surface and o, = —Mj on the bottom surface. Insertion into Eq. A.3 and carrying

out the integration leads to the magnetic field distribution. The stray field in x-direction is:

MOMS & 2 k+m
Bz‘(xayvz) = Z Z (_]—) ln[F(aj7yaz7‘rm7ylay27zk)]
k=1m=1 (AG)
(y—y) + V(@ —2n)? + - y1)* + (2 — 2)?
(Y —y2) + V(@ —2m)? + (y —y2)? + (2 — 2)?

F(x,y,2,&m, Y1, Y2, 2k) =

The stray field in y-direction is:

By(xa Y, Z) = ? Z Z (_1)k+mln[H($7ya 2y X1, X2, Ym, Zk)]
k=1m=1 (A7)

H(.T, Y, 2,T1,T2, Ym, Zk) =
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Finally, the stray field in z-direction is:

2 2 2
poM, T —Tm) (Y —Y
Bz(x7y7 Z) = ?‘9 Z Z Z(_l)k+n+ma’rCtan ( (Zm—)(Zk) m)g(x7y7z§$n7ym,zk)
k=1n=1m=1

1
($ - xn)Z + (y - ym)2 + (Z - Zk)2 '

g(xa Y, 25 Tny Ym, zk) =
v
(A.8)
In the case of cylindrical permanent magnets elliptic integrals must be solved, which is sig-

nificantly more involved [470,630,631]. Dedicated programmes exist for the modelling of such
systems [620].
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