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ABSTRACT 

Personalising user models has gained considerable attention in 

recent literature. In an information-rich environment, it is crucial not 

only to provide the information at any time, at any place, and in any 

form, but to also minimise information overload for the user and ease 

their ability to access relevant information in their user model. 

Supplying tailored information and providing offerings that suit each 

user's interests may be enhanced by involving the user. 

Recently, much research has been concerned with employing 

Machine Learning for user modelling. Machine Learning (ML) tries to 

mimic and predict a user’s activities, however, it cannot model the 

user themselves. Users can benefit from involvement in the modelling 

process by incorporating their input as considerations in modelling 

through employing interactive Machine Learning or human-in-the-

loop controls. Such user involvement needs the user to understand 

the model behaviour to ensure their inputs are effective. This can be 

achieved by utilising Machine Learning interpretability techniques. 

This work proposes an interpretation of the model to the user in order 

to provide the user with better understanding for the model 

behaviour. 

In this study, the proposed approach, termed SUM-IML (Scrutable 

User Modelling using Interactive and Interpretable Machine 

Learning)., implements model scrutability by combining the benefits 

of interactive ML as well as Interpretable ML in user modelling.  This 

thesis presents the research question driving this work, a state-of-

the-art review of user modelling, scrutability, interactive, 

interpretable Machine Learning literature and the evaluation 

methodologies required. It then presents two related experiments 

that demonstrate the exploration of research question through their 

results and the conclusion. 
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1. INTRODUCTION 

 MOTIVATION 

Generally, A user model is a set of personal information related to 

a specific user, serving as a representation of the user in a system. 

As user modelling is primarily based on personal information, user 

control over this model is considered a crucial factor (Assad et al. 

2007). Individual understanding and control over the modelling 

process is important as it can empower the user to maintain and 

manage what is modelled about them. A model is described as a 

scrutable model when it allows the user to interrogate it. This ensures 

people can control their personal information and understand how 

the model uses this information. (Assad et al. 2007). 

Recently, much research has been concerned with employing 

Machine Learning (ML) in user modelling. The Internet evolution has 

motivated a surge of research in this field (Kelleher, Mac Namee, and 

D’Arcy 2015). By closely investigating how interactions affect user 

interests, the early studies of M. E. Muller (Muller 2004) showed the 

importance of the user’s need to be in charge of the model. Therefore, 

arguing based on logic, it is thus necessary to provide users with an 

interpretable system. This is a gap in the state-of-the-art, as the 

user’s need to have a scrutable user model is currently not 

implemented in the case of ML-driven user model.  

Fundamentally, Machine Learning tries to simulate and predict the 

user’s performance; however, it cannot model the user themselves. 

Through ML we can build systems that can provide users with 

suggestions and predictions with high accuracy as it can learn from 

past data (typically the user’s interaction history) (Dietterich 1997). 

However, there may be several present and future user interests that 

are not represented in this data as it is incomplete, or the user has 
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not expressed this interest in the digital data being analysed. Thus, 

involving the user in the modelling process can be considered a 

highly valuable input in this context. However, to date, such user 

input towards ML-driven user modelling has received little attention 

(Amershi et al. 2014).  

This research will examine two Machine Learning related 

approaches. The first approach is to take advantage of user 

involvement in the modelling process and considering their input in 

building the model (Billsus and Pazzani 2000). Engaging the user in 

the Machine Learning training process is referred to as interactive 

Machine Learning (Fails and Olsen 2003) (Amershi et al. 2014) or 

human-in-the-loop control. This study explores the approach of 

employing Machine Learning – interactive Machine Learning 

specifically – to implement the user control part of model scrutability. 

The second approach examined is Machine Learning interpretability. 

Explaining model behaviour and its output prediction is an 

important aspect in getting users to use ML-driven model effectively. 

In this case, Miller (Miller 2017) provides a simplistic definition 

of  Interpretability as: the degree to which a human can understand 

the cause of a decision. This can be achieved within our approach by 

explaining a prediction, or in other words, presenting a qualitative 

understanding of the relationship between the instance components 

(Marco Tulio Ribeiro, Singh, and Guestrin 2016).  By employing 

Machine Learning interpretability approach, we can implement the 

understandability part of the model scrutability. 

 

 RESEARCH QUESTION  

As we mentioned earlier, model scrutability is found where a user 

can interrogate their user model. A user model is a set of personal 
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data related to a specific user and it is the basis of all the adaptive 

changes in system behaviour (Zemmouri and Benslimane 2015). So, 

it is beneficial for the model to be able to dynamically change to 

accommodate the changes in user interests. This helps in meeting 

any shifts in the user’s needs (Fischer 2001)(Hothi and Hall 1998) 

(Girolami and Kabán 2003). 

Using Machine Learning in user modelling is a powerful tool for 

transforming data into computational models (Billsus and Pazzani 

2000). We can use it in implementing an efficient smart system as it 

can learn from the users’ behaviour and interactions (Amershi et al. 

2014). For this, user’s history can be collected and represented in the 

system.  

The challenges usually occur when trying to maintain model 

scrutability in the case of using ML. The main issues addressed here 

are: (1) when there are changes in these preferences and these 

updates are not reflected in the data, e.g. a users’ preferred 

restaurants may change once they have children. Thus, involving the 

user in the modelling process can be considered an essential input 

to tune the ML process by re-learning from user feedback; (2) the 

other important problem is user understanding of the model 

regarding behaviour and output. 

Is it feasible to implement model scrutability when employing – 

Decision Tree based – Machine Learning in User Modelling? 

This research proposes a novel approach to enable scrutability in 

Decision Tree- based user-model. This proposal comprises the 

following objectives: (1) Supplementing ML intelligence with user 

control; and (2) Demonstrating the behaviour of ML models – in a 

human understandable fashion. 

The two major aspects of this research are:  
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1) The role of the user in system re-learning which is taking user 

feedback as an input in the modelling loop. Primarily, this concerns 

the crucial point of how to blend the Machine Learning intelligence 

and user control. This is in addition to keeping the balance between 

user engagement and minimising the burden of user control over the 

model. 

2) Explaining the model to the user. Interpreting the model 

behaviour and its output enables the user to use the model 

effectively. In other words, the target is to provide a qualitative 

explanation of the relationship between model components  to the 

user. 

Investigation of the research question is outlined by the following 

objectives: 

• To analyse the state-of-the-art in terms of approaches and 

methodologies for user modelling and scrutability. 

• To analyse the state-of-the-art in terms of approaches and 

methodologies for interactive and interpretable Machine 

Learning. 

• To analyse the state-of-the-art for evaluation techniques for 

both ML modelling and interpretable ML. 

• To propose an approach to support the research question 

(applying interactive and interpretable ML to build a 

controllable and understandable model) to maintain the model 

scrutability. 

• To develop and implement a model as a proof of concept. 

• To design and execute experimentation and evaluation 

methodology. 

 CONTRIBUTIONS 

The novel contribution in this work is proposing a new approach 

called SUM-IML (Scrutable User Modelling using Interactive and 
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Interpretable Machine Learning). The idea of this approach is to 

combine interactive and interpretable Machine Learning to 

implement a scrutable user model. Both are powerful tools to raise 

the understanding between the user and the model.  

The scrutability of the user model can be maintained by explaining 

the model and by using the user involvement in building the 

algorithm and the entire modelling process (human-in-the-loop). 

Interactive and interpretable ML demonstrate particular potential to 

solve such problems. 

 RESEARCH APPROACH 

The strategy of this study is to start by building a case study to 

implement a scrutable user model-which is discussed in detail in 

section 3.2 that demonstrates the concept of SUM-IML. The case 

study builds a user model that predicts the importance of an 

incoming email to users. The model leverages user understandability 

and control over the Machine Learning algorithm in different ways. 

The case study goes through several examinations in order to 

evaluate the impact of engaging the user in the modelling process on 

the results. This is in addition to examining user understanding. This 

starts with building a personalized ML model that reads user’s email 

messages and learns user preferences. From this, the model can then 

predict user interest in an incoming email message.  

The target of experimentation is implementing the two parts of model 

scrutability – user input and user understanding. The first 

experiment is maintaining user input in the model. This is 

implemented by simulating user feedback about the model 

prediction. The second experiment is concerned with building an 

interpretation model that can explain the user model behaviour. 

Thus, both parts of scrutability are maintained. 
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 THESIS OVERVIEW  

Chapter two represents a review of the state-of-the-art of various 

components involved in this research including Personalisation, User 

Modelling, Scrutability, Interactive and Interpretable Machine 

Learning. Chapter three Shows the design of the proposed SUM-IML 

approach as well as the design components. The fourth chapter 

shows the details of the experiments conducted and their results. 

The fifth is the last chapter which is the conclusion and future work. 

This is followed by references and appendices. 
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2. STATE OF THE ART 

This section provides a review of the literature. The focus of this 

review is the studies that targeted the field of user modelling in 

general as well as user modelling using Machine Learning (ML). First, 

an overview is given about user modelling, as it is the foundation field 

that the study is built upon. Following this, the model scrutabilty will 

be reviewed, and current state-of-the-art interactive ML and 

interpretable ML will be elaborated on. Finally, the evaluation of both 

techniques will be discussed. 

Fundamentally, the core objective of personalising a user model is to 

provide users with experiences fitting their specific backgrounds (Y. 

Yang et al., 2005). Due to the overwhelming amount of information 

available, there is a significant challenge in not only making 

information available anytime, anywhere, and in any form but also 

in precisely specifying the ‘right’ information at the ‘right’ time and 

in the ‘right’ form. Once information is collected about a certain user, 

the system can evaluate that data using a preset analytical algorithm 

and then personalise it to meet the user’s needs (O’Keeffe et al., 

2012). The user profile affects how information and functions are 

displayed by highlighting only relevant aspects and thus hiding 

information that is not needed by the user.  

The main challenge is to make systems capable of providing users 

with experiences fitting their interests and preferences. The massive 

amount of data that is represented in the user history (preferences 

and interactions) is what constitutes this challenge. 

In this chapter, we discuss the main topics related to this research. 

The first section will be about user modelling, then the next discusses 

scrutability in user modelling. Sections 3 and 4 explain ML learning 

techniques and the corresponding evaluation methodologies. 
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 USER MODELLING 

A model is defined as ‘an abstract representation of something that 

exists in the real world’ (Koch, 2001). A user model is ‘the 

presentation of a mental state (such as knowledge, preference, 

background and experience) related to a context in the real world’ 

(Bra, n.d.). Thus it can be said that a user model is a set of personal 

data related to a specific user. It is the basis of all the adaptive 

changes in system behaviour (Zemmouri & Benslimane, 2015). 

Saying the right thing at the right time in the right way is the main 

concept of user modelling (Fischer, 2001; Petrelli & Convertino, 

2014).  

This research is concerned mainly with capturing the ‘right’ thing. 

Selecting which data is used and employed in the model depends on 

the goal of the application and the output required. It can include 

personal information (Kobsa, 2001) such as users’ names, ages, 

interests, skills, knowledge, preferences and dislikes, or even data 

about their behaviour and their interactions with different systems. 

There are different designs in user modelling, though a mixture of 

them is usually beneficial. 

• Static user models: Static models are the primary type of user 

model. As the name indicates, the model is always static and does 

not change; once data is collected they are normally not changed 

again. Changes in user’s information do not affect the model and 

no learning algorithms can be used to alter the model (Fischer, 

2001; Hothi & Hall, 1998). 

• Dynamic user models: Dynamic models allow a more active 

representation of users’ preferences. This type of model can adapt 

to changes in the users’ interests or their interactions with the 

model. This dynamic adaptation helps in meeting the different 
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needs of the users (Fischer, 2001; Hothi & Hall, 1998; Girolami & 

Kabán, 2003). 

• Static and Dynamic (SaD) user models: We can easily imagine 

SaD as a hybrid modelling technique. It can be more common to 

allow the modeller to move from using just a one-level standard 

static user model, which uses static unchangeable information, to 

more thorough two-level models. The result is a static model with 

a dynamic model overlaid, which accommodates the user’s 

preference alterations and various interactions with the system 

(Hothi & Hall, 1998). 

There is another methodology to categorise user modelling, which 

considers profile management. There are three main mechanisms for 

achieving user modelling and profile management (Fan & Poole, 

2006). However, the hybrid approach was added and followed 

afterwards (McBurney et al., 2009; Godoy & Amandi, 2005). 

• Explicit modelling: The user is the main active component in the 

modelling process. It depends completely on them to set their 

personal information and manage their interests, which assures 

data precision. However, managing an entire set of preferences 

manually means putting the burden on the user to carry out 

preference management responsibilities (Joerding, 1999). In other 

words, the user must update their profile whenever new content 

or new services are encountered. This is the only behaviour 

available to keep users’ interests up to date. 

This approach engages the user in the whole task and places the 

onus on the user. This is the main shortcoming of this mechanism 

as it undermines the strength of user modelling. It can often lead 

to a sparse preference set and hence an inaccurate model 

(McBurney et al., 2009). 
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• Implicit modelling: This approach is considered the other 

extreme in the user modelling process. It primarily uses 

various techniques for monitoring and learning user 

preferences without engaging the user directly. It employs 

learning techniques as a substitute for user control of the 

system. The system tends to maintain the user profile on 

behalf of the user, which depends mainly on the intelligence of 

the system. This may affect the information accuracy and, 

accordingly, the model performance (Rich, 1983). 

• Hybrid implicit and explicit modelling: This methodology 

combines the advantages of the above-mentioned approaches 

(implicit and explicit user modelling) to help overcome their 

limitations. 

The benefit of the hybrid approach is the minimal burden on the 

user; however, care must be taken to provide some method of user 

control. Without such functionality, the user cannot alter system 

behaviour to reflect new situations or behaviours in a rapid way. 

Therefore, for more successful systems, a hybrid approach built on 

implicit modelling must be employed where possible, but it should 

also provide a mechanism through which the user can manually 

manipulate their preferences and take final control (McBurney et al., 

2009; Niederée et al., 2004; Potey, 2014). 

  SCRUTABILITY 

One classifying technique for personalisation systems lies in 

describing them with respect to the system controllability, that is, as 

controlled vs. uncontrolled models. Controlled personalisation 

makes the user take control of the system. On the other hand, 

uncontrolled personalisation would not allow the user to influence 

the adaptation process (García Barrios et al., 2005). 
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The main concept of scrutability lies in ensuring users have the 

capability to control their personal information and its use in a 

personalisation environment (Assad et al., 2007). A model is 

described as scrutable whenever it enables the user to examine it in 

order to determine exactly what is modelled. Users can investigate 

the data as well as the processes and functions that use that data 

(Holden & Kay, 1999). 

The actions of the user to directly or indirectly alter their model give 

them control over how the system executes, leading to a more 

adaptable and scrutable environment (Staikopoulos et al., 2012). 

Therefore, scrutable control over user models may have the potential 

to improve personalisation services (Kay, 2006). Gaining a better 

understanding of how the system behaves can enhance the synergy 

between the system and the user, where the user can directly 

experiment with the system to determine what happens (Lum, 2007). 

Scrutability allows users to check the correctness and validation of 

their model. Because individual user preferences change over time, 

it is important to allow users the ability to correct any inconsistencies 

they see in their model (Lum, 2007). 

There are a number of examples in existing research of involving the 

user and supporting their control over the user model, for example, 

Kay et al. (2002); Hampson et al. (n.d.); Assad et al. (2007); Roll et 

al. (2005); and Müller (2004). 

These are, briefly, some of the motivations behind this study (Kay, 

2006):  

• The user’s right to see the personal information the 

computer holds about them in a user model. 

• Enabling users to correct the model’s mistakes. 

• Enabling users to have control over the user model. 
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• Giving users the option to know the way that the model 

performs the personalisation. 

• Supporting users to be more self-aware and avoid self-

deception, because their user model mirrors their real 

actions.  

• Motivating users to share user model data because they 

trust its meaning and use. 

It is important that systems allow users to have an active role in the 

way their personal data is used. One way to achieve this is to design 

the user model in such a way that the user can, but is not mandated 

to, directly interact with and inspect the model, possibly correcting 

incorrect or inappropriate data. This interaction includes the user 

maintaining control of both what is modelled about them and how it 

is used. 

  MACHINE LEARNING 

The focus of this study is the Decision Tree (DT) based Machine 

Learning model. In the coming two sections we are going to discuss 

two Machine Learning (ML) techniques: interactive ML and 

interpretable ML. The discussion will be in the context of DT-based 

models. 

2.3.1. INTERACTIVE MACHINE LEARNING  

Originally the term Machine Learning was defined as the ‘artificial 

generation of knowledge from experience’ (Holzinger, 2016). It can be 

used efficiently in modelling real-life data and converting it into 

computational models. However, in these models, users – who are 

practically the domain experts – are hardly involved in the 

development process. Applications or models that require user 

involvement are not usually satisfied with employing ML (Holzinger, 

2016).  
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In Automatic (or classic) Machine Learning (AML; Holzinger, 2016), 

the work goes through iterations that each includes: data gathering 

by developers, selecting features to represent data, data 

preprocessing, data transformation, model training, iteratively 

tuning the parameters of the modelling algorithm, tweaking features, 

and then model evaluation. According to the results of the model 

evaluation phase, the developer or the practitioner decides whether 

the model will go into further iterations. These iterations include 

many of the steps above. Furthermore, the modelling process 

depends on an iterative investigation in the domain space. This is 

mainly applied by the technical developers, keeping the user out of 

the loop (Amershi et al., 2014). 

Generally, the ultimate goal of Machine Learning models is to develop 

algorithms/systems which can automatically learn from data. This 

learning process includes extracting knowledge and making 

predictions and decisions without human intervention.  

One of the disadvantages of such black-box approaches is that they 

are resource intensive and data hungry. Additionally, black-box 

approaches have the least reliable approach when it comes to safety 

and critical domains (Holzinger, 2016). The other enormous 

drawback of black-box approaches is lack of transparency, as users 

often cannot tell why a decision has been made. This does not foster 

trust and acceptance among end-users (Holzinger, 2016). Trust 

between the user and a system may be of particular importance when 

that system is tailoring its behaviour based on the personal 

information of that user, as is the case for personalisation systems. 

One of the drawbacks of most ML-driven models is that users require 

in-depth knowledge of artificial intelligence and statistics to use them 

effectively. As such, one of the most sought-after goals in Machine 

Learning is to allow non-experts to interactively train Machine 
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Learning algorithms. To raise the understanding between the user or 

the agent and the practitioners, a new methodology was cultivated. 

This is referred to as interactive Machine Learning (Gutzwiller & 

Reeder, 2017).  

Interactive ML is defined as ‘algorithms which interact with agents 

and can optimise their learning behaviour through this interaction, 

where the agents can be humans’ (Holzinger, 2016; Holzinger et al., 

2017). Hence, interactive Machine Learning puts the ‘human in the 

loop’ to enable what neither a human nor a computer could do on 

their own, and the human expert is seen as an agent directly involved 

in the system evolution (Holzinger, 2016). 

In contrasting the dynamicity of this system with classic ML,  

interactive ML demonstrates more rapidity in updating models with 

user changes. This is because the system changes itself 

automatically in response to user input in the modelling process 

(Amershi et al., 2014). The rapid pace of this loop (updating the model 

and getting the subsequent results) enables the user to interactively 

examine the consequences of their modifications (Amershi et al., 

2014). In other words, we can say that this improves the model 

scrutability and makes it more user understandable and adaptable. 

Since we can integrate human-in-the-loop (or the involvement of a 

human) directly into the algorithm, interactive ML approaches can 

be of particular interest to solve problems where we lack big datasets, 

deal with complex data and/or rare events, or where automatic ML 

suffers from insufficient training samples (Holzinger et al., 2017). 

In a study by R. S. Gutzwiller and J. Reeder, sixty-six percent of 

participants chose the interactive ML plans over black-box ones, and 

their trust in these choices overall was moderate to high. When given 

the choice between the two model types, it was found that users 

believed interactive ML generated better behaviours than black-box 
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models. This demonstrates that a truly glass-box interactive ML with 

a human-in-the-loop intelligent system is required to understand the 

user’s preferences and to be able to discriminate between relevant 

and irrelevant features, just as we humans can do (Gutzwiller & 

Reeder, 2017).  

Interactive Machine Learning seeks to enable humans to directly 

interact with Machine Learning algorithms by way of online feedback 

or demonstrations of behaviours (Harrison & Riedl, 2016). There are 

several examples of involving the user in different stages of Machine 

Learning modelling. Most studies are more concerned with engaging 

the user by retrieving their feedback (Holzinger, 2016; Rahman et al., 

2007; Jones et al., 2009). 

Such interactive Machine Learning approaches have made advances 

and had practical successes in many different application domains, 

for example, health informatics (Holzinger, 2016), medical image 

retrieval (Rahman et al., 2007), image processing (Fails & Olsen, 

2003), autonomous robots (Gutzwiller & Reeder, 2017), cyber-

physical systems (Schirner et al., 2013), image segmentation, 

gesture-based music (Amershi et al., 2014), and many other 

industrial applications. 

2.3.2. INTERPRETABLE MACHINE LEARNING 

Generally, an explanation is an answer to a ‘why’ question (Miller, 

2017). For example, ‘why did the insurance company refuse to insure 

my car?’ This kind of inquiry can be answered by interpretable 

Machine Learning (Molnar, n.d.). Here, we are using this rather 

simple definition of Machine Learning interpretability from 

Miller (2017): ‘It is the degree to which a human can understand the 

cause of a decision’. If the user can comprehend an ML-driven model, 

then this model can be referred to as an interpretable model (Lipton, 

2016). 



 

24 

 

Explaining a prediction means mainly presenting textual and/or 

visual artefacts. These artefacts are able to interpret the model 

behaviour by delivering a qualitative illustration of the relationship 

between the instance components and the model predictions. 

Interpreting a model and explaining the output prediction are 

important in gaining human trust, which is what allows them to use 

Machine Learning models effectively (Ribeiro et al., 2016). 

Understanding data can be considered critical, as can understanding 

the model (Van-Belle & Lisboa, 2013) and its internals. The goal is to 

deliver all this information to humans in an understandable manner 

(Gilpin et al., 2018). The better this explanation, the easier it is for a 

user to comprehend why certain decisions (predictions) were made 

(Tamagnini et al., 2017).  

The concept of interpretability is applied in many studies, such as 

research into clinical and biomedical decision support systems (Van 

Belle et al., 2012; Zycinski et al., 2012). A subset of ML learning 

algorithms is used for implementing the interpretable model, and 

common types in this group are linear regression models, logistic 

regression models, and Decision Trees. This is the straightforward 

way to implement interpretability (Molnar, n.d.); however, there are 

other approaches that could be used.  

Some studies have implemented interpretability by using more than 

one ML algorithm, and the results of these different algorithms give 

the sense of data (Kernel methods for interpretable Machine Learning 

of order parameters). Other implementations were done by involving 

the user in the model design and implementation (Abras et al., 2004), 

but this needs the user to be an expert in the domain.  

Other work has aimed to produce interpretable predictive models by 

building decision lists (series of if-then statements), and this method 

can describe a high-dimensional feature space (Letham et al., 2015). 
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However, this approach would only work effectively where the 

number of features is low, hence it is not feasible in the case of text 

classification problems. 

Local or Global? 

In Machine Learning interpretability, methods can be classified 

according to several criteria. This classification method is concerned 

with the locality of the explanation – whether it is local or global 

(Tamagnini et al., 2017; Doshi-Velez & Kim, 2017). Does the 

interpretation output explain a single instance of data (prediction) or 

the whole data (entire model behaviour)? 

Local Interpretability  

In essence, local interpretability entails the reasons for a single 

instance (Kim et al., 2018). For building an explanation for a specific 

decision, the interpretation model can zoom in on this instance and 

examine what kind of prediction the model makes for this input and 

why this was done (Doshi-Velez & Kim, 2017). We can use the 

example of apartment price, which might not depend linearly on the 

apartment’s size. By taking a specific apartment of 100 square 

meters, we can find that the value changes by increasing or 

decreasing by 10 square meters and there are other factors that affect 

the price decision. The local distribution of the target variable may 

act more effectively. It may be derived linearly or monotonically on 

one or a number of features rather than having a complex 

dependence on the features. This is the reason for considering local 

explanations to be more accurate than global explanations (Molnar, 

n.d.). 
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Global (Holistic) Interpretability 

Generally, holistic interpretability implies illustrating the 

behaviour of the model as a whole (Doshi-Velez & Kim, 2017). 

Explaining the model globally needs two things: knowledge about the 

algorithm, and the data. The main goal of this level of interpretability 

is understanding how the model works as a whole, taking into 

consideration features and each of the learned components like 

weights, parameters, and structures (Molnar, n.d.).  

Moreover, interpreting the decision for multiple instances can be 

explained by either using methods for global model interpretability 

or single instance explanations. The global methods can be applied 

by taking the group of instances, treating them as if they were a 

complete dataset, and using the global methods on this subset. The 

single explanation method can be used on each instance and listed 

or aggregated afterwards for the whole group (Ruping, 2006). 

Model-specific or Model-agnostic? 

In this classification method, ML models are classified according 

the relation between the real model and the explanation model. Does 

the interpretation output demonstrate the existing model and its 

components, or does it see it as a black-box and explain its behaviour 

separately? 

Model-agnostic explanation.  

This approach creates a separate model to provide interpretation 

for an existing one (Du et al., 2019). It does not have control over the 

details of the ML model when creating the explanation. Rather, it sees 

the model as a black-box and depends solely on the model prediction 

(Plumb et. al, 2018). 
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Ideally, it analyses feature input and output pairs. Such 

interpretation is constructed after the model has been trained (post 

hoc). This type of explanation is feasible in several Machine Learning 

models (Plumb et al., 2018; Ribeiro et al., n.d.). 

Model-specific explanation.  

This explanation method is limited to specific model classes 

(Plumb, Molitor et al., 2018). The interpretation here is achieved by 

building a self-explanatory model that can include interpretability in 

its structures (Du et al., 2019). The interpretation here is built mainly 

by exploiting model-specific properties (Plumb et al., 2018). It usually 

concludes the explanation depending on the structural design and 

internal parameters of the model (Du et. al, 2019). This is also called 

a white-box interpretation. Using a white-box method eases the user 

incorporation and feedback in systems (Ribeiro et al., n.d.). 

The family of this type of model includes Decision Trees, rule-

based models, linear models, and so on. Inherently interpretable 

models have an accurate and undistorted explanation; however, this 

may influence the model performance (Du et. al, 2019). 

 EVALUATION 

Generally, in the context of a Machine Learning-driven model, the 

evaluation usually assesses the model performance. However, this 

research is concerned with two aspects: the model performance and 

the model interpretation. The assessment of each of them depends 

completely on the nature of the model. This step will be discussed in 

detail in the following sections. 

2.4.1. EVALUATION OF MACHINE LEARNING MODEL 

This research is concerned with a specific ML modelling algorithm, 

Decision Tree (DT)-based modelling. When it comes to the DT-based 
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model, the first question that arises is how accurate the model is, 

especially when it works on forthcoming cases. DT model evaluation 

is essential because one should be certain that the output decision 

will be reliable and efficient. Before mentioning what categories of 

measures there are, the metrics used for performance evaluation 

need to be discussed. A metric for DT performance can have more 

than one meaning. Sometimes the performance is assessed by speed 

and in other cases by the grown tree size; however, in most cases, 

the model is measured by accuracy-based metrics (Baykara, 2015). 

Below are some metrics that are used and their definitions (Han et 

al., 2011). 

• Accuracy-based: These are different measures that can 

demonstrate the performance of a model. Since accuracy-based 

metrics give the most realistic and calculable results, they have 

dominated the evaluation techniques. 

• Speed: This is also known as computational cost: how much it 

costs during construction and use of the model. 

• Robustness: This measures the model reliability as well as the 

correctness of the resulting predictions, especially when the 

model encounters either noisy data or data with missing values.  

• Scalability: This measures how well the model performs when 

given large amounts of data. 

Only the accuracy-based measures are going to be explained, since 

these are the measures that are going to be used in this research. 

There are four important terms that we need to start with in order to 

understand some concepts in the evaluation metrics (Han et al., 

2011; Baykara, 2015). 

1. True Positives (TP): The cases in which we predicted YES, and 

the actual output was also YES. 
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2. True Negatives (TN): The cases in which we predicted NO, and 

the actual output was NO. 

3. False Positives (FP): The cases in which we predicted YES, and 

the actual output was NO. 

4. False Negatives (FN): The cases in which we predicted NO, and 

the actual output was YES. 

There are several accuracy-based validation techniques. In the 

context of this study, we are going to explain some of them: confusion 

matrix, accuracy, precision, and recall. 

Confusion Matrix  

Accuracy-based measurements are formed on top of the confusion 

matrix. It is also known as the coincidence matrix, classification 

matrix, or contingency matrix. It is a matrix that describes the 

complete performance of the model (Han et al., 2011; Baykara, 2015). 

The confusion matrix (shown in Table 2-1) is simply a table m by m 

where each column and row shows how many instances of some 

class were labelled as another class. These labelled classes can be 

the same class as themselves or another class. The numbers along 

the diagonal from the upper-left corner to the lower-right represent 

the correctly classified number of instances. The number m is 

directly proportional to the number of classes there are in the 

dataset. All the accuracy-based measures are based on this matrix 

and derived from it (Baykara, 2015). 
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Table 2-1 

Confusion matrix 

 

Accuracy 

In Machine Learning, the term accuracy usually means 

classification accuracy. It is the ratio of the number of correct 

predictions to the total number of input samples. Equation (1) shows 

how to calculate accuracy (Sahli, 2020). 

(1)          Accuracy = (TP+TN)/(TP+TN+FP+FN) 

Precision  

Precision is the number of correct positive results divided by the 

number of positive results predicted by the classifier, as shown in 

equation (2). The number of positive results predicted by the 

classifier is the summation of correct positive results and false 

positive results (Han et al., 2011; Baykara, 2015). 

(2)          Precision = TP/(TP+FP) 

Recall 

Recall is also known as the true positive rate or hit rate. Recall is 

the number of correct positive results divided by the number 

of all positive instances, that is, all samples that should have been 

identified as positive (Flach, 2003). This is shown in equation (3). 

(3)          Recall = TP/(TP+FN) 

Classified Positive Classified Negative

Actual positive TP FN

Actual negative FP TN



 

31 

 

2.4.2. EVALUATION OF MACHINE LEARNING INTERPRETATION 

Principally, Machine Learning interpretation offers a human-

understandable explanation for model behaviour as well as for the 

relationship between the instance components and the model 

results. (Ribeiro et al., 2016). Though the research covered 

interpretable ML, including techniques, procedures and application, 

the visions on the interpretable ML evaluation perspective are still 

rather limited (F. Yang et al., 2019).  

Unlike conventional ML evaluation that mainly relies on model 

performance, interpretable ML evaluation focuses on the quality of 

the explanations. The quality of explanation cannot be easily handled 

and benchmarked (Wohlin & Andrews, 2001), since ML 

interpretability is a very subjective concept and a domain-specific 

notion; therefore, there is no specific definition for the evaluation. In 

other words, it is necessary to study the model domain for each 

specific problem (Carvalho et al., 2019). As per the state of the art, 

there is no rigid description for interpretation evaluation methods, 

although the research community has begun to work on this 

(Murdoch et al., 2019).  

Some model classes are generally amenable to human understanding 

or, in other words, inherently interpretable, for example, Decision 

Trees, rule lists, and decision sets (Freitas, 2014; Lage et al., 2018). 

Within these model classes, there likely still exist some models that 

are easier for humans to utilise than others, such as shorter Decision 

Trees rather than longer ones (Lage et al., 2018; Maimon & Rokach, 

2014). 

Generally in ML, there exists a taxonomy of model evaluation, so the 

model interpretation and its evaluation should match the 

corresponding contribution (Doshi-Velez & Kim, 2018). There is more 

than one categorisation system for interpretation evaluation. Doshi-
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Velez and Kim (2018) mentioned a categorisation methodology that 

will be considered in this study. There are three interpretation 

evaluation methods: application-grounded, human-grounded, and 

functionally-grounded. Figure 2-1 shows that these three groups 

range from task-relevant to all-purpose. Here they are discussed. 

Figure 2-1  

Taxonomy of evaluation approaches for interpretability 

(Doshi-Velez & Kim, 2018) 

 

 

Application-grounded Evaluation:  

The main concept is performing a real task experiment and 

evaluating it using domain experts (humans). This evaluates the 

quality of an explanation in the context of its end task. This type of 

experimentation may be conducted either with the exact application 

task or with a simpler or a partial task. This totally depends on the 

application. Though this type of evaluation is not an easy metric, it 

instantly assesses the system and hence its performance concerning 

the main objective of the system. This results in strong evidence of 

application success ( Ribeiro et al., 2016;  Doshi-Velez & Kim, 2017; 

Molnar, n.d.). 
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Human-grounded Evaluation 

This evaluation is achieved by building simpler experiments that 

are evaluated by humans. These experiments should maintain the 

essence of the target application. This evaluation type is appropriate 

in cases where the real task is challenging. The human here can be 

a layman user. This opens the experiment to a bigger number of 

target users and incurs less expense, since there is no need to pay 

domain experts. Generally, the human-grounded evaluation 

technique is appealing when it comes to assessing the concepts of 

the quality of an explanation (Doshi-Velez & Kim, 2018). Ideally, the 

approach here relies only on the quality of the explanation regardless 

of whether 1) this interpretation is the model itself, 2) it is a post hoc 

interpretation of a black-box model, or 3) the model output is correct 

(Molnar, n.d.). 

Functionally-grounded Evaluation  

This evaluation technique does not include human involvement; it 

uses a proxy for explanation quality (Doshi-Velez & Kim, 2018). This 

type of evaluation is suitable if subject experiments need time and 

money. It is also appealing if there is a class of models or regularisers 

that were validated before (Ribeiro et al., 2016; Doshi-Velez & Kim, 

2017; Molnar, n.d.). 

In the case of human-grounded or application-grounded evaluations, 

a subjective evaluation can be conducted. Subjective metrics mainly 

rely on the knowledge and expertise of the humans involved. The key 

advantage of this type of evaluation is that it is easier to conduct – 

whether through interviews or questionnaires – however, it can be 

less exact and more difficult to draw conclusions from (Wohlin et al., 

2000). This will be discussed in more detail in the next section. 
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2.4.3. SURVEY DEVELOPMENT 

A survey is defined by Groves et al. (2011) as ‘a systematic method 

for gathering information from (a sample of) entities for the purpose 

of constructing quantitative descriptors of the larger population of 

which the entities are members’. The word ‘systematic’ is used in this 

definition to differentiate surveys from any other way of collecting 

information. The expression ‘a sample of’ indicates that sometimes 

surveys target everyone in a population and sometimes just a 

sample. 

For a long time, building a questionnaire was considered an art, but 

over the past years, considerable research has proved that it is a 

science. There is a lot of science behind designing a successful 

questionnaire, and we discuss the pitfalls and best practices below. 

Designing a questionnaire is a multistage process that entails 

bearing in mind lots of details. It is somehow a complicated process, 

as the survey can question a certain topic in many degrees of detail. 

Questions can be written in various ways and in different orders, 

which may affect how people interpret later questions (Cox & Cox, 

2008). Here are the guidelines for building and conducting a 

perception questionnaire:  

Step 1. Define the objectives and target population (or sample of) 

• Describe the goals. 

• Outline the ultimate use of the questionnaire results.  

• Define target addressees. 

Step 2. Draft the questions  

• Draft simple and clear questions (this will be detailed later in 

this section). 
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• Make sure that respondents can report any problems. 

Step 3. Conduct and accommodate the survey  

Step 4. Data collection  

• Make sure that the sample size will result in indicative 

conclusions. 

• Pick the data collection approach: interviews, internet surveys, 

email surveys, etc.  

Step 5. Run the survey 

• Send a letter of invitation to participate in the survey. 

• A good letter helps maximise the response rate. 

Step 6. Analyse the results  

The key point that should be taken into consideration is how to 

write a good question. A survey is said to be beneficial when it gathers 

accurate data. And to say that the information is accurate, questions 

must be written precisely and not be open to many interpretations. 

Ensuring as much specificity as possible when crafting questions will 

ensure the actual intent is reflected in the question. This evades any 

misunderstanding from the respondent side, which reduces 

answering time as well as potential respondent frustration. If the 

qustions are not specific enough, the answers will not be comparable 

and the results will lead to misleading conclusions (Cox & Cox, 2008; 

Fowler & Cosenza, 2008). Here is a checklist for drafting good 

questions:  

1. The expected answers to the question should help meet the 

main objectives of the questionnaire. 

2. The language should be as simple as possible. 

3. Ask one question at a time. 
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4. Questions should be clear and precise. 

5. The answer choices or scales must be clearly understood by the 

respondents. 

6. The survey should be brief enough to ensure that respondents 

focus on the whole survey. 

  ANALYSIS 

In user modelling, we can gain the benefit of the hybrid approach 

(implicit and explicit modelling) in lessening the burden on the user 

as well as offering some means of user control. This approach in 

implementing models enables the user to efficiently change the 

system behaviour whenever there is new input. Classic Machine 

Learning can be beneficial in building the implicit part of the model, 

while we can employ interactive ML techniques to build explicit user 

control.  

The major issue with interactive ML techniques is that they require 

humans to understand the domain and interact with these 

algorithms. It is a challenge to improve the ability of non-experts to 

train Machine Learning algorithms (Harrison & Riedl, 2016). So we 

are utilising interpretable ML in order to develop a glass-box 

explainable model. This is to enable the user to understand the 

model behaviour and how important features affect the output 

decision.  

We can say that employing interactive ML in building a user model 

enhances the users’ sense of control over the model and improves 

the users’ trust. Hence we can implement scrutability in a Machine 

Learning-driven user model. Moreover, interpretable ML could be 

employed to implement another aspect of the model scrutability, 

which is model understandability.  
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Since we are concerned with Decision Tree-based models, the 

appropriate interpretation method here is the white-box 

interpretation, so the approach that will be followed in this research 

is the global and model-specific explanation. 

By employing both interactive and interpretable ML techniques, we 

can implement the scrutability factors mentioned in section 2.2. 

For evaluation, each part of this study (interactive ML and 

interpretable ML) should be handled with the appropriate technique. 

The Interactive Machine Learning (Decision Tree-based model) part 

will be assessed with quantitative metrics (accuracy, precision, 

recall). The other part of this study is the model interpretation 

section. Since the model here will be delivered to layman users, the 

appropriate evaluation technique for this interpretation is human-

grounded evaluation. This will be handled through conducting a 

subjective assessment. 

The subjective evaluation will be delivered through an assessment 

questionnaire. Although there is more than one type of survey 

activity, this research focuses on surveys that have the following 

characteristics: 1) Information is gathered primarily by asking people 

questions, 2) information is collected from only a subset of the 

population to be described – a sample, 3) data is gathered from 

layman users, and 4) the questions will be delivered to the 

respondents via email. 
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3. EXPERIMENTAL APPROACH 

  PROBLEM DEFINITION 

As mentioned in the state-of-the-art chapter, user modelling is, 

fundamentally, saying the right thing at the right time in the right 

way, and scrutability is an important requirement of the modelling. 

This allows users to maintain control of what is modelled about them 

and improve their trust in the model.  

Machine Learning has been employed for user modelling, which 

typically attempts to mimic the user’s behaviour. Generally, users 

can get good predictions and suggestions with acceptable accuracy 

by utilising ML to develop such a smart system. Moreover, it can be 

trained on data from a user’s history, but the data usually has limited 

coverage of the user’s activities and interests.  

 

Figure 3-1  

UM-IML 
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Since ML-driven user models are considered black-box, the major 

concern is user understanding. Users tend not to be interested in an 

unexplainable model. Thus, we observed that users would gain 

added value (regarding scrutability) by interpreting the model and 

engaging in the ML modelling process. 

In this research, we are studying the approach of employing Machine 

Learning related techniques – specifically interactive Machine 

Learning and interpretable Machine Learning techniques – to 

implement a scrutable user model. This approach is called SUM-IML 

(see Figure 3-1). The challenge here is maintaining the scrutability of 

the model in an ML environment as well as considering the 

understandability of the model. The development carried out for this 

work can be sketched in the following goals: 

• To explore the possibilities and techniques of interactive 

Machine Learning in order to develop an approach to support 

the research question (supplementing ML intelligence with 

user control). 

• To explore the possibilities and techniques of interpretable 

Machine Learning in order to implement human-

understandable explanations for model behaviour. This is to 

support the research question (demonstrating model 

behaviour). 

• To develop and implement a case study that mimics the 

proposed approach. 

• To explore the suitable technologies and datasets to help build 

the required case study. 

  PROPOSED APPROACH 

The approach considered in this study will start by building a case 

study that validates the idea of SUM-IML. The case study is simply a 
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Decision Tree-based user model. The model here is a Machine 

Learning model that is constructed to reproduce the concept of SUM-

IML. It is trained on the user’s personal data and hence it can predict 

their reaction. The system basically reads user’s email messages and 

learns user preferences through reading these emails. On an 

incoming new message, the model can predict the recipient’s 

behaviour and whether the user will be interested in this message or 

not. 

We are working on this target by exploring user data. Here, the main 

data source to be used in building users’ profiles is their email 

messages. This is used to construct the initial user model. These 

emails include inbox messages, sent messages, messages in folders, 

and deleted messages. This large set of user data contains important 

and unimportant information for the participant. We need to explore 

this huge number of facts and capture the vital chunks. This selected 

data should indicate the user’s likes and dislikes. This information 

then goes through the learning phase in which we can build a 

personalised user model. 

The model presents the prediction to the user and asks the user to 

evaluate this prediction. The model would include this user feedback 

in the next training iterations. This involvement would benefit from 

user feedback on the model. Then the model behaviour and results 

will be explained to the user. The model explanation will be evaluated 

by users. This is in order to assess how far this explanation is 

human-readable and understandable. 

The important aspect here is investigating the effect of user 

involvement on the ML process. This involvement is simulated by 

considering user feedback. The next step is discussing the model 

results and comparing them with and without the user engagement 
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and analysing how far the (simulated) user feedback affects the 

model results. 

Since the constructed model here is an ML-driven model, the user 

will not understand the details of this black-box. This is the main 

challenge in implementing scrutability. To attain this, the model will 

provide a human-understandable explanation for the output 

prediction. 

When thinking about evaluating the SUM-IML approach, the other 

point that should be taken into consideration is assessing user 

understanding and satisfaction with the model interpretability. This 

would go through field study experimentation by providing the users 

with a qualitative explanation for the model behaviour and the 

causality relationship between the modelling components, followed 

by an assessment of their understanding. 

Evaluating the Machine Learning model is an essential part of any 

work. The evaluation here includes a number of aspects: the first is 

concerned with assessing the model performance; different ML 

algorithms have different performance metrics. Most of the time, 

classification accuracy is used to measure the performance of the 

model; however, it is not enough to truly judge it. The literature 

review (section 2.4) discussed all the evaluation techniques that will 

be used. 

  METHODOLOGY 

Building predictive data analytics solutions for this kind of 

problem involves a lot more than choosing the right Machine 

Learning algorithm. To maximise the chances of success, a 

structured project management methodology needs to be applied to 

the development plan. One of the most commonly used 

methodologies is CRISP-DM. 
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CRISP-DM stands for Cross-Industry Standard Process for Data 

Mining (Kelleher et al., 2015). It is a methodology that helps in 

structured development planning. It is flexible and useful when 

implementing an analytics model. CRISP-DM is basically the 

sequence of tasks shown in  

. These instructions can be carried out in a different order or 

repeated, depending on the nature of the model at hand.  

Choosing an ML technique can be a difficult process, and in this 

research, the CRISP-DM framework is employed to help make this 

task simpler. This is because CRISP-DM gives a clearer structure and 

set of norms that can be used. 

Figure 3-2  

CRISP-DM flow (Wirth, 2000) 

 

As shown in Figure 3-2, the six key steps of the predictive analytics 

project lifecycle as defined by CRISP-DM are: business 

understanding, data understanding, data preparation, modelling, 

evaluation, and deployment. In the following, each phase is outlined 

briefly: 
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• Business Understanding 

The project starts by understanding the problem at hand and the 

main objectives. This knowledge is then translated to a Machine 

Learning problem definition and an initial project plan. 

• Data Understanding 

This phase includes data collection and activities. This includes 

understanding the data to realise the data quality and the expected 

difficulties. In Machine Learning modelling, there is a critical 

dependence between business understanding and data 

understanding. 

• Data Preparation 

The data preparation phase is the logical step after understanding 

the available data. It covers all actions that can provide the final 

dataset that will be used in the modelling process. 

• Modelling 

Typically, many techniques can be applied to the same problem 

type. In the modelling phase, the target is to select the appropriate 

methodology with the optimum parameters. These selections depend 

directly on the data details and the problem definition. 

• Evaluation 

Before proceeding to deploy the model for user usage, it is crucial 

to thoroughly evaluate the model and its results and whether the 

main objective is achieved. 

• Deployment 

Depending on the requirements, the deployment phase can be as 

simple as generating a report or as complex as implementing a 

repeatable ML modelling process. Generally, it is important to realise 

which activities will be needed to make use of the constructed model. 
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Mostly, CRISP-DM instructions can be carried out in different 

orders or repeated, depending on the nature of the model at hand. 

These steps in the context of this work will be illustrated in more 

detail in section 3.3. 

  ENRON EMAIL DATASET 

Since the context in this research is about user modelling of  

personal data, the target was to find the appropriate personal data 

to build the model on. When searching for personal data to work on, 

privacy becomes a big issue. Privacy is a crucial point that should be 

taken into consideration when trying to find personal data. To avoid 

privacy violations, publicly published data is needed.  

The other aspect that should be studied here is whether the data is 

sufficient: it is important to evaluate how large the training set must 

be to achieve a sufficient estimate of model performance. Such data 

is usually limited due to the disclosure of the data included.  

The searching task for suitable data for the problem at hand ended 

with the discovery of the Enron email dataset (The PAL Framework, 

2017). The Enron dataset is one of the few available datasets that 

suits the problem of this study. The dataset was primarily gathered 

and prepared by the CALO Project (Cognitive Assistant that Learns 

and Organises). The Enron dataset was first publicly published by 

the Federal Energy Regulatory Commission (Cohen, 2015). 

To address privacy and confidentiality concerns, the CALO project 

has made some modifications to the original data. For example, all 

email attachments were removed, some messages have been deleted 

as requested by certain employees, and invalid email addresses were 

converted to something different, for example, 

no_address@enron.com (Cohen, 2015). More detail about the data 
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will be presented when implementing the baseline architecture in the 

Step 2: Data Understanding section. 

This step is concerned with selecting the subset of all available data 

that we will be working with. There is always a strong desire for 

including all available data, that the maxim ‘more is better’ will hold. 

We need to consider what data we need in order to address the 

problem at hand. 

The Enron corpus contains data from a number of users, mostly 

senior management of Enron. Since this study is concerned with 

personalising user modelling, and in order to investigate the data 

from the user perspective, this research worked on one user only. 

How this one user was selected will be discussed in section 3.1. 

  DEVELOPMENT ENVIRONMENT 

The proposed solution (SUM-IML) is a scrutable Machine Learning 

model. Machine Learning modelling includes several phases of 

development that start with data analysis and processing and end 

with model building and evaluation. To develop this scrutable model, 

interactive ML and interpretable ML techniques were the targets 

applied. They are ML methods that are implemented in several 

Machine Learning programming libraries.  

We tended to find integrated Machine Learning techniques and 

programming languages such as R and Python in the search space. 

After investigating different development options, Python was 

selected as the core programming language, based on the availability 

of multiple open source ML libraries. As an open-source 

programming language, there is the option to choose from a wide 

range of open-source Python frameworks and development tools. It 

has several libraries that help in data preparation (this includes 
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cleaning, transformation, and normalisation). Examples of these 

libraries are NumPy1, and SciPy2. 

Scikit-learn3 API (Pedregosa et al., 2011) is an open-source library 

that provides an implementation of a wide range of Machine Learning 

algorithms and data preparation methods. It is a simple and efficient 

tool that is mainly built on NumPy, SciPy, and matplotlib. Scikit-

learn is commercially usable (BSD licence). 

Skater 4  is a unified framework to enable Machine Learning 

interpretation for all forms of predictive model. It is an open-source 

Python library designed to demystify the structures of black-box 

models (Choudhary et al., 2018). If a developer can obtain inputs and 

use a function to obtain outputs, Skater can reveal the internal 

decision policies in a human-interpretable way. 

 

 
1 http://www.numpy.org/ 
2 https://www.scipy.org/ 
3 http://scikit-learn.org/stable/ 
4 https://github.com/datascienceinc/Skater 

http://www.numpy.org/
http://scikit-learn.org/stable/
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4. EXPERIMENTS AND RESULTS  

The ultimate goal here is to answer the research question, or in 

other words, to assess if it is feasible to implement a scrutable 

Decision Tree-based user model. As mentioned earlier, the target is 

developing a case study that demonstrates the proposed contribution 

(SUM-IML methodology). 

The approach followed here starts by building a user model – using 

the Decision Tree algorithm – that is trained on the user’s mailbox. 

These emails include inbox messages, messages in folders, and 

deleted messages. The model learns the user preferences from this 

data. Then, on an incoming new email message, the model will 

predict whether the user will be interested in this email. All the 

experiments work on the same user model but target different points 

in the research. 

The work in this model will go through three phases: 1) Constructing 

the base architecture; this is the baseline of the research 

development in this study. Details will be presented in section 4.1. 2) 

Initial user control: this experiment simulates user control in the 

form of user feedback. The setup and results of this part are shown 

in section 4.2. 3) Explaining the model behaviour: this experiment 

interprets the model globally to the user in a simple, readable, and 

understandable manner. This part is discussed in section 4.3.  

The second and third stages are concerned with implementing model 

scrutability. By this design we are maintaining and investigating the 

model scrutability as follows: 

1. User control: The experiment simulates the user control over the 

model by giving user feedback as inputs. 

2. User understandability: It explains the model behaviour to the 

user in a simple, readable, and understandable manner. 
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  BASELINE ARCHITECTURE 

The main objective of this phase is to build a baseline framework. 

The next two sections (4.2 and 4.3) show two experiments that 

depend on the model that is built here. This user model is mainly a 

Machine Learning model that is learning user preferences so it can 

predict user actions.  

As we mentioned in the previous chapter, the user model in this 

research is trained on the user’s data. This data is in the form of their 

email messages. Through this training, the model can learn the user 

preferences and the cases that the user becomes more interested in. 

On an incoming message, the model will be able to predict whether 

the user is interested in this message.  

The approach followed here is CRISP-DM (Kelleher et al., 2015). 

Implementing this methodology helps in planning to develop the 

solution effectively. It goes through a six-stage lifecycle: business 

understanding, data understanding, data preparation, modelling, 

evaluation, and deployment. These steps are expanded in the 

framework of this work, below. 

Step 1: Problem Understanding 

This research is mainly concerned with studying the implementation 

of  scrutable user models when using Machine Learning. This study 

focuses on two main factors in scrutability: user control and model 

understandability. The target here is to build a personalised 

scrutable predictive model that provides two things: 1) predictions to 

a user and 2) an explanation for this decision.  

In this case study, user preferences are learnt from their history of 

interactions collected from their email messages. The model can then 

predict the importance of any incoming email messages. 
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Step 2: Data Understanding 

It is critical to find the right data to build the right model – the 

model that will answer the research question. In this research, we 

are working on the Enron email dataset (Cohen, 2015), described in 

section 3.4. The Enron dataset is one of the few available datasets 

that suits the problem of this study. Such data is limited due to the 

confidentiality of the data included.  

This step is concerned with selecting the subset of all available data 

that we will be working with. There is always a strong desire for 

including all data that is available, that the maxim ‘more is better’ 

will hold. We need to consider what data we need in order to address 

the problem at hand. 

The Enron corpus contains data from many users, mostly senior 

management of Enron. The number of email messages differs from 

one user to another, and since this study is concerned with 

personalised user modelling, this research worked on one user only. 

The selected user was chosen according to four criteria: 

• There should be a sufficient number of email messages to carry 

out Machine Learning modelling. 

• The user data should include different types of email messages 

(for example, inbox, sent, deleted, and emails in folders).  

• These messages are personal and non-personal data. 

• There is not much missing data. 

These conditions should be covered in the selected mailbox to achieve 

the research aim. The selected mailbox consists of 1,512 instances 

(email messages) with about 18,000 features. This data is labelled 

‘zero’ and ‘one’. One means the user is interested in this instance, 

and otherwise is zero. This labelling was done manually according to 
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several criteria and took into consideration that the model is not 

converted to a rule-based model.  

Step 3: Data Preparation 

After selecting the data, we needed to study how we are going to 

use the data. This preprocessing phase was mainly about getting the 

selected data into a form that was ready for the modelling phase. The 

data preprocessing was divided into four stages; formatting, cleaning, 

sampling, and transformation: 

• Formatting:  

We formatted the data we had selected in a form that was suitable 

to work with. In the beginning, the email messages were in separate 

text files, which was not an easy format to work on. Through a 

programming phase for formatting the data, all the email messages 

are now in one comma-separated file (.csv). 

• Cleaning:  

As quality data is a crucial prerequisite for predictive models, we 

need to avoid ‘garbage in, garbage out’. It is a mandatory task to pre-

process the text to be ready for Machine Learning modelling, and we 

had to work on this important step carefully. In the case of text data 

(email bodies), it is called text cleaning.  

Sometimes there are defective data instances: incomplete, noisy, or 

inconsistent. Text cleaning includes removing the unwanted data 

that may mislead the model training. This includes stripping 

whitespace, stop words, numbers, and punctuation. URLs and links 

were also deleted. If there was a message like: 

deal! Let’s go shopping and then have dinner 

Check this restaurant: www.pizzahut.com 

Bye  

After the cleaning phase, it would look as follows: 

http://www.pizzahut.com/
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deal Let’s go shopping and then have dinner Check this restaurant 

Bye 

• Data Transformation:  

This step is also referred to as feature engineering. As per the 

problem we are targeting, we are working on analytics for the text 

data in the user’s email messages. This is the process of transforming 

text into a single canonical form. It is primarily text normalisation, 

which is an important step, as it guarantees data consistency before 

operations are performed on the data. 

Most of what we are going to do with the language relies on first 

separating or tokenising words from running tokenisation text. For 

example, if the input is: ‘Friend, lend me your car’, the output will 

be: ‘Friend’, ‘lend’, ‘me’, ‘your’, ‘car’. Next comes text stemming, which 

is a simpler version of lemmatisation in which we mainly strip 

suffixes from the end of words to arrive at the common root forms. 

For example ‘running’ becomes ‘run’. 

Step 4: Modelling 

The Modelling phase of the CRISP-DM process comes when the 

Machine Learning work occurs. We developed an ML model that is 

trained on the user’s mailbox, with the objective of constructing a 

user model that represents the user’s interests (i.e., it learns a set of 

signals that help identify whether a new incoming email will be of 

interest to the user or not). 

The focus in this study is on the Decision Tree as a modelling 

algorithm. There are many reasons to choose this model, and our 

main ones are: 

1. Decision Trees usually simulate human-level thinking, making 

it easy to understand and make sense of the data. 
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2. Decision Trees enable the user to figure out the logic of the 

data to interpret, as they are cumulative and hierarchical, 

which makes more sense to the user. 

3. A Decision Tree is a relatively white-box model that can be 

easily interpreted. 

Step 5: Evaluation 

In the context of an ML-driven model, the evaluation usually 

assesses the model accuracy. However, in addition to model 

performance, this research is concerned with model scrutability. 

Each of the experimentation phases works on a certain part of this 

problem, so the assessment of each phase depends completely on its 

main objective. This step will be discussed in detail in each 

experiment. 

Step 6: Deployment 

This is the last phase, covering the work carried out to successfully 

integrate a Machine Learning model into the process within an 

organisation. This phase is not applicable in our research. 

Finally, by going through the five stages, it can be said that in this 

part, the baseline framework is implemented as starting point for the 

coming experiments.  

  EXPERIMENT 1: INITIAL USER CONTROL – CONSIDERING 

USER FEEDBACK 

4.2.1. EXPERIMENT HYPOTHESIS 

The projected hypothesis of this experiment is that user feedback 

can enhance model performance. As we mentioned earlier, user 

feedback to a user model provides the user with control over the 
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system and its performance in the next iterations. So this experiment 

is assessing the importance of user feedback in user modelling. 

4.2.2. EXPERIMENT OBJECTIVE 

It would be effective to involve the user input in the modelling 

process. In this part, the model is taking into consideration the 

human input at the end of the modelling process. The main objective 

is employing Machine Learning for building a user model and 

simulating user feedback over the model. 

4.2.3. EXPERIMENT SETUP 

The model here is built over the baseline architecture, where the 

Decision Tree classification model was trained on the user’s mailbox. 

It consists of 1,512 instances with about 18,000 features. This data 

is labelled ‘zero’ and ‘one’, where one means the user is interested in 

this message, and zero means otherwise. 

Through supervised learning, the Decision Tree-based model is 

trained twice. The first time is before the user feedback, and the 

second time is after involving the user feedback. First, the model is 

trained on 70% of the data (randomly selected). It is then executed to 

predict the values of a further 15% (randomly selected); then the 

labels are used to evaluate the model performance. These labels are 

used for simulating user feedback. The selection of the two parts 

(70% and 15%) was randomised. This step was repeated 100 times, 

in order to avoid auto-correlation and to ensure that the data was 

not biased.  

The second training phase uses 85% of the data (70% plus 15% user 

feedback). After combining these two parts, the model is executed to 

predict the last 15%. This part is used for validating user 

performance after including user feedback, in order to benefit from 
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the user input. As in the first iteration, the selection of the two parts 

(85% and 15%) was randomised and rerun 100 times  to make sure 

that the data was not biased. 

The data in this experiment is represented in unbalanced classes, 

meaning that the individual classes do not contain the same number 

of elements. Here, there are only two classes: The first is non-

interesting messages (emails that the user won’t be interested in 

checking), and this includes 1,279 instances (85% of the whole data). 

The second class is for interesting messages (those that the user 

would be interested to know about), containing 233 instances (15% 

of the whole data), as shown in the following chart (Figure 4-1).  

Figure 4-1  

Dataset distribution 

 

4.2.4. EXPERIMENT EVALUATION AND RESULTS 

By the discussed setup, the model prediction would be evaluated 

before and after the user feedback. As mentioned, the model will be 

run 100 times to get the distribution of the model results. These 
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predictions would be assessed in more than one way, which we will 

discuss here. 

Accuracy 

In this experiment, we ran the model a hundred times and 

represented all the results of the model in the following chart. The 

chart shown in Figure 4-2-2 is a boxplot that illustrates the data 

distribution of these hundred runs of the model. The mean before 

user feedback was 88.5%, while after the feedback it became 89.7%. 

This highlights the improvement of the model prediction results after 

taking the user input in the feedback stage. 

Figure 4-2  

Accuracy improvement before and after feedback 

 

The imbalanced distribution of data in this experiment results in an 

evaluation challenge. The accuracy here cannot be considered the 

only good measure of the model performance. A model that just 

predicts ‘0’ every time will yield an 85% accuracy even though it is a 

bad model that does not yield any insight or scientific advancement, 

even though ‘85% accuracy’ sounds like something good. So the 

baseline of accuracy in this problem is 85%. Hence the model will be 
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evaluated with more approaches to figure out the sense of 

improvement. 

Precision and Recall 

Since the data in this experiment is imbalanced, the recall metric 

would be more indicative than the accuracy. The improvement in 

recall values shows that the prediction in the minor class specifically 

has improved.  

In Figure 4-3, The light blue and the dark blue each represent the 

precision and recall before the user feedback, while the light purple 

and dark purple represent them after the feedback. Both precision 

and recall have been improved; however, recall is more important in 

this context. 

Figure 4-3  

Precision & recall improvement 

 

After calculating the precision and recall of the model, we found that 

both are significantly improved after considering the user feedback, 
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and this is shown in Table 4-1. It shows the average precision and 

recall of the model results (for the hundred runs). In these results, 

the recall was 76% then became 80%, showing a gain of 5.26%. 

Table 4-1 

Precision & recall before and after feedback 

 

Confusion Matrix  

By running the model 100 times, we calculated the average of each 

of the values: TP, FN, FP, and TN. Table 4-2 represents the numbers 

before taking the user feedback, while table 4-3 shows the numbers 

after the user feedback was taken as an input. The two tables show 

that after user input, the model’s ability to identify interesting 

messages (minority class) rose by 11.8%, and this is considered a 

significant improvement in this context. 

Table 4-2  

Confusion matrix result before user feedback 

 

Table 4-3 

Confusion matrix result after user feedback 

 

Before feedback After feedback

Precision 76% 82%

Recall 76% 80%

Classified Positive Classified Negative

Actual positive 94% 41%

Actual negative 6% 59%

Classified Positive Classified Negative

Actual positive 95% 34%

Actual negative 5% 66%



 

58 

 

Table 4-4 

Confusion matrix result after user feedback 

 

The following chart (Figure 4-4) represents the difference between 

the model performance with versus without user feedback. The blue 

bars represent the values before considering user feedback, while the 

purple bars show the results after taking the user input. The values 

are the average of the 100 runs. The chart shows a general 

improvement in the model results. 

Figure 4-4  

Confusion matrix improvement 

 

In conclusion, this experiment simulated a simple user involvement 

in the modelling process. Hence we can see an initial part of user 

control over a user model and the data used in this process. Despite 
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only showing a slight improvement in the model accuracy, the results 

showed significant improvement in other metrics.  

  EXPERIMENT 2: EXPLAINING THE MODEL BEHAVIOUR 

4.3.1. EXPERIMENT HYPOTHESIS 

The anticipated hypothesis of this experiment is that we can 

deliver a global human-understandable explanation for the 

behaviour of a Decision Tree-based model to enable model 

scrutability. 

4.3.2. EXPERIMENT OBJECTIVE 

Further to the step of developing the model, another common 

problem in the field of ML is that ML models are not understandable 

to their users. It is becoming important to not just understand the 

ML model itself but to also understand why it produces certain 

outputs in certain cases or why it made a certain decision. This study 

aims to implement the model explanation in a human-

understandable form and evaluate this interpretation. 

The objective here is to interpret the model globally and explain its 

behaviour to the user. This presentation provides a qualitative 

understanding of the relationship between the model’s components 

(e.g., words in the text) and the output prediction. This experiment is 

considered an extension of the previous one. It aims to construct a 

system that takes the model built earlier as an input and return a 

human-understandable explanation for it. This explanation will be a 

global interpretation for a Decision Tree-based model.  

4.3.3. EXPERIMENT SETUP 

This study aims to implement and evaluate techniques for 

representing Machine Learning models in a user-understandable 
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form and to produce an easy-to-understand explanation. The 

experiment here explains the model behaviour in an understandable 

representation and highlights the most important features that affect 

the model prediction (i.e., the data attributes on which the model 

bases its decision to classify an email as interesting or not 

interesting).  

The interpretation can be considered a model on its own. It is built 

using Skater (mentioned in section 3.5), a Python package for 

interpreting predictive models (either via post-hoc evaluation or rule 

extraction). Skater can unpack the internal mechanics of arbitrary 

models and use model inputs and a function to obtain outputs. It 

relies internally on NumPy, Pandas, Scikit-learn, and the 

DataScience.com fork of the LIME package. 

The interpretation model concludes the most important features that 

affect the model decision. It then constructs a simple Decision Tree 

with a small number of features in order to present the model 

behaviour in a human-understandable presentation. Each node in 

this tree contains a set of information that illustrates the model 

factors and how they work. The simplified tree is then represented to 

the user with a brief illustration.  

This experiment will be carried out in a field study. The examiners 

will evaluate the system explanation using a qualitative assessment 

task. The questionnaire was crafted as follows: 

Step1. Define the objectives and target population 

The objective of the questionnaire is to assess whether the model 

interpretation was human-understandable and to gauge the user 

opinion of this type of explanation.  

According to the nature of the problem, the addressees are layman 

users. The main characteristics of these users are that they don’t 
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need to have any technical background and they use their emails 

frequently. The age ranged from 25 to 45 years old, and they have all 

attended tertiary education. 

Step 2. Design the survey and draft the questions 

The questionnaire (seen in Appendix A) is composed of three parts. 

The first part is an introduction to the survey, which highlighted the 

problem and the purpose of such a model and its explanation as well 

as the drive of the assessment. 

The second part of the survey is an example demonstrating the 

concept of the Decision Tree. This section includes a very simple 

Decision Tree (a three-level tree) and some attributes to illustrate how 

the Decision Tree works and how decisions are being taken. The 

following figure is an example of what was represented to the 

respondents. The data in each node represents the feature or the 

factor used in this part of the classification method (sender email 

address, word from the message subject, or word from the message 

body) and some descriptive information about this feature. The 

importance of the features descends from the upper to the lower 

nodes. 
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Figure 4-5 

Part of the model explanation 

 

In the tree shown in Figure 4-5, the first line in each box (node) is 

its indentifier (ID). Let’s look at the first node in more detail: 

• node: is the node number (ID). 

• respond: is a Y/N question. The answer to this question affects 

the next step, either to the right or the left direction. ‘respond’ 

is a word (feature affecting the decision making) found in the 

email body. Its occurrence (whether 0 or 1) is the question. 

‘respond’ is a truncated word that stands for respond, 

responding, and responds. If one of these words was found in 

the body of an email (occurrence = 1), then this email would be 

classified as an interesting one.  

When the occurrence of the word ‘respond’ is (1) ≥ 0.5, then 

this means that this is an ‘interesting’ email to the user. 

Otherwise, the tree will go in the other direction to find other 

important features that may help in classifying the email 
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(decision making). So, it will go through the next question 

found in node#1. 

• gini: is the importance of this feature (the word ‘respond’ in 

this case). 

• samples: number of data entries that contain this word 

(feature). 

• value: is the ratio of the two classes when divided by this 

feature. 

• class: is the class name, either ‘interesting’ or ‘not interesting’ 

Generally, the attributes illustrated here explain how the Decision 

Tree works and how the decision is being taken. The actual tree used 

in the implemented model is the same concept but a little deeper. By 

going through it, the user will be able to interpret the behaviour of 

the model and how it takes the final decision. The third and final part 

of the survey is the questions section. This will be discussed in the 

next point. 

Drafting the questions  

The assessment task (attached in Appendix A) was implemented 

to evaluate two things: 1) user understanding, and 2) user opinion. 

As we mentioned earlier, the survey needed to be brief enough to 

keep the respondents’ focus throughout the whole survey, so the 

questionnaire here entailed 10 questions. They were divided into two 

parts, as shown in Table 4-4.  

The first part was composed of eight multiple choice questions to 

assess whether the examining user had understood the model 

explanation. To assess different levels of user understanding, the 

questions varied from easy to hard. The four easy questions showed 

the general understanding of the model, then the four hard ones 

came to show whether the user had understood the fine details of the 

model. Answering at least four questions out of eight showed a basic 
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understanding of the provided explanation. If the user couldn’t 

answer the four easy questions, they did not qualify to pass the 

assessment. So a 50% success rate was required for the user to pass. 

The second part was concerned with the user’s general satisfaction 

with the provided explanation. This part was composed of two 

questions. The first one obtained user opinion through explicit rating 

questions. The user was asked how sufficient the explanation was for 

them. The answers ranged gradually from strongly agree to strongly 

disagree. The second question asked the user to write a free text 

commenting on the whole experience. 

We took into consideration that the language used in writing the 

questions would be as simple as possible. We asked one question at 

a time in a clear and precise way, and ordered the questions to 

ensure user engagement in the survey. 

Table 4-5 

Questionnaire design 

 

Step 3. Conduct and accommodate the survey 

We sent the survey to few users as a draft and collected their 

feedback. After addressing their comments, we came up with the 

final version of the questionnaire.  

Step 4. Data collection  

The data collection approach followed here is email surveys. 

What the question Indicates Number of Question

Easy questions Basic understanding of the explanation 4

Hard questions Detailed understanding of the explanation 4

Rating question User opinion of the explanation 1

Free text question Comments 1

User understanding

User Opinion

Question Category
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Step 5. Run the survey 

The final version of the survey was sent to fifty participants. We 

sent them an invitation letter and the details of the survey. Thirty 

people out of fifty responded to the questionnaire. 

Step 6. Analyse the results 

The results of this experiment are of two types: assessment of the 

user’s understanding and user opinion. The next section will detail 

the results of the experiment and what they reflect. 

4.3.4. EXPERIMENT EVALUATION AND RESULTS 

The model explanation was represented to a number of users. 

Thirty users examined it and evaluated its understandability. The 

analysis of the results of this assessment is divided into two parts: 

user understanding and user opinion. 

User understanding 

User understanding was assessed through eight multiple-choice 

questions. These questions varied from easy to hard (see Appendix A 

for more detail) to assess different levels of user understanding. Easy 

questions show the general understanding of the model, while the 

hard ones show whether the user understood the fine details of the 

model. The users answer the questions, and the marks show how far 

the user had understood the model and answered the questions 

correctly. Answering at least four questions out of eight showed basic 

understanding of the provided explanation. If the user couldn’t 

answer the four easy questions, then they did not pass the 

assessment. Therefore, a 50% success rate showed that the user had 

passed. 
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Figure 4-6  

General marking 

 

The pie chart shown in Figure 4-6 shows that 97% of the users (29 

users) succeeded in answering the assessment task, while only 3% 

(1 user) failed. The scores vary from A to F. A represents the range 

from 80% success to 100%. B is for 70% to 80%, while C is from 60% 

to 70%. F shows the failures (a score of under 50%). The chart here 

shows that a large portion of users got a score of A (between 80% and 

100%). The high scores reflect the acceptable readability and 

understandability of the model explanation. 

User Opinion 

At the end of the assessment task, participants were asked about 

their opinion of the provided explanation. There were two forms for 

questioning this review. The first one was in the form of a rating, and 

Figure 4-7 states the question that was asked to the users. The user 

rated the model interpretation and if it was enough to understand 

the model behaviour. 

  



 

67 

 

Figure 4-7 

User satisfaction question 

 

Figure 4-7 presents the actual results of this question. The answers 

varied from strongly agree to strongly disagree. Figure 4-8 shows that 

the largest portion rated it as Agree. We can see that the Strongly 

disagree is 0%. The total of Strongly disagree and Disagree is only 

16% of the respondents. This demonstrates a high level of 

satisfaction on the user side. 

Figure 4-8  

User satisfaction 
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The second method for questioning user satisfaction was in the form 

of a free-text comment. It is highlighted in Figure 4-9. 

Figure 4-9  

User satisfaction – Comments 

 

As the number of participants involved is not too large, analysing this 

data was done manually. We searched for some basic factors that 

could be used in understanding and aggregating the users’ 

comments. These factors are concerned with a number of questions 

that can be summarised as:  

1) Does the explanation need more clarification?  

2) Is the number of presented attributes too large? 

3) Does the explanation need to be presented in simpler 

language that can be understood by a layman user?  

Table 4-6 shows the analysis of the user comments and opinions of 

the provided explanation. 

Table 4-6 

Comments analysis 

 

Comments No. of users

Needs more clarification 5

Better to decrease number of presented attributes 4

Well understood 2

Needs simpler language 4
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 DISCUSSION 

The research question in this study centres on the feasibility of 

implementing a scrutable user model that is a Decision Tree-based 

ML model. Here we mention the steps of the research in brief, 

concerning the research questions and demonstrating the objectives 

and how they were addressed. 

The first objective was analysing the state of the art of three main 

topics: personalisation, user modelling, and scrutability. These are 

the three main topics that the research lies within. Analysing these 

fields leads to knowing what the gaps and limitations are. The detail 

of this objective is referred to in the state-of-the-art section.  

After studying the research gap, the technologies and techniques 

that could address the research problem were analysed. The 

potential fields are interactive and interpretable Machine Learning – 

especially the Decision Tree case. This is the second objective. 

Analysing the state of the art of these two topics was mandatory to 

examine the problem and find the appropriate solution. To do this, 

the technologies and techniques of interactive and interpretable 

Machine Learning needed to be studied. 

This thorough studying resulted in a full understanding of the related 

fields. This understanding enabled us to propose a solution to 

support the research question: SUM-IML. The idea is simply that 

applying interactive ML and interpretable ML can maintain model 

scrutability. 

After developing a better vision for the solution, we continued to the 

next step: designing and implementing the model. The 

implementation was intended to prove the concept proposed and 

whether it is feasible. 
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The design included the three steps of experimentation, which were 

discussed precisely. The idea behind each step is to implement a part 

of the SUM-IML, so by the end, we could conclude that the proposal 

was feasible. 

We divided the scrutability into two main parts: user control, and 

user understanding. Each of the two scrutability aspects was 

implemented and examined in a separate experiment. 

The first experiment was concerned with the user input in the 

modelling process. This experiment hypothesised that user feedback 

can enhance model prediction. User feedback at the end of the 

modelling process was simulated in this experiment. The test showed 

better results when user input was taken into consideration to 

retrain the model. Hence we can see an initial part of user control 

over a user model. 

In the second experiment, the hypothesis was that we could deliver 

to the user a global understanding of the ML model’s behaviour, so 

we could enable scrutability (user understanding aspect) for user 

modelling. The goal was to interpret the model globally and explain 

its behaviour to the user, so we can provide the (non-expert) user 

with a qualitative understanding of the relationship between the 

instance’s components (e.g., words in the text) and the model’s 

prediction. The experiment result showed acceptable readability and 

understandability of the model explanation.  

By the results of these two experiments, we can say that the two 

aspects of scrutability were enabled in a Machine Learning 

environment, and it is feasible to have a scrutable ML-based user 

model. 
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5. CONCLUSION 

In an information-rich environment managing human attention in 

user modelling poses a real challenge. Personalised user modelling 

generally attempts to offer information and services that are 

customised to meet a user's individual preferences. It can be said 

that the crucial and limited commodity in such cases is not only to 

avail the information at any time, at any place and in any form but 

to lessen the information overload and facilitate access to relevant 

information in a system. To manage that, we can employ Machine 

Learning techniques. A vital aspect here is maintaining the model 

scrutability. 

In Machine Learning-driven systems, providing scrutability is a real 

challenge. This research concerns two main scrutability aspects. The 

first is user control over the model and providing user feedback to be 

taken into consideration in the modelling loop. The other is user 

understanding of the model which is achieved by providing a 

qualitative explanation of the model behaviour as well as the 

relationship between model components and model output. 

The major contribution of this work is introducing an approach of 

combining interactive ML and interpretable ML to implement model 

scrutability. Employing these two ML approaches helps in 

maintaining the important factors of a scrutable model where 

assessing the results of each of these phases is an important input. 

The approach followed for this research is building a model that 

demonstrates the proposed approach. The first experiment aimed at 

building an ML-driven user model that includes the user input by 

giving their feedback. The model, after taking the user input, was 

able to identify interesting messages (minority class) significantly by 

12% gain,  which is considered a significant improvement in this 

context. 
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To achieve the user involvement effectively, the user needs to have a 

qualitative understanding of the model behaviour. This was the 

target of the second experiment. It concerned building an 

interpretation model that explains the behaviour of the user model 

and its results in a human-understandable manner. The experiment 

involved providing users with an explanation intended to be 

understood by layman users and assessing their understanding 

through assessment questionnaire. The results of the survey showed 

that 97% users understood the provided explanation, and 52% of 

users indicating that the interpretation was understandable. 

In conclusion, the work of this research has shown that it is feasible 

to maintain model-scrutability in the case of employing ML. 

Experimentation showed that both user control and 

understandability could be implemented even in the case of having 

an ML model. 

This study was concerned only with Decision Tree based models. The 

next step would be working on a wider range of Modelling algorithms. 

Another aspect is that model scrutability includes many other 

ingredients. Through this research, we can say that this is a 

motivating step towards implementing other considerations as well. 

To summarise, this thesis featured a research carried out for a 

Masters degree. It provided detailed discussions regarding the work 

and experiments that have been carried out so far for this research 

study, and discussed the experimentation carried out during the 

research. 
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APPENDIX A 

Machine Learning-based Model Explanation 

Introduction 

A common problem that faces a lot of email users these days is “Too 

many daily incoming mails”. The increasing number of emails that 

arrive every day is making it increasingly harder for users to process 

them in their entirety. One of the modern ways to combat this problem 

is to use Machine Learning (ML) to classify whether an incoming email 

is of interest to the user (classify as interesting vs. non-interesting). As 

part of this research, we developed an ML model that that is trained by 

processing the emails in the user’s mailbox, with the objective of 

constructing a user model that represents the user’s interests (i.e. learn 

a set of signals that would help identify whether a new incoming email 

would be of interest to that user or not).. 

Furthering on the step of developing the model, another common 

problem in the field of ML (and AI in general) is that ML models are not 

understandable to the users. It is becoming important nowadays to not 

just understand the ML model itself, but to also understand why it 

produces certain output in certain cases or why it made a certain 

decision. Therefore, one of the main objectives of our research is to 

develop approaches for explainable ML models. Therefore, this study 

aims at implementing and evaluating techniques for representing ML 

models in a user-understandable form and for producing easy-to-

understand explanations of the behaviour of ML models. 

Based on the above, this experiment presents an 

explained/explainable ML algorithm and asks questions to verify how 

far the given explanation is meaningful. In this experiment, the model 

is constructed using the famous ML algorithm: Decision Tree 

Classification. The presentation here aims at explaining the model 

behaviour in an understandable representation and highlighting the 
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most important features that affect the model prediction (i.e. the data 

attributes on which the model bases its decision to classify an email as 

interesting or not interesting). Decision Tree is used to identify the next 

decision with respect to the user’s history. It typically starts with a 

question (or possibility) and branch off into other possibilities. The final 

result is a tree with decisions (or classes). 

The model learns user interests from their history. In this task we are 

using the user mailbox to reflect these interests. The mailbox consists 

of 1511 email messages. The data showed that the user is interested in 

232 messages of them (15%), while the 85% are not considered 

interesting to that user. This shows how the data is classified; 

‘interesting’ and ‘not interesting’ classes. The ML model found that the 

most important factors that affect this classification are subject, body, 

and sender. 

Example 

Here, we can see a simple example that represents how the model 

works. This is part of a Decision Tree of our model. The data in each 

node represents the feature or the factor used in this part of the 

classification method (sender email address, word from the message 

subject, or word from the message body). This is as well as some 

descriptive information about this feature. The importance of the 

features descends from the upper to the lower nodes. 
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In the tree shown, the first line in each box (node) is its ID. Let’s take 

the first node in more detail. 

• node: is the node number (ID) 

• respond: is a Y/N question. The answer of this question affects 

the next step; whether the right or the left direction. ‘respond’ is 

a word (feature affecting the decision making) found in the email 

body. Its occurrence (whether 0 or 1) is the question. 

‘respond’ is a truncated word that stands for respond, 

responding, and responds. If one of these words were found in the 

body of an email (occurrence = 1), then this email would be 

classified as interesting one. 

when the occurrence of the word ‘respond’ is (1) ≥0.5, then this 

means that this is an ‘interesting’ email to the user. 

Otherwise, the tree will go through the other direction to find 

other important feature that may help in classifying the email 

(decision making). So, it will go through next question found in 

node#1. 

• gini: is the importance of this feature (the word ‘respond’ in this 

case) 
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• samples: number of data entries that contains this word (feature) 

• value: is the ratio of the two classes when divided by this feature. 

• class: is the class name; whether ‘interesting’ or ‘not interesting’ 

Generally, attributes illustrated here explains how the Decision Tree 

works and how the decision is being taken. Here, we are going to show 

the actual tree used in the implemented model. It is the same concept, 

but a little deeper. By going through it, you’ll be able to interpret the 

behaviour of the model and how it takes the final decision.   
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Questions 

Please take two minutes (maximum) to understand it, then try to 

answer the following few questions that would not take more than 20 

minutes. 
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1. In node #13, what does ‘_itsimazing@response.etrack.com’ mean? 

a. ‘_itsimazing@response.etrack.com’ is the sender email 

address 

b. ‘_itsimazing@response.etrack.com’ is the receiver email 

address 

c. I don’t know 

2. What is the colour that denotes the ‘interesting’ class? 

a. Yellow 

b. Green 

c. Red 

d. I don’t know 

3. What is the importance of the feature ‘kitchen’? 

a. 0.444 

b. 0.275 

c. 0.246 

d. I don’t know 

4. In node #3, what does ‘repli’ mean? 

a. A truncated form of replies 

b. A truncated form of replied 

c. a & b 

d. I don’t know 

5. Assume the following message is sent to the user. Trace the tree 

to find whether the user will be interested or not. 

Sender: no.address@enron.com 

Subject: GMAT Review available at Enron 

Body: 

Hi, Please review attached requirement document and respond to 

this message with any comments. Once you approve it, I am going 

to build the application. Thanks, Fangming 

a. User will be interested in this message. It will be located on 

node #2 

b. User will not be interested in this message. It will be located 

on node #18 

c. I don’t know 

mailto:no.address@enron.com
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6. Assume the following message is sent to the user. Trace the tree 

to find whether the user will be interested or not. 

Sender: phillip.allen@enron.com 

Subject: sagewood town homes 

Body: 

Larry, Just a note to touch base on the sagewood town homes 

and other development opportunities. It is mentioned that some 

of the units are the 1308 floor plan. As far as being an investor in 

a new project, I am still very interested.   Call or email with your 

thoughts. Phillip 

a. User will be interested in this message. It will be located on 

node #10 

b. User will not be interested in this message. It will be located 

on node #12 

c. I don’t know 

7. Assume the following message is sent to the user. Trace the tree 

to find whether the user will be interested or not. 

Sender: phillip.allen@enron.com 

Subject: west desk members 

Body: 

Dave,  Here are the names of the west desk members by category.  

The origination side is very sparse.  Phillip 

a. User will be interested in this message.  

b. User won’t be interested in this message.  

c. I don’t know 

8. Assume the following message is sent to the user. Trace the tree 

to find whether the user will be interested or not. 
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Sender: _itsimazing@response.etrack.com 

Subject: Re: The Stage 

Body: 

I just spoke to the insurance company.  They are going to 

cancel and prorate my policy and work with the Kuo's to issue a 

new policy. 

a. User will be interested in this message.  

b. User will not be interested in this message.  

c. I don’t know 

9. The big tree represented here can be considered an 

understandable explanation for the model behaviour?  

a. Strongly agree  

b. Agree 

c. Neutral 

d. Disagree 

e. Strongly disagree 

Comment:               

_______________________________________________________________ 

10. If more information could be added to this explanation, 

what it would be? 

________________________________________________________________ 

________________________________________________________________ 

 

 


