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Abstract

There are broadly two dimensions on which researchers can evaluate their statistical models: explanatory power and predictive power. Using data on job satisfaction in ageing workforces, we empirically highlight the importance of distinguishing between these two dimensions clearly by showing that a model with a certain degree of explanatory power can produce vastly different levels of predictive power and vice versa—in the same and different contexts.

In a further step, we review all the papers published in three top-tier human resource management journals between 2014 and 2018 to show that researchers generally confuse explanation and prediction. Specifically, while almost all authors rely solely on explanatory power assessments (i.e., assessing whether the coefficients are significant and in the hypothesised direction), they also derive practical recommendations, which inherently result from a predictive scenario. Based on our results, we provide HRM researchers recommendations on how to improve the rigour of their explanatory studies.

Abbreviations: AIC, Akaike Information Criterion; ARIMA, Autoregressive integrated moving average; AUC, Area under the curve; CFI, Comparative fit index; CV, Cross-validation; EP, Explanatory and predictive; ETS, Error trend seasonal; HRM, Human resource management; ISSP, International Social Survey Program; KNN, K-nearest neighbours; LOOCV, Leave-one-out cross-validation; MAE, Mean absolute error; RMSEA, Root mean square error of approximation; RMSE, Root mean square error; SMAPE, Symmetric mean absolute percentage error; SRMR, Standard root mean square residual; USA, United States of America.
Socio‐technical systems within the purview of human resource management (HRM) research are inherently complex due to their intricate underlying causal interactions and processes. Models are formal quantitative representations of theories and hypotheses that are devised to offer partial explanations of these complex systems (Lauenroth, 2003). HRM researchers build models to approximate these processes and apply inferential statistical methods to data in order to test the relationships between the assumed causes and effects. Specifically, the researchers’ focus is on assessing whether the model fits the data and whether the model coefficients are significant and in the hypothesised direction. This approach, which is widely known as explanatory modelling, differs from predictive modelling. Predictive modelling applies estimated model parameters, generated from a sample at hand, to generate predictions for other observations not used in the model estimation. These observations can be kept separate from the main sample or they can be collected at a future point in time or even in another context (Shmueli et al., 2016).
While there is no scientific basis for choosing one form over the other (Hofman et al., 2017), the statistics literature has long established that the distinction between explanation and prediction has important consequences for all steps along the research process (e.g., Dowe et al., 2007; Forster, 2002; Forster & Sober, 1994; Shmueli, 2010; Shmueli & Koppius, 2011). In explanatory modelling, for example, the variable choice is based on the theorised model structure and on the operationalisation of the concepts under investigation. Conversely, in predictive modelling, the focus is on the association between dependent and independent variables without inferring an underlying causal structure—as is the case in many machine learning applications (Franklin, 2005).

Further differences arise when interpreting the findings derived from models that are validated by means of an explanatory rather than a predictive lens. With their focus on theory and inference, models with high explanatory power allow for translating statistical results regarding hypothesised relationships into scientific conclusions. Conversely, models with high predictive power allow researchers to make claims regarding their generalisability and practical performance. While carefully designed explanatory models can potentially achieve high levels of predictive power, it cannot be assumed to be true and therefore needs to be explicitly tested (Shmueli, 2010). A model with high explanatory power can perform very poorly in terms of prediction, and a model with high predictive power can perform very poorly in terms of explanation (Konishi & Kitagawa, 2007). Hence, the conceptual differences between explanation and prediction have important implications that go beyond a more careful choice of language. Specifically, these differences dictate the extent to which inferential conclusions can be drawn and our ability to generate practical prescriptions from our analyses.

In this paper, we empirically demonstrate the interplay between explanatory and predictive (EP) power by replicating Drabe et al.’s (2015) model on job satisfaction in ageing workforces. Specifically, we show that a model with a certain degree of explanatory power can produce vastly different levels of predictive power and vice versa. In addition, our results highlight that a model developed in one context, for example, time of data collection or country, does not necessarily generalise well to other contexts in terms of predictive power. In a further step, we show that HRM researchers generally confuse the explanation and prediction concepts when evaluating and deriving implications from their models. Specifically, our review of all the quantitative papers published in three top-tier HRM journals demonstrates that the majority of authors follow an explanatory perspective in their analysis. Despite this focus on association-based modelling, the authors’ discussion of their results and the managerial implications suggest that their findings hold in a predictive scenario and generalise beyond the data and specific context at hand. In consideration of these results, we conclude that HRM researchers should supplement their exclusive focus on explanatory power with an evaluation of the predictive power and provide guidelines for implementing predictive model evaluations in HRM research.

2 | MODEL EVALUATION: EXPLANATORY AND PREDICTIVE POWER

There are broadly two dimensions according to which researchers can evaluate their models: explanatory power and predictive power. Explanatory power refers to ‘the strength of association indicated by a statistical model’ (Shmueli & Koppius, 2011, p. 561). Researchers evaluate their models’ explanatory power based on F-type metrics and the $R^2$ (Cohen, 1988), followed by an assessment of the model coefficients in terms of their significance, direction and size. The model coefficients are typically of primary concern as they represent the hypotheses of interest. These coefficients and metrics have a common ground in that they are estimated and evaluated using a single common dataset—they are therefore usually referred to as in-sample metrics. In a number of methodological applications, an assessment of model fit, which describes the model’s ability to reasonably approximate the underlying data-generating process, precedes the explanatory power’s assessment. Most notably, structural equation modelling strongly emphasises the model fit concept established via the $\chi^2$ statistic or alternative fit indices, such as the Comparative Fit Index (CFI), root mean square error of approximation (RMSEA) and standard root mean square residual (SRMR) (Bagozzi & Yi, 2012). These in-sample metrics quantify the divergence between the empirical
covariance matrix and the model-implied covariance matrix as an indication of how well the hypothesised model fits the data. A number of statisticians would consider these metrics as indicative of a model's descriptive power, that is, as 'summarizing or representing the data structure in a compact manner' (Shmueli, 2010, p. 3). However, model fit tests have become standard for explanatory model validation (e.g., Bagozzi & Yi, 2012), and we therefore consider the use of model fit metrics as an element of explanatory theory testing.

A common misconception in the social sciences is that of viewing in-sample metrics, such as the $R^2$ or the size of the estimated parameters in a regression, as indicative of predictive power. Shmueli and Koppius (2011, p. 562) note that 'a model with a very high $R^2$ indicates a strong relationship within the data used to build that model, but the same model might have very low predictive accuracy in practice'. Analogously, a well-fitting model—in a $\chi^2$ sense—can perform very poorly when it comes to prediction (Rigdon, 2012). Such low predictive power can result from an overly complex model that overfits the data by tapping spurious patterns (i.e., random error) in the specific sample (Makridakis et al., 2009). A model which overfits can cause misleading confidence in model quality or generalisability—thus, model fit statistics should be accompanied by predictive metrics unless the research focus is purely on understanding the relationships between the variables of interest (Shmueli, 2010).

Assessing a model's predictive power generally requires separating the full sample of data into training and validation subsets. The training set, generally 70%–80% of the original data, is used to estimate the model parameters, for example, the beta weights in a regression model. The validation set, the data not used in the training set, is then used to evaluate the estimated model's predictive power (Hastie et al., 2013). The observations in the validation set are usually selected randomly, except in a specific context, for example in time series, where the observations are chosen as the series' last periods (Bergmeir & Benitez, 2012). Alternatively, researchers can assess their model's predictive power by using newly collected data. This approach has the advantage that it avoids estimating and evaluating the model on data that may have sample-specific patterns, which might bias the prediction error estimates.

Combining the model estimates generated from the training set and the validation set's observations of the independent variables, allows producing observation-level predictions for the validation sample's dependent variables. Researchers can then assess their models’ predictive power by using out-of-sample metrics that quantify the divergence between the actual and the predicted values in the holdout data.

When the outcome variable of interest is continuous, predictions can be evaluated by using metrics such as the mean absolute error (MAE), root mean square error (RMSE) and symmetric mean absolute percentage error (Hastie et al., 2013). When the outcome variable is non-continuous, such as multi-class or binary, researchers frequently use misclassification or hit rates, confusion matrices and area under the curve to quantify the error related to this prediction (Japkowicz & Shah, 2011).

The most commonly used metric in an out-of-sample context is the RMSE, which expresses the standard deviation of the prediction error in the same scale as the outcome variable. If the error is normally distributed, researchers can apply the 65–95–99 rule according to which 65% of all predictions will fall within the interval of $\pm 1$ RMSE of the true value (Chai & Draxler, 2014); intervals of $\pm 2$ and $\pm 3$ produce the corresponding 95% and 99% intervals, respectively. For example, if a respondent's true value for job satisfaction was 5, measured on a scale from 1 to 7; the model with an RMSE of 0.7 would predict a job satisfaction between 4.3 and 5.7 in 65% of the cases.

The MAE also features prominently in research because of its intuitive interpretation—it quantifies the average error made by a model in the scale of the outcome variable (Hyndman, 2006). For example, if a model predicts an annual salary with a MAE of 5000 and this model generates a prediction for an individual of $50,000, we can quantify the error related to this prediction as being $\pm 5000$ on average.

Single point estimates of prediction error can be subject to large bias and variance (Hastie et al., 2013). In order to avoid such issues, researchers can draw on cross-validation (CV) methods, which re-use part of the dataset to estimate the prediction error. A popular method is k-fold CV, which splits the dataset into k equally sized subsets and then iteratively combines k–1 subsets in training samples to predict each remaining subset. The dataset is generally split randomly, but there are variants, such as stratified CV, in which researchers can enforce a certain data distribution in each subset. A subset of k-fold CV, where k is set equal to the number of observations, is called
leave-one-out CV (LOOCV) (Burman, 1989). LOOCV is particularly useful in the case of small sample sizes, as it generates predictions using all the data, thereby averaging out the sampling error, which could be considerable when using only one very small validation sample. For a thorough discussion of CV techniques and their relative strengths and merits, see Arlot and Celisse (2010).

Another popular metric of a model’s predictive power is the Akaike Information Criterion (AIC) (Akaike, 1973). Based on the concept of the Kullback–Leibler distance, the AIC quantifies the relative amount of information lost when comparing a model to the unknown true model that generates the observed data and thereby defines the correlation patterns between the variables of interest (Burnham & Anderson, 2002). Research has produced numerous variants and extensions of the AIC, for example, the AIC₃, AICu and AICc (McQuarrie & Tsai, 1998; Sugiura, 1978), which follow the same conceptual paradigm. Although these metrics’ estimation draws on the entire sample data (i.e., they are in-sample metrics), they approximate a model’s predictive power well. However, their use is confined to model comparisons; that is, the AIC and related metrics do not allow a stand-alone assessment of a model’s predictive power. Consequently, choosing a model from a set of competing models based on, for example the AIC, does not guarantee that the selected model has good absolute predictive power.

Importantly, all metrics for assessing a model’s predictive power—whether used for a stand-alone assessment or in the context of model comparisons—can be computed for any statistical model, regardless of whether the model was derived with an explanatory or predictive focus.

3 | IMPROVING HRM RESEARCH THROUGH PREDICTIVE METHODS

Gregor (2006) describes three components of theory: (1) Causal explanations, which are statements derived from causal reasoning which describe the relationships among phenomena; (2) Testable propositions (hypotheses), which are statements of relationships between constructs in such a form that they can be tested empirically and (3) Prescriptive statements, which are statements in the theory specifying how outcomes can be achieved in practice. Gregor (2006) further suggests that the term explanatory statistical modelling be used for the purpose of describing the testing of hypotheses that specify how, why and when certain empirical phenomena occur. In contrast, predictive modelling serves the purpose of generating (prescriptive) statements about what will be, but not why. That is, explanatory modelling is concerned with why things happen, while predictive modelling is concerned with describing what will happen. Correspondingly, researchers engaging in explanatory modelling are primarily concerned with the significance, direction and size of the coefficients, which represent the relationships hypothesised in the theoretical model (Shmueli & Koppius, 2011). On the contrary, predictive modelling is solely concerned with the prediction of one or more outcome variable(s) from a set of explanatory variables, without explaining the underlying causal connections between the variables involved (Shmueli, 2010). In its purest sense, predictive modelling implies that the mechanisms through which the predictions are generated are thought unnecessary, yielding models that include explanatory variables that are not supported by theory or sometimes even logic. The focus is on the model’s ability to predict the outcome variables and not on assessing the model coefficients in terms of their significance, direction, and size. From this perspective, predictive modelling is by no means a substitute nor required when the focus is purely on understanding the model relationships.

However, these two forms of modelling are not mutually exclusive but can be applied in tandem in one empirical analysis by means of a balanced EP approach (Gregor, 2006; Sharma et al., 2021). When a researcher follows an EP approach, the goal of modelling is to select a model that not only offers theoretical explanations and testable propositions but also allows for deriving prescriptive statements. While the emphasis is placed on explanation as the primary goal of the empirical analyses, predictive analyses of such explanatory models need to be conducted in order to assess whether prescriptive statements can be readily derived from the results. Such a model would describe not only ‘what is, how and why’, but also ‘what will be’ (Gregor, 2006, p. 626), allowing for accurate and robust generalisable prescriptions to be made.
Supplementing an explanatory perspective with a predictive focus is of particular importance to HRM researchers given the very practical nature of the research and the direct impact on managerial decision making. Practical prescriptions—as characteristically documented in ‘Managerial Implications’ sections—inherently follow a predictive perspective (Hair & Sarstedt, 2021). For example, researchers frequently make conditional statements that foreshadow a specific result if a specific activity is implemented (i.e., prescriptive statements): ‘In order to foster work engagement, organisations should offer interventions aimed at increasing personal resources’. Due to this mismatch between the explanation and prediction perspectives, researchers wanting to make practical, generalisable recommendations are required to conduct an additional assessment of their explanatory models’ predictive power—even when the recommendations have been derived from an explanatory perspective (Shmueli & Koppius, 2011). Without such an additional assessment, it is questionable whether the model estimates produce similar results in terms of the outcome variables across time, samples and contexts.

Putting the EP approach into practice requires balancing model parsimony and explanatory power. While complex models might perform very well in terms of explanatory power, they run the risk of becoming overfit. In the case of overfit, a model with very high explanatory power might have substantially weaker predictive power because it fits the data sample at hand too closely (Hastie et al., 2013)—a characteristic that we will empirically demonstrate in the next section. Hence, researchers need to carefully evaluate their models’ explanatory power and predictive performance (Aho et al., 2014; Sharma et al., 2019). In addition to evaluating overall model performance, researchers need to carefully evaluate the differential contribution of independent variables to their model’s EP power. Non-zero, non-significant effects might yield improvements in out-of-sample predictive power and thus provide evidence for their inclusion in the model. Similarly, the model might contain independent variables that are statistically significant, but do not contribute to the predictive power of the model. Evaluating the impact of individual independent variables on predictive power by first evaluating predictive power with and then without the variable can provide evidence of practical usefulness beyond significance alone.

In summary, researchers should routinely seek to validate their models’ predictive performance on further samples. If possible, researchers should collect additional samples that vary in either context (such as nature of company under analysis, or industry), time (such as different financial periods, or a second dataset several months later) and sample (such as sampling a second time from the same context and time). Such additional samples allow one to establish the generalisability of the model, thereby providing the basis for answering questions such as: ‘What will the predicted staff turnover be in the next forecast period, and what is the uncertainty associated with that prediction?’ Alternatively, researchers may randomly split their dataset into training and holdout samples, provided that the set is large enough to warrant sufficient levels of statistical power.

Finally, it is important to note that predictive analysis is no post-hoc panacea for poorly planned explanatory models or models that lack causal support. Predictive analysis will not ameliorate the need for designing studies and empirical analyses that provide accurate and sufficient scientific evidence to answer the specific research questions of interest to the researchers. A wrong model remains wrong. However, given that all models are likely to be wrong but may be useful approximations (Box, 1976, Box et al., 1978), it is all the more important to gauge the practical utility of such models and communicate this to the readers of research.

4 | PREDICTIVE POWER VS EXPLANATORY POWER: AN EMPIRICAL DEMONSTRATION

4.1 | Design and data

To demonstrate the interplay between EP power, we draw on Drabe et al.’s (2015) model on job satisfaction in ageing workforces. Using data from the 2005 International Social Survey Program (ISSP), these authors analysed
the impact of several situational antecedents on job satisfaction in the USA, Germany and Japan. We replicate their model using a more recent dataset from the ISSP gathered in 2015 (ISSP Research Group, 2017).1

To highlight the importance of reporting predictive power, we engage in a thought experiment that seeks to answer two questions:2 (1) ‘If two researchers were conducting their studies independently and collected data, how would their respective datasets perform in predicting each other’s data?’ and (2) ‘How does the predictive power of these models compare to their explanatory power?’ In a second step, we provide a practical demonstration of how predictive power can be estimated and evaluated across different contexts. To do so, we use Drabe et al.’s (2015, Table 4) model to predict the 2015 ISSP data and analyse the power of models developed in one country in predicting a sample from another country.

4.2 | A thought experiment

Drawing on the 2015 ISSP data collected in the USA and the model shown in Table A1, we demonstrate how predictive power and explanatory power can vary in one and the same model. We do so by randomly drawing two subsamples—each consisting of 250 observations—from the original dataset (\( n = 915 \)) with 1000 replications.3 One subsample serves as training sample, the other as holdout sample, both being collected within the same context and from the same population. This procedure emulates the collecting of data by two independent researchers in the same context and allows us to compare the predictive power of the model on an unseen, but contextually similar dataset. We fit the regression model to the training dataset and generate predictions for the holdout set. We first calculate the \( R^2 \) of the training samples and contrast them with the out-of-sample RMSE on the predictions generated using the holdout samples. In the next step, we calculate the RMSE using the training samples (i.e., the in-sample RMSE) as an alternative measure of the model’s explanatory power and contrast it with the out-of-sample RMSE. Figure 1a plots the relationship between the (in-sample) explanatory power on the grounds of \( R^2 \) and the out-of-sample RMSE. Figure 1b plots the relationship between explanatory power using the in-sample RMSE and the out-of-sample RMSE. To perform our analyses, we use the caret package (Kuhn, 2020) for the R Statistical Environment (R Core Team, 2021). The code for the analyses of both the empirical example and thought experiment are included in Appendix B.4

The results presented in Figure 1 show that, for a given in-sample metric (\( R^2 \) or in-sample RMSE) value, the out-of-sample RMSE can take a broad range of different values. This finding indicates that there is no fixed relationship between explanatory power of a model fitted to a training dataset and predictive power of that model on a further holdout dataset. That is, two models with a very similar in-sample performance (\( R^2 \) or in-sample RMSE) can have very different levels of predictive power.

The relationship between \( R^2 \) and out-of-sample RMSE has a moderate positive correlation (Figure 1a; \( \rho = 0.20 \)), indicating that a higher \( R^2 \) is associated with a higher out-of-sample RMSE. Similarly, the relationship between in-sample RMSE and out-of-sample RMSE has a moderate negative correlation (Figure 1b; \( \rho = -0.33 \)), indicating that a lower in-sample RMSE (i.e., higher explanatory power) is associated with a higher out-of-sample RMSE. These results highlight the risk of overfit when a model has strong explanatory power at the cost of out-of-sample predictive power.

To further explore the degree of variation in predictive power, we focus on those replications, which produced a similar \( R^2 \) value to the original dataset (\( R^2 = 0.444 \)).5 Specifically, we select all training datasets from the 1000 replication runs with an \( R^2 \) value between 0.434 and 0.454 (\( R^2 = 0.444 \pm 0.01; \ n^2 = 152 \)) and analyse the predictive performance on the corresponding holdout sets. Figure 2 shows the distribution of RMSE for this model on these 152 subsamples.

The results show that the out-of-sample RMSE estimated on a holdout set for the samples ranges from 0.81 to 1.07—a 32.1% increase in uncertainty associated with the predictions generated from the model. Thus, models with seemingly very similar fit in terms of \( R^2 \) could be overly fitted to the idiosyncrasies (error or otherwise) of the data, and thus perform poorly when out-of-sample predictions are generated.
FIGURE 1  The relationship between (a) (in-sample) $R^2$ and out-of-sample root mean square error (RMSE); and (b) in-sample RMSE and out-of-sample RMSE.

(a)  (b)
Jointly, these results underline the importance of evaluating a model's predictive power to determine if it generalises well to other datasets and to ascertain that the model estimation is not subject to overfit. Such an analysis requires that benchmarks of predictive performance be generated for similar models and contexts and reported for comparative purposes. In the following section, we will illustrate such an analysis for the Drabe et al. (2015) model and ISSP data.

### 4.3 Predictive power across countries and times

To illustrate the benefits of assessing predictive power across contexts, we first use the model estimates from one country (e.g., USA) to predict the observations from another country (e.g., Germany and Japan). Each model is being estimated and assessed using the 2015 ISSP data.

The results in Table 1 (upper part) show that while the Japanese model has the highest $R^2$ (0.519), it lags behind the German model in terms of predicting the USA data—as indicated by higher RMSE and MAE values. At the same time, both the German and USA models do not predict the Japanese data very well (e.g., RMSE = 0.963 and 1.012 for Germany and USA, respectively). These results suggest that there is some idiosyncrasy in the Japanese data that fits its own model, but which cannot be predicted well by other models. This leads us to surmise this model might be overfit or that there is some substantial predictor of job satisfaction in the Japanese data that is not included in the model. Further research is necessary to find the reasons for the disparity in predictive performance.

Similarly, the German model has the lowest explanatory power ($R^2 = 0.384$) and relatively low predictive power for the Japanese and USA data with RMSE values of 0.963 and 0.960 respectively. Yet, the German data is fairly well predicted by both the Japanese and USA models with RMSE values of 0.816 and 0.851, respectively. Further research is necessary to determine why the model fits the German data relatively poorly, and why the German data is well predicted by the Japanese and USA models.

---

**FIGURE 2** Density plot of predictive power for subsamples with $0.434 < R^2 < 0.454$. RMSE, root mean square error
In the second step, we apply Drabe et al.’s (2015) estimates generated using the 2005 data to predict the 2015 ISSP data. The lower part of Table 1 shows the results. We find that the model estimated on the 2005 ISSP data has a much lower power in predicting the 2015 data for Germany and USA compared to Japan. Specifically, the analysis produces RMSE values of 0.937 and 0.977 for Germany and USA versus 0.809 for Japan. These results suggest a significant change in the antecedents of job satisfaction between 2005 and 2015 in Germany and USA that the predictive models fail to capture.

We note that our investigation of the predictive power of models across country contexts might not be specifically relevant to the original research questions explored in the Drabe et al. (2015) article. However, we conduct this investigation to illustrate that the practice of using an established model as a basis for follow-up research or deriving managerial recommendations does not guarantee high predictive power, even when the same model achieved sufficient levels of predictive power in the original context (i.e., country). Researchers wishing to employ predictive analysis would need to tailor their objectives more closely to the research project and topic under study and motivate the contexts explicitly.

### Table 1 Predictive power of country models

<table>
<thead>
<tr>
<th>Country data used for estimation</th>
<th>Germany</th>
<th>Japan</th>
<th>USA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Country data to be predicted</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>0.384</td>
<td>0.963</td>
<td>0.960</td>
</tr>
<tr>
<td>Japan</td>
<td>0.816</td>
<td>0.519</td>
<td>0.989</td>
</tr>
<tr>
<td>USA</td>
<td>0.851</td>
<td>1.012</td>
<td>0.444</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Drabe et al. (2015)</th>
<th>0.937</th>
<th>0.809</th>
<th>0.977</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.707</td>
<td>0.614</td>
<td>0.740</td>
</tr>
</tbody>
</table>

Note: Bolded values on the diagonal represent each model’s explanatory power ($R^2$); in each cell the top value is the RMSE and the value below it (italicised) is the MAE.

Abbreviations: MAE, mean absolute error; RMSE, root mean square error.

In the second step, we apply Drabe et al.’s (2015) estimates generated using the 2005 data to predict the 2015 ISSP data. The lower part of Table 1 shows the results. We find that the model estimated on the 2005 ISSP data has a much lower power in predicting the 2015 data for Germany and USA compared to Japan. Specifically, the analysis produces RMSE values of 0.937 and 0.977 for Germany and USA versus 0.809 for Japan. These results suggest a significant change in the antecedents of job satisfaction between 2005 and 2015 in Germany and USA that the predictive models fail to capture.

We note that our investigation of the predictive power of models across country contexts might not be specifically relevant to the original research questions explored in the Drabe et al. (2015) article. However, we conduct this investigation to illustrate that the practice of using an established model as a basis for follow-up research or deriving managerial recommendations does not guarantee high predictive power, even when the same model achieved sufficient levels of predictive power in the original context (i.e., country). Researchers wishing to employ predictive analysis would need to tailor their objectives more closely to the research project and topic under study and motivate the contexts explicitly.

## 5 EXPLANATION AND PREDICTION IN HRM RESEARCH

After having empirically shown the interplay between a model’s EP performance and demonstrated the importance of predictive power assessments, we investigate if HRM researchers’ approach to model evaluation corresponds to their framing of managerial implications and if and how predictive analytics have been used. To this end, we evaluated all articles published in the five-year period between 2014 and 2018 in three top-tier journals in the field (Human Resource Management, Human Resource Management Journal and Personnel Psychology).

The full article list ($n = 603$) was originally refined by excluding all conceptual and qualitative papers as well as editorials. This initial screening resulted in 432 articles, each of which was then manually examined to ascertain whether the authors assessed their models’ explanatory power, predictive power or both. To be precise, if a study considered in-sample metrics or confined its analysis to the assessment of model parameters in terms of their significance, direction and size—potentially preceded by a model fit assessment—the model evaluation was deemed explanatory. If a study used a validation dataset or CV to generate an estimate of a model’s predictive power or engaged in predictive model comparisons, the evaluation was deemed predictive. In the final step, we investigated
whether the authors used predictive statements when they described their studies’ managerial implications. As stated, predictive statements include conditional sentences (if-then) or formulations that foreshadow a specific result if an activity is implemented.

Table 2 shows the results of this review, Table 3 lists a number of illustrative quotes from articles published in the three journals in which authors overstated prescriptive statements in their results discussion and Table 4 lists a number of illustrative quotes from articles published in the three journals where strong prescriptions are justified by the research design. Two major findings emerged from this literature review.

First, practically all of the 432 quantitative studies focused on association-based explanatory power assessments (Table 2); only one study explicitly evaluated the model’s predictive power. Specifically, Speer (2018) presents a combination of text mining-based sentiment analysis—configured using a validation sample—and regression analysis to predict the following year’s employee performance ratings. In another study, Lauring and Jonasson (2018, p. 400) engage in model comparisons based on the AIC and other metrics to select the model with the highest ‘goodness-of-fit’. Given that the AIC tends to select the model with the highest predictive power (Aho et al., 2014), the authors factually engage in predictive model comparisons without identifying their model evaluation’s focus as such. Our review shows that this confusion of evaluation foci is common. In only one study, the author clearly differentiates between explanatory and predictive power by stating in a footnote: ‘The sign and statistical significance of each regression coefficient are of primary interest here, rather than the magnitude, because our intention is to determine whether a positive relationship exists, as opposed to using the models for prediction’ (Bello-Pintado, 2015, p. 326).

From this literature review, it is clear that, barring a few examples, HRM researchers are generally not employing predictive analyses in their research. This is particularly worrying given that predictive and explanatory goals are distinct, though both are essential to scientific research (Dubin, 1969).

Second, practically all the studies (412 out of 432 studies; 95.37%) include prescriptive statements in their managerial implications sections, despite their focus on explanatory power in the model evaluation (Table 2). Two examples illustrate this typical practice—nothing about these examples is unusual. Wagstaff et al. (2015) analyse the relationships between social support seeking, core self-evaluations and withdrawal behaviours by using a series of hierarchical multiple regression analyses. The authors report the F-statistics for each of their models to support their
**TABLE 3** Illustrative quotes from the literature review where articles have overstated practical prescriptions

<table>
<thead>
<tr>
<th>Reference</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Human Resource Management</strong></td>
<td></td>
</tr>
<tr>
<td>Semeijn et al. (2014, p. 789)</td>
<td>‘We would like to recommend that in order to fully benefit from multisource feedback within organisations, more intensive communication and collaborations on the subject are to be advised, as they will positively influence the quality of the ratings’.</td>
</tr>
<tr>
<td>Wagstaff et al. (2015, p. 683)</td>
<td>‘Managers will benefit from hiring individuals with high core self-evaluations because beyond increasing individuals’ sales volume, task performance, rated performance, service quality orientation and service climate (…), these individuals are less likely to withdraw from the organisation when social support seeking is a major response to perceived discrimination’.</td>
</tr>
<tr>
<td>Hui et al. (2015, p. 451)</td>
<td>‘We also propose that organisations should offer participative decision-making opportunities to their employees, who need to feel that they are part of an in-group or have special status, which in turn will prompt them to reciprocate with more citizenship-like behaviours’.</td>
</tr>
<tr>
<td>Glass and Cook (2018, p. 834)</td>
<td>‘In order to maximise business and equity policies and practices, firms should be highly attentive to board composition irrespective of CEO gender. When men lead, firms should seek to integrate boards with women directors. Doing so will improve firms’ governance, community engagement, and diversity’.</td>
</tr>
<tr>
<td>Sanders et al. (2018, p. 1464)</td>
<td>‘First, our findings demonstrate while the implementation of performance-based rewards can encourage innovative behaviors, managers will achieve these effects only when these practices are implemented and communicated in a way that is understood by employees (…), and provide clarity and consistency. (…) For this reason, management should consider clarity and consistency when communicating their HR policies to employees’.</td>
</tr>
<tr>
<td><strong>Human Resource Management Journal</strong></td>
<td></td>
</tr>
<tr>
<td>Van de Voorde and Beijer (2015, p. 75)</td>
<td>‘In particular, the study suggests that line managers can positively stimulate employee commitment in their work unit by increasing the coverage of employees by HPWS in their work unit. By communicating that the intended goal of the HPWS practices reflects care and support for employees, line managers can further enhance employee commitment and reduce feelings of job strain’.</td>
</tr>
<tr>
<td>Ng and Sears (2017, p. 144)</td>
<td>‘The use of these policies can be expected to enhance a firm’s reputation and attract a greater number of women to the firm, thus providing a pipeline of female talent for future promotions’.</td>
</tr>
<tr>
<td>Edwards and Kudret (2017, p. 186)</td>
<td>‘Where the organisation consistently acts in a fair and socially responsible way towards employees as well as other social and non-social stakeholders across the board, this will elicit increased levels of employee commitment, pride and performance’.</td>
</tr>
<tr>
<td>Jung et al. (2018, p. 421)</td>
<td>‘In order to minimise negative impacts, our results suggest that HR managers need to have policies in place that convert the employment arrangements of TAWs who meet certain criteria into full-time, permanent work’.</td>
</tr>
<tr>
<td>Lo Presti et al. (2018, p. 438)</td>
<td>‘In order to successfully manage their career and stay on top of trends, freelancers should engage in career learning and continually develop their employability and positive career attitudes’.</td>
</tr>
<tr>
<td><strong>Personnel Psychology</strong></td>
<td></td>
</tr>
<tr>
<td>Grijalva et al. (2015, p. 30)</td>
<td>‘Our findings suggest that assuming lower narcissism scores are better is not always accurate. Instead, narcissism levels near the population mean will be...’</td>
</tr>
</tbody>
</table>
models’ significance and $R^2$ values, followed by the beta weights' interpretation. In their discussion of the practical implications, the authors conclude that ‘managers will benefit from hiring individuals with high core self-evaluations because beyond increasing individuals’ sales volume, task performance, rated performance, service quality orientation, and service climate (...), these individuals are less likely to withdraw from the organisation when social support seeking is a major response to perceived discrimination’ (Wagstaff et al. 2015, p. 683; emphasis added). Specifically, although the analysis draws on in-sample metrics, the authors conclude that their results apply in a predictive scenario, which is, however, not necessarily the case—as shown in our empirical illustration. Similarly, in their analysis of how different facets of corporate social responsibility impact commitment, organisational pride and employee performance by using structural equation modelling, Edwards and Kudret (2017, p. 181) note that the results of various fit indices, such as CFI and SRMR, suggest that the ‘model fitted the data well’ and continue with the analysis of the path coefficients. The authors then conclude that ‘where the organisation consistently acts in a fair and socially responsible way towards employees as well as other social and non-social stakeholders across the board, this will elicit increased levels of employee commitment, pride and performance’ (Edwards & Kudret, 2017, p. 186; emphasis added). Such a conclusion, however, should be backed up by a predictive power assessment.

In summary, these studies provide valuable insights into the underlying research topics and adequately test the assumed relationships from an explanatory perspective. However, the next step, generating practical prescriptions, requires additional predictive power assessments, ideally using data from a different context.

The remaining 20 of the 432 quantitative studies (4.63%) that avoid making predictive claims in the managerial implications sections tend to summarise the results in the context of the study setting (e.g., Swart et al., 2014; Teague & Roche, 2014). Specifically, the authors do not foreshadow outcomes if certain activities are implemented,

### Table 3 (Continued)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pieper (2015, p. 849)</td>
<td>‘For example, when positions open up, organisations should proactively seek referrals from their high performing employees, who are likely to refer high-quality candidates, who in turn will produce high quality, cost-effective work’.</td>
</tr>
<tr>
<td>Kauppila (2016, p. 385–386)</td>
<td>‘Rather, this finding implies that the more extensively top managers decentralise responsibilities, the more they need to work to assure that employees in leadership positions have what is needed to establish high-quality relationships with all of their followers. Accordingly, top managers should design decentralised settings in such a way that group leaders do not have too many followers relative to their time and other resources’.</td>
</tr>
<tr>
<td>Deng et al. (2017, p. 490)</td>
<td>‘To the extent that organisational display rules emphasise the suppression of negative emotions, employees are more likely to utilise surface acting; if display rules emphasise positive expressions, however, employees ‘focus more on trying to experience a positive emotional state’ (...). Hence, service organisations should place more emphasis on positive rather than negative emotion norms so as to promote their employees’ productive emotion regulation and, in doing so, alleviate employees’ ego depletion and reduce coworker harming’.</td>
</tr>
<tr>
<td>Seibert et al. (2017 p. 387)</td>
<td>‘The other informal developmental experience examined here, developmental supervision, positively related to the manager’s network of supportive relationships. Thus, organisations should also train their supervisors to engage in role modelling (e.g., setting a positive example with their own leader behaviour), and in coaching behaviour (e.g., challenging thinking and assumptions, driving results and creating accountability for goals)’.</td>
</tr>
</tbody>
</table>
which corresponds to the studies’ explanatory focus of their model evaluations. For example, Deery et al. (2017, p. 1047) perform a confirmatory factor analysis and regression analysis of survey data and do well to limit the prescription or generalisability of the claims that can be generated from their results (Table 4):

"Our study revealed in particular the difficulty of performing multiple roles at a high level. Combining high levels of conscientiousness with high levels of task performance was associated with clearly identifiable negative outcomes".

6 | DISCUSSION

Predictive model evaluation practices and their implications for deriving meaningful managerial recommendations have been largely overlooked in HRM research. Assessing a model’s predictive power is at the heart of a scientific enterprise. Researchers evaluate and compare theories based on their ability to make falsifiable predictions about
new observations. ‘Historically, this process of prediction-driven explanation has proven uncontroversial in the physical sciences, especially in cases where theories make relatively unambiguous predictions and data are plentiful’ (Hofman et al., 2017, p. 486). Despite prediction’s central role in science, HRM researchers generally deemphasise its importance in their model evaluations relative to explanatory power. That is, they focus on the form of the input-output relationship instead of testing whether their models accurately predict new output data given the input. While both explanation and prediction have a raison d’être (Hofman et al., 2017), a singular focus on explanation is not enough when researchers seek to derive managerial implications, which are inherently predictive by nature. This is because models with high explanatory power do not inherently possess predictive power—as empirically illustrated in our replication of Drabe et al.’s (2015) model on job satisfaction in ageing workforces. Specifically, we show that a model with a certain degree of explanatory power can produce vastly different levels of predictive power and vice versa. In addition, our results highlight that a model developed in one context, such as time and place of data collection, does not necessarily generalise well to other contexts in terms of predictive power.

There is much to gain for HRM research by putting more focus on predictive power assessments. Long ago, Kaplan (1964, p. 350) noted that ‘it remains true that if we can predict successfully on the basis of a certain explanation, we have a good reason, and perhaps the best sort of reason, for accepting the explanation’. That is, the actual results of

---

**TABLE 5** Software packages and reference materials for conducting predictive analysis in R

<table>
<thead>
<tr>
<th>Purpose</th>
<th>Software</th>
<th>Details</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-sectional data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-validation and generation of predictive metrics</td>
<td>caret package (Kuhn, 2020)</td>
<td>The caret package provides a wide range of tools for training predictive models on cross-sectional data. It incorporates automated slicing of data into training and holdout datasets, and multiple cross-validation techniques such as k-fold and LOOCV. caret works on a wide range of models such as multiple regression, logit regression, classification tasks such as KNN, and regression trees.</td>
<td>Kuhn (2008)</td>
</tr>
<tr>
<td>Time-series data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-validation and generation of predictive metrics</td>
<td>forecast package (Hyndman et al., 2021)</td>
<td>The forecast package provides a wide range of tools for training predictive models on time-series data. It incorporates automated slicing of data into training and holdout datasets and LOOCV. Forecast works on a wide range of time-series models such as multiple regression, ARIMA, and ETS.</td>
<td>Hyndman and Khandakar (2008)</td>
</tr>
<tr>
<td>Survey and observational data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-validation and generation of prediction metrics for structural equation models</td>
<td>seminr package (Ray et al., 2021)</td>
<td>The seminr package provides a wide range of tools for structural equation modelling, including cross-validation and different prediction metrics.</td>
<td>Hair et al. (2022)</td>
</tr>
</tbody>
</table>

Abbreviations: ARIMA, autoregressive integrated moving average; ETS, error trend seasonal; KNN, K-nearest neighbours; LOOCV, leave-one-out cross-validation.
decision-making are generally a critical test of explanations’ relevance. Furthermore, a stronger prediction focus widens the field’s potential to foster an understanding of behavioural phenomena. For example, a change in focus can help researchers develop new theories or improve existing models. It can also guide the comparison of competing models derived from different theories by selecting a model that generalises well to other samples, while avoiding models that overfit the data by tapping spurious sample-specific patterns (Shmueli & Koppius, 2011). Finally, the routine reporting of predictive performance metrics would facilitate follow-up meta-analyses that quantify the expected predictive performance of seminal models used in HRM across different contexts.

In consideration of the above, HRM researchers should place greater emphasis on validating their models’ predictive power. This requires researchers to engage in an out-of-sample prediction assessment by using CV or replication samples. Such analyses have become the norm in many fields, such as sensory product research, and research offers clear guidance on how to implement them (e.g., Rodriguez et al., 2010). Specifically, studies that draw on large-scale empirical datasets, for example, from online social networking sites, can readily implement predictive validation techniques. Consumer researchers should also plan for predictive assessments in their research designs, for example, by including holdout tasks in choice experiments. In Table 5, we offer a list of popular software packages for the R Statistical Environment (R Core Team, 2021) for applying predictive techniques in empirical HRM papers along with references, which researchers may consult in order to investigate the domain of predictive analytics in more depth.

Finally, researchers should place less emphasis on methods that follow an explanation-only paradigm and should rather consider methods that bridge the apparent dichotomy between explanation and prediction. For example, partial least squares, which has recently gained prominence in a variety of fields including HRM (Ringle et al., 2020), was designed as a causal-predictive approach to structural equation modelling that emphasises prediction in the estimation of a model having a structure that is anchored in causal explanations (Hair et al., 2019). Similarly, researchers can employ the more recently developed generalised structured component analysis (Hwang & Takane, 2004) approach, which has attracted considerable research attention from users and methodologists alike (Hwang et al., 2020). Both approaches to structural equation modelling allow researchers to readily assess their models’ predictive power by using CV-type methods (Cho et al., 2019; Shmueli et al., 2016). In addition, recent research has underlined their efficacy for prediction-oriented model selection. For example, Sharma et al. (2021) have recently shown that model selection criteria such as the Bayesian Information Criterion (Schwarz, 1978) and Geweke and Meese’s (1981) criterion can reliably substitute out-of-sample criteria that require a holdout sample. Researchers can also draw on model selection criteria to generate averaged predictions across multiple models. These model-averaged predictions tend to perform well in terms of EP power, thereby improving confidence in any prescriptions derived from the models (Danks et al., 2020).

When applying these methods, however, researchers need to acknowledge that there is an inherent tension between models that perform well in terms of explanation versus those with a high predictive power (Hair & Sarstedt, 2021). Researchers should therefore first establish their research’s main goal—usually explanation—and evaluate the model’s performance not only in terms of this goal (i.e., explanatory power) but also in terms of the other goal (i.e., predictive power), thus applying an EP lens. This analysis might not produce the best predictive model, but researchers could define a minimal threshold regarding how well the explanatory model should predict. Researchers could also compare models that are equally strong in terms of explanation, although one model will have a higher predictive power. Implementing such procedures is a fundamental step towards increasing HRM research’s rigour and relevance.

Future researchers should look into the role of Bayesian statistical approaches for integrating causal thinking with predictive modelling in HRM research. Drawing on techniques such as Bayesian predictive model selection could offer more confidence when drawing causal conclusions and balancing in-sample and out-of-sample fit (Piironen & Vehtari, 2017; Vehtari & Ojanen, 2012). Finally, while our elaborations focused on the EP approach (Gregor, 2006) and the role of predictive power assessments, future research should critically discuss the conditions for causal inference in HRM studies (e.g., Holland, 1986, Pearl, 2009).
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1 See Appendix A for an overview of country-specific model estimates.
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3 The sample size yields a high level of statistical power for the estimation of the linear model (GPower, $f^2 = 0.1, \alpha = 0.05, 1 - \beta = 0.95, n = 10$; Erdfelder et al., 1996). In Appendix C, we replicate the analysis using larger sample sizes of 350 and 450 in order to demonstrate that the findings are robust for higher sample sizes.
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5 For the sake of clarity and brevity, we focus our evaluation on the $R^2$ and out-of-sample RMSE metrics to conduct this evaluation. The results and conclusions when comparing in-sample RMSE and out-of-sample RMSE are highly similar.
6 We also identified a number of cases where the authors confined their analyses to an assessment of descriptive power by using measures of location, association and dependence (see Table 2).
7 The code is included in an Appendix, the code can also be downloaded from GitHub at: https://github.com/NicholasDanks/Prediction-in-HRM-research
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### Appendix A

**TABLE A1** New estimation of country specific models and predictive metrics

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>All</th>
<th>USA</th>
<th>Japan</th>
<th>Germany</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (reference: female)</td>
<td>−0.002</td>
<td>0.027</td>
<td>−0.010</td>
<td>−0.019</td>
</tr>
<tr>
<td>Age (reference: ≤35)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36–49</td>
<td>0.029</td>
<td>0.138*</td>
<td>−0.027</td>
<td>−0.019</td>
</tr>
<tr>
<td>≥50</td>
<td>0.122***</td>
<td>0.215***</td>
<td>0.173*</td>
<td>0.011</td>
</tr>
<tr>
<td>Education</td>
<td>−0.053***</td>
<td>−0.117***</td>
<td>0.012</td>
<td>−0.069*</td>
</tr>
<tr>
<td>Income</td>
<td>0.094***</td>
<td>0.116***</td>
<td>0.119***</td>
<td>0.098**</td>
</tr>
<tr>
<td>Advancement opportunities</td>
<td>0.041*</td>
<td>0.065*</td>
<td>−0.033</td>
<td>0.013</td>
</tr>
<tr>
<td>Job security</td>
<td>0.093***</td>
<td>0.112***</td>
<td>0.092**</td>
<td>0.075*</td>
</tr>
<tr>
<td>Interesting job</td>
<td>0.385***</td>
<td>0.406***</td>
<td>0.351***</td>
<td>0.362***</td>
</tr>
<tr>
<td>Independent work</td>
<td>0.037*</td>
<td>−0.008</td>
<td>0.038</td>
<td>0.039</td>
</tr>
<tr>
<td>Good relationships with management</td>
<td>0.259***</td>
<td>0.249***</td>
<td>0.296***</td>
<td>0.257***</td>
</tr>
<tr>
<td>Good relationships with colleagues</td>
<td>0.102***</td>
<td>0.059</td>
<td>0.199***</td>
<td>0.094**</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.497</td>
<td>0.444</td>
<td>0.519</td>
<td>0.384</td>
</tr>
<tr>
<td>Adj. $R^2$</td>
<td>0.495</td>
<td>0.437</td>
<td>0.511</td>
<td>0.377</td>
</tr>
<tr>
<td>n</td>
<td>2449</td>
<td>915</td>
<td>635</td>
<td>899</td>
</tr>
<tr>
<td>CV $R^2$</td>
<td>0.491</td>
<td>0.435</td>
<td>0.500</td>
<td>0.374</td>
</tr>
<tr>
<td>CV RMSE</td>
<td>0.891</td>
<td>0.912</td>
<td>0.949</td>
<td>0.786</td>
</tr>
<tr>
<td>CV MAE</td>
<td>0.681</td>
<td>0.687</td>
<td>0.723</td>
<td>0.600</td>
</tr>
</tbody>
</table>

Note: Standardised regression coefficients; CV is 10-fold cross validation.
Abbreviations: CV, cross-validation; MAE, mean absolute error; RMSE, root mean square error.

$***p \leq 0.001$; $**p \leq 0.01$; $p \leq 0.05$. 
library(caret)
library(MASS)
data <- read.csv(file = "2015 ISSP data.csv")

# Reproducing Drabe et al, USA
usa_data <- na.omit(data[data$country == 36, ])
jp_data <- na.omit(data[data$country == 19, ])
de_data <- na.omit(data[data$country == 14, ])

# Total data
all_data <- rbind(usa_data, jp_data, de_data)

# Estimate USA model
lm_usa <- lm(scale(job_sat) ~ factor(sex) + factor(Age_cat) + scale(educyrs) +
scale(income) + scale(advancement) + scale(security) + scale(interesting) +
scale(independent) + scale(rel_mgmt) + scale(rel_cigs), data = usa_data )
summary(lm_usa)

# Estimate Japan model
lm_jp <- lm(scale(job_sat) ~ factor(sex) + factor(Age_cat) + scale(educyrs) +
income) + scale(advancement) + scale(security) + scale(interesting) +
scale(independent) + scale(rel_mgmt) + scale(rel_cigs), data = jp_data)
summary(lm_jp)

# Estimate German model
lm_de <- lm(scale(job_sat) ~ factor(sex) + factor(Age_cat) + scale(educyrs) +
scale(income) + scale(advancement) + scale(security) + scale(interesting) +
scale(independent) + scale(rel_mgmt) + scale(rel_cigs), data = de_data)
summary(lm_de)

# Estimate All model
lm_all <- lm(scale(job_sat) ~ factor(sex) + factor(Age_cat) + scale(educyrs) +
scale(income) + scale(advancement) + scale(security) + scale(interesting) +
scale(independent) + scale(rel_mgmt) + scale(rel_cigs), data = all_data)
summary(lm_all)

# CV predictive metrics for each country ----
# Obtain CV predictive metrics for the model
data_ctrl <- trainControl(method = "cv", number = 10)
usa_model_caret <- train(job_sat ~ factor(sex) + factor(Age_cat) + educyrs +
income + advancement + security + interesting + independent + rel_mgmt +
rel_cigs,

data = usa_data,
trControl = data_ctrl,
method = "lm",
na.action = na.pass)

# Inspect the USA model
summary(usa_model_caret)

# Output the cross-validated predictive metrics
usa_model_caret$results

# show the results from each cross-validation sub-sample
usa_model_caret$resample

# Obtain CV predictive metrics for the german model
data_ctrl_de <- trainControl(method = "cv", number = 10)
model_caret_de <- train(job_sat ~ factor(sex) + factor(Age_cat) + educyrs + income + advancement + security + interesting + independent + rel_mgmt + rel_clgs,
data = de_data,
trControl = data_ctrl_de,  # folds
method = "lm",  # specifying regression model
na.action = na.pass)

# Inspect the German model
summary(model_caret_de)

# Output the cross-validated predictive metrics
model_caret_de$results

# show the results from each cross-validation sub-sample
model_caret_de$resample

# Obtain CV predictive metrics for the japanese model
data_ctrl_jp <- trainControl(method = "cv", number = 10)
model_caret_jp <- train(job_sat ~ factor(sex) + factor(Age_cat) + educyrs + income + advancement + security + interesting + independent + rel_mgmt + rel_clgs,
data = jp_data,
trControl = data_ctrl_jp,  # folds
method = "lm",  # specifying regression model
na.action = na.pass)

# Inspect the Japanese model
summary(model_caret_jp)

# Output the cross-validated predictive metrics
model_caret_jp$results

# show the results from each cross-validation sub-sample
model_caret_jp$resample

# Obtain CV predictive metrics for the all model
data_ctrl_all <- trainControl(method = "cv", number = 10)
model_caret_all <- train(job_sat ~ factor(sex) + factor(Age_cat) + educyrs + income + advancement + security + interesting + independent + rel_mgmt + rel_clgs,
data = all_data,
trControl = data_ctrl_all,  # folds
method = "lm",  # specifying regression model
na.action = na.pass)

# Inspect the All model
summary(model_caret_all)

# Output the cross-validated predictive metrics
model_caret_all$results

# show the results from each cross-validation sub-sample
model_caret_all$resample

# Countries predicting each other ----

# USA Predicting Japan
prediction <- predict(lm_usa, newdata = jp_data)
unscaled_predictions <- (prediction * attr(lm_usa$fitted.values, 
"scaled:scale")) + attr(lm_usa$fitted.values, 
"scaled:center")
USA_japan_RMSE <- sqrt(mean((jp_data[, "job_sat"] - unscaled_predictions)^2))
USA_japan_MAE <- mean(abs(jp_data[, "job_sat"] - unscaled_predictions))

# USA Predicted Germany
prediction <- predict(lm_usa, newdata = de_data)
unscaled_predictions <- (prediction * attr(lm_usa$fitted.values, 
"scaled:scale")) + attr(lm_usa$fitted.values, "scaled:center")
USA_germany_RMSE <- sqrt(mean((de_data[, "job_sat"] - unscaled_predictions)^2))
USA_germany_MAE <- mean(abs(de_data[, "job_sat"] - unscaled_predictions))

# Germany Predicting Japan
prediction <- predict(lm_de, newdata = jp_data)
unscaled_predictions <- (prediction * attr(lm_de$fitted.values, 
"scaled:scale")) + attr(lm_de$fitted.values, "scaled:center")
DE_japan_RMSE <- sqrt(mean((jp_data[, "job_sat"] - unscaled_predictions)^2))
DE_japan_MAE <- mean(abs(jp_data[, "job_sat"] - unscaled_predictions))

# Germany Predicting USA
prediction <- predict(lm_de, newdata = usa_data)
unscaled_predictions <- (prediction * attr(lm_de$fitted.values, 
"scaled:scale")) + attr(lm_de$fitted.values, "scaled:center")
DE_usa_RMSE <- sqrt(mean((usa_data[, "job_sat"] - unscaled_predictions)^2))
DE_usa_MAE <- mean(abs(usa_data[, "job_sat"] - unscaled_predictions))

# Japan Predicting Germany
prediction <- predict(lm_jp, newdata = de_data)
unscaled_predictions <- (prediction * attr(lm_jp$fitted.values, 
"scaled:scale")) + attr(lm_jp$fitted.values, "scaled:center")
JP_DE_RMSE <- sqrt(mean((de_data[, "job_sat"] - unscaled_predictions)^2))
JP_DE_MAE <- mean(abs(de_data[, "job_sat"] - unscaled_predictions))

# Japan Predicting USA
prediction <- predict(lm_jp, newdata = usa_data)
unscaled_predictions <- (prediction * attr(lm_jp$fitted.values, 
"scaled:scale")) + attr(lm_jp$fitted.values, "scaled:center")
JP_usa_RMSE <- sqrt(mean((usa_data[, "job_sat"] - unscaled_predictions)^2))
JP_usa_MAE <- mean(abs(usa_data[, "job_sat"] - unscaled_predictions))

# What would happen if our researcher only had a sample of 250?
results <- matrix(0, nrow = 1000, ncol = 3)
for (i in 1:1000) {
  set.seed(123+i)
  index <- sample(rownames(usa_data), size = 500, replace = FALSE,)
  train <- index[1:(length(index)*0.5))]
}
test <- index[((length(index)*0.5)+1):length(index)]
train_lm <- lm(as.formula(lm_usa$s2call), data = usa_data[train, ])
unscaled_fitted_values <- (train_lm$fitted.values * attr(train_lm$fitted.values, "scaled:scale")) + attr(train_lm$fitted.values, "scaled:center")
train_rmse <- sqrt(mean((usa_data[train, "job_sat"] - unscaled_fitted_values)^2))
prediction <- predict(train_lm, newdata = usa_data[test, ])
unscaled_predictions <- (prediction * attr(train_lm$fitted.values, "scaled:scale")) + attr(train_lm$fitted.values, "scaled:center")
test_rmse <- sqrt(mean((usa_data[test, "job_sat"] - unscaled_predictions)^2))
results[1,1] <- train_rmse
results[1,2] <- test_rmse
results[1,3] <- summary(train_lm)$r.squared

colnames(results) <- c("IS-RMSE", "OOS-RMSE", "R2")

# Calculate the range of RMSE for models with 0.343 <= R2 <= 0.454
range(results[results[,"R2"] >= 0.434 & results[,"R2"] <= 0.454,"OOS-RMSE"])

# Calculate the number of models in this range
sum(results[,"R2"] >= 0.434 & results[,"R2"] <= 0.454)

par(mfrow=c(1,2))
# view the relationship between OOS-RMSE and R2
plot(results[,"R2"], results[,"OOS-RMSE"], main = "1.a", xlab = "R-Squared", ylab = "Out-of-sample RMSE")
abline(a = lm("OOS-RMSE` ~ R2, data = as.data.frame(results))$coefficients[1], b = lm("OOS-RMSE` ~ R2, data = as.data.frame(results))$coefficients[2])
abline(v = c(0.434, 0.454), lty = 2)

# view the relationship between OOS-RMSE and IS-RMSE
plot(results[,"IS-RMSE"], results[,"OOS-RMSE"], main = "1.b", xlab = "In-sample RMSE", ylab = "Out-of-sample RMSE")
abline(a = lm("OOS-RMSE` ~ `IS-RMSE`, data = as.data.frame(results))$coefficients[1], b = lm("OOS-RMSE` ~ `IS-RMSE`, data = as.data.frame(results))$coefficients[2])

# distribution of the RMSE for R2 >0.44 < 0.45
plot(density(results[results[,"R2"] > 0.434 & results[,"R2"] < 0.454, "OOS-RMSE"], xlab = "RMSE", main = "Density Plot of RMSE")

## Use 2005 data to predict 2015 data ----

# The Drabe USA model

sex_proc <- usa_data$sex - 1
job_sat_proc <- (usa_data$job_sat - 5.27) / 1.20
Age_cat Proc1 <- rep(0, nrow(usa_data))
Age_cat Proc1[usa_data$Age_cat == 1] <- 1
Age_cat Proc2 <- rep(0, nrow(usa_data))
Age_cat Proc2[usa_data$Age_cat == 2] <- 1
Age_cat Proc3 <- rep(0, nrow(usa_data))
Age_cat Proc3[usa_data$Age_cat == 3] <- 1
educyrs_proc <- (usa_data$educyrs - 12.89)/5.23
income_proc <- (usa_data$income - 2.65) / 1.10
advancement_proc <- (usa_data$advancement - 2.65) / 1.14
security_proc <- (usa_data$security - 3.74) / 1.16
interesting_proc <- (usa_data$interesting - 3.94) / 1.02
rel_clgs_proc <- (usa_data$rel_clgs - 4.17) / 0.77
rel_mgmt_proc <- (usa_data$rel_mgmt - 3.88) / 0.93
independent_proc <- (usa_data$independent - 3.69) / 1.25

prediction <- -0.01*sex_proc + 0.04*Age_cat_proc2 + 0.085*income_proc +
0.059*advancement_proc + 0.067*security_proc + 0.309*interesting_proc +
0.04*independent_proc + 0.288*rel_mgmt_proc + 0.115*rel_clgs_proc
unscale_prediction <- (prediction * 1.20)+5.27
RMSE_2005.2015 <- sqrt(mean((usa_data$job_sat - unscale_prediction)^2))
MAE_2005.205 <- mean(abs(usa_data$job_sat - unscale_prediction))

# The Drabe Germany model

sex_proc <- de_data$sex - 1
job_sat_proc <- (de_data$job_sat - 5.27) / 1.20
Age_cat_proc1 <- rep(0, nrow(de_data))
Age_cat_proc1[de_data$Age_cat == 1] <- 1
Age_cat_proc2 <- rep(0, nrow(de_data))
Age_cat_proc2[de_data$Age_cat == 2] <- 1
Age_cat_proc3 <- rep(0, nrow(de_data))
Age_cat_proc3[de_data$Age_cat == 3] <- 1
educury_proc <- (de_data$educury - 12.89)/5.23
income_proc <- (de_data$income - 2.65) / 1.10
advancement_proc <- (de_data$advancement - 2.65) / 1.14
security_proc <- (de_data$security - 3.74) / 1.16
interesting_proc <- (de_data$interesting - 3.94) / 1.02
rel_clgs_proc <- (de_data$rel_clgs - 4.17) / 0.77
rel_mgmt_proc <- (de_data$rel_mgmt - 3.88) / 0.93
independent_proc <- (de_data$independent - 3.69) / 1.25

prediction <- -0.01*sex_proc + 0.04*Age_cat_proc2 + 0.085*income_proc +
0.059*advancement_proc + 0.067*security_proc + 0.309*interesting_proc +
0.04*independent_proc + 0.288*rel_mgmt_proc + 0.115*rel_clgs_proc
unscale_prediction <- (prediction * 1.20)+5.27
RMSE_2005.2015 <- sqrt(mean((de_data$job_sat - unscale_prediction)^2))
MAE_2005.205 <- mean(abs(de_data$job_sat - unscale_prediction))

# The Drabe Japan model

sex_proc <- jp_data$sex - 1
job_sat_proc <- (jp_data$job_sat - 5.27) / 1.20
Age_cat_proc1 <- rep(0, nrow(jp_data))
Age_cat_proc1[jp_data$Age_cat == 1] <- 1
Age_cat_proc2 <- rep(0, nrow(jp_data))
Age_cat_proc2[jp_data$Age_cat == 2] <- 1
Age_cat_proc3 <- rep(0, nrow(jp_data))
Age_cat_proc3[jp_data$Age_cat == 3] <- 1
educury_proc <- (jp_data$educury - 12.89)/5.23
income_proc <- (jp_data$income - 2.65) / 1.10
advancement_proc <- (jp_data$advancement - 2.65) / 1.14
security_proc <- (jp_data$security - 3.74) / 1.16
interesting_proc <- (jp_data$interesting - 3.94) / 1.02
rel_clgs_proc <- (jp_data$rel_clgs - 4.17) / 0.77
rel_mgmt_proc <- (jp_data$rel_mgmt - 3.88) / 0.93
independent_proc <- (jp_data$independent - 3.69) / 1.25

prediction <- -0.01*sex_proc + 0.04*Age_cat_proc2 + 0.085*income_proc +
0.059*advancement_proc + 0.067*security_proc + 0.309*interesting_proc +
0.04*independent_proc + 0.288*rel_mgmt_proc + 0.115*rel_clgs_proc
Appendix C

To illustrate that the results described in the thought experiment and visualised in Figure 1 are robust for different sizes of training and holdout samples, we re-run the analyses using two additional sample sizes of $n = 350$ and $n = 450$. We visualise these results in Figures C1 and C2, respectively.

While the results remain largely consistent with the original analysis as sample size increases, we also find that the range of the out-of-sample RMSE given an in-sample metric ($R^2$ or in-sample RMSE) becomes narrower with increasing sample sizes in training and holdout samples—see, for example, Figure 1a versus Figure C2a. This result is to be expected because the number of possible permutations of two samples (i.e., training and holdout samples) of 450 observations drawn from a population of 915 is dramatically reduced from that of drawing two samples of 250 observations from the same population. That is, when the proportion of respondents drawn from the population increases, the variation in estimated metrics decreases. Nonetheless, overfit remains apparent in that as explanatory power increases, predictive power decreases on average. This finding is also supported when analysing all replications with an $R^2$ value between 0.434 and 0.454 ($R^2 = 0.444 \pm 0.01; \ n^* = 268$) in terms of their predictive performance on the holdout sets. These results show that the out-of-sample RMSE estimated on a holdout set for the samples ranges from 0.85 to 1.00—a 19.1% increase in uncertainty associated with the predictions generated from the model.

```r
unscale_prediction <- (prediction * 1.20)+5.27
RMSE_2005_2015 <- sqrt(mean((jp_data$job_sat - unscale_prediction)^2))
MAE_2005_2015 <- mean(abs(jp_data$job_sat - unscale_prediction))
```
The relationship between (a) (in-sample) $R^2$ and out-of-sample root mean square error (RMSE); and (b) in-sample RMSE and out-of-sample RMSE for $n = 350$. 

FIGURE C1
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FIGURE C.2 The relationship between (a) (in-sample) $R^2$ and out-of-sample root mean square error (RMSE); and (b) in-sample RMSE and out-of-sample RMSE for $n = 450$