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Abstract 
Nowadays, as the application of data-driven technologies and their influence in our 

lives grow exponentially, the amount of users’ information collected, stored, and 

exchanged increases accordingly. Therefore, it is practically impossible for individuals 

to keep track of all the traces of their information. Consequently, users have a concern 

about the protection of their personal data. On the other hand, if people make their data 

strictly private, it could be depriving them of all of the advantages and benefits of these 

online services and facilities. There is a tremendous advantage to users in sharing the 

right information with the right people in the right ways; scientists can use data 

unexpectedly and discover ground-breaking results that can cure diseases, predict 

disasters, improve human behaviour and facilitate their lives.   

Access control mechanisms alone have been proven ineffective at addressing 

modern privacy problems, and transparency plays a crucial role in enriching 

individuals with control over their data by providing them with sufficient knowledge 

regarding their personal data processing and helping them make well-informed 

decisions at the moment of data disclosure. 

Accordingly, worldwide data protection laws and regulations, such as the European 

General Data Protection Regulation (GDPR), explicitly include transparency rules to 

oblige data processing parties to reveal respective information to the data subjects. 

These obligations are typically fulfilled through respective transparency parts of 

written privacy policies. However, such privacy policies exhibit several shortcomings 

that severely limit their actual reception and comprehension on the side of data 

subjects: First of all, privacy policies are often long, complex, and written in legalese 

language, making it hard for data subjects to locate transparency-related information 

and understand them correctly. Second, different privacy policies employ different 

logical structures and vocabularies for factually similar statements, causing significant 

reading efforts for every new policy to be understood. These drawbacks lead to a state 

where privacy policies are not read anymore before using a particular service and 

consenting to a specific collection and use of personal data. Under such conditions, 

transparency statements increasingly degenerate into rather self-serving formal 

compliance exercises instead of supporting data subjects’ informed decisions and 

privacy-preserving conduct. 
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This thesis introduces the conceptual design of a novel service, named “eXplainable 

Personal Data Access” (XPDA), to enhance the control of individuals over their 

personal data access by leveraging Semantic Web technologies. The service has 

adopted the best practice of the existing access control model to exploit context-

awareness and policy specification. Meanwhile, the service enhances the transparency 

of the privacy rules implications on access decisions by revealing the data access, 

explaining its reason and representing all of this information in a way that individuals 

could understand. Finally, a prototypical implementation of this service on a 

motivating scenario in the health domain demonstrates its adequacy to fulfil all the 

above-mentioned design goals.  

In this research, a comprehensive user study is designed to evaluate the extent to 

which non-expert people can perceive the practical advantage of an explanation 

generated through the XPDA. The user study experiment deploys a quantitative 

approach to assess three well-agreed concepts of measurement for evaluating the 

interpretability of generated explanations. Experimental design for evaluating the 

usability of explanations and satisfaction of users adopts standard questionnaires and 

approaches. Moreover, a novel method is proposed to design the experiment to assess 

the understandability of the explanations considering different aspects of 

understanding. Finally, the impact of different evaluation factors is investigated 

through the statistical analysis of the results. The user study results show that the 

XPDA service can generate sufficiently usable explanations perceived with a high 

level of understanding and satisfaction for most participants. 

Therefore, the service proposed in this thesis can benefit data subjects to obtain 

their right to the protection of their personal data and allow them to avail their right to 

be informed about the collection and use of their personal data. Meanwhile, the 

research community can deploy and advance it in other domains, and data controllers 

and service providers could advance it for auditing and assessing personal data access. 
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1 Introduction  

1.1 Motivation 

On the World Wide Web’s 28th birthday in March 2017, Sir Tim Berners-Lee claimed 

that losing control over our personal data is one of the three biggest challenges facing 

the web today [1]. 

Daily growth in the use of new digital devices, technologies and services has given 

rise to various ways to collect, access, analyse and use personal data. While online 

service users often share their data consciously and voluntarily, in many other 

instances, data are collected without their knowledge. This circumstance is defined as 

“information asymmetry”, where the “data about us are collected in the circumstances 

we may not understand, for purposes we may not understand and are used in ways we 

may not understand” [2]. Consequently, this lack of awareness endangers users’ 

privacy [3] [4] and raises severe privacy concerns. [5] [6] [7] [8] [9] [10]. 

To address privacy concerns in the new digital age, the traditional privacy paradigm 

of concealment (i.e. controlling the access to and distribution of personal data) does 

no longer hold or is impossible to maintain [11] [12]. Nowadays, few online services 

do not collect, access, or use the online data of users to provide more beneficial 

services to them. Therefore, new privacy-preserving approaches should afford users 

better control over their data usage [13]. This control entails providing people with 

knowledge of:  

• what information is collected about them, 

• what/who are these third parties which get access to this information and 

• why this information is transferred onward or made available to third parties.  

Current studies emphasise that people are willing to disclose their private information 

(even information that allows them to be personally identified) when perceiving 

themselves to be in control over the release and access of these data [14] [15] [16] [17] 

[18]. Meanwhile, the lack of control over their data may be preventing people from 

getting to grips with the internet and could perpetuate the “digital divide”, with many 

people missing out on online engagement benefits [19].  

A prerequisite for a high level of people’s control over their personal data is the 

transparency on personal data processing [17] [20]. Transparency can be considered 

people’s ability to obtain “an adequate level of clarity of the processes in privacy-

relevant data processing” [21]. Therefore, it would allow people to have better control 
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over their data if procedures of the collection, storage, usage, and removal of their 

personal data are revealed in a clear, transparent and reversible manner [22] [23] [24].  

The need for transparency of data gathering and usage is also emphasised in the 

General Data Protection Regulation (GDPR) [25], to allow people to exercise their 

right to protect their personal data. Articles 13 and 14 give EU citizens a right to be 

informed about their personal data collection and use. Article 15 provides the data 

subject with rights to attain “meaningful information about the logic involved” in 

automated decisions. GDPR defines ‘data subject’ as “identified or identifiable natural 

person[s]” [25]. In other words, the data subject is referred to an individual whose data 

is collected/processed. Recital 71, which supplements Article 22 as a whole, 

additionally states more safeguards including specific information to the data subject, 

and a right to “obtain an explanation of the decision reached after such assessment”. 

At the same time, companies are also required to comply with several fundamental 

principles set out in Article 5 in order to be able to process personal data. These 

obligations include but are not limited to, processing personal data in a lawful, fair, 

and transparent manner to the data subject. 

While transparency is necessary to provide information available and accessible to 

people, it is not sufficient on its own. The information needs to be understood and 

comprehended by their receivers to achieve useful transparency [26]. It is pointed out 

that “transparency can only be useful when it enhances the understanding, not just 

increasing the flow of information” [27]. Regulations also enforce to make 

transparency more understandable to the public. Article 12 of the GDPR and 

accordingly Recitals 39 and 59, have declared that any transparency information 

related to data processing should be provided to the data subject in a “concise, easily 

accessible form”. It should be “intelligible” and “easy to understand” and should be 

provided “using clear and plain language”. The meanings and definitions of these 

terms are open to interpretation and differ across different studies of various scientific 

communities. Therefore, it is essential to know these interpretations, understand their 

differences and identify a set of features that can be considered as a concept of 

measurement for transparency. 

Another consideration which can also affect achieving useful transparency is the 

perception of people and their understanding. Transparency may not be accomplished 

if provided information does not match with the comprehension level of people. Since 

it is usually difficult to match people’s perception, it has been recommended to find 
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some information interpretation methods and representation, each of which suits 

different group of people [28]. Furthermore, since perception is subjective, various 

individuals perceive the same information differently and respond to the information 

diversely according to their perception [29]. Therefore, in order to enhance 

transparency, the most straightforward representation of information should be chosen 

to match a broad range of people’s perception. Alternatively, people should be able to 

choose a representation of information which maximises their understanding.  

All of these studies indicate the need for further investigation on identifying the 

new approaches to give people more control over their personal data. These 

approaches need to control access and usage of data by providing and enhancing the 

transparency in a comprehensible way. 

 
1.2 Research Question 

The research question investigated in this thesis is: 

 
In this study, Semantic Web-based service is referred to a service which can deploy 

the collection of Semantic Web technologies to: 

• Describe, represent and organise the knowledge, by defining main concepts 

and their relationships (defining vocabularies and ontologies) 

• Retrieve, extract and expose these relations’ information by providing one or 

more patterns against such relations (querying) 

• Analyse the content of the data to discover new relationships and possible 

inconsistencies (inferring) 

Although it will be discussed in further detail in Section 2.4, throughout this thesis, 

transparency would be conceptualised in the sense of clarity of information as 

described in [30] and would be referred as proven knowledge about data that have 

been disclosed previously. Therefore, this research focuses on the aspect of 

transparency as the ability of a data subject to obtain “an adequate level of clarity of 

the processes in privacy-relevant data processing” [21]. 

Also, derived from [25], personal data is defined as “any information relating to an 

identified or identifiable natural person (data subject); an identifiable natural person is 

Research Question 

To what extent can a Semantic Web-based service enhance transparency to a 

human on her/his personal data access in an interpretable manner? 
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one who can be identified, directly or indirectly, in particular by reference to an 

identifier such as a name, an identification number, location data, an online identifier 

or to one or more factors specific to the physical, physiological, genetic, mental, 

economic, cultural or social identity of that natural person”.  

Moreover, interpretability is defined as the ability “to explain or tell the meaning 

in understandable terms” in [31]. This definition is considered as a system-centric 

definition of interpretability in [32]. The same study defined interpretability as “the 

degree to which an observer can understand the cause of a decision” according to its 

human-centred perspective [32]. Both system-centric and human-centric definitions of 

interpretability would be considered in this thesis. 

 

1.2.1 Research Objectives 

This section describes the main objectives of this research in order to address the 

research question outlined above.  

The first research objective focuses on the literature review to explore the related 

works. The second research objective is structured on exploiting Semantic Web 

technologies to provide data subjects with enhancing transparency on their personal 

data access in an interpretable manner. The third objective concentrates on 

implementing this service in a motivating scenario to provide more control over 

personal data access by revealing the access and clarifying its reason to be understood 

by an individual. Finally, the last objective is associated with assessing the represented 

explanation.  

Firstly, literature review of state of the art needs to be conducted to synthesis 

previous research, identify gaps of the current state of knowledge and justify the 

research question, which provides the first objective as: 

 
 

To propose a service for extending control over data access through enhancing 

transparency, the detail of its architecture needs to be identified and designed 

RO1: To review the literature on: 

• the use of Semantic Web technologies to advance characteristics of 

Access Control, and 

• the specifications of Transparency Enhancement Technologies. 
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according to the functionality of service components. These steps can be stated as the 

second objective: 

 
 

The designed service needs to be implemented as a prototype on a simple arbitrary 

scenario of personal data access to prove that all different components of its 

architecture work appropriately as an end-to-end service and all expected functionality 

of the service can be achieved. This requirement highlights the third objective as: 

 
 

It needs to be assessed the extent to which the provided service can fulfil the expected 

functionalities. Designing an evaluation method based on standard methodologies and 

defining metrics and measuring methods to assess the system outputs triggers the 

fourth objective as: 

  

 

 

1.3 Research Methodology 

1.3.1 Literature review 

As an initial step, related literature were reviewed to achieve the appropriate 

knowledge about different features of access control approaches. The inclusion of 

these approaches mainly focused on the deployment of Semantic Web technologies 

and their capabilities towards addressing these features.  

Besides, we explored different research conducted to provide human-centred and 

user-friendly transparency of personal data access. This investigation helped us to find 

out different criteria for transparency in personal data access. The result of this 

exploration is represented in Chapter 2 and fulfilled RO1.  

 

RO2: To design a service to exploit Semantic Web technologies to provide 

transparency on personal data access in an interpretable manner. 

 

RO3: To implement an end-to-end prototype of service in a sample scenario to 

provide more control over personal data access by revealing the access and 

clarifying its reason in a way that can be understood by an individual. 

 

RO4: To evaluate the interpretability of outputs provided by the service. 
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1.3.2 Architecture for the proposed service  

To fulfil RO2, and according to outcomes of the SotA review, a need for developing a 

service to facilitate understating of data subjects on their personal data access was 

recognised. Therefore, a novel service exploiting the Semantic Web technologies, 

called “eXplainable Personal Data Access” (XPDA), was designed. The architecture 

was modelled and documented using the graphical notation of C4 model1, which 

considers the static structures of a software system through visualising a hierarchy of 

abstractions.  

The architecture adopts context-based access control model for policy adaptation. 

Another fundamental property of access control model in XPDA is deploying the 

deductive capabilities of an ontological approach along with run-time inference 

capabilities of a rule-based approach. Combination of above approaches enables the 

efficient enforcement of policies defined over dynamically determined context values.  

Moreover, the architecture of XPDA aims to provide data subjects with ex-post 

transparency through the understandable insights about their personal data access and 

conformance of the access with the policies. These insights are explained in a manner 

in which data subjects can understand the detail and cause of a data access decision.  

 

1.3.3 Service development and implementation  

The service was developed corresponding to the proposed architecture. Semantic Web 

technologies were deployed in order to implement the functionalities of each 

component of the architecture in a motivating scenario in the health domain. The 

detailed description of various steps required for implementing the service and its 

different outputs fulfilled RO3. Although details of the development steps are 

described in Chapter 4, a summary of each step can be found as follow:  

 
● Knowledge Modeling  

As the first step in knowledge modelling, an ontology was developed to represent the 

structure of data access by pointing out a set of related concepts and their properties 

and the relations between them in the motivating scenario. To develop this ontology, 

commonly adopted and recommended methodologies within the Semantic Web 

 
1 https://c4model.com/ 
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technologies community were deployed, and the ontology was specified and 

represented by Web Ontology Language (OWL) [33]. 

Meanwhile, different circumstances of privacy rule specification and enforcement 

on various kind of represented knowledge of the motivating scenario were defined 

through three different use cases. The data access rules corresponding to each use case 

were defined using Semantic Web Rule Language (SWRL) [34]. Details of knowledge 

modelling are discussed in Section 4.2. 

 
● Access control and decision making  

Once the development and instantiation of the ontology are done, the model becomes 

a shareable explicit knowledge that could be considered as a repository. Before the 

repository could be accessed through different queries, additional implicit facts need 

to be inferred from explicit facts in the model and expand the knowledge. Inference 

and reasoning are mechanisms to discover additional information that is not explicitly 

stated in the initial data. Pellet reasoner [35] was used in the prototype to implement 

inference. The access decisions were then identified due to applying an appropriate 

query, written in Simple Protocol and RDF (Resource Description Framework) Query 

Language (SPARQL), to the latest inferred model. Details of reasoning and retrieving 

inferred information are discussed in Section 4.3. 

 
● Explaining the reason for the data access 

In order to explain the access decision, it requires to be figured out what has been 

stated in the ontology, which causes the decision. OWL Explanation API [36] was 

adopted to capture a minimal subset of the ontology sufficient for generating the 

inferred decision. It was also included corresponding access rule/s.  

The explanation generated through OWL Explanation API needs to be converted 

into a format which can be perceived and comprehended by data subjects. Plain text 

as a most natural manner of communication and graph visualisation as a popular visual 

representation were used to express the explanation. Details of explanation and 

representation are discussed in Section 4.4. 

 

1.3.4 Evaluation methodology  

Evaluation of the proposed service was undertaken through a quantitative user study 

upon the implemented prototype. A group of participants with different knowledge 
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backgrounds were recruited through Prolific [37] to assess the XPDA service outputs 

across three different use cases. A set of online questionnaires were designed and 

distributed using Qualtrics online survey platform [38]. 

An experiment was conducted to address RO4 to evaluate the extent to which data 

subjects can understand the explanation generated through the XPDA service about 

personal data access.  

Three concepts of measurement, including usability, understandability and 

satisfaction, were measured across the experiment to assess the interpretability of the 

explanations. Chapter 5 describes the details of these evaluations with a brief review 

as follows: 

• Usability of the XPDA service to expose and explain personal data access was 

tested using the System Usability Scale (SUS) [39] questionnaires. Results of 

the evaluation were analysed using different interpretations of SUS to ensure 

their validity.  

• A set of questions was designed to evaluate the extent to which participants 

can understand the explanation generated through the XPDA service. 

Participants’ responses for each question were scored using a conventional 

method. The results were analysed for within use cases and between use cases.  

• Subsequently, participants’ satisfaction on the explanation was also tested 

using After-Scenario Questionnaire (ASQ) [40]. After collecting all responses 

from participants, the ASQ scores were calculated and analysed. 

 

1.4 Contributions  

The major contribution of this thesis is the proposal of a novel service to provide data 

subjects with more transparency by generating an explanation on their data access and 

representing it in comprehensible formats. Another contribution of this study is to 

design a comprehensive user study to evaluate the interpretability of the generated 

explanation. 

 

1.4.1 Design and development of the XPDA service  

Designing a service and its prototypical implementation in order to explain personal 

data access to data subjects in an interpretable way is the major contribution of this 

thesis. The service leverages Semantic Web technologies to enhance the control of the 
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data subject over their personal data access. Best practice of existing access control 

models has been adopted by involving careful consideration on exploiting context 

awareness and policy specification. Meanwhile, the service advances the state of the 

art by offering the approach to enhance the visibility on the implication of privacy 

rules on access decisions by providing detailed information about data access and 

explaining its justification. All of this information is represented in a way which could 

be perceived by non-expert users.  

This service not only can benefit data subjects to obtain their right to the protection 

of their personal data but also allow them to avail their right to be informed about the 

collection and use of their personal data. Meanwhile, the research community can 

deploy and advance it in other domains, and data controllers and service providers 

could advance it for auditing and assessing the access over personal data. 

 

1.4.2 Design a user study to evaluate the interpretability of the explanation  

In this research, a comprehensive user study was designed to evaluate the extent to 

which participants can perceive the practical advantage of explanation generated 

through XPDA. The experiment of this user study deployed a quantitative approach to 

evaluate three well-agreed concepts of measurement for assessing the interpretability 

of generated explanation through XPDA. While standard questionnaires and 

approaches were adopted to evaluate two of them, i.e. usability and satisfaction, a very 

novel approach was used to design the experiment to evaluate the understandability of 

the explanation. This novel method was designed considering different aspects of 

understanding, including explicit, implicit and compositional cognitive chunks of the 

explanation [179]. The statistical analysis of the result also applied to more 

investigation on the impact of different factors of the evaluation. 
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1.4.3 Publications 

The publications associated with the research in this thesis to date are: 

 
● “Semantic Reasoning for Privacy-Preserving Personalisation” [41] 

R. G. Hamed, K. Fatema, O. Conlan, D. O’Sullivan 

11th International IFIP Summer School on Privacy and Identity Management, 

2016. 

This paper, associated with RO2, presents the first iteration of the proposed 

service to focus on its high-level functionalities. Different required components 

are discussed in this paper by providing a primary use case. 

 

● “Explaining Disclosure Decisions Over Personal Data” [42] 

R. G. Hamed, H. J. Pandit, D. O’Sullivan, O. Conlan 

18th International Semantic Web Conference (ISWC), 2019. 

This paper presents the earliest outcome of this research and demonstrates the 

implementation of our proposed service through a prototype on a sample use 

case. It consists of the earliest result of the user experiment as well. Therefore, 

its outcomes are relevant to RO2, RO3 and RO4.  

 
Although the following publications were not directly related to the main focus of this 

thesis but were conducted by the author in the closely related research area including 

the application of Semantic Web technologies and the design of user-centric 

experiments. 

 
● “Creating a Vocabulary for Data Privacy” [43] 

H. J. Pandit, A. Polleres, B. Bos, R. Brennan, B. Bruegger, F. J. Ekaputra, J. 

D. Fernández, R. G. Hamed, E. Kiesling, M. Lizar, E. Schlehahn, S. Steyskal, 

R. Wenning 

18th International Conference on Ontologies, DataBases, and Applications of 

Semantics (ODBASE), 2019. 

Lack of agreed-upon vocabularies or taxonomies for describing personal data 

processing purposes and its categories is recognised across the XPDA service 

implementation and proposed to DPVCG2. This paper presents a collaborative 

 
2 https://www.w3.org/community/dpvcg/ 
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work of the author of this thesis on the creation of Data Privacy Vocabulary 

(DPV) in order to address this gap by providing a comprehensive, standardised 

set of terms for annotating privacy policies, consent receipts, and in general 

records of personal data processing. 

  

 

● “The Use of Open Data to Improve the Repeatability of Adaptivity and 

Personalisation Experiment” [44] 

H. J. Pandit, R. G. Hamed, S. Lawless, D. Lewis 

24th Conference on User Modeling, Adaptation and Personalization, 2016. 

This paper discusses how Semantic Web ontologies can be applied to the 

description and data of published adaptivity and personalisation experiments in 

a manner that can be linked from publications and easily located, accessed and 

reused to repeat an experiment.  

 
● “A Review of User-centred Information Retrieval Tasks” [45] 

A. H.Vahid, R. G. Hamed, K. Koidl 

24th Conference on User Modeling, Adaptation and Personalization, 2016. 

This paper discussed the way of gathering users’ profiles and objects of their 

interest in IR evaluation campaigns. 
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2 State of the Art  

2.1 Introduction 

This chapter describes the synthesis of previous research studies through a literature 

review to map and assess the research area, identify gaps to motivate this research, and 

justify the research question and hypotheses.  

This literature review is conducted to identify the state of knowledge in the 

following research area:  

• the use of Semantic Web technologies to advance characteristics of Access 

Control, as one of the main approaches to protect data subjects’ data from 

unauthorised access (Section 2.3), 

• the specifications of Transparency Enhancement Technologies provide data 

subjects with more visibility about their data collection, access and processing 

(Section 2.4).  

The integrative review approach [46] is selected to perform in this research because: 

• On the one hand, access control is a mature, well-established and well-studied 

topic with enormous application in different domains. Therefore, it is not 

suitable and even feasible to review all published literature and look at how 

research on access control has progressed over time or how a topic has 

developed across research traditions is irrational and unattainable.  

• On the other hand, transparency enhancement has been attracted lots of 

interest from researchers of different disciplines recently due to several 

regulatory and business needs. Therefore, a literature review needs to create 

initial or preliminary conceptualisations to combine perspectives and insights 

from various research domains. 

The next section describes the undertaken methodology for the literature review in this 

research.  

 

2.2 Literature Review Methodology  

There are two common processes to conduct literature reviews: search and selecting 

articles, and data analysis and synthesis [47]. The integrative review is not mainly 

developed according to a specific standard [48]; therefore, it often requires a more 

creative data collection [49]. In this research, we performed a slightly modified 

approach for the initial search and retrieval of the relevant publication. Instead of 
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searching databases for related papers based on search keyword, recently published 

(2015- 2018) peer-reviewed survey papers on the above topics were searched. This 

approach allowed us to save more time and effort according to relying on the 

preselected set of relevant publications at the beginning of the review process. A 

further search based on citation analysis (known as backward/forward snowballing) 

was performed [47]. The high priority of analysis in backward snowballing was given 

to high-occurrence items in the reference of several preselected surveys. Forward 

snowballing was performed based on the recommendation of [50]. Beside relativeness, 

the following criteria applied for screening the derived papers from snowballing: 

• The availability of a full-text version of the publication to evaluate its contents 

was considered a prerequisite.  

• Publication type and the reputation of the publisher, journal, or conference 

were not taken into account while screening the papers.  

• The disciplines of the researchers and their affiliations were not considered as 

a criterion during the screening process. 

• Only publications in English were considered. 

• Publications were not screened based on the number of pages or their word 

count, so long as they fulfilled the other selection criteria. 

• In order to be considered for inclusion, a publication must be peer-reviewed, 

ensuring the level of quality and rigour expected from scientific publications. 

Qualitative and thematic content analysis was then applied to identify, analyse, and 

report patterns in the form of themes within the final selection of publication [51]. 

The remaining of this chapter describes the review of the literature and its findings. 

 

2.3 Access Control  

In order to address the highly publicised privacy concerns, Privacy-Enhancing 

Technologies (PET) have been developed to govern how personal data can be accessed 

and raise the awareness of data subjects when it comes to sharing their sensitive data. 

Most data privacy studies [52] [53] categorised Access Control as a PET due to the 

support they provide to data subjects for construct barriers preventing unauthorised 

audiences from access to their personal data. In general, access control is used to refer 

to a framework, which is a combination of  

• an access control model, which is a scheme used to guide the access control 

process;  
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• the policy language, which defines both the syntax and the semantics of the 

access control rules; and 

• the enforcement mechanism, which deploys the access control rules in the access 

control process.  

The Semantic Web community have had a strong influence on access control research 

[54], which can mainly be categorised and listed as follows: 

• representing existing access control models and standards using semantic 

technologies; 

• proposing new access control models suitable for open, heterogeneous and 

distributed environments; and 

• recommending languages and frameworks that can be used to facilitate access 

control specification and maintenance.  

This section presents relevant access control models and discusses how they were 

proposed or enhanced using semantic technologies. To keep it consistent with rest of 

the thesis, “user”, “resource” and “resource owner” denote entities requesting access 

to the data, personal data and data subject, respectively.  

 

2.3.1 Access Control Models 

2.3.1.1 Mandatory Access Control (MAC) 

MAC, originally developed for military applications, limits access to resources using 

access control policies determined by a central authority [55]. Users and resources 

need to be classified based on their security levels by the central authority. Labels are 

assigned to the resources to represent the security level required to access them. Access 

is granted to users with the same security level or higher. Therefore, it is best suited to 

closed environments, where a great deal of control is required [56]. Considering the 

open, distributed and heterogeneous nature of the web, MAC has not gained much 

traction among the Semantic Web community, not surprisingly. 

 

2.3.1.2 Discretionary Access Control (DAC) 

DAC is generally considered an identity-based access control model where access 

rights on one or more resources are assigned to users based on their identity. In this 

model, users have complete control over their access rights on the assigned resources. 

They can privilege other users the access right on their assigned resources (formally 
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known as a delegation) [57]. DAC is very flexible in assigning access rights between 

users and resources. However, it is not easy to maintain, follow and control access to 

the resources and verify the security principles because users can manage their access 

rights to their owned resources. 

 

2.3.1.3 Role-Based Access Control (RBAC) 

RBAC is considered as an alternative approach to MAC and DAC. It restricts access 

to resources to groups of users with common responsibilities or tasks (roles). In RBAC, 

users are assigned to appropriate roles and access to resources is granted to one or 

more roles. Role deactivation is generally used to refer to the process where a user is 

removed from a role [58]. 

Depending on the use case, roles may be organised to form either a hierarchy or a 

partial order [59]. Such structures are used to simplify access control specification and 

maintenance [60]. Access control constraints are commonly used to enforce conditions 

over access control policies [61], which can be listed as follows: 

• static and dynamic separation of duty (a user cannot be assigned to two roles 

simultaneously); and  

• least privilege (a user can only be assigned to a role if s/he has already been 

assigned to another required role) [62]. 

Besides all of these advantages, RBAC also has some drawbacks. It is frequently 

criticised for the difficulty of setting up an initial role structure, especially in large 

systems, where role inheritance and the need for customised privileges make 

administration potentially massive [63]. Another drawback is inflexibility in rapidly 

changing IT technologies where RBAC provides insufficient support for dynamic 

attributes like time of day, which might be needed when determining user permission 

[64]. Most of the research effort within the Semantic Web community focuses on 

modelling RBAC using ontologies [65] [66] [67]. The main difference between these 

studies comes from the way that RBAC concepts (User, Role, Permission), their 

relation, such as role deactivation, and the constraints (separation of duty and least 

privilege) are modelled. 
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2.3.1.4 Attribute-Based Access Control (ABAC) 

Unlike more traditional access control models, ABAC allows for creating access 

policies based on the existing attributes of users and resources in the system, rather 

than the manual assignment of roles, ownership or security labels by a system 

administrator. An accepted high-level description of ABAC functions is defined in 

[68] as “an access control method where subject requests to perform operations on 

objects are granted or denied based on assigned attributes of the subject, assigned 

attributes of the object, environmental conditions, and a set of policies that are 

specified in terms of those attributes and conditions”.  

Several approaches have attempted to use Semantic Web technologies in the ABAC 

model. A study proposed a hybrid RBAC-ABAC model with a supporting framework 

based on a variant of Web Ontology Language (OWL), namely OWL Description 

Logic (OWL-DL), where attributes are used to classify users into access control roles 

[69]. While all essential RBAC elements were formalised into an OWL-DL ontology 

and details for expanding OWL-DL expressiveness with SPARQL3 were given, the 

authors did not fully model the attribute-based aspects of their ontology. Details on 

how attributes are defined, assigned, related to users or how they may be combined 

with their framework were not provided. Another research described a “Constraint and 

Attribute-Based Security Framework for Dynamic Role Assignment” focused partly 

on using a user’s physical location for role assignment [70] [71]. In this approach, 

predefined roles could have both previously known sets of users and users who 

dynamically assigned according to the content of their attributes and policy set on role 

assignment. Rather than employing a policy language like most ABAC works, 

constraints were defined as attribute-value pairs assigned directly to roles. Semantics 

for role inheritance and constraint dominance was given in addition to a description of 

an OWL-DL ontology-based prototype. A Semantic-aware Attribute-Based Access 

Control model (SABAC) was proposed in [72], which represents attributes by 

ontology and handles authorisation decision with ontology inference, and XACML 

(eXtensible Access Control Markup Language) is used to describe the access control 

policies. Finally, in [73], a Semantic Web-based RBAC model was proposed to add 

ABAC elements. The model represents and provides a means to reason on hierarchical 

 
3 https://www.w3.org/TR/sparql11-query/ 



 
 

17 

RBAC in description logic using SWRL and uses attribute-based policies for role 

assignment.  

In general, ABAC is better than RBAC in terms of scalability (i.e. number of users 

to be managed), flexibility (i.e. it is easier to implement in a large-scale environment) 

and access control management (i.e. it is easier to associate attributes to other users or 

resources) [74]. ABAC is created to be a more dynamic and fine-grained model to 

serve the current large scales systems better. Also, defining access policies among 

different organisations becomes possible in ABAC due to its attribute-centric nature. 

Nevertheless, to fully cover all the possible access circumstances, the number of access 

policies could be enormous, which leads to policy administration problems, such as 

policy redundancy and policy conflicts [75]. Therefore, a concise but comprehensive 

set of policies is necessary to save time and efforts for the system and system 

administrators. In the real-world, policy redundancy and conflicts are common, 

especially in large-scale systems. As the number of policies increases, manually 

eliminating incorrect policies and clarifying the semantic meaning of inferred policies 

is time-consuming and almost impossible to accomplish [76]. So, policy 

administration plays a vital role in ABAC because the whole access control system 

relies on policies to protect the integrity, availability, and confidentiality of resources 

in the system [77]. Recently, a study [78] proposed a new model of ABAC with 

ontology, OABACM, which is convenient for policy representation and reasoning. An 

ontology was applied in OABACM to depict entities and their relations in the access 

control domain intuitively. Different kinds of relations between ABAC entities, 

including equivalence, inclusion, and disjoints, were identified and described. Inherent 

logical properties of the model were formalised to improve the efficiency of access 

policy administration by reducing policy redundancy and detecting policy conflicts. 

 

2.3.1.5 Context-Based Access Control (CBAC) 

The need for shifting a paradigm from user-centric to context-centric access control 

has been recognised in some initial researches [79] [80] [81] [82]. These CBAC 

approaches usually consider the different types of contextual conditions for making 

access control decisions which can be grouped as follows:  

• Actor-Centric Contexts; are the information about representing actors. An 

actor can be the user, the resource owner or any other environmental person. 
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• Resource-Centric Context; are the information about representing data or 

information resources. 

• Environment-Centric Context; are the information about representing the 

surrounding environment between actor and resource, such as the location 

from where the access request has been originated. 

One of the earliest CBAC models proposed by [83], called UbiCOSM, which can be 

considered as RBAC-extended model, uses context information to define and enforce 

access control policies. In the proposed modelling, user identities and roles were 

specified using logical properties. Policies are expressed the dynamic contextual 

conditions in order to specify the user-role and role-permission assignment policies. 

These policies assign the many-to-many mapping between a set of users and roles or 

between a set of roles and permissions, respectively, when a set of dynamic contextual 

conditions are satisfied.  

In some studies, the contextual conditions were defined by the system administrator 

through a semantic representation in one of the following methods: 

• To define the context in policy ontology in which an entity operates in a 

specific context automatically acquires the ability to perform the set of actions 

permitted in the current context [84]. This approach deployed OWL to specify 

ontologies and SWRL to encode rules. 

• To provide a context ontology and a policy ontology to specify positive and 

negative authorisations and obligations [85]. It is discussed that access was 

enforced by representing access requests as SPARQL queries executed over 

the knowledge base. However, it is not clear how changes to contextual 

information were handled in the proposed approach. 

A new context-aware access control to support software services was introduced in 

[86]. The authors defined a context model to systematically represent and capture 

different types of context information and a policy model to define and enforce access 

control policies based on relevant contexts from the context model. Both models are 

specified by the ontology language OWL and extended with SWRL for inferring 

implicit context and policies with user-defined rules. 
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2.3.2 Policy Languages and Enforcement Mechanisms 

An access control policy consists of authorisation rules that regulate access to data and 

resources. At the decision-making time, a request to access a resource is evaluated 

against the rules in the policy. Access control policies are represented in various policy 

specification languages. Policy languages can be categorised as general, where the 

syntax caters for a diverse range of functional requirements (access control, query 

answering, service discovery, negotiation, to name but a few), or specific, which 

focuses on just one functional requirement [54]. Two popular choices for specifying 

policy languages are XML (eXtensible Markup Language) and ontologies. This 

popularity is due to their flexibility, extensibility and run-time adaptability.  

The semantics in XML-based approaches are mostly implicit, which cause 

ambiguity, promote fragmentation into incompatible representation variations [87].  

In contrast, ontologies are better suited to modelling the semantic relationships 

between entities [87]. Furthermore, the common framework and vocabulary used by 

ontologies provide greater interpretability and interoperability [88]. A broader 

comparison of policy languages can be investigated in [89], which evaluates different 

policy languages against a set of criteria for ensuring security and privacy in a 

Semantic Web context. 

In the rest of this section, policy languages specified by ontologies are investigated 

in detail and categorised based on the method they apply to present policies in the 

ontology and their enforcement mechanism. 

 

2.3.2.1 Defining policies through ontologies  

Ontologies facilitate the merging of the access control policies represented in different 

vocabularies and their adoption by others. Also, an ontology-based approach can 

perform: 

• deductive reasoning (deriving the consequent) to infer new policies based on the 

relationship between access control entities; and 

• abductive reasoning (affirming the consequent) to specify the access rights 

required to match a given policy  

over access control policies through standard description logic reasoners.  

KAoS (Knowledgeable Agent-oriented System) is one of the most popular general 

policy languages that adopts a purely ontological approach [90]. It was initially 
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designed to enable interoperability between complex web agents then is used as an 

open distributed architecture for the specification, management and enforcement of 

various policies. In initial versions of the language, policies were represented using 

DARPA Agent Markup Language (DAML) [91]. However, the authors later moved to 

OWL [92] [88]. 

It uses ontology concepts (encoded in OWL) to build policies. First, KAoS Policy 

Ontology (KPO) is loaded. KPO defines a set of core vocabularies that are used to 

describe actors (both humans and artificial agents); actions (various system operations 

such as accessing, communication and monitoring); resources (entities associated with 

actions); policy-types (authorisations and obligations); and policies (positive and 

negative constraints). An additional ontology is then loaded on top of it, extending 

concepts from the generic ontology, with notions specific to the particular controlled 

environment. The KAoS Policy Service distinguishes between authorisations (i.e. 

constraints that permit or forbid some action) and obligations (i.e. constraints that 

require some action to be performed when a state or event-based trigger occurs or else 

serve to waive such a requirement). In KAoS, context conditions constraining a policy 

may be specified by defining appropriate classes defined via property restrictions. The 

use of OWL enables reasoning about the controlled environment, policy relations and 

disclosure, policy conflict detection, and harmonisation, as well as about domain 

structure and concepts exploiting the description logic subsumption and instance 

classification algorithms. In [93], the authors discuss how description logic can 

support policy administration, exploration and disclosure. The administration is 

mainly concerned with subsumption based reasoning and the determination of 

disjoints. Exploration and disclosure are supported using instance classification 

capability. Constraints’ test and return relevant constraints given one or more 

properties are possible using abductive reasoning. Nevertheless, a pure OWL approach 

encounters some difficulties in defining some kinds of policies, especially 

• those that need to define constraints over a property with statically unknown 

values and 

• those that contain parametric constraints, which are assigned by a value only at 

deployment or run-time.  

To deal with these issues, KAoS developers have introduced role-value maps as OWL 

extensions and implementing them within the Java Theorem Prover, used by KAoS 

[92]. The adoption of role-value maps and using description logic-based concept 
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constructors [94] allowed KAoS to specify constraints between property values 

expressed in OWL terms and define policy sets. Policy sets were referred to as a group 

of policies that share a common definition but can be singularly instantiated with 

different parameters [95]. Conflicts were identified and resolved at design time using 

deductive reasoning based on policy priorities and timestamps [93]. 

 

2.3.2.2 Defining policies through Rules  

Support of access control policies that contain instance dependencies or variables is 

the main advantages of rule-based approaches. However, access control policies 

specified using different vocabularies still can be integrated since these approaches 

also define access control policies over ontology entities.  

In this section, one of the main rule-based languages and enforcement frameworks 

is examined, primarily concerned with the specification and enforcement of policies 

in ubiquitous environments.  

Rei [96] [97] is a Semantic Web policy language and distributed enforcement 

framework, which permits to specify, analyse and reason about declarative policies 

defined as norms of behaviour [98]. The first version of Rei was defined entirely in 

first-order logic with logical specifications for introducing domain knowledge using 

RDFS (Resource Description Framework Schema) or Prolog rules. The authors later 

provided an OWL representation for their policy language due to richer semantics of 

OWL compared to RDFS [99] [100], and they adopted a rule-based enforcement 

mechanism, in contrast to the description logic enforcement mechanism adopted by 

KAoS. Policies are developed as contextually constrained deontic concepts, i.e. 

permission, prohibition, obligation and dispensation, to restrict domain actions that an 

entity can/must perform. Permission and prohibition in Rei are directly mapped with 

the positive and negative authorisations in KAoS; likewise, obligations and 

dispensations in Rei are mapped with positive and negative obligations in KAoS. 

In Rei, rules are expressed as OWL properties of the policy. Context conditions can 

be defined as one or boolean combination of a pair of simple constraints. A constraint 

is associated with a policy at three different levels as follows: 

• The first possibility is to impose a constraint within the definition of a 

deontic entity as a property. In this case, the constraint can be expressed 

over 

o the actor,  
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o the action to be controlled, or 

o generic environmental states, e.g., the time of the day.  

• Also, constraints can be imposed within the Granting specification over 

o  the entity the granting is made to,  

o the deontic entity the granting is made over, or  

o the generic environmental states.  

• Finally, it is possible to directly express a set of constraints within the policy 

definition, which is generically defined as conditions over attributes of 

entities in the policy domain. 

Although represented in OWL-Lite, Rei still allows the definition of constraints 

follows the typical pattern of rule-based programming languages, i.e. defining a 

variable and the required value of that variable for the constraint to be satisfied. In this 

way, Rei overcomes one of the significant limitations of the OWL language, and more 

generally of description logics, i.e. the inability to define variables. Therefore, Rei’s 

rule-based approach enables defining policies that refer to a dynamically determined 

value, thus providing greater expressiveness and flexibility to policy specification. 

Another fundamental property of Rei is its non-monotonic inference due to negation-

as-failure. For example, open policies prescribe that authorisations by default are 

granted, whereas closed policies prescribe that they should be denied unless stated 

otherwise. Other non-monotonic inferences, such as authorisation inheritance and 

overriding, are supported as they were in ontology-based policy languages [89]. 

On the other hand, the rule-based approach of Rei treats Rei rules knowledge 

separately from OWL ontology knowledge due to their different syntactical form. 

OWL inference is essentially considered an oracle, i.e. Rei rules cannot be exploited 

in the reasoning process that infers new conclusions from the OWL existing 

ontologies. In other words, the Rei engine can reason about domain-specific 

knowledge but not about policy specification. As a primary consequence of this 

limitation, Rei policy statements cannot be classified using ontological reasoning. 

Therefore, in order to classify policies, the variables in the rules need to be instantiated. 

Unlike KAoS, Rei cannot statically detect conflicts, but it can only discover them 

in a particular situation. Given Rei allows for policies to contain variables, conflicts 

need to be resolved at run-time instead of design time, which is the case with KAoS. 

In [97], the authors discuss how conflict resolution can be achieved using meta-

policies and a partial order between them. 
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2.3.2.3 Defining policies through Combined Ontology and Rule-Based 

Approaches 

A hybrid approach to policy specification and enforcement can be used to exploit the 

out of the box deductive capabilities of an ontology-based approach and the run-time 

inference capabilities of a rule-based approach. On one side, using ontology-based 

approach exploits description logic to describe contexts and related policies at a high 

level of abstraction allows their classification and comparison. This feature is essential 

to detect conflicts between policies before they are enforced and is granting 

interoperability among entities belonging to different domains that adopt different 

policies. Another interesting application of an ontology-based approach lies in the 

possibility of exploiting policy description to facilitate negotiation in policy 

disclosure. On the other side, a rule-based approach relies on the features of logic 

programming languages to express contexts and related policies in a clear, concise and 

expressive way to enable evaluation and reasoning. This section describes Proteus 

[101], which uses a combined approach to policy enforcement.  

Proteus [101] uses a hybrid approach to semantic policy specification. This context-

aware adaptive policy model uses ontologies to model both domain information and 

policies like KAoS, which allows for conflict resolution and harmonisation at design 

time. It also adopts a rule-based approach to support dynamic constraints and run time 

variables like Rei.  

The Proteus context and policy model are described as the interactions occurring in 

a system using the concepts of entities and actions. Any actor or resource in the system 

is represented as an entity and is logically characterised by several properties 

expressed as attribute-value pairs. An action describes an activity performed by an 

actor or another entity within a specific operating situation, called the action context. 

The action context consists of attributes that qualify the action and the entity that is 

performing then action. An interaction defines an association between an entity and an 

action. 

Proteus models an activating context as a set of attributes and predetermined values 

labelled in some meaningful way and associated with desirable semantics. An attribute 

could define constraints either a single value or for a range of allowed values and can 

be assigned to a fixed constant or a variable over a value domain. An activating context 
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can be minimal, i.e. formed by a single attribute/value pair, or composed of minimal 

contexts, i.e. defined by multiple attribute/value pairs [84]. 

In order to deal with possible conflicting situations, Proteus allows the definition of 

constraints over different activating contexts and distinguishes overlapping and 

disjoint activating contexts.  

Description logic deduction is used to determine the policies that are relevant for 

the instance data supplied. However, since description logic reasoning is insufficient 

to cater to contextual properties based on property paths or associated with variables 

[102], the authors combined it with LP-based reasoning and propose context 

aggregation and context instantiation rules following the approach described in [103]. 

In [104], the authors provide details of Proteus prototype implemented in Java with 

a Pellet reasoner. The proposed solution supports incremental reasoning via an OWL 

application programming interface and SPARQL queries.  

 

2.3.3 Discussion 

This section discussed different access control models and approaches that have been 

applied in different environments using Semantic Web technologies. As described, one 

of the substantial limitations of the traditional access control models, such as MAC 

and DAC, is that they are identity-based access control models which evaluate access 

decisions based on individuals. This limitation causes a high complexity of security 

administration and a high cost of managing large-scale systems. Especially, the 

number of authorisation policies can become extremely large whenever the numbers 

of users and resources are high. The RBAC models have solved this problem by 

making access decisions based on groups or roles of individuals. However, these 

models do not consider the dynamic attributes (i.e. context information), such as the 

location and request time, and permission assignments to users are static yet. 

The ABAC facilitates modelling a wide range of dynamic attributes of access 

control using the rule-based approach. These models are easy to set up but complex to 

manage in large-scale systems because of the enormous numbers of attributes. Also, 

satisfying the dynamically changing contextual conditions in these access control 

mechanisms are limited to attributes of relevant entities and users’ roles. CBAC 

models consider the combinations of richer context information such as the user, the 

resource, and their environment-specific conditions to grant access to resources. Most 

CBAC models have adequate functionalities to incorporate diverse context and 
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situation information into user-role and role-permission assignments for dynamic 

access control decision making. 

The change of contextual conditions such as the temporal, spatial and interpersonal 

relationship information plays a significant role in maintaining the privacy 

requirements of the associated stakeholders in today’s dynamic era of the digital world. 

Also, there is always an association between a system (a system can constitute users 

and resources) and its environment. The system should continuously adapt to the ever-

changing dynamic situation of its environment.  

Therefore, CBAC seems more appropriate than other approaches to satisfy the need 

to incorporate a general context into the policy model to provide dynamic access 

control decisions. Considering all the above advantages of CBAC, it is considered as 

a preferred access control model for this study. 

Another main area of review in this section was focused on technical aspects of the 

main ontology-based policy languages, the way they specify and enforce the policies 

and the difference in expressivity, kind of reasoning required, features and 

implementations provided.  

It was argued that the use of ontologies to describe related policies at a high level 

of abstraction could facilitate their maintenance and adaptation and decreases the 

number of errors before enforcement. Also, providing important supplemental 

information through policy description using ontologies can improve negotiation. 

However, this approach is insufficient to define constraints over a property with 

statically unknown values or cater subsumption-based reasoning to the instances 

containing parametric constraints with value assignment at run-time.  

On the other hand, the rule-based approach provides greater expressiveness and 

flexibility to policy specification through dynamically determined value. Another 

fundamental advantage of rule-based approaches is that their inference is non-

monotonic, which allow them to make default decisions in the absence of complete 

specifications.  

However, policy statements in the rule-based approaches cannot be classified using 

ontological reasoning before instantiation of variables in rules. Therefore, instead of 

policy conflict detection in design time, they can be only detected and resolved at the 

run time in rule-based approaches. 

The combination of both above approaches has been deployed in literature and 

discussed in this section. Since the hybrid approach exploits the advantages of both 
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above approaches, and it would be considered in the design of policy specification and 

enforcement mechanism of this study. 

Despite the success of Semantic Web technologies in representing existing access 

control models and standards, these models still have become ineffective as a privacy 

protection approach. 

Some studies [12] [11] have discussed this deficiency in detail and claimed that the 

main focus of a privacy protection approach must be on controlling the proper use of 

the data, which constitutes a whole dimension of privacy concerns for users [105], 

[106]. Interestingly, as control over data is perceived to be low, it would increase the 

level of related privacy concerns [107]. Likewise, a perceived higher level of control 

may increase the willingness to disclose personal information [16].  

In [108], the authors applied the theoretical framework of control theory to privacy, 

considering control of data subjects over information and revealed multiple 

controllability issues of privacy. This research showed that a data subject would need 

a sufficient understanding of causal and temporal relationships between their actions 

and privacy entailing consequences. The authors proposed modelling elements of the 

privacy decision-making process in more detail as a future research direction.  

Data subjects cannot understand the inherent consequences of access control’s 

privacy policy in most cases. They also need to set their preferences for each of their 

sites/services, which most probably use different terminology [89]. Managing these 

policies across several systems is impractical. Raising the problem mentioned above, 

the authors of [109] claimed that “access control in itself is inherently inadequate as a 

framework for addressing privacy on the Internet”. They discussed that information 

systems/services need to have the following characteristics to support control of data 

subjects over the responsible use of their private data:  

• They should give the data subjects due notice in collecting their data and using 

it and allowing them to respond appropriately to either take action to preserve 

their privacy or give it up voluntarily in exchange for better service. 

• They should provide a mechanism to track the data as it follows through the 

system and maintain detailed provenance information in a machine-

understandable format to reason over them to identify misuse of data (“post-

facto accountability”). This mechanism should include policy tools that not only 

identify violations but also support daily operations by answering questions 

about the use of data.  
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• They should provide all data subjects with accessible and understandable views 

of the policies associated with information resources (“Policy-awareness”) and 

help them to understand the privacy implications of their actions on the web 

(“Privacy implications”). 

The concept usually used to describe these properties is transparency, which also is 

specified as a property of “visibility” in [30]. Therefore, transparency can be 

considered as a state to mitigate any obstacles, impeding the visibility of the previously 

disclosed data by a data subject. 

 

2.4 Privacy-relevant data processing Transparency Enhancement  

Considering the distributed nature of current online services, harden it to users of such 

services to keep track of where information about them is stored, to whom it is handed 

out and for what purposes it is used. Emerging technologies such as cloud computing, 

IoT and AI intensify this situation. As argued in the previous section, the traditional 

approaches need to enhance to focus on controlling the proper use of the data. To this 

end, a data subject must get information on how and why her personal data is used and 

possibly from which sources it originated. Several EU projects (FIDIS4, PRIME5) 

were proposed and conducted to construct concepts and tools that can help data 

subjects to regain control over their private sphere and to understand the consequences 

to their privacy in an online networked world. The concept of Transparency Enhancing 

Technologies (TETs) for privacy purposes was initially defined in one of the 

deliverables of the FIDIS project [110]. However, this definition was too narrow and 

provisional, considering the implications of the word transparency. In [111], TETs 

were defined as tools that can provide concerned data subjects with clear visibility on 

aspects relevant to their personal data and privacy. This definition was leveraged in 

[112] [113] to define TETs as technological tools that provide data subjects, or a proxy 

that acts on behalf of them, with information on (intended) data collection, storage, 

processing and disclosure in an accurate and comprehensible way.  

 The rest of this section will discuss how transparency tools enhance data subjects’ 

control over gathering and processing their personal data through an integrative 

literature review. This review leads to identify a set of categorisation parameters for 

 
4 FIDIS (Future of Identity in the Information Society), http://www.fidis.net 
5 Prime Life, http://www.primelife.eu/ 
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describing the properties and functionality of proposed approaches. Different purposes 

of enhancing transparency and the corresponding type of representation per each 

purpose are investigated in detail. Also, various measures to evaluate the impact of the 

proposed transparency enhancement approach are reviewed and discussed. 

 

2.4.1 Categorisation of Transparency-Enhancing Technologies 

The need for common terminology to precisely describe the properties, 

requirements and functionality of TETs has been identified and addressed in several 

studies [112] [113] [114] [115]. This common terminology can facilitate the 

comparison of proposed TETs with currently existing ones. In this section, the 

development procedure of existing terminologies is discussed briefly, and their 

advantages and disadvantages are reviewed. They are then synthesised to analyse 

TET’s suitability to contribute to data subjects’ privacy preservation. 

The first categorisation of TETs is provided in [114] as:  

• Type A: “legal and technological instruments that provide (a right of) access to 

data processing, implying a transfer of knowledge from data controller to data 

subject, and /or” 

• Type B: “legal and technological instruments that (provide a right to) counter-

profile the smart environment to ‘guess’ how one’s data match relevant group 

profiles that may affect one’s risk and opportunities, implying that the 

observable and machine readable behaviour of one’s environment provides 

enough information to anticipate the implications of one’s behaviour.” 

Although this categorisation of TETs has the advantage of including both 

technological instruments and legal approaches towards transparency, it does not 

provide further insight into TET’s technical functionality and properties. It is too 

coarse-grained to assess and analyse the suitability of technological TETs. 

Another approach of TETs categorisation [112] proposed different classification 

parameters focusing more on the technological aspects of TETs. Although the research 

provides a broad description of TETs, it does not clearly define some parameters. The 

lack of clarity in parameter definition entails imprecise classification of TETs and 

makes it difficult to compare different TETs relying on this classification. 
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In [113], an overview of a selection of existing TETs was provided along with a 

high-level categorisation of TETs. The presented TET categories were specified based 

on the transparent insights they provide as:  

• Transparency as insight in intended data collection, storage, processing and/or 

disclosure 

• Transparency as insight in collected and/or stored data 

• Transparency as insight in third party tracking (insight in user behaviour data 

disclosure) 

• Transparency as insight in data collection, storage, processing and/or disclosure 

based on the website’s reputation  

• Transparency as insight in (possibly) unwanted user’s data disclosure 

(awareness promoting) 

While this categorisation specifies some information about the type of transparency 

provided by TETs, no details are provided about deployed technology and the type of 

data to support the transparency. 

Later, in [115], the authors discussed and compared all approaches mentioned 

earlier. They collected and presented a set of categorisation parameters for describing 

the properties and functionality TETs as follows: 

• Application Time (AT): This parameter defines the time in which 

transparency can be provided regarding data collection and processing.  

o Ex-ante transparency informs the intended data collection and 

processing, thus enabling the anticipation of consequences before 

disclosing data.  

o Ex-post transparency offers insight into what data was collected, 

processed by who, disclosed to whom, and whether the data processing 

has been in conformance with negotiated or stated policies and can be 

informed about consequences. 

• Target Audience (TA): The expected users of TETs can be divided based on 

their expertise (professional and non-professional) and categorised as 

o the auditors (data controller), people/proxies that do professional 

audits for privacy protection  

o the data subjects, whose personal data is collected and processed.  
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TETs for data subjects are expected to have a high level of “user-friendliness” 

with the presentation of information in a manner that is easy to understand. The 

privacy implications of different choices and actions should be explained so that 

data subjects can understand their actions and related consequences. Therefore, 

these tools usually try to find alternative ways of presenting complex properties 

with limited information. Tools targeted towards auditors/proxies produce their 

logs and audit trails to understand what data decisions are made. 

• Environmental Context (EC): This parameter specifies a differentiation based 

on the environment the TETs are designed for and defines technological and 

functional constraints of TETs’ design.  

o In a solitary environment, the TET functionality focuses on reviewing 

the data subject’s personal data independently of other users of the 

same service. 

o In participatory communities, the TETs concentrate on certain facets 

of data subjects’ lives exchanged with other participants of the same 

social circle.  

• Interactivity Level (IL): This parameter is adopted from [116] and extended 

“Possibilities of Control and Verification” parameter of [112] from a 

technological perspective to describe how a data subject or an auditor interacts 

with a TET (Passive Read-Only, Interactive Read-Only and Interactive). In 

interactive TETs, the level of control that s/he can apply through a TET 

(Collection, Usage, Modification and Deletion) can be specified.  

• Delivery Mode (DM): This parameter describes the notification method of data 

subjects/auditors about relevant aspects of their privacy. TETs can either 

actively notify data-subjects (Push) of events relevant to their privacy or wait 

for data subjects/auditors to ask for notifying them (Pull) actively. 

• Data Types Presented (DT): This parameter defines what type of data can be 

gathered and used by TETs. The parameter’s manifestations are adopted from 

[117] [118] [116] and can be defined as follows:  

o Volunteered Data; “data which a user actively and knowingly 

discloses”,  

o Observed Data; “data a user passively discloses, i.e. data that results 

from the interaction of a user with a provider.”,  
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o Incidental Data: “data about a user that is disclosed not by the user 

herself but by others.”  

o Derived Data: “data about users that is inferred as a result of data 

analysis.”  

 

• Assurance Level (AL): This parameter describes the extent to which data 

subjects can determine the completeness and correctness of the information 

provided by a TET. Unlike untrusted TETs, the correctness and completeness 

of the information provided by trusted TETs can be guaranteed by data 

subjects or an auditing entity using technical means. Semi-Trusted TETs 

provide information in a way that their correctness and completeness cannot 

be guaranteed by technical means. However, a data-subject or an auditor can 

manually determine whether the information is correct and complete. 

 

2.4.2 Presentation of Transparency 

Different TETs in reviewed literature have deployed various representation of 

transparency for privacy purpose. Most of the researches on TETs have composed 

textual information to a certain extent with their data visualisation. While some of the 

studies used sketches or mock-up screenshots to provide transparency, another group 

of studies reported their use cases and implementation of their platform using graphical 

elements. This section discusses the different purposes of transparency representation 

with regards to their application and specification.  

 

2.4.2.1 Expose  

Different forms of on-screen representation used by the reviewed TETs to convey 

meaningful information about the process of recognising disclosed personal data vary 

widely. The diversity of the various approaches stems most likely from the different 

usage contexts and the authors’ design preferences during the planning and 

implementing of their respective prototypes. While relatively few TETs rely solely on 

textual information, most TETs combine text with graphical information to visualise 

disclosed personal data or metadata. Colour codes are frequently used to emphasise 

the meaning of text and graphics [119] [120], [121], [122], [123], [124]. Several TETs 

use bar graphs, either coloured or monochrome, to signify meaning associated with 



 
 

32 

the properties of disclosed personal data [125], [126]. While a study presents 

quantitative values via segmented bars instead of continuous bars [127] (Figure 2.1), 

another one correlates the scalar values of data items to the radius of circles in a bubble 

chart [128].  

To signifying interrelations between multiple stakeholders in participatory 

communities, some studies used connect stylised nodes [129] [130], while others 

represented them by bundles of lines between the communication endpoints. Another 

study [131] used a directed line graph to signify a hierarchical structure of 

dependencies (Figure 2.2).  

In many cases, a specific form of graphical representation is required to visualise 

the underlying functionality of TETs depending on the particular context of usage. For 

example, most of the researches designed the TET to enhance the transparency of 

location-based services, overlay the standard map views of established web-based 

services, such as Google Maps [126], [124], [128] or OpenStreetMap [133], with 

additional contextually enriched information. Figure 2.3 shows how a TET deploys 

this approach to signify blurry areas where a particular person can be found without 

revealing his/her exact location.  

 

 

 

 
Figure 2.1. A sample presentation of the properties of disclosed personal data through segmented bars [117] 



 
 

33 

 

 
 

 
Figure 2.3. A specific form of graphical representation for enhancing the transparency of location-based services 

[124] 

As shown in Figure 2.2, another approach can use icons to complement the textual or 

graphical visualisations of TETs [131] [125]. According to recognisability of icons, 

based on previous knowledge of the user or as a result of repetitive exposure of that 

icon in the same application context, they were used to represent nodes in hierarchical 

structures, to hint at the underlying functionality of editing and modifying contents, 

and to denote multiple entity types.  

 

Figure 2.2. A sample presentation of the properties of disclosed personal data through directed line graph and 
icons [121] 
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2.4.2.2 Guidance and Awareness 

Sometimes TETs go beyond presenting details about disclosed personal data and may 

guide the user towards better awareness of a particular circumstance or even nudge her 

to take some critical action about specific disclosed data and encourages her to 

reconsider her previous decisions. For example, the TET presented in [123] changes 

their display’s colour, if the total amount of disclosures of a trait exceeds a certain 

threshold. Likewise, another TET changes the taskbar icon's colour to indicate that the 

user's personal data have been queried [134].  

Another group of TETs personalise user’s preferences on the severity of disclosing 

particular data items applying machine learning methods [119] [120] [126] [124]. 

Some of these methods can predict future data disclosure decisions with high accuracy 

according to analysing users’ decisions in the past or even allowing trained classifiers 

to make decisions autonomously. Although these approaches facilitate the user’s 

decision-making process by offering favourable options; however, the fundamental 

functionality of automated decision-making processes may not be transparent to the 

majority of users. The TET presented in [119] is built based on the concept of “user-

controllable policy learning”, a cooperative approach between the user and the policy 

management system. Based on the user’s settings, the system makes automated 

decisions about disclosing user’s data according to the request of third parties. Users 

help to train future decisions of the system by reviewing and commenting on the 

choices made by the system and applying incremental updates. Similarly, the TET 

presented in [124] provides users with an active ‘rule recommender’ that suggests 

changes to users’ privacy settings. The TET is based on an architecture that 

implements a ‘personal data vault’ and visualises possible risks based on the user’s 

settings. Likewise, the recommender system of the TET presented in [120] aids users 

in refining their privacy settings by providing them with meaningful suggestions for 

changes. In [126], user sharing behaviour is learned through an extensive online 

survey, and the result was used to measure the accuracy of the automated decision-

making of their TET. 

 

2.4.3 User Studies for TETs Evaluation 

User studies are conducted during different phases of design or implementation of the 

presented prototypes of TETs. Pre-design user studies usually are undertaken to 

understand the previous knowledge, preferences and expectations of the intended 
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target audience. Post-design user studies evaluate the extent to which TETs perform 

the expected task of enhancing transparency for privacy purposes. This section 

discusses different measures that were evaluated in user studies for developing TETs 

across the literature. 

 

2.4.3.1 Usability 

Effectiveness, as success in producing desired or intended result [135] and 

satisfaction, as personal comfort, encouragement, and the perceived usefulness of an 

application, are specified as main measures to assess the usability of interaction 

systems [136]. Different methods such as observation, questionnaires and interviews 

are used solely or jointly to assess whether and to what extent an implemented TET is 

usable by the respective user group. In [128], a qualitative evaluation approach shows 

that the participants felt that the evaluated TET effectively achieved its intended goal. 

A gamification approach is conducted to elicit the effectiveness of the notification 

mechanism and its UI quantitatively in [125]. The authors discuss that the TET informs 

the participants effectively and meaningfully. They argue that the approach is more 

comfortable to use than TETs that rely on the retrospective analysis of access logs. In 

[137], System Usability Scale and a User Experience Questionnaire are used to assess 

the usability of the proposed TET in comparison with other related approaches. The 

user study in [126] is conducted through customised questionnaires, some of whose 

follow-up questions depend on answers given previously. The effectiveness of the 

policy recommender of the TET in [124] is evaluated by monitoring the number of 

participants who adapt their settings after being notified by the tool. According to the 

user study result, the authors conclude that their recommendations effectively help 

participants establish settings that met their requirements.  

The interviews are conducted with participants in [131] to evaluate the usability of 

the developed TET. The results show that they “understood and valued the 

advantages” of the tool.  

The satisfaction of users is evaluated through the results of different customised 

questionnaires in several studies. The majority of user study participants in [123] found 

the TET useful and would like to install it, or a similar app, on a mobile device. 

Likewise, the user studies participants in [124] and [122] state that the respective TET 

represented a useful specification for managing their data and were willing to use it in 

the future. The Authors of [122] report that about one-third of the test subjects used 
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the tool one month after the study had finished. The usability tests conducted in [138] 

show that most participants found the Data Track as a potentially useful tool, 

appreciated its transparency options, and would use it regularly. 

 

2.4.3.2 Comprehensibility 

Comprehensibility as an ability to be understood is related to some design principles 

such as “suitability for the task”, “self-descriptiveness”, and “conformity with the 

expectation for the user” [139]. Lack of comprehension and consciousness entails 

mitigating the ability of users to correctly interpret their privacy status and apply 

sufficient control to change that status as a result of a rational decision [140] [139]. 

So, the goal of the user studies to evaluate comprehensibility is to distinguish 

confirmation of the user’s mental model with the functionality provided by a TET. 

However, investigation of literature depicts that only a few studies consider evaluating 

users’ ability to comprehend the process and data follow visualised by the TETs. The 

majority of these evaluations were done through self-expression questionnaires. In the 

user studies conducted in [131] and [134], participants stated that they found the user 

control of both tools “intuitive”. Also, the participants of these studies declare that all 

information was clearly presented [131], and the TET was “easy to use and 

understand” [134]. Some user study participant in [124] stated that they appreciate the 

TET functionality but prefer a more intuitive UI. A study conducted in [123] indicates 

that users had difficulties understanding the technical terms that the TET designers 

had chosen. Evaluations of ‘Data Track’ (‘GenomSynlig’) [138] revealed that test 

subjects had difficulty differentiating their data access rights and data flow in the client 

side and server side from the TET’s user interface.  

 

2.4.4 Discussion 

The outcome of the literature review in TETs for privacy purpose shows a broad level 

of their maturity across a diverse range of applications. Location-based services could 

be identified as the most popular target application of TETs during the early years of 

the last decade due to the growth of mobile technology. However, this trend moved 

toward most emerging technologies such as cloud-based services [141] [142] and IoT 

applications [143] [144] [145] lately. 
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While some studies have developed a prototype for their proposed approaches 

[146], others have proposed the idea through mock-ups. Their authors reported that 

the prototypes are under development and implementation of the actual tool is ongoing 

[147]. In some cases, it remains unclear whether the illustrated visualisations represent 

actual UIs of implemented prototype or preliminary mock-ups. Also, technical 

specifications of different functions of the tool were not described clearly in some of 

the publications [130] [129] [148] [149]. Moreover, no user studies were conducted to 

evaluate these approaches.  

As discussed earlier, the main goal of enhancing transparency in most of the 

reviewed studies is to allow users to get information about their disclosed personal 

data and a particular circumstance of their disclosure. In other words, these studies try 

to develop/propose a tool/method which helps users to be aware of what happens with 

their personal data, i.e. what data about them are collected and how those data are 

further processed, by whom, and for what purposes. However, according to the best of 

our knowledge, none of these studies has provided policy-awareness with users to have 

an accessible and understandable view of the policies associated with their data. This 

awareness allows users to know the reason for their personal data disclosure and access 

and enhance the level of transparency of the corresponding application/service. Lack 

of transparency on the causality of data disclosure does not seem to achieve 

“conformity with user expectations” [139]. 

Finally, as discussed in Section 2.4.3, most of the user studies conducted in 

reviewed literature measured usability, satisfaction and comprehensibility of TETs 

based on arbitrary questionnaires for participants’ self-expression. Refusing standard 

approaches/measures to conduct user studies in some of these studies mitigates the 

validity of their results. Also, not considering participants’ mental model and cognition 

in the user study design led to unreliable evaluation. Further and detailed literature 

review will be provided in Chapter 5 of this thesis to develop a better view of the 

specifications of appropriate user studies for assessing relevant measures of 

transparency. 

 

2.5 Conclusion 

This chapter described how conducting an integrative review of pertinent literature 

fulfils RO1. The contribution of this review is assessing, critique, and synthesise the 
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literature on two topics of interest (access control and transparency enhancement) in a 

way that enables to map a field of research, reveal the gaps, motivate the aim of the 

study and justify the research question and hypotheses.  

Review of publications on access control manifested the capabilities and high 

potential of Semantic Web technologies for representing and proposing the access 

control models and for facilitating access control specification and maintenance. 

Comparing different approaches showed that the best practice of deploying semantic 

technologies in the access control model is context-based approaches where the 

privacy policies are defining through the hybrid approach of using ontologies and 

rules. 

 Further, this review highlighted the need to control the proper use of the data and 

the necessity of giving this control to data subjects to better preserve their privacy. It 

discussed that this requirement can be fulfilled through providing data subjects with 

policy awareness and privacy implication which access control in itself is inherently 

inadequate to provide them. These findings justify RO2 and RO3 of this research and 

bring up the need to improve the current access control approaches to provide data 

subjects with more transparent information on how and why their personal data is used. 

Meanwhile, these findings led us to review the literature on transparency enhancing 

technologies. This review resulted in the advancement of knowledge about existing 

approaches of TETs, their categorisation, representation and evaluation. These results 

featured that most of the existing TETs have been focused on privacy implication to 

help data subjects be aware of what happens with their personal data. Nevertheless, 

there is a rare (even not any) approach found to provide policy awareness to enhance 

the level of transparency to allow data subjects to know the reason for their personal 

data disclosure and access. These outcomes justify RO2 and RO3 of this research 

which will be addressed in subsequent chapters. 

Also, the review assisted in specifying different metrics used to evaluate TETs; 

meanwhile, it demonstrated the need for a more comprehensive user-centric evaluation 

to measure the impact of these technologies. This outcome of review legitimises RO4 

of this research which will be addressed in details in Chapter 5. 
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3 Design  

3.1 Introduction  

This chapter describes the design and architecture of a proposed novel service, called 

“eXplainable Personal Data Access” (XPDA), which exploits context-awareness and 

Semantic Web technologies to provide data subjects with transparency on their 

personal data access in an interpretable manner. In this sense, XPDA adopts a context-

based access control model for the specification of data access policies and deploys a 

combination of ontology-based and rule-based approaches to enforce and evaluate 

these policies. Then, it builds the interpretable explanation per each data access 

decision in an understandable form as a transparency enhancement technology. 

Drawing inspiration from the Semantic Context-Based Access Control (SCBAC) 

model [85], context is considered as a key player for policy adaptation in this service. 

The term policy adaptation refers to the ability to adjust policy specifications and 

evaluation to enable their enforcement in different, possibly unforeseen situations, i.e. 

the context, and to define the expected set of actions permitted based on such context 

variations [102]. Since the willingness of data subjects to share their personal data and 

the conditions that their data can be accessed or shared may be mostly unpredictable, 

policies cannot be specified in advance to cover all run-time situations. Consequently, 

policies may require a dynamic adaptation to be able to control access to resources. 

Another fundamental property of the access control model in XPDA is adopting the 

combined approach, discussed in Section 2.3.2.3, to policy specification and 

enforcement. It exploits the deductive capabilities of an ontological approach to enable 

static policy specification, evaluation and conflict detection. Meanwhile, run-time 

inference capabilities of a rule-based approach are deployed to evaluate policies based 

on context variables, whose value is unknown at policy specification time. Therefore, 

it enables the efficient enforcement of policies defined over dynamically determined 

context values.  

XPDA provides data subjects with ex-post transparency through understandable 

insights about their personal data access and conformance of the access with the 

policies. These insights are explained in a manner in which data subjects can 

understand the detail and cause of a data access decision. This explanation is provided 

by summarising the current state and their conformity with privacy rules and presented 
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in easy to understand and straightforward presentations to improve the interpretability 

and usability of XPDA and satisfaction of the data subject. 

In the remaining of this chapter, a more detailed decomposition of the architectural 

building blocks of XPDA would be modelled and documented using the lean graphical 

notation of the C4 model6. 

 

3.2 C4 Model 

The C4 model is inspired by the Unified Modelling Language (UML)7 and the 4+1 

view model for software architecture [150] to describe and understand how a software 

system works and to minimise the gap between the software architecture 

model/description and the source code. It provides a standard set of abstractions as 

follows to create a ubiquitous language to describe the static structure of a software 

system. Visualising this hierarchy of abstractions is then done by creating a collection 

of Context, Container, Component and (optionally) Code (e.g. UML class) diagrams. 

This is where the C4 model gets its name from: 

•  Context diagram is a starting point for diagramming and documenting a 

zoomed-out view showing a big picture of the system landscape. The focus 

should be on the relation between a software system as a black-box and its 

users or the other systems that it interacts with rather than technologies, 

protocols and other low-level details.  

• Container diagram shows the high-level shape of the software architecture, 

how responsibilities are distributed across it and how the containers 

communicate with one another. It is a simple diagram to zoom-in on the system 

boundary focusing on major high-level technology choices. 

• Component diagram decomposes each container further to identify the major 

structural building blocks and shows their responsibilities and interactions. 

• Code diagram is an optional level of detail that can zoom in to each 

component to show how it is implemented as code, using UML class diagrams, 

entity-relationship diagrams or similar. 

In the following sections of this chapter, the architectural model of XPDA will be 

discussed through the context, container and component diagrams in further detail. 

 
6 https://c4model.com/ 
7 https://www.uml.org/ 
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Also, inter-communication between containers of the XPDA would be discussed 

through its sequence diagrams. 

 

3.3 XPDA’s Context Diagram 

The context diagram displays how the XPDA service interacts with external systems 

and actors at a very high level. As illustrated in Figure 3.1, the context diagram pictures 

the XPDA service at the centre as XPDA core with no details of its interior structure, 

surrounded by all its interacting systems and actors. 

In this diagram, one of the main entities, which XPDA interoperates, is Client API. 

It is considered as a software system which performs “any operation or set of 

operations on personal data or sets of personal data, whether or not by automated 

means, such as collection, recording, organisation, structuring, storage, adaptation or 

alteration, retrieval, consultation, use, disclosure by transmission, dissemination or 

otherwise making available, alignment or combination, restriction, erasure or 

destruction” [25].  

XPDA core is responsible for controlling this “processing” of personal data. 

Therefore, XPDA acts as a gatekeeper to control any access and process conducted 

through Client API over any data, including personal data stored in Internal Data 

Sources. All “principles relating to the processing of personal data” [25], including 

privacy rules, are also in Internal Data Sources and exploited by XPDA Core.  
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Figure 3.1. Context diagram of XPDA 

 

 

To apply dynamic policy adaptation in XPDA, external contextual data such as 

location need to be gathered through various platforms and software systems and 

transmitted to XPDA core. These systems are demonstrated as External Contextual 

Data Sources in the diagram.  

Any authorised Client API user, which wants to access or process the data, is 

considered as Data Requester in this diagram. The data request can be posted through 

any End User Application such as mobile, web or desktop application. Likewise, any 

request to data disclosure, share or transmission happens for lawful data access and 

processing by third party software system/service can be posted through Client API. 
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According to legal regulations, data subjects are playing a pivotal role in any data 

processing. They need to signify agreement, by a statement or by a clear affirmative 

action, to the processing of personal data relating to them. This agreement is known 

as a “consent” and needs to expose a specific, informed and unambiguous indication 

of their wishes [25]. In XPDA, a data subject, which is illustrated as a Data Owner, 

not only interact with Client API to give his/her consent and disclose his/her data to 

the system but also is provided with the information relating to his/her personal data 

access and processing in a concise, transparent, intelligible form, using clear and plain 

language. 

Since XPDA is designed to exploit the capabilities of the Semantic Web 

technologies, the client application and its underlying data need to be represented in 

an appropriate machine-readable format. To this end, Ontology Engineer, as an expert 

person with experience in Semantic Web technologies and a relevant domain, is 

responsible for developing an ontological model of the current system and domain 

knowledge in an appropriate format. S/he is also involved in translating the relevant 

privacy and business rules of data access identified and specified by regulations or 

data subjects. S/he needs to provide sufficient specificity and concept coverage to 

ensure that the ontology is complete, can support its use cases and is current with 

domain knowledge. 

  
3.4 XPDA’s Container Diagram 

As illustrated in Figure 3.2, the XPDA core consists of three fundamental containers, 

namely Knowledge Modelling Unit (KMU), Access Control Unit (ACU) and Access 

Transparency Unit (ATU), which can be described as follows: 
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                       Figure 3.2. Container diagram of XPDA 

 

 

• Knowledge Modelling Unit is responsible for making formal conceptualis-

ation and representation of the knowledge within the client application (and its 

corresponding enterprise or business procedures) and the knowledge provided by 

external contextual data resources using machine-interpretable ontologies. It 

concerns the ontology development process, the ontology life cycle, the methods 

and methodologies of ontology building, and the tools and languages that support 
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them. Beyond domain knowledge representation, another functionality of this unit 

is to express and represent the privacy policies defined by business, or regulation 

or data subjects. Policies are usually written in the form of restricted privacy rules 

in which the permission can be returned as a “deny” or “grant” decision. Privacy 

rules are specified by representing ontological associations between access 

decision and contextual knowledge. Therefore, the antecedent of a rule represents 

the conditions stated in the data specifications, and its consequent represents the 

entailed access decision. 

As the ontological model needs to be expanded, it is performed through 

merging domain ontologies by hand-tuning each entity or using a combination of 

software merging and hand-tuning.  

• Access Control Unit specifies the access decisions that allow requesters to 

access personal data depending on various conditions regarding the contextual 

aspects. This container adopts a combined approach, discussed in Section 

2.3.2.3, to policy enforcement and evaluation, which results in static 

classification and conflict resolution of context and policy ontologies as well 

as dynamic evaluation at request time. Privacy rules can be enforced by 

associating a set of access decisions with specific instantiated contextual 

conditions in real-time. The rules can be instantiated by adapting the current 

state to obtain the set of applicable policies. The contexts of applicable policies 

are verified against the current state of contextual elements to determine the 

set of currently active policies in the policy evaluation stage. Policy 

enforcement and evaluation can be triggered by a new request to access the 

data. 

• Access Transparency Unit provides Data Owner with more visibility on the 

required information to justify his/her personal data access decisions, 

particularly when unexpected decisions are made. This unit not only provides 

the justifications in order to comply with the “right to explanation” [25], it also 

warrants there is an auditable and provable way to defend access decisions, 

which leads to building trust and enabling an enhanced control. Since 

explanations are forms of social interactions [151], their efficacy and quality 

mainly depend on their intelligibility and comprehensibility as perceived by 

data subjects. In other words, an explanation is only useful if data subjects can 

understand it. As discussed in [152], causal information about a decision that 
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explains the relation between an input and an output is privileged because it is 

often favoured and seems to be less cognitively demanding. Providing natural 

language explanations, which state information about the essential features in 

a decision, is more relevant than any other method to the causal explanations 

[153]. The use of non-propositional representations such as diagrams, graphs, 

and maps present another clear case of the causal explanations [154]. 

This unit provides a causal explanation for data access decisions and presents 

them in the above representations. 

 

3.5 XPDA’s Component Diagram 

Structural building blocks of each container mentioned above, and their 

responsibilities and interactions are demonstrated in Figure 3.3, which can be 

described as follows:  

 

3.5.1 Components of Knowledge Modelling Unit 

As discussed earlier, Knowledge Modelling Unit deals with representing the 

knowledge within the client application by developing the ontologies. This 

functionality is conducted in ontological Knowledge Representer (KR) by Ontology 

Engineer. A domain ontology represents concepts that belong to a realm of the 

domain. The relevant upper ontologies can also be deployed for modelling the 

commonly shared relations and objects that are generally applicable across the domain 

ontologies and for overarching the terms and associated object descriptions in various 

relevant domain ontologies. The conceptualisation of domain knowledge can be 

extracted from Internal Data Sources such as existing databases. Also, privacy rules 

determined either by regulations, enterprise/application policies or through the explicit 

consent of data subjects, need to be represented in an appropriate and compatible 

language in KR. 

Meanwhile, some domain knowledge may need to be collected from External 

Contextual Data Sources like IoT systems. Context Manager (CM) collects 

environmental context information from the corresponding external context 

acquisition module and formalises them in the same assertion format to aggregate to 

the knowledge model. CM can update current state information on event-basis, when 
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any relevant change happens or on demand-basis, where the current state is re-

evaluated upon receiving a request.  

 

3.5.2 Components of Access Control Unit 

Access Control Unit supports access policy enforcement and evaluation based on 

current contextual conditions. To fulfil this function, Knowledge Manager (KM) 

interacts with Knowledge Modelling Unit to get the current situation of the ontological 

model based on updated assertions of the system. KM is also responsible for updating 

the model with the inferred knowledge from the Reasoning Engine (RE) and a new 

access request from Policy Enforcement Manager (PEM) and sharing the updated 

version of knowledge with other XPDA components when it is required. RE performs 

reasoning over the ontology to infer new knowledge and determine appropriate privacy 

rules according to the current state of the context. The reasoning is configured to 

perform on an on-demand basis in response to incoming access requests. KM triggers 

RE, and the inferred knowledge is sent back to KM. PEM intercepts the access request 

from Client API, translates it to the same representation of the knowledge base, and 

dispatches it to KM. PEM can query the access decision to enforce the privacy rules 

for evaluating this request with the current context of the system. The result of the 

access decision is reported to Access Transparency Unit as well as requesting entity. 

If access is granted to the request, then the data can be shared with the requesting 

entity. 

 

3.5.3 Components of Access Transparency Unit 

Access Transparency Unit provides Data Owner with more visibility on details of 

their personal data access. When a decision is made, Access Exposer (AE) collects all 

detail information about the decision from PEM, translates it into a proper 

presentation, which is more interpretable to the typical person without any specific 

knowledge of Semantic Web technologies and stores this presentation in Log database. 

When a Data Owner or any controller proxy on behalf of him/her wants to know the 

details of his/her data access, AE can retrieve the corresponding presentations of 

relevant data accesses from Log and exposes them. Access eXplainer (AX) is in charge 

of explaining the reason for a particular access decision according to the corresponding 

policy enforcement and evaluation. Therefore, an appropriate justification needs to 
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explain which particular contextual circumstances are conformed with a set of defined 

privacy rules to make this access decision. So, AX needs to get the current state of the 

knowledge from KM, provides a causal justification for the access decision, explains 

this justification in an interpretable representation for novice persons and stores this 

explanation in Log for later reference. The explanation can be retrieved from Log 

whenever a Data Owner or any controller proxy on behalf of him/her seeks the reason 

for personal data access. 
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                  Figure 3.3. Component diagram of XPDA 
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3.6 Sequence Diagram of XPDA 

To understand the detailed functionality of XPDA, Figure 3.4 illustrates a sequence 

diagram to demonstrate how containers of XPDA interact with each other to complete 

a process of deciding for a particular data access request from a requesting entity 

providing required information for enhancing the transparency.  

When a requesting entity, including a user of an omnichannel application or another 

third-party software system/service, needs to access/process the data, a request is sent 

to ACU through Client API. After receiving the request, PEM converts the request 

into the same knowledge representation language and sends this representation to KM. 

KM requests the latest knowledge model from KMU as soon as getting the request. In 

KMU, the latest representation of domain knowledge with its current assertions and 

the representation of privacy rules are collected from internal and external data 

resources into KR due to this request. Although there are some approaches to 

automatically mapping the representation of rational and non-rational databases to 

compatible representation format [155] [156], manual tuning of this instantiation is 

conducted by Ontology Engineer to ensure the correctness of representations. CM is 

playing as a mediator to transfer this data to KR if data needs to be gathered from 

external data resources. After gathering the most updated knowledge in KR, it is 

transferred to ACU and located in KM, where the access request representation is also 

appended to the knowledge model. This version of the knowledge model is sent to 

ATU as a reference model for justification. Simultaneously, KM invokes RE for 

knowledge induction. After inference, the knowledge model is queried by PEM for 

access decision corresponding to the request. 

While the access decision is informed to the requester entity, the access decision’s 

detail is forwarded to ATU. This information is transformed into an understandable 

presentation for non-expert individuals in AE and stored in Log. Meanwhile, these 

details are dispatched to AX, where it justifies the corresponding decision according 

to the latest knowledge model already sent through. This justification should present 

in a form that can be interpretable for the data subject who seeks the reason for this 

data access. The explanation also is added to Log for further references.  
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Likewise, another sequence diagram in Figure 3.5 demonstrates the interaction of a 

data owner or any controlling proxy on behalf of him/her with XPDA, whenever s/he 

wants to attain the right of transparency on his/her data access. In this case, whenever 

Figure 3.4. Sequence diagram of XPDA for data access request 
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a Data Owner is seeking the details of access information and its explanation, s/he 

sends a request through an End User Application. This request is dispatched to ATU 

through the Client API. Then, the corresponding information can be retrieved from 

Log database in ATU and presented back to Data Owner through the same channel. 

 

 

3.7 Discussion  

As shown in the previous sections of this chapter, the architecture of XPDA is designed 

to grant or deny a particular data access request based on contextual information of the 

system. Deploying Semantic Web as a core technology behind XPDA facilitates 

solving intrinsic heterogeneity of stakeholders and users of access control systems and 

their disparate access control criteria by providing an identical approach to convey the 

semantics of these criteria. It also provides sufficient flexibility to apply XPDA in 

different scenarios with few or no changes. Likewise, XPDA provides adequate 

scalability to deal with vast numbers of resources, access policies, systems, clients and 

attributes by putting a human intelligence (such as domain experts and ontology 

engineers) in the loop to precisely define a diverse range of concepts, identify their 

common group and specify their relation in an interoperable manner. It utilises a 

variety of context information not only to cover the internal context, such as user-

centric attributes but also to consider the external context that can affect decision 

making. Exploiting ontology-based modelling to express context information through 

Figure 3.5. Sequence diagram of XPDA for seeking access information and explanation 
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a wide range of standardised relations can provide more adaptability and 

interoperability with the ontologies already developed in diverse domains. In this 

perspective, the changes in the context can trigger the evaluation process of applicable 

privacy policies. When a specific context is situated, instantaneously relevant 

decisions can be made due to this context. Consequently, access control can act more 

efficiently.  

According to the categorisation parameters discussed in Section 2.4.1, the expose 

of personal data access and presenting the reason per each access in a human-readable 

format in XPDA can be considered as an ex-post transparency enhancement 

technology which not only provides data subjects with visibility about their personal 

data access but also lets them know the implication of their consents on their data 

access. Comprehension of this implication may allow data subjects to change and 

improve their behavioural pattern of data disclosure. Although data subjects are 

considered to be the primary audience of XPDA, auditors can adapt it and use it 

smoothly. Further, XPDA is designed to be applied in both solitary and participatory 

environments. Since data subjects can only see the result of the system; therefore, it is 

placed in the category of passive read-only TETs. It is also designed so that its delivery 

mode can be implemented in both a Pull and Push Mode.  

 

3.8 Conclusion 

This chapter described the architecture of the proposed XPDA service to cater to data 

subjects with more control over their data by providing understandable information 

about the way and the reason for their personal data access. This architecture has been 

designed and exhibited in a hierarchy of abstraction following the C4 model.  

The best practices of reviewed existing access control models have been adopted 

by carefully considering the deployment of context awareness and combined use of 

ontology constraints and rule-based approach for policy specification, enforcement 

and evaluation in Access Control Unit of the architecture.  

Moreover, the proposed architecture has fulfilled the lack of policy awareness and 

privacy implication by exposing the details of the access decision and explaining the 

justification of this decision in its Access Transparency Unit.  

Consequently, the design of XPDA architecture satisfies RO2 of this research. We 

plan to expand this architecture by making it more interactive to data subjects, 
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allowing them to change their privacy preferences as they comprehend the current 

implications. This improvement can help to privilege “the right to be forgotten” [25].  

There is a study [157] published as this thesis was finalising and aimed to facilitate 

the “right to be informed” [25] by enhancing the ex-ante transparency. Another 

potential strand for future works can be integrating such approaches in the architecture 

of XPDA.  
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4 Implementation 

4.1 Introduction 

A prototypical implementation of the XPDA service on a motivating scenario in the 

health domain is discussed in this chapter. A simple arbitrary scenario of personal data 

access occurring in different contexts is considered as a running example to point out 

challenges in preserving the privacy of users in the health domain.  

Besides privacy concerns of people about their health data [158], some peculiarities 

of the health domain make it interesting to investigate the need for more transparency 

about data collection, access and usage in this domain. One of the main peculiarities 

is that the data concerning the health of patients is often not created or edited by the 

patients themselves but by other subjects, such as physicians or healthcare 

professionals and accessed without the knowledge of the patients [159]. As a 

consequence, the process of disclosure of data is not as evident as in other domains. 

There is no precise moment when the data disclosure occurs within the medical 

systems, as it depends on when a patient visits the hospital or schedules an 

examination. However, regardless of how a patient’s data reaches the system or how 

it is used, regulations like the GDPR are in place to protect patients’ rights. GDPR 

considers health data as a “special category of personal data” which merit higher 

protection and should be processed for health-related purposes only where necessary 

to achieve those purposes for the benefit of natural persons and society as a whole 

[25]. According to Article 9 of GDPR, the processing of health data is possible if the 

data subject has given explicit consent to the processing of them for one or more 

specified purposes [25]. Also, additional strict rules should provide harmonised 

conditions for the processing of health data regarding specific needs. An obvious 

example is the processing of health data for health-related research purposes [25]. 

Having clear privacy policies to provide such exceptional protection measures is 

insufficient to remedy the patient’s privacy concerns [159]. Transparency promotes 

the availability of alternatives for patients to verify that the system is taking or has 

taken the necessary precautions to protect their data. Patients must be able to check 

whether the agreed-upon privacy policy has been enforced. They should be able to 

identify the unwanted information flow [159]. 

To properly control access and processing of special categories of personal data 

such as health data, we claim the need for a more comprehensive approach that exploits 
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not only identity and role information of the data requester but also other contextual 

information, such as location and time. In particular, we believe that it may improve 

transparency for the data subject if the access control policies for his/her health data 

are defined according to the current conditions of the requester and the circumambient 

environment, i.e. the current context. For instance, access to a patient’s data should be 

granted to a nurse who is not only working in the hospital but also is on duty on the 

date which patient is hospitalised and also assigned to the patient. The consolidation 

of access control with contextual information is an example of an active access control 

model that is aware of the context of ongoing activity in providing access control.  

Also, the exploitation of context as a mechanism for grouping policies and 

evaluating applicable ones increases policy specification reuse, eases policy update 

and revocation, and simplifies access control management. Therefore, our example 

scenario in the health domain, where contextual conditions frequently change, would 

show the merits of the context-based access control approach by providing more 

flexible, effective, and understandable preserving patient’s privacy [102].  

Another difficulty in a dynamic environment like health is that it is impossible to 

define all necessary policies for all possible situations in advance. For example, in 

many cases, a medical doctor can request consultancy of other specialist or request 

diagnostic support tests that require sharing patients’ health data. A semantic-based 

approach can deal with an unexpected situation deploying policy adaptation, which 

provides the reasoning features needed to deduce new information from existing 

knowledge.  

With regards to the considerations and prerequisites mentioned above, the 

following scenario is defined as a running example throughout the rest of this thesis:  

Bob is a 25-year-old man living in Dublin. Last year, he visited the Royal 

Hospital for a comprehensive health screening. The Royal Hospital 

collected his health data (Diseases, Treatments, Allergies, …) and 

demographics (Name, Gender, Date of birth, …) with his explicit consent. 

This consent gave the Royal Hospital the right to access and use Bob’s 

data for his medical care as well as in health-related collaborative 

researches. Under this consent, all health professionals who work in the 

Royal Hospital could access Bob’s personal data if and only if both 

parties, Bob and the corresponding health professional, be located in the 

hospital. The Royal Hospital has had even more restricted rules for 
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accessing patient’s data by its staff. For example, only a nurse who is 

assigned to Bob can access to patient’s data, or staff in various roles can 

access the different level of patient’s data. 

In this consent form, Bob also gave consent to the researchers of any 

research centres who are conducting collaborative research with the 

Royal Hospital.  

Later, ADAPT (a research institute) and the Royal Hospital have 

collaborated in a research project named Project One to assess the allergy 

rate of patients at the hospital. A researcher from ADAPT, named Ramisa, 

has assigned the project to analyse patients’ allergic data and 

consequently access Bob’s Allergy data.  

After a while, Bob revisited the Royal Hospital due to feeling pain in 

his chest, and he was hospitalised for half a day. Ruth and Mary, as nurses, 

were on duty that day at the Royal Hospital. Ruth was assigned to Bob for 

caring for him. Dr. Eric, a General Practitioner in Royal Hospital, visited 

Bob and referred him to the hospital’s medical imaging unit for an X-ray. 

Before taking the X-ray, Tom, a radiologist at the imaging unit, checked 

Bob’s weight from his health record. After taking the X-ray, Tom sent the 

X-ray report to his supervisor, Dr. Edvard, a consultant radiologist. 

The remaining of this chapter describes how XPDA architecture and its 

corresponding building blocks are implemented. It is also illustrated how this 

prototype can help patients like Bob to find out more detail about their data access.  

 

4.2 Knowledge Modelling Unit  

After identifying the main concepts, their types and relations between them in the 

motivating scenario, an ontology is specified and represented by Web Ontology 

Language (OWL2) in Protégé ontology editor and knowledge base framework [160]. 

The graph representation for the ontology is demonstrated in Figure 4.1. 
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Figure 4.1. Graph representation of the ontological knowledge model for the motivating scenario 
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As discussed earlier in the previous chapter, XPDA service, as a context-centric 

approach, treats context as a first design principle in its knowledge representation. It 

adopts and deploys a widely accepted definition of context across several definitions 

collected from various areas of research [161] as “any information that can be used to 

characterise the situation of an entity” [162]. Therefore, the context acts as a mediator 

between the entities requiring access to data resources and the set of access decisions 

assigned to these resources in XPDA. In this prototype, two different types of contexts 

are considered for entities of the ontology as follows: 

• Actor Context: There are two entities defined as subsumed classes of the Actor 

class as follows: 

o Data Requester is defined as an authenticated individual seeking 

permission to access or use Personal Data.  

o Data Owner is defined as an individual to whom personal data is 

related. 

Actor context defines the specific contexts that must be held or exercised by 

an actor in order to control (in the case of Data Owner) or obtain rights to 

access (in the case of Data Requester) to Personal Data. Actor contexts in this 

scenario are included as: 

o Role; is assigned to an Actor based on his/her job function within the 

organisation (in the case of Data Requester) or state in the health 

domain (in the case of Data Owner). A role hierarchy is defined as sub-

sumed classes in order to specify the role-permission assignment 

privacy rules.  

o Location; represents the abstraction of a physical location.  

• Environment Context: Operational and situational conditions such as date and 

time are considered as environment context and defined as data properties of 

Access Request. They are not associated with a particular Actor or a specific 

Personal Data but may nonetheless be relevant in applying a Privacy Rule.  

Therefore, an Access Request to certain types of Personal Data about Data Owner, 

who is holding a pre-defined Role as a Patient, can be provided by a given Data 

Requester, with a specific Role in a particular type of Organisation. This Access 

Request relies on the particular Location of both Actors. An Access Decision can be 

made by evaluating a given Access Request against a set of Privacy Rules to make an 
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Access Decision if a Consent signed by Data Owner agrees to disclose that particular 

Personal Data.  

Different circumstances of privacy rule specification and enforcement on various 

kinds of represented knowledge of the motivating scenario are considered as 

deployment settings. These settings are defined through three different use cases where 

the service aims to provide a human-readable explanation for corresponding patients’ 

data access in each use case. Details of these use cases are illustrated in Table 4.1, 

while the concise deployment settings are demonstrated in Table 4.2.  

This prototype uses SWRL [34] to specify privacy rules through SWRL plugin in 

the Protégé-OWL ontology development toolkit. In SWRL, the antecedent (called the 

body) and the consequent (called the head) are defined as OWL classes, properties and 

individuals. Therefore, the antecedent encodes the conditions specified in the privacy 

rule, whereas the consequent encodes the implied access decision. Table 4.3 depicts 

the full set of privacy rules defined for the motivating scenario and their equivalent in 

SWRL.  

The Context Manager performs context processing to integrate environmental 

context information and formalised them in the format of OWL assertion. In order to 

keep this prototype easy to implement and understand, the functionality of CM is not 

included in the prototype. The contextual information that needs to collect from 

external resources, such as location, is provided and appended to the ontology 

manually. 
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Table 4.1. Uses cases of the motivating scenario 

Use-case 1 

 

Bob is a 25 years old man living in Dublin. Last year, he visited the Royal Hospital 

for a comprehensive health screening. 

The Royal Hospital collected his health data (Diseases, Treatments, Allergies, …) 

and demographics (Name, Gender, Date of birth, …) with his explicit consent.  

After a while, Bob visited the Royal Hospital again due to feeling a pain in his chest 

and he was hospitalised for half a day.  

Ruth and Mary, as nurses, were on duty that day at the Royal Hospital. Ruth was 

assigned to Bob for caring for him. 

Use-case 2 

 

Bob is a 25 years old man living in Dublin. Last year, he visited the Royal Hospital 

for a comprehensive health screening. 

The Royal Hospital collected his health data (Diseases, Treatments, Allergies, …) 

and demographics (Name, Gender, Date of birth, …) with his explicit consent.  

After a while, Bob visited the Royal Hospital again due to feeling a pain in his chest 

and hospitalised for half a day.  

Dr. Eric, a General Practitioner in Royal Hospital, visited Bob and referred him to 

the hospital’s medical imaging unit for an X-ray. Before taking the X-ray, Tom, a 

radiologist at the imaging unit, checked Bob’s weight from his health record. After 

taking the X-ray, Tom sent the X-ray report to his supervisor, Dr. Edvard, a 

consultant radiologist. 

Use-case 3 

 

Bob is a 25 years old man living in Dublin. Last year, he visited the Royal Hospital 

for a comprehensive health screening. 

The Royal Hospital collected his health data (Diseases, Treatments, Allergies, …) 

and demographics (Name, Gender, Date of birth, …) with his explicit consent.  

Later, ADAPT (a research institute) and the Royal Hospital have 

collaborated in a research project named Project One to assess the allergy 

rate of patients at the hospital. A researcher from ADAPT, named Ramisa, 

has assigned the project to analyse patients’ allergic data and consequently 

access to Bob’s Allergy data.  

 
 
 

Table 4.2. Deployment settings for use cases of the motivating scenario 

 
Access Decision Circumstances 

Involved Knowledge Type (axioms) Involved Rules Number/Type 

Use-case 1 Asserted Single 

Use-case 2 Asserted + Inferred Single 

Use-case 3 Asserted + Inferred Multiple - Nested 
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Table 4.3. Full set of specified privacy rules of the motivating scenario and their equivalent in SWRL 

Ru
le

 #
1 

Description A nurse assigned to a patient of a health care centre has access to the information 
regarding the disease of the patient - only when both are on location. 

SWRL 

DataRequester(?dr) ^ DataOwner(?do) ^ AccessRequest(?ar) ^ Diseases(?dis) ^ 
Patient(?pt) ^ Organisation(?org) ^ Location(?loc) ^ Nurse(?nur) ^ 
providerFor(?dr, ?do) ^ hasRole(?dr, ?nur) ^ hasAccessRequest(?dr, ?ar) ^ 
accessRequestFor(?ar, ?dis) ^ hasPersonalData(?do, ?dis) ^ hasRole(?do, ?pt) ^ 
workAt(?dr, ?org) ^ hasLocation(?dr, ?loc) ^ hasLocation(?do, ?loc) ^ 
Consent(?con) ^ signedConsent(?do, ?con) ^ obtainConsent(?hcc, ?con) -> 
hasDecision(?ar, grant) ^ isMatchWith(?ar, pr-1) 

Ru
le

 #
2 

Description Patient body measurement data can be accessed by a health professional. 

SWRL 

DataOwner(?do) ^ hasRole(?do, ?pt) ^ Patient(?pt) ^ hasPersonalData(?do, ?pd) 
^ BodyMeasurement(?pd) ^ HealthProfessional(?hltProf) ^ DataRequester(?dr) ^ 
hasRole(?dr, ?hltProf) ^ hasAccessRequest(?dr, ?req) ^ AccessRequest(?req) ^ 
accessRequestFor(?req, ?pd) ^ Consent(?con) ^ signedConsent(?do, ?con) -> 
hasDecision(?req, grant) ^ isMatchWith(?req, pr-2) 

Ru
le

 #
3 

Description A researcher is assigned to all projects the associated research institute is involved 
in. 

SWRL 
DataRequester(?dr) ^ hasRole(?dr, ?rsc) ^ Researcher(?rsc) ^ 
Organisation(?resIns) ̂  hasType(?resIns, researchInstitute) ̂  workAt(?dr, ?resIns) 
^ Project(?prj) ^ involvedIn(?resIns, ?prj) -> assignTo(?dr, ?prj) 

Ru
le

 #
4 

Description With consent - the personal health data of a patient in a health care centre may be 
shared with any projects which said health care centre is involved. 

SWRL 

DataOwner(?do) ^ hasRole(?do, ?pt) ^ Patient(?pt) ^ PersonalData(?pd) ^ 
hasPersonalData(?do, ?pd) ^ Consent(?con) ^ signedConsent(?do, ?con) ^ 
Organisation(?hcc) ^ hasType(?hcc, healthCareCentre) ^ useServiceOf(?do, ?hcc) 
^ obtainConsent(?hcc, ?con) ^ Project(?prj) ^ involvedIn(?hcc, ?prj) -> 
isShareableWith(?pd, ?prj) 

Ru
le

 #
5 

Description A researcher assigned to a project can assess the data shared within the confines 
of said project. 

SWRL 

DataRequester(?dr) ^ hasRole(?dr, ?rsc) ^ Researcher(?rcs) ^ Project(?prj) ^ 
assignTo(?dr, ?prj) ^ AccessRequest(?ar) ^ hasAccessRequest(?dr, ?ar) ^ 
accessRequestFor(?ar, ?pd) ^ PersonalData(?pd) ^ isShareableWith(?pd, ?prj) -> 
hasDecision(?ar, grant) ^ isMatchWith(?ar, pr-5) 
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4.3 Access Control Unit 

In ACU, KM interacts with other components to implement access policy enforcement 

and evaluation. It keeps track of dependencies between ontologies, such as import 

relationships. It retrieves ontologies from identifying URIs, either locally or remotely, 

after getting the representation of domain knowledge from KMU as an OWL file. It 

uses the Apache Jena ontology API8 to load ontological models with the information 

shaped in the ontologies and policies.  

Whenever the PEM receives an access request from a data requester, it translates 

the request data into OWL assertion and sends it into KM for updating domain 

knowledge. Then KM invokes the RE to perform reasoning with the updated model. 

RE is the key component of the ACU, responsible for getting asserted fact about the 

current state, checking the consistency of current state assertions, and implementing 

the actual inference to provide new knowledge for policy evaluation. In this prototype, 

RE is implemented with the Pellet reasoner [35]. Pellet instance contains a repository 

called Terminological Box (TBox), which stores axioms that describe concepts in the 

ontology, relations between them and their hierarchy, as well as a repository for 

axioms describing the current relationship between concepts and their instantiated 

individuals called the Assertional Box (ABox). It is noticeable that within an access 

control session, the TBox remains immutable and is stored in a local cache within the 

OWL-API, while the ABox, which might change at each access request, need to be 

reloaded at the evaluation time. Table 4.4 depicts asserted axioms and inferred axioms 

corresponding to the Use-case 3 of the motivating scenario. Access decision can be 

identified due to applying an appropriate SPARQL query to the latest inferred model. 

Table 4.5 illustrates the SPARQL query applied to identify all granted data access in 

the motivating scenario and its result. If it is induced to grant access to the request, 

then the request’s details and its corresponding decision are sent out to ATU.  

 

 
8 https://jena.apache.org/documentation/ontology/ 
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Table 4.4. Asserted and inferred axioms corresponding to the Use-case 3 of the motivating scenario 

Rule Enforcement  
 

Assigning researcher to 
the research project 

DataRequester(?dr) ^ hasRole(?dr, ?rsc) ^ Researcher(?rsc) ^ 
Organisation(?resIns) ^ hasType(?resIns, researchInstitute) ^ 
workAt(?dr, ?resIns) ^ Project(?prj) ^ involvedIn(?resIns, ?prj) -> 
assignTo(?dr, ?prj) 

Sharing health data to the 
research purpose  

DataOwner(?do) ^ hasRole(?do, ?pt) ^ Patient(?pt) ^ 
PersonalData(?pd) ^ hasPersonalData(?do, ?pd) ^ Consent(?con) ^ 
signedConsent(?do, ?con) ^ Organisation(?hcc) ^ hasType(?hcc, 
healthCareCentre) ^ useServiceOf(?do, ?hcc) ^ obtainConsent(?hcc, 
?con) ^ Project(?prj) ^ involvedIn(?hcc, ?prj) -> isShareableWith(?pd, 
?prj) 

Accessing researcher to 
data 
 

DataRequester(?dr) ^ hasRole(?dr, ?rsc) ^ Researcher(?rcs) ^ 
Project(?prj) ^ assignTo(?dr, ?prj) ^ AccessRequest(?ar) ^ 
hasAccessRequest(?dr, ?ar) ^ accessRequestFor(?ar, ?pd) ^ 
PersonalData(?pd) ^ isShareableWith(?pd, ?prj) -> hasDecision(?ar, 
grant) ^ isMatchWith(?ar, pr-5) 

 
 
 

 
Asserted Axioms 

                
 

  Inferred Axioms 
 

 
 
dtR-3 : DataRequester 
rsch-1: Researcher 
prj-1: Project 
org-2 : Organisation 
dtO-1 : DataOwner 
pt-1 : Patient 
alg-1 : Allergies 
con-1 : Consent 
org-1 : Organisation 
req-3 : AccessRequest 
pr-5 : PrivacyRule 
<dtR-3, rsch-1> : hasRole 
<Org-2, researchInstitute> : hasType 
<dtR-3, org-2> : workAt 
<org-2, prj-1>: involvedIn 
<dtO-1, pt-1> : hasRole 
<dtO-1, alg-1> : hasPersonalData 
<dtO-1, con-1> : signedConsent 
<Org-1, healthCareCentre> : hasType 
<dtO-1, org-1> : useServiceOf 
<org-1, con-1> : obtainConsent 
<org-1, prj-1> : involvedIn 
<dtR-3, req-3> : hasAccessRequest 
<req-3, alg-1> : accessRequestFor 
 

 

 
 
alg-1: PersonalData 
 
<dtR-3, prj-1> : assignedTo 
 
<alg-1, prj-1> : isShareableWith 
 
<req-3, grant> : hasDecision 
 
<req-3, pr-5> : isMatchWith 
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Table 4.5. SPARQL query to identify all granted data access in the motivating scenario 

SP
A

RQ
L 

Q
ue

ry
 

 
PREFIX ns: <http://www.semanticweb.org/XPDA#> 
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>  
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>  
 
SELECT DISTINCT ?GrantedAccessRequest ?DataRequester ?AccessedDataName  ?DataOwner  
  
WHERE {  
 ?AccessRequest rdf:type ns:AccessRequest.   
 ?AccessRequest rdfs:label ?GrantedAccessRequest.   
 ?AccessRequest ns:hasDecision ns:grant.  
 ?AccessRequest ns:accessRequestFor ?AccessedData. 
 ?AccessedData rdf:type ns:PersonalData.   
 ?AccessedData rdfs:label ?AccessedDataName.  
           
              ?dtO rdf:type ns:DataOwner .  
 ?dtO ns:hasPersonalData ?AccessedData. 
 ?dtO ns:hasPersonalData ?demO. 
 ?demO rdf:type ns:DemographicalRecord. 
 ?demO ns:name ?DataOwner. 
  
              ?dtR rdf:type ns:DataRequester . 
 ?dtR ns:hasAccessRequest ?AccessRequest. 
 ?dtR ns:hasPersonalData ?demR . 
 ?demR rdf:type  ns:DemographicalRecord. 
 ?demR ns:name ?DataRequester . 
} 

Re
su

lt 

--------------------------------------------------------------------------------------------- 
| GrantedAccessRequest | DataRequester | AccessedDataName | DataOwner | 
======================================================= 
| "Access request-1"        | "Ruth"             | "Disease"                  | "Bob"         | 
| "Access request-2"        | "Tom"             | "Weight"                   | "Bob"         | 
| "Access request-3"        | "Ramisa"         | "Allergy"                  | "Bob"         | 
--------------------------------------------------------------------------------------------- 

 
4.4 Access Transparency Unit 

As discussed in the previous chapter, ATU should provide the data subject with 

transparent and interpretable details of access to his/her data. 

AE needs to know which access requests have been asked and what decisions have 

been made according to these requests. Then, AE presents this information to Data 

Owner or any controller proxies on behalf of him/her in an understandable natural 

language form. This prototype implements these functionalities in a way that just 

granted access request is taking into account. Therefore, as the result of an access 

decision is “grant”, the request’s detail is sent out from PEM. Then, to improve the 

readability, AE deploys a simple gap-filling approach to generate a template natural 

sentence to present this decision. All details of the granted access decision and its 

generated presentation are stored in Log for future retrieval. Meanwhile, the same 

information is passed to AX to provide an interpretable explanation of the reason for 
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this granted access. Table 4.6 shows the sample of the data which is stored in Log by 

AE, which contains all received information about granted accesses and the 

corresponding generated sentences per each access in the motivating scenario. 

 
Table 4.6. Stored data in Log by AE 

 
 
AX implements two main functionalities, namely eXplanation Generator and 

eXplanation Interpreter as follows:  

1. eXplanation Generator (XG): retrieves the corresponding outcome from AE 

and generates corresponding justification per each output using OWL 

Explanation API [163]. A justification is a kind of explanation for an entailment 

(inference), a minimal subset of the ontology that is sufficient for the entailment 

to hold [164]. OWL Explanation API needs to deploy the same reasoner used 

in RE to generate a set of justifications per each access decision. In this 

prototype, the first justification of the set is dispatched to the eXplanation 

Interpreter as an output of this component. 

2. eXplanation Interpreter (XI): as evidenced through the results of a user study 

described in Section 5.4.1, explanations generated through OWL API can be 

very difficult or impossible to understand for a range of people, from novices 

to those with several years of experience with OWL. Therefore, this 

functionality is implemented to interpret the explanation generated through 

OWL Explanation API into more understandable formats for data owners. This 

interpretation should be deterministic, semantically equivalent to the original 

and easy to understand. The details of this interpretation which would generate 

a new explanation, can be described as follows:  

1. A corresponding template sentence generated by AE is expressed as an 

access decision which will be explained.  

Data 
Requester 

Data 
Owner 

Accessed 
Data Generated Presentation 

Ruth Bob Disease Ruth has access to Bob’s Disease data 

Tom Bob Weight Tom has access to Bob’s Weight data 

Ramisa Bob Allergy Ramisa has access to Bob’s Allergy data 
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2. The following steps are performed to translate rules were included in an 

explanation generated through OWL Explanation API into natural 

languages: 

• All OWL explanation lines expressing the involved rule are 

identified through a pattern matching approach using regular 

expressions.  

• The corresponding description of the identified rule/s is retrieved 

through a look-up search in a table created to map a rule presented 

in Manchester OWL syntax [165] into its description in natural 

language.  

3. In most of the explanations generated through OWL Explanation API, 

there can be axioms that are surplus or most probably would not confer 

the intended justification. These parts can cause various usability and 

understandability problems and need to be pruned [166]. In this 

prototype, axioms that specify general OWL constructs such as 

“Range”, “Domain”, and explicit class typing, e.g. “Type”, are removed 

from the explanation. Likewise, since the details of the access request 

are previously depicted in the template sentence (described in Paragraph 

1), the axioms which define “hasAccessRequest” and 

“accessRequestFor” object properties are removed from the explanation 

in order to reduce redundancy. 

4. The remaining axioms are verbalised and converted into controlled 

English texts. In general, it is preferred to retain the structure of the input 

axiom generated through OWL Explanation API intact and keep the 

structure of the verbalised sentence as similar as possible to the structure 

of the input axiom. Therefore, each axiom is split into elements, and 

each element is replaced with a corresponding proper phrase which 

annotated to any element of the ontology using rdfs:label. The 

annotation is applied based on the following guidelines adopted from 

previous studies [167] [168]: 

• Singular proper names (preferably capitalised) and singular 

countable nouns denote individuals and classes, respectively. 
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• Object properties of the ontology are annotated with their 

equivalent phrases. Table 4.7 depicts some sample labels used to 

annotating object properties in the prototype implementation. 

 
Table 4.7. Sample labels for annotating properties in the prototype implementation 

Object property rdfs:Label 

useServiceOf uses service of 

hasRole is a 

hasPersonalData has personal data 

hasLocation is at 

workAt works at 

involvedIn is involved in 

signedConsent signed 

obtainConsent obtains 

 

5. Finally, the verbalised explanation is visualised as a diagram of the 

abstract graph using Graphviz API9. It is done via setting attributes of 

nodes, edges, or subgraphs in the DOT language text file [169]. A DOT 

file is created per each verbalised explanation and dispatched to the API, 

where a drawing of a graph in a graphics format is provided as an output. 

To create a DOT file, each verbalised axiom in the explanation is 

converted to a directed subgraph where its source and target node and 

their connected edge are defined and labelled by the subject, the object 

and the predicate of the axiom, respectively. Following attributes are 

applied to present a particular verbalised explanation as a directed graph 

in DOT language:  

• All nodes of subgraphs for presenting explanation axioms are 

drawn, by default, with an “ellipse” shape, and their edges are 

drawn with a solid line and normal arrowhead in black colour. 

• To make the access decision more visible, the nodes for presenting 

data owner and data requester are drawn with  a “doublecircle” 

shape. In contrast, the node for presenting a data requester is styled 

as “rounded, filled” in a differentiated colour. Likewise, the node 

 
9 https://graphviz.org/documentation/ 
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for presenting accessed data is drawn with a “ Cylinder” shape and 

styled as “rounded, filled” in a differentiated colour. The edge for 

presenting an access decision is drawn as a dashed line in a 

differentiated colour. 

All details of content per each presentation format (textual and visual), generated 

during the interpretation explained above, are stored in the appropriate file format in 

Log for future retrieval. 

The set of axioms involved in composing a justification of OWL Explanation API, 

its equivalent verbalised explanation, along with the visualised presentation from 

Graphviz API for a sample data access decision per each use case of the motivating 

scenario are illustrated in Tables 4.8 - 4.10.  

Also, Tables 4.11 – 4.13 illustrate the final explanation generated through the 

XPDA service in the textual and visual formats for a sample data access decision per 

each use case of the motivating scenario.   
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Table 4.8. Axioms from OWL explanation API, their equivalent verbalised explanation and visualised 
presentation from Graphviz API for a sample access decision of Use-case 1  

OWL 
Explanation 
axioms 

pt-1 Type Patient 
org-1 obtainConsent con-1 
dtR-1 hasLocation loc-1 
loc-1 Type Location 
nur-1 Type Nurse 
dtO-1 Type DataOwner 
dtO-1 hasPersonalData dis-1 
dtO-1 hasRole pt-1 
dtR-1 Type DataRequester  
dtR-1 hasAccessRequest req-1 
obtainConsent Domain Organisation 
req-1 accessRequestFor dis-1 
accessRequestFor Domain AccessRequest 
dtR-1 hasRole nur-1 
dtR-1 workAt org-1 
dtO-1 signedConsent con-1 
dtO-1 hasLocation loc-1 
dtR-1 providerFor dtO-1 
dis-1 Type Diseases 
con-1 Type Consent 

Verbalised 
Explanation 

Royal Hospital obtains Consent Form #1  
Ruth is at Royal Hospital  
Bob has personal data Disease  
Bob is a Patient  
Ruth is a Nurse  
Ruth works at Royal Hospital  
Bob signed Consent Form #1  
Bob is at Royal Hospital  
Ruth assigned to Bob 

DOT file digraph G { 
“Royal Hospital” -> “Consent Form #1” [label=“obtains “]; 
“Ruth” -> “Royal Hospital” [label=“is at “]; 
“Bob” -> “Disease” [label=“has personal data “]; 
“Bob” -> “Patient” [label=“is a “]; 
“Ruth” -> “Nurse” [label=“is a “]; 
“Ruth” -> “Royal Hospital” [label=“works at “]; 
“Bob” -> “Consent Form #1” [label=“signed “]; 
“Bob” -> “Royal Hospital” [label=“is at “]; 
“Ruth” -> “Bob” [label=“assigned to “]; 
“Ruth” -> “Disease” [label=“ has access to “ , fontsize=14 , fontname=“times-bold”, 
fontcolor=brown3 , penwidth=2 , style=dashed, color = brown3]; 
“Bob” [ shape= doublecircle]; 
“Ruth”  [fillcolor = brown3, style=“rounded,filled” , shape= doublecircle]; 
“Disease”  [fillcolor = brown3, style=“rounded,filled” , shape=cylinder];} 

Graph 

 



 
 

71 

 
Table 4.9. Axioms from OWL explanation API, their equivalent verbalised explanation and visualised 

presentation from Graphviz API for a sample access decision of Use-case 2 

OWL 
Explanation 
axioms 

pt-1 Type Patient 
dtR-2 hasRole rdg-1 
dtO-1 Type DataOwner 
Weight SubClassOf BodyMeasurement 
dtO-1 hasRole pt-1 
wgt-1 Type Weight 
dtR-2 Type DataRequester 
dtR-2 hasAccessRequest req-2 
req-2 Type AccessRequest 
req-2 accessRequestFor wgt-1 
dtO-1 hasPersonalData wgt-1 
rdg-1 Type Radiologist 
dtO-1 signedConsent con-1 
Radiologist SubClassOf HealthProfessional 
con-1 Type Consent 

Verbalised 
Explanation 
axioms 

 
Tom is a Radiologist  
Weight is a kind of BodyMeasurement  
Bob is a Patient  
Bob has personal data Weight  
Bob signed Consent Form #1  
Radiologist is a kind of HealthProfessional 

DOT file digraph G { 
“Tom” -> “Radiologist” [label=“is a “]; 
“Weight” -> “BodyMeasurement” [label=“is a kind of “]; 
“Bob” -> “Patient” [label=“is a “]; 
“Bob” -> “Weight” [label=“has personal data “]; 
“Bob” -> “Consent Form #1” [label=“signed “]; 
“Radiologist” -> “HealthProfessional” [label=“is a kind of “]; 
“Tom” -> “Weight” [label=“ has access to “ , fontsize=14 , fontname=“times-bold”, 
fontcolor=brown3 , penwidth=2 , style=dashed, color = brown3]; 
“Bob” [ shape= doublecircle]; 
“Tom”  [fillcolor = brown3, style=“rounded,filled” , shape= doublecircle]; 
“Weight” [fillcolor = brown3, style=“rounded,filled” , shape=cylinder]; 
} 

Graph  
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Table 4.10. Axioms from OWL explanation API, their equivalent verbalised explanation and visualised 
presentation from Graphviz API for a sample access decision of Use-case 3 

OWL 
Explanation 
axioms 

dtR-6 workAt org-3 
dtR-6 hasRole researcher 
dtO-1 useServiceOf org-1 
org-1 hasType healthCareCentre 
org-3 involvedIn prj-1 
dtR-6 hasAccessRequest req-7 
org-1 obtainConsent con-1 
org-3 hasType researchInstitute 
req-7 Type AccessRequest 
hasAccessRequest Domain DataRequester 
prj-1 Type Project 
signedConsent Domain DataOwner 
dtO-1 hasRole patient 
dtO-1 signedConsent con-1 
signedConsent Range Consent 
req-7 accessRequestFor alg-1 
dtO-1 hasPersonalData alg-1 
org-1 involvedIn prj-1 
hasType Domain Organisation 
hasPersonalData Range PersonalData 

Verbalised 
Explanation 

ADAPT is involved in Project One  
Bob uses service of Royal Hospital  
Royal Hospital is a Health Care Centre  
ADAPT is a Research Institute  
Royal Hospital obtains Consent Form #1  
Ramisa works at ADAPT  
Bob is a Patient  
Royal Hospital is involved in Project One  
Ramisa is a Researcher  
Bob has personal data Allergy  
Bob signed Consent Form #1 

DOT file digraph G { 
“ADAPT” -> “Project One” [label=“is involved in “]; 
“Bob” -> “Royal Hospital” [label=“uses service of “]; 
“Royal Hospital” -> “Health Care Centre” [label=“is a “]; 
“ADAPT” -> “Research Institute” [label=“is a “]; 
“Royal Hospital” -> “Consent Form #1” [label=“obtains “]; 
“Ramisa” -> “ADAPT” [label=“works at “]; 
“Bob” -> “Patient” [label=“is a “]; 
“Royal Hospital” -> “Project One” [label=“is involved in “]; 
“Ramisa” -> “Researcher” [label=“is a “]; 
“Bob” -> “Allergy” [label=“has personal data “]; 
“Bob” -> “Consent Form #1” [label=“signed “]; 
“Ramisa” -> “Allergy” [label=“ has access to “ , fontsize=14 , fontname=“times-
bold”, fontcolor=brown3 , penwidth=2 , style=dashed, color = brown3]; 
“Bob” [ shape= doublecircle]; 
“Ramisa” [fillcolor = brown3, style=“rounded,filled” , shape= doublecircle]; 
“Allergy” [fillcolor = brown3, style=“rounded,filled” , shape=cylinder];} 

Graph 
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Table 4.11. Explanation generated by XPDA for data access in Use-case 1   

Te
xt

ua
l f

or
m

at
 

 
Personal Data Access Decision:   
     Ruth has access to Bob’s Disease data 
  
Explanation – the reason for access decision:  
   The reason of why “Ruth has access to Bob’s Disease data”: 
  
Based on privacy rule/s:  

• A nurse assigned to a patient of a health care centre has access to the information 
regarding the disease of the patient - only when both are on location. 
 

Matched information:  
Royal Hospital obtains Consent Form #1  
Ruth is at Royal Hospital  
Bob has personal data Disease  
Bob is a Patient  
Ruth is a Nurse  
Ruth works at Royal Hospital  
Bob signed Consent Form #1  
Bob is at Royal Hospital  
Ruth assigned to Bob 

V
isu

al
 fo

rm
at

 

 
Personal Data Access Decision:     
     Ruth has access to Bob’s Disease data 
  
Explanation – the reason for access decision:  
   The reason of why “Ruth has access to Bob’s Disease data”: 
  
Based on privacy rule/s:  

• A nurse assigned to a patient of a health care centre has access to the information 
regarding the disease of the patient - only when both are on location. 

 
Matched information:  
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Table 4.12. Explanation generated by XPDA for data access in Use-case 2   

Te
xt

ua
l f

or
m

at
 

 
Personal Data Access Decision:     
     Tom has access to Bob’s Weight data 
 
Explanation – the reason for access decision:  
    The reason why “Tom has access to Bob’s Weight data”: 
 
Based on privacy rule/s: 
• Patient body measurement data can be accessed by a health professional. 
 
Matched information: 
Tom is a Radiologist  
Weight is a kind of BodyMeasurement  
Bob is a Patient  
Bob has personal data Weight  
Bob signed Consent Form #1  
Radiologist is a kind of HealthProfessional 
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Personal Data Access Decision:     
     Tom has access to Bob’s Weight data 
 
Explanation – the reason for access decision:  
    The reason why “Tom has access to Bob’s Weight data”: 
 
Based on privacy rule/s: 
• Patient body measurement data can be accessed by a health professional. 
 
Matched information: 
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Table 4.13. Explanation generated by XPDA for data access in Use-case 3   

Te
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at
 

 
Personal Data Access Decision:     
      Ramisa has access to Bob’s Allergy data 
 
Explanation – the reason for access decision:  
   The reason why “Ramisa has access to Bob’s Allergy data”: 
 
Based on privacy rule/s: 
• A researcher assigned to a project can assess the data shared within the confines of said project. 
• With consent - the personal health data of a patient in a health care centre may be shared with 

any projects which said health care centre is involved. 
• A researcher is assigned to all projects the associated research institute is involved in. 

 
Matched information: 
ADAPT is involved in Project One  
Bob uses service of Royal Hospital  
Royal Hospital is a Health Care Centre  
ADAPT is a Research Institute  
Royal Hospital obtains Consent Form #1  
Ramisa works at ADAPT  
Bob is a Patient  
Royal Hospital is involved in Project One  
Ramisa is a Researcher  
Bob has personal data Allergy  
Bob signed Consent Form #1 
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Personal Data Access Decision:     
      Ramisa has access to Bob’s Allergy data 
 
Explanation – the reason for access decision:  
   The reason why “Ramisa has access to Bob’s Allergy data”: 
 
Based on privacy rule/s: 
• A researcher assigned to a project can assess the data shared within the confines of said project. 
• With consent - the personal health data of a patient in a health care centre may be shared with 

any projects which said health care centre is involved. 
• A researcher is assigned to all projects the associated research institute is involved in. 

 
Matched information: 
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4.5 Discussion  

This chapter described the details of a prototype implementation of XPDA architecture 

to illustrate how Semantic Web technologies can provide data subjects with control 

over their personal data by putting out the transparency on their personal data access 

in an interpretable manner.  

Ontological knowledge modelling facilitates the determination of the concepts and 

their definitions and relationships comprising data access control vocabulary in the 

application domain. Using the user-friendly interface of freely available ontology 

development tools like Protégé along with putting human in the loop not only can 

provide more usability and efficiency in the design phase but also make it more 

readable and understandable for privacy and legal regulatory experts to revise the 

model in the early stage of its development. The expressiveness of OWL to represent 

the complex relations between concepts allows to specify the complex hierarchy of 

personal data and also to define the complicated relations in some contextual 

knowledge of data requester.  

Integration of SWRL rule language and OWL constraints supports the definition of 

privacy rules and specifying the policy. Also, latent knowledge about various concepts 

and their relations can be derived via deploying Pellet, which supports OWL/Rule 

hybrid reasoning. Then, detailed information about data access can be retrieved 

through querying the knowledge model using SPARQL and justification for any 

entailment about access decision made in the service can be explained through OWL 

explanation. Applying a verbalisation through labelling of ontology elements can 

translate a complicated machine-readable explanation either to human-understandable 

controlled language or more visible graph presentation.  

Figure 4.2 briefly depicts how Semantic Web technologies and their corresponding 

tools/assets were deployed in the prototype to implement each XPDA functions.   
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Figure 4.2. Deployed Semantic Web methods and assets in the implementation of XPDA prototype 

To expose personal data access and to present the reason per each access in a human-

readable format in this prototype, the ex-post transparency enhancement approach of 

XPDA is implemented in a solitary environment in a way that data subjects can see 

the result of the system; therefore, it is placed in the category of Passive Read-Only. 

Also, since it is implemented based on query by the data subject, its delivery mode can 
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be considered as a Pull Mode. The motivating scenario showed that XPDA could 

provide transparency for the reason of access to all type of data, including observed or 

inferred and no matter if they were either disclosed by data subjects themselves or by 

others. Finally, the explanation provided in this implementation can be trusted by data 

subjects because the correctness and completeness of the explanation provided by 

XPDA can be guaranteed due to the detail argued in [170]. Table 4.14 briefly 

illustrates the properties and functionality of the prototypical implementation of 

XPDA in this thesis regarding the categorisation parameters of TET mentioned in 

Section 2.4. 

 
Table 4.14. Properties and functionality of XPDA regards to the categories and parameters of TET 

 

TET category and parameter XPDA 
Potential and 

future work 

Application Time 
Ex-ante O P 

Ex-post P -- 

Target Audience 
Auditors (Data Controller) P -- 

Data Subjects P -- 

Environmental Context 
Solitary environment P -- 

Participatory communities O P 

Interactivity Level 

Passive Read-Only P -- 

Interactive Read-Only O P 

Interactive O P 

Delivery Mode 
Pull Mode P -- 

Push Mode O P 

Data Types Presented 

Volunteered Data P -- 

Observed Data P -- 

Incidental Data P -- 

Derived Data P -- 

Assurance Level 

Untrusted O -- 

Semi-Trusted O -- 

Trusted P -- 
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4.6 Conclusion 

To fulfil RO3 of this study, the undertaken approaches to implementing an XPDA 

service prototype on a motivating scenario in the health domain is discussed in this 

chapter.  

The XPDA service uses Semantic Web technologies to control access over personal 

data of individuals based on defined privacy rules. These rules are enforced to evaluate 

the contextual state of an access request for making an access decision. The made 

decision is exposed to data subjects, and the explanation of the reason for a decision 

is provided in a human-readable format.  

However, there are some limitations in implementing this service that need further 

investigation in the future. These limitations either are put in place intentionally to 

simplify the implementation or realised during the studies. These limitations or gaps 

and potential approaches for their improvement can be discussed as follows: 

• One of the foremost gaps in preserving the privacy of people through 

ontological modelling in any related application is identified as the lack of 

agreed and standard vocabularies. These vocabularies not only need to describe 

the key characteristics of personal data and its categorisation but also should 

explain the purposes of handling and categories of processing to comply with 

the required legal bases such as consent. Although some collaborative works, 

discussed in Appendix A, are conducted by the author of this thesis to fulfil the 

gap in the time of writing this thesis, such as [43], more investigation is 

required to refine these vocabularies based on additional use cases and 

demonstrate their effectiveness in various business settings. 

• In this prototype, extracting the privacy rules and specifying them in SWRL is 

carried out manually, which would take lots of time and labour in at-scale 

applications. Implementation of a component, which can automatically 

perform this functionality, can be considered as a potential improvement for 

this service.  

• Likewise, the implementation of the Context Manager in the prototype was 

limited to manually definition of the contextual or environmental information 

such as location. In the future, we are planning to integrate some emerging 

technologies such as IoT to extract and discover contextual data in more 

ubiquitous environments. Also, Quality of Context (QoC) parameters [171] 
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can be taken into account to evaluate and ensure proper functioning in the 

process of adaptation in access control decision.  

• The correctness and completeness of the explanation were evaluated and 

discussed in [170]. A user study discussed in Chapter 5 was designed and 

experimented with evaluating the interpretability of the explanation generated 

through the XPDA service. Nevertheless, a quantitative or qualitative approach 

needs to be proposed to evaluate its efficiency regarding system availability, 

including fault tolerance, load balancing, and resource consumption, mainly in 

terms of bandwidth and computational resources such as CPU and memory. 

Furthermore, since an arbitrary explanation selected across a set of 

justifications created per each access decision through OWL Explanation API, 

further investigation on the evaluation of other justifications and defining a 

selection method of the most appropriate one might improve the effectiveness 

of the service.  

• The verbalisation quality depends on the linguistic features of the names used 

for individuals, classes, and properties in the input ontology. Therefore, 

probably the most visible deficiency of the described verbalisation is caused 

by the naming conventions used in OWL ontologies. Real-world OWL 

ontologies can contain complicated class, and property names do not lend 

themselves well to any verbalisation scheme. So, defining a more standard and 

precise verbalisation approach covering a broad range of names for classes and 

properties would be considered as another future work.  

• As discussed in the previous section, the delivery mode of transparency in this 

prototype is implemented on a demand-basis (Pull Mode). This feature also 

can be implemented in a Push Mode to notify data subjects whenever any event 

related to their personal data access happens. This improvement can cause an 

increase in the interactivity level of the XPDA service, too. Table 4.14 

illustrates the potential future works on the functionality of ATU concisely.  
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5 Evaluation  

5.1 Introduction  

In all the research studies, the evaluation should match the claimed contribution. 

Evaluation of applied work should demonstrate success in the application, while core 

methods should demonstrate generalisability via careful evaluation on a variety of 

synthetic and standard benchmarks. 

As described in Chapter 1, the primary purpose of this study is to design and 

implement a service that exposes personal data access and explains the reason for the 

access in a manner that is understandable to the human user. This characteristic of 

generated explanation tightly aligns with either a system-centric definition of 

interpretability which is described as the “ability to explain or to present in 

understandable terms to a human.” or a human-centred perspective of its definition as 

“the degree to which an observer can understand the cause of a decision” [32].  

According to the literature review, most user studies in reviewed literature were 

refused standard approaches/measures and conducted based on arbitrary 

questionnaires for participants’ self-expression. Also, they dismiss participants’ 

mental model and cognition in their user study design. Both of these gaps in these user 

studies led to mitigating the validity of their results and their evaluation reliability. 

In recent years, several models, methods, and interfaces were developed in the 

emerging domain of Explainable Artificial Intelligence (XAI) and Interpretable 

Machine Learning (IML) [172] [173] [151]. Considering the definition of XAI 

proposed by [174] as a “series of machine learning techniques that enables human 

users to understand, appropriately trust, and effectively manage the emerging 

generation of artificially intelligent partners”, the approaches that have been taken to 

assess the understandability of XAI could be potentially highly relevant sources of 

inspiration for evaluating interpretability of our service. However, most of these works 

focus on computational problems and strive for functional evaluation of their 

approaches, while limited research effort is reported concerning their user evaluation. 

The need for more rigid empirical evaluation is identified in previous surveys [151] 

[173] [175]. 

Also, the lack of formal definition and standard measure for a correct or best 

explanation is another challenge for its empirical evaluation [176]. Even if a formal 

foundation exists, it does not necessarily end in practical advantage for humans as it is 
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highly dependent on the extent to which humans can perceive it. Without proper 

human behaviour evaluations, it is difficult to assess this advantage for humans in 

practical use cases [177]. 

In the rest of this chapter, the background of the explanation evaluation in human 

behaviour, investigated in social science, will be discussed in Section 5.2. Then a 

preliminary taxonomy of evaluation approaches through a literature review will be 

presented in Section 5.3, details of experiments conducted during this study, their 

procedures and results will be discussed in Section 5.4. 

  

5.2 Background of explanation evaluation in human behaviour  

Experiences and findings of human behavioural studies can be used as a good source 

of inspiration to evaluate the extent to which an explanation of complex decision-

making systems can afford interpretability to their users. The evaluation of explanation 

by humans has been investigated by psychologists and social scientists for decades. 

Within these disciplines, explanation evaluation refers to the process applied by an 

explainee (who receives explanation) to determine whether the explanation is 

satisfactory [178]. Although criteria of this satisfaction are often arbitrary and heavily 

influenced by cognitive biases and heuristics, as argued in the Theory of Explanatory 

Coherence [179], most of them are related to the way that explanation assists the 

explainee in understanding the underlying cause. A formal model of explanation 

selection based on epistemic relevance [180], as an extension to structural causal 

models [181], defined an explanation as a fact that, if found to be true, would constitute 

an actual cause of a specific event.  

Foundational series of research [178] [182] [183] [184] argued that while truth, 

consistency and the most likely cause of a specific event are considered as essential 

criteria of a good explanation, it is not sufficient on its own. They demonstrated that a 

good explanation must be relevant to both the question and the mental model of the 

explainee as well. Therefore, the problem is to “resolve a puzzle in the explainee’s 

mind about why the event happened by closing a gap in his or her knowledge” [182]. 

On the other hand, they proposed a conversational model of explanation and argued 

that explanation is not only causal attribution but also a conversation [182]. This model 

consists of two stages: the determination of causality in which the explainer discovers 

why an action/event occurred; and the social process of communicating the 

explanation to the explainee, which can be considered as a conversation [180]. 
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Therefore, a good explanation needs to follow basic rules of conversation, including 

Grice’s maxims of conversation [185]: (a) quality; (b) quantity; (c) relation; and (d) 

manner and should not explain any causes the explainee already knows. 

Another study argued that people tend to judge the quality of explanation based on 

their pragmatic influence of causal behaviours [186]. This argumentation was 

followed by other studies to show that people assess an explanation based on its 

usefulness, including quality, quantity and relation [187]. In other words, while likely 

causes are part of good explanations, they do not strongly correlate with explanations 

that people find useful. Simplicity, generality, and coherence are three criteria that are 

at least equally important [188].  

All in all, when explainees receive explanations, they go through the process of 

explanation evaluation, through which they determine whether the explanation is 

useful, understandable and satisfactory or not. 

 

5.3 Taxonomy of human subject evaluation of explanation 

This section presents a preliminary taxonomy of evaluation approaches resulting from 

a literature review conducted to investigate how an explanation can benefit users of 

decision-making support systems. Human-Computer Interaction (HCI) perspective 

focusing on evaluation with human subjects was taken into account through the 

literature review to construct this taxonomy. The outcome of this review provided a 

better understanding of the essential decisions required to design the experiments of 

this research. Furthermore, it synthesised a guideline to reuse of and inspired by 

suitable best practices for describing the design of the experiment in this chapter more 

structurally and precisely. The remainder of this section argues relevant dimensions of 

explanation evaluation with human subjects by grouping identified characteristics into 

task-related, participant-related, and study design-related dimensions, adapted from 

[189].  
  

5.3.1 Task-related characteristics 

According to [190], there needs to be a significant match between the choice of 

evaluation and the specificity of the claim being made. Therefore, the type of human 

subject evaluations should be categorised in one of the following levels of task 

abstraction:   
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1. Application-grounded evaluation; which involves conducting human 

experiments to evaluate the quality of an explanation in the context of its end-

task within a real application. It is not an easy task for HCI [191] because there 

is an essential baseline of human-produced explanations that help other 

humans complete the task. 

2. Human-grounded evaluation; is a more straightforward human experiment that 

can be completed with lay humans when one wishes to test more general 

notions of the quality of an explanation. It can mitigate the compensation of 

highly trained domain experts and allow for both a bigger subject pool and less 

expenses [192].  

Several studies have proposed different types of task for participants in human 

experiments to evaluate the quality of explanations [190] [193] [194] [195]. The tasks 

can be classified based on the information provided to the participant, and the 

information inquired in return. This classification can be listed as follows:  

• Verification task: Participants are provided with input, explanation, and output 

and asked for their satisfaction with the explanation.  

• Forced choice tasks: Participants are asked to choose from multiple competing 

explanations, one that they find of higher quality.  

• Forward simulation/prediction: Participants are presented with an explanation 

and an input and need to correctly simulate/predict the system’s output.  

• Causal simulation/prediction: As an extension of forward simulation, 

participants are presented with input and its corresponding output. They are 

asked to explain or justify their simulation/prediction. 

• Counterfactual simulation/prediction: Participants are presented with an 

explanation, input and its corresponding output, and an alternative output. 

They are asked to predict how input needs to be changed to obtain the 

alternative output. 

• System usage tasks: Participants are asked to use the system and its 

explanations for its primary purpose, e.g. a decision-making situation. The 

quality of the explanation is assessed in terms of decision quality.  
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In [193], the involvement of the participant in the evaluation of explanations is 

categorised as: 

• Feed-back setting: In this setting, the quality of the explanations is determined 

through the participant’s feedback on actual explanations.  

• Feed-forward setting: In this setting, no explanations are provided to the 

participant. Instead, they are asked to provide a reasonable explanation serving 

as a benchmark for algorithmic explanations.  

Key measurement concepts are considered in the literature as another aspect of the 

evaluation, and suitable metrics for each concept are proposed. While in [195], 

“goodness”, “satisfaction” and “measuring users’ mental model” are suggested as key 

measurement concepts, another study [196] discussed “usability” as a key concept to 

assess the quality of explanations. Likewise, “causability” is introduced in [197] as a 

new concept to measure the quality of explanations. 

 

5.3.2 Participant-related characteristics 

Participants of a human experiment should have the expertise comparable with the 

competence of the potential expected users of the original evaluated system. User 

expertise determines what kind of cognitive chunks they have, that is, how they 

organise individual elements of information in their mental model [198]. For 

explanation evaluation experiments, participants can be divided into two different 

categories, as follows [199]:  

• AI Novices (novices); refer to end-users who use AI products in daily life but 

have no (or very little) expertise in AI systems. These include end-users of 

intelligent applications like personalised agents (e.g., home assistant devices), 

social media, and e-commerce websites. 

• Data Experts (including domain experts); include data scientists and domain 

experts who use AI for analysis, decision-making, or research. These users 

might be experts in certain domain areas of AI or experts in general areas of 

data science. Still, in our study, we consider users in this category to generally 

lack expertise in the technical specifics of Semantic Web technologies. 

The experiences of the desired participants play an important role in determining the 

recruiting method and number of participants. While novices can be recruited in large 
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numbers via crowdsourcing, in contrast, it is hard to identify and recruit domain 

experts. According to [200], the user study task may depend on the level of participant 

foresight. In most cases, participants have equal knowledge about the experiment’s 

context based on provided information for them. Such experiments are usually suitable 

for novices. However, some experiments need further information, such as external 

facts or relevant experiences, to complete the experiment. Such a setting may be more 

suitable for data experts; however, it requires more control on participants’ knowledge 

[200]. 

Incentivisation of participants is another relevant dimension. Participants may take 

part in a study because of study-related incentives (e.g. curiosity, sympathy, or 

entertainment), personal-incentive (e.g. professional interest or a promise made), or 

altruistic reasons (e.g. to benefit science, society, or others) [201]. Nevertheless, most 

of the time, using a monetary incentive for participants is more effective in participant 

recruitment [202]. Incentivisation should be considered according to study length, task 

demand, and participant expertise [203].  

 

5.3.3 Study design-related characteristics 

The study design may follow a qualitative, quantitative, or hybrid study approach. 

These approaches mainly differ in the way of conducting an experiment and collecting 

data. Qualitative research gathers data that is free-form and non-numerical, such as 

diaries, open-ended questionnaires, interviews and observations that are not coded 

using a numerical system. On the other hand, quantitative research gathers data that 

can be coded in a numerical form. Quantitative research commonly applies 

interviews/questionnaires that consist mainly of closed questions or rating scales for 

data gathering [204] [205]. 

Another crucial decision to make is whether an experiment will compare different 

data for each participant (such as success rates for different product designs) or data 

from each participant to the other participants (such as success rates for different age 

groups). The first approach is commonly referred to as a within-subjects design, and 

the second is known as a between-subjects design. A within-subjects study does not 

require a large sample size and does not consider differences across groups. The 

downside of a within-subjects design is that one may need to worry about “carryover 

effects”, where performance in one condition impacts performance in another 

condition. A carryover effect might result from practice (improving performance) or 
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fatigue (decreasing performance).  Therefore, Counterbalancing needs to be applied to 

prevent a possible carryover effect. A between-subjects study is used to compare 

results for different participants in a larger sample size. In another type of between-

subjects design, participants are randomly assigned to groups and receive different 

treatments, such as different prototype designs for the same product. One advantage 

of a between-subjects design is eliminating carryover effects because any potential 

carryover effects would impact both groups equally. A mixed design should be 

considered if neither a between-subjects nor a within-subjects design meets the 

experiment needs. A mixed design contains a between-subjects factor, such as gender, 

and a within-subjects factor, such as three trials distributed over time. Mixed designs 

can be a compelling technique, and because they may eliminate the need for separate 

studies for each question that arises, they can also be time-saving and cost-effective 

[206]. 

 

5.4 Experiments 

This section describes two main experiments undertaken in this study by human 

subjects and shows the findings of each experiment. The first experiment was 

conducted to evaluate the interpretability of the explanations generated through OWL 

Explanation API. The second experiment was conducted to evaluate the 

interpretability of the explanations generated through the XPDA service, presented in 

two different formats, textual and visual, across different use cases. 

 

5.4.1 Evaluation for interpretability of the explanations generated through 

OWL Explanation API  

As discussed in Section 4.4, we could “generate justifications for entailments” on 

personal data access in the XPDA service using OWL explanation API [170]. 

Although evidence in [170] proves these explanations are difficult to understand even 

by domain experts, we conducted a (primitive/initial) experimental study via a similar 

setup of the experiment to: 

• verify the finding for the purpose of our service and its application,  

• decide whether it needs to offer extra assistance to users trying to understand 

these explanations, or  
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• estimate where extra steps could be inserted into an explanation in order to 

make it easier to understand. 

 

5.4.1.1 Hypothesis 

The hypothesis of this experiment is concerned with the extent to which initial 

explanation for the reason of personal data access, generated through OWL 

Explanation API, is understandable for AI novices and is stated as:  

 

Hypothesis H1: AI novices cannot understand why data has been accessed, as it is 

explained through OWL Explanation API. 

 

5.4.1.2 Methodology 

A user experiment was carried out targeting a group of data expert users to test the 

hypothesis mentioned above. This experiment was conducted at the human-grounded 

level using a causal simulation method. Participants were presented with a scenario, a 

corresponding data access decision and an explanation for the reason for this access. 

They were asked to express their understanding of the explanation through a Likert 

scale. Participants’ self-expressions were verified in detail by following up with face-

to-face sessions using retrospective “think-aloud protocol” [207]. 

 

5.4.1.3 Participants 

The study comprised five volunteers who were postgraduate students from the School 

of Computer Science and Statistics at Trinity College Dublin. The participants of this 

experiment were considered as data experts according to categories of participant’s 

expertise discussed in Section 5.3.2.  

 

5.4.1.4 Procedure 

This experimental study was structured as follows: 

• Self-expression of understanding: to assess participants’ understanding, they 

were presented with following items as illustrate in Table 5.1: 

o the first use case of the motivating scenario discussed in Section 4.2 as 

an input,  
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o an access decision for a corresponding personal data in the use case as 

an output, and  

o the explanation of the reason for accessing the personal data generated 

through OWL Explanation API. 

The participants were asked to rate the extent to which the generated 

explanation is easy to understand through a six-point Likert scale: ‘Very easy’, 

‘Easy’, ‘Neither easy nor difficult’, ‘Difficult’, ‘Very difficult’, ‘Impossible’.  

• Face-to-face sessions using retrospective “think-aloud protocol”: Participants 

were asked to say whatever comes into their mind as they read the explanation. 

This might include what they were looking at, thinking about and feeling. The 

notes were taken during the session and confirmed /verified by the participant at 

the end of the session.  
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Table 5.1. List of information provided to participants of the experiment  

Scenario 

 

Bob is a 25 years old man living in Dublin. Last year, he visited the Royal Hospital 

for a comprehensive health screening. 

The Royal Hospital collected his health data (Diseases, Treatments, Allergies, …) 

and demographics (Name, Gender, Date of birth, …) with his explicit consent.  

After a while, Bob visited the Royal Hospital again due to feeling a pain in his chest 

and he was hospitalised for half a day.  

Ruth and Mary, as nurses, were on duty that day at the Royal Hospital. Ruth was 

assigned to Bob for caring for him. 

 

Data access 

 

Who Which data Whom 

Ruth Disease  Bob 

Explanation 

 
AccessRequest(?ar), Consent(?con), DataOwner(?do), DataRequester(?dr), 
Diseases(?dis), Location(?loc), Nurse(?nur), Organisation(?org), Patient(?pt), 
accessRequestFor(?ar, ?dis), hasAccessRequest(?dr, ?ar), hasLocation(?do, ?loc), 
hasLocation(?dr, ?loc), hasPersonalData(?do, ?dis), hasRole(?do, ?pt), 
hasRole(?dr, ?nur), obtainConsent(?hcc, ?con), providerFor(?dr, ?do), 
signedConsent(?do, ?con), workAt(?dr, ?org) -> hasDecision(?ar, grant), 
isMatchWith(?ar, pr-1) 
 
pt-1 Type Patient 
org-1 obtainConsent con-1 
dtR-1 hasLocation loc-1 
loc-1 Type Location 
nur-1 Type Nurse 
dtO-1 Type DataOwner 
dtO-1 hasPersonalData dis-1 
dtO-1 hasRole pt-1 
dtR-1 Type DataRequester  
dtR-1 hasAccessRequest req-1 
obtainConsent Domain Organisation 
req-1 accessRequestFor dis-1 
accessRequestFor Domain AccessRequest 
dtR-1 hasRole nur-1 
dtR-1 workAt org-1 
dtO-1 signedConsent con-1 
dtO-1 hasLocation loc-1 
dtR-1 providerFor dtO-1 
dis-1 Type Diseases 
con-1 Type Consent 
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5.4.1.5 Results  

Not surprisingly, the self-expression outcome showed that four out of the five 

responses from participants measured the explanation of being “Very difficult”. The 

other one measured it as “Impossible” to understand.  

The qualitative synthesising of the notes from follow up sessions demonstrated that 

participants commonly but in different phrases declared their disability to understand 

the explanation. 

 This results can be considered as an immediate defeat for the interpretability of the 

explanation generated through the OWL explanation for the participants. Therefore, it 

can be concluded that: 

 If data experts face difficulty understanding the explanation generated through 

OWL explanation API, then it would be even further burdensome to novices to 

comprehend it. Furthermore, if the inference of the reason for data access is 

complicated for a data expert, so novices absolutely cannot do it. 

Therefore, it shows that the hypothesis of this experiment is possible to accept. 

 

5.4.2 Evaluation for interpretability of the explanations generated through the 

XPDA service 

5.4.2.1 Introduction 

As discussed earlier in this chapter, the interpretability of explanation can be defined 

as the degree to which a participant can understand the cause of personal data access 

by generated explanation through the XPDA service. Also, inspired by the way that 

humans assess the quality of explanation, discussed in Section 5.2, we determined the 

following key measure concepts and criteria for evaluation of interpretability: 

• Usability; as “the extent to which a product can be used by specified users to 

achieve specified goals with effectiveness, efficiency, and satisfaction in a 

specified context of use” [208]. 

•  Understandability; as “the degree to which a human can understand a decision 

made by a model” [209]. 

•  Satisfaction; as “the degree to which users feel that they understand the system or 

process being explained to them” [195]. 
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Therefore, an experiment was designed following a quantitative approach to determine 

whether the explanation generated through the XPDA service is usable, 

understandable and satisfactory or not. This experiment was conducted at a human-

grounded level through a mixed design of the experiment to exploit all merits of both 

within-subject and between-subject approaches mentioned in Section 5.3.3. 

  

5.4.2.2 Experiment Instruments 

This section describes the instruments adopted in this experiment: Qualtrics [38], an 

online survey platform, was used to build the surveys/questionnaires of the 

experiment, distribute them, and analyse responses; Prolific [37] was deployed for 

managing participant recruiting and payment; SUS [39] and ASQ [40] were applied as 

standard measures to evaluate usability and satisfaction in this experiment, 

respectively. 

 

5.4.2.2.1 Qualtrics  

Qualtrics10 [38] is an online survey platform that provides a researcher with the ability 

to create a survey for a distribution channel. It collects and compiles the responses 

from various participants across different channels, validates them, then updates the 

overall survey results and presents them to the researcher that created the survey. 

 

5.4.2.2.2 Prolific 

Prolific11 [37] is an established platform to handle online subject recruitment and 

payment, which explicitly caters to researchers. The researchers can use any web-

based platform to collect the actual data. It combines good recruitment standards 

across diverse participants with a reasonable cost at a fixed fee according to the 

average time taken to task completion. The time required for an experiment is initially 

estimated by the experimenter but is then updated with the actual time taken once 

participants make submissions. At the time of current research, the minimum payment 

per hour was 5 GBP or 6.50 USD, with fractions of hours requiring proportionally 

smaller payments.  

 
10 https://www.qualtrics.com 
11 http://www.prolific.co/ 
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Researchers can filter the participants according to the specific sampling 

requirement of their experiment based on the pre-screening questions and/or their 

acceptance score and, reputation score was recorded and updated by Prolific. Also, 

researchers can reject a participant’s submission if they can reasonably be justified in 

thinking that the participant has made little effort, failed multiple attention checks or 

has lied their way into the experiment.  

Also, if a study has to be repeated, or different treatments are to be run sequentially, 

or if experiments are run using the same account, a screener allows for excluding 

subjects who participated in specified previous studies. All these facilities make 

Prolific an appealing tool for most HCI research [210] [211] [212] [213]. 

 

5.4.2.2.3 SUS 

System Usability Scale (SUS) [39] is one of the most popular post-study standardised 

questionnaires to quickly and easily assess the usability of a given product or service 

by practitioners. The original SUS is composed of ten statements, shown in Table 5.2, 

that are scored on a 5-point Likert scale for strength of agreement. These statements 

cover various aspects of system usability, such as the need for support, training, and 

complexity. Thus, it has a high level of face validity for measuring a system’s usability. 

The odd-numbered items have a positive tone, while the tone of the even-numbered 

items is negative. Participants should be asked to record their immediate response to 

each item rather than thinking about them for a long time. According to the SUS 

scoring method, all ten items should be responded to by participants. If participants 

couldn’t respond to an item for some reason, the centre point of the scale should be 

selected.   
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Table 5.2. System Usability Scale questionnaire 

Item Item description 

1 I think that I would like to use this system frequently. 

2 I found the system unnecessarily complex. 

3 I thought the system was easy to use. 

4 I think that I would need the support of a technical person to be able to use this system. 

5 I found the various functions in this system were well integrated. 

6 I thought there was too much inconsistency in this system. 

7 I would imagine that most people would learn to use this system very quickly. 

8 I found the system very cumbersome to use. 

9 I felt very confident using the system. 

10 I needed to learn a lot of things before I could get going with this system. 

 

SUS yields a single number representing a composite measure of the overall usability 

of the system being studied, and scores for individual items are not meaningful on their 

own. Final scores for the SUS can range from 0 to 100, where higher scores indicate 

better usability. Because the statements alternate between the positive and negative, 

care must be taken when scoring the survey. The first step in scoring SUS is to 

determine each item’s score contribution, which will range from 0 to 4. For positively 

worded items (odd numbers), the score contribution is the scale position minus 1. For 

negatively worded items (even numbers), the score contribution is five minus the scale 

position. To get the overall SUS score, the sum of the item score contributions should 

multiply by 2.5. Thus, the overall SUS scores range from 0 to 100 in the 2.5-point 

increments. The Overall SUS score ranging from 0 to 100 often leads researchers to 

interpret the SUS scores as percentages, which is not true. The percentage could 

consider using Percentile range [214].  
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With the advent of large sample data sets of the SUS scores, there have been a few 

attempts to provide a “grading scale” for their interpretation. A grading scale was 

developed in [215]. Also, the idea of using words instead of numbers to describe the 

SUS scores was proposed in the same research as an adjective scale. Later, both scales 

were revised according to a comprehensive investigation [216], and the outcome was 

new ranges for grading and adjective scale illustrated in Figure 5.1.  

Another variation on using words to interpret the row SUS score considers the terms 

of “Acceptable” or “Not Acceptable” corresponds to roughly above 71 and below 51.7, 

respectively. The range between 51.7 – 71 is designated as “Marginal”. 

Another approach of interpreting the raw SUS scores is to convert them into 

percentile ranks. In [217] the large dataset of the SUS scores was taken and 

“normalised” to allow for percentile ranks. Percentile ranks tell how well a raw score 

is compared to others in the database.  

 

 

 
An early assessment (using coefficient alpha) of SUS indicated the reliability of 0.85 

[218]. More recent estimates using larger samples have found its reliability to be just 

over 0. 9 [215] [216]. 

SUS has several attributes that make it a good choice for general usability 

practitioners: 

1. It is technology agnostic and flexible enough to assess a wide range of 

technologies and services. 

2. It is relatively quick and easy to use by both study participants and researchers. 

3. It is non-proprietary and does not require any license fee.  

  
 

Figure 5.1. Different interpretations of the SUS score [218] 
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5.4.2.2.4 ASQ 

After-Scenario Questionnaire (ASQ) [40] assesses user satisfaction during 

participation in scenario-based usability studies. It comprises three statements that are 

scored on a 7-point Likert scale of the strength of agreement, covering various aspects 

of satisfaction such as overall ease of task completion, completion time, and support 

information, illustrated in Table 5.3. 
 

Table 5.3. After-Scenario Questionnaire  

 

The overall ASQ score is the average of the responses to three items which takes a 

value between 1 and 7, where lower scores indicate better satisfaction. ASQ has 

acceptable psychometric properties of reliability, sensitivity, and concurrent validity, 

with reliability measure in a range from 0.9 to 0.96 [219]. ASQ is non-proprietary and 

does not require any license fee, but anyone using it should cite and acknowledge the 

source of the measure.  

 

5.4.2.3 Experiment Hypotheses 

This section explains the primary hypothesis of the experiment and its derivative as 

secondary hypotheses.  

 

5.4.2.3.1 Primary Hypothesis 

The primary hypothesis of this experiment is concerned the extent to which AI novices 

can understand the cause of their personal data access presented as an explanation 

generated through XPDA, and is stated as:  

 

Hypothesis H1: The explanation of the reason for personal data access generated 

through XPDA is interpretable for AI novices. 

 

Item Item description 

1 Overall, I am satisfied with the ease of completing the tasks in this scenario. 

2 Overall, I am satisfied with the amount of time it took to complete the tasks in this scenario. 

3 
Overall, I am satisfied with the support information (online help, messages, documentation) 

when completing the tasks. 
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5.4.2.3.2 Secondary Hypotheses 

Three secondary hypotheses were constructed to focus on the main evaluation criteria 

for interpretability; usefulness, understandability and satisfaction. 

 

Hypothesis H1.1: Different forms of explanation of the reason for personal data 

access generated through the XPDA service are usable for AI novices, discussed in 

Section 5.4.2.8. 

 

Hypothesis H1.2: AI novices can understand different forms of explanation of the 

reason for personal data access generated through the XPDA service, discussed in 

Section 5.4.2.9. 

 

Hypothesis H1.3: AI novices are satisfied with different forms of explanation of the 

reason for personal data access generated through the XPDA service, discussed in 

Section 5.4.2.10. 

 

5.4.2.4 Experiment Design 

For the design of this experiment, use cases of the motivating scenario, described in 

Section 4.2, and presentation forms of their corresponding explanation are considered 

as independent variables/factors of the experiment. Hence, various use cases of the 

scenario and different presentation forms of generated explanation for reasons of data 

access in a sample access decision corresponding to each use case (textual or visual) 

are assumed as possible values of these independent variables/levels of the factors. 

Therefore, all possible combinations of these values composed a set of treatments for 

the experiment. The treatments are used to measure three criteria of the experiment 

(usability, understandability, and satisfaction), which are considered as dependent 

variables of the experiment. The results of the evaluation of these criteria are used to 

verify the hypotheses of the experiment exhaustively. 

Two treatments are included in the design of each questionnaire of the experiment 

to increase the number of experiment units by recruiting the same number of human 

subjects. Extra attention is taken into account to avoid the learning effects of 

encountering neither the same scenario nor the same presentation form of the 

explanation in a questionnaire. Consequently, 12 distinct questionnaires with the same 
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structure were designed. Details of the questionnaires’ structure will be discussed in 

the next section. 

The procedure of identifying valid treatments for this experiment can be formally 

described as follows:  

If a set of use cases is defined as S with three different scenarios as its levels/values;	

𝑆 = {𝑠!, 𝑠", 𝑠#} 

 

and set of presentation forms is defined as 𝑃, consists of textual presentation as 𝑡	and 

visual presentation as 𝑣;  

𝑃 = {𝑡, 𝑣} 

Then set of treatments, 𝑇, can be calculated using “combination of 𝑛 taken 𝑟” in the 

set of possible scenarios and the set of possible forms of presentation.  

𝐶$(𝑛, 𝑟) = 	
𝑛!

(𝑛 − 𝑟)! 𝑟!	 

 In the equation above, 𝑛 represents the number of objects in the set 𝑋 and 𝑟 represents 

the number of objects taken at a time.  

 Thus:   

𝐶%(3,1) = 	
3!

(3 − 1)! 1!	 = 3 

𝐶&(2,1) = 	
2!

(2 − 1)! 1!	 = 2 

The multiplication principle of combinatorics argues that if there are 𝑥 ways of doing 

one thing and 𝑦 ways of doing another, then the total number of ways of doing both 

things is 𝑥 ∗ 𝑦. So:  

|𝑇| = 	𝐶%(3,1) 	∗ 	𝐶&(2,1) = 3 ∗ 2 = 6 

 

Finally, a set of treatments, 𝑇, can be identified as: 

𝑇 = {	𝑠!𝑡	, 	𝑠!𝑣	, 	𝑠"𝑡	, 	𝑠"𝑣	, 	𝑠#𝑡	, 	𝑠#𝑣} 

 

Then, a possible arrangement of scenarios in each questionnaire is considered as k-

permutations of n, which is defined as arrangements of a fixed length k of elements 

taken from a given set of size n: 

𝑃'(𝑛, 𝑘) = 	
𝑛!

(𝑛 − 𝑘)!		 
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Therefore, to expose two mutually exclusive scenarios to the participants in each 

questionnaire, six different arrangements need to be considered:  

𝑃%(3,2) = 	
3!

(3 − 2)!	 = 6 

 

Likewise, the arrangement of two various forms of explanation in a questionnaire is 

considered as k-permutations of n, too:  

 

𝑃&(2,2) = 	
2!

(2 − 2)!	 	= 2	 

 

Finally, using the multiplication principle of combinatorics avoids the learning effect 

in each questionnaire. That means we need to multiply in permutations of scenarios 

and presentation forms to find the appropriate permutations of treatments, 𝑃(: 

 

|𝑃(| = 	𝑃%(3,2) 	∗ 	𝑃&(2,2) = 6 ∗ 2 = 12 

 

In summary, the user experiment was conducted using a set of 12 questionnaires with 

the same structure corresponding to the following arrangements to fulfil all 

requirements and verify all hypotheses.  

 

𝑃( = =	
𝑠!𝑡	𝑠"𝑣	, 	𝑠"𝑣	𝑠!𝑡	, 	𝑠!𝑡	𝑠#𝑣	, 	𝑠#𝑣	𝑠!𝑡	, 	𝑠!𝑣	𝑠"𝑡	, 	𝑠"𝑡	𝑠!𝑣,
𝑠!𝑣	𝑠#𝑡	, 	𝑠#𝑡	𝑠!𝑣	, 	𝑠"𝑡	𝑠#𝑣	, 	𝑠#𝑣	𝑠"𝑡	, 	𝑠"𝑣	𝑠#𝑡	, 	𝑠#𝑡	𝑠"𝑣	

	> 

 

For example, when a participant engaged in the experiment and was asked to answer 

to questionnaire 𝒔𝟏𝒕	𝒔𝟐𝒗, firstly, s/he was provided with the scenario of use-case 1, 

the corresponding explanation of the reason for an access decision in this use-case 

presented in the textual format and was asked to answer the related set of questions 

(will be discussed in detail in next section). Then, s/he was provided with the scenario 

of use-case 2 along with the corresponding explanation of the reason for an access 

decision in this use case presented in the visual format and was asked to answer the 

related set of questions. Therefore, s/he encountered neither the same use case nor the 

same presentation form of the explanation in the questionnaire, and her/his answers 

were not influenced by learning effects.  

 



 
 

100 

5.4.2.5 Questionnaire Design 

Using a questionnaire facilitates gathering the data from a large number of participants 

at a relatively low cost and efficient time. Qualtrics was used as an online platform to 

build a confidential online survey, distribute it and analyse responses in this 

experiment. As discussed in the previous section, 12 questionnaires were designed to 

conduct this experiment to cover different combinations of treatments and their 

permutations. The structure of these questionnaires includes the following blocks:  

• Participant Information Sheet; provides potential participants with the 

necessary understanding of the motivation and procedures of the study and 

sources of information to answer any further questions to allow them to give 

informed consent. 

• Consent Form; repeats the information mentioned above to ensure the key 

points are understood. Participants become aware of the reason for conducting 

the study, the procedures involved, potential risks, and how they can get more 

information about the study. Each participant must acknowledge this 

understanding by clicking a button through a web-form recorded electronically 

as informed consent. The content of the consent form can be found in Appendix 

B. 

• Pre-Study Questions; aim to better understand specific characteristics of the 

participant. Several questions are developed to gather participants’ 

demographic information such as age range and gender, their incentive and 

enthusiasm to understand the details of their personal data access, and their 

level of relevant competencies such as English reading skills, the latest degree 

of education and familiarity of Graph visualisation. 

• Task Description Sheet; gives information or instructions to the participants 

on how to respond to the upcoming questions related to pre-defined treatments 

of the experiment. 

• Tasks Questions; consist of questions built to measure three criteria of the 

experiment (usability, understandability and satisfaction) and resembled 

respectively according to the proportionate treatment of the experiment. Two 

series of task questions are provided based on the permutation of treatments 

consecutively. Details of constructing task questions per each criterion will be 

explained later in Sections 5.4.2.8 to 5.4.2.10.  
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The questionnaires were reviewed and approved by “The School of Computer Science 

and Statistics Research Ethics Committee” of Trinity College Dublin. 

 

5.4.2.6 Participant Recruiting  

The participants’ recruitment for this experiment was crowdsourced by targeting AI 

novices using Prolific, described in Section 5.4.2.2.2. The age of the participants was 

restricted to be +18 due to research ethics advice. No other restriction was put in place 

for the pre-screening of participants to increase inclusion and diversity. 

The estimated participation time was granted 20 minutes, with 67 minutes 

maximum participation time allowed accordingly by Prolific. A monetary incentive of 

GBP 2.5 was paid per participation. This payment was appraised as a “good” level of 

reward per hour by Prolific12 at the time of experiment design. 

The abovementioned procedure of recruiting was replicated separately per each one 

of 12 distinct questionnaires of the experiment. To ensure participants’ uniqueness, 

once a person took part in a questionnaire of this experiment, s/he was restricted to 

participate in the rest of the questionnaires through custom pre-screening. 

Therefore, 60 participants were recruited initially to carry out this experiment. Two 

submissions were rejected due to a quite fast completion time (less than 3 minutes) 

than the average completion time per participation (18 minutes and 37 seconds). Then, 

two new participants replaced them. According to participants’ self-expression among 

pre-study questions of the experiment, the diversity of participants regarding their 

gender was 42% males, 57% females and 1% others. Further specifications of 

participants can be categorised in corresponding groups as listed in the following three 

tables:  

  

 
12 www.prolific.co [accessed at 20.7.2019] 
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 Table 5.4. Participants distribution based on their age range 

Age range 18 - 24 25 - 34 35 - 44 45 - 54 55 - 64 
65 and 

older 

Percentage 

of 

participants 

52% 23% 15% 5% 2% 3% 

 
Table 5.5. Participants distribution based on their education degree 

Education degree 
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Percentage of 

participants 

0% 22% 25% 8% 18% 12% 0% 15% 

 
Table 5.6. Participants distribution based on their English reading skill 

English reading skill Basic Fluent Professional Native 

Percentage of 

participants 
3% 30% 27% 40% 

 

5.4.2.7 Pilot Study 

A pilot study is best used to identify the smaller issues that can be addressed reasonably 

quickly before the actual research begins. After a questionnaire is developed, it is 

imperative to do a pilot study (also known as pre-testing the survey) to ensure that the 

questions are clear and unambiguous. There are two different areas of interest within 

a pilot study: the questions themselves and the interface of the survey [220]. 

A three-stage process of pre-testing a survey suggested by [221] is adopted by the 

pilot study for this experiment. This pilot study involved three volunteers, native 

English-speaking postgraduate students from the School of Computer Science and 
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Statistics at Trinity College Dublin, reviewing questionnaires, examining the 

questions’ clarity and motivation, and evaluating the quality of both the survey tool 

and implementation procedures. Since most measures used to assess the criteria of this 

experiment are selected from the standard and well-established HCI approaches, just 

a few issues were discovered in this pilot study. The pilot study identified minor 

confusing or misleading issues in some of the questions, which were solved by 

rewording them. Also, the order of some items in measuring understandability is 

changed according to similar suggestions of pilot study participants. 

 

5.4.2.8 Evaluation for the usability of the explanations 

As discussed in Section 5.2, people judge explanations based on their usefulness [186], 

but there are a few research and practice on how to measure usefulness due to the lack 

of metrics to measure it [222]. However, researchers in HCI have recognised the close 

connection between usefulness and usability [223], and they consistently defined 

usefulness as an involving attribute of usability and actual systems use [224] [225]. 

According to the results of both the quantitative and qualitative analyses in [222], the 

concepts of usefulness and usability are closely linked. While some studies like [226] 

applied a self-expression approach to evaluate usefulness of explanations, the SUS 

score was used in some studies, such as [227] and [137], to evaluate usefulness and 

general usability of explanation for the intelligible services. 

The following sections describe how the usability of different presentation forms 

of explanation generated through the XPDA service was evaluated using the SUS 

score.  

 

5.4.2.8.1 Hypothesis 

Hypothesis H1.1: Different forms of explanation of the reason for personal data 

access generated through the XPDA service are usable for AI novices. 

 

5.4.2.8.2 Methodology 

This evaluation was carried out targeting a group of AI novices to test the hypothesis 

mentioned above. It was conducted based on the System Usability Scale (SUS) by 

presenting the participants with a treatment and asking them to specify their level of 

agreement to any of the SUS statements. The hypothesis was tested on all possible 
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treatments, and the results were compared using statistical tests to check the 

significance of the differences between them.  

 

5.4.2.8.3 Procedure  

A participant was alternately presented with two treatments, each of which was 

followed by a ten-item questionnaire based on SUS. Since the evaluation results might 

be affected by the order in which the questionnaire items were presented, items of the 

questionnaire were fully shuffled in a random order every time they were presented to 

the participants to have more systematic control on these types of effects. 

The original SUS items refer to “system”, but substituting the word “website” or 

“product,” or using the actual website or product name were shown in different studies 

[214]. It is argued by [216] that proposing minor changes to the wording of the SUS 

items do not affect the resulting scores if any of these types of minor substitutions is 

kept consistent across the items. Therefore, all occurrences of the “system” were 

replaced with “explanation” consistently across all SUS questionnaire items to 

appropriately fit this evaluation. Table 5.7 illustrates the amended version of the SUS 

questionnaire items used in this evaluation. 

Then, the participant was asked to specify her/his level of agreement to each item 

in five points: (1) Strongly disagree; (2) Disagree; (3) Neither agree nor disagree; (4) 

Agree; (5) Strongly agree.  

Finally, the participant’s responses were scored based on the specific scoring 

method of SUS, narrated in detail in Section 5.4.2.2.3.  
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Table 5.7. Amended version of the System Usability Scale questionnaire used in this thesis 

Item Item description 

1 I think that I would like to use such an explanation frequently.  

2 I found the explanation unnecessarily complex. 

3 I thought the explanation was easy to use. 

4 I think that I would need the support of a technical person to be able to use this explanation. 

5 I found the various parts of this explanation were well integrated. 

6 I thought there was too much inconsistency in this explanation. 

7 I would imagine that most people would learn this explanation very quickly. 

8 I found the explanation very cumbersome to use. 

9 I felt very confident using the explanation. 

10 I needed to learn a lot of things before I could get going with this explanation. 

 

5.4.2.8.4 Results 

After collecting all responses from participants related to the usability of explanation 

generated through the XPDA service, the SUS scores were calculated and analysed. 

Table 5.8 depicts the descriptive statistics of data and shows that we can be 95% 

confident that overall mean of the SUS scores for the true population (AI novices) is 

within a range of 78.75 ± 2.52.  
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Table 5.8. Descriptive statistics of SUS scores per treatment 

 

 

 

The first and foremost outcome of analysis (Table 5.9) presents that in all treatments 

of this experiment and consequently overall, the percentages of above-average scores 

are higher than below-average ones. It shows the SUS scores given by the majority of 

participants are higher than the average of the SUS scores in each treatment.  

  

Use case Presentation 

Co
un

t 

M
ea

n 

St
an

da
rd

 D
ev

ia
tio

n  

M
in

im
um

 

M
ax

im
um

 

Co
nf

id
en

ce
 L

ev
el

 (9
5.

0%
) 

Use-case 1 
Textual 20 81.75 14.38 42.50 100.00 6.73 

Visual 20 77.63 13.80 50.00 97.50 6.46 

Use-case 2 

Textual 20 80.38 10.80 62.50 100.00 5.05 

Visual 20 74.00 15.84 45.00 95.00 7.41 

Use-case 3 

Textual 20 82.88 12.59 50.00 100.00 5.89 

Visual 20 75.90 15.14 28 92.5 7.09 

Overall Overall 120 78.75 13.93 28 100 2.52 
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Table 5.9. Percentage of above and below average SUS scores per treatment 

Use case Presentation 
Below 

Average 

Above 

Average 

Use-case 1 
 

Textual 32% 68% 

Visual 43% 57% 

Use-case 2 
Textual 44% 56% 

Visual 44% 56% 

Use-case 3 
Textual 32% 68% 

Visual 35% 65% 

Overall Overall 34% 66% 

 

 

The scores are analysed for detailed interpretation based on different rankings scales, 

discussed in Section 5.4.2.2.3. As illustrated in Figure 5.2, 74% of participants found 

the usability of explanation “Acceptable” and 20% of participant ranked it as 

“Marginal”, while 6% of participants found it “Not Acceptable”. 

The similar result came out through adjective ranking, where 6% of participants 

considered the usability of explanation generated through the XPDA service as “poor” 

while 20% of participant measured it as “Ok” and 74% of them scored above good as 

19%, 13% and 43% of responses are ranked as “Good”, “Excellent”, “Best 

Imaginable”, respectively. Meanwhile, 66% of participants scores are graded as ‘A’ 

following with 8% as ‘B’ and 9%, 12% and 6% as ‘C’, ‘D’ and ‘F’, respectively. 
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Figure 5.2. Percentage of overall SUS scores in different scales 

Although, all these results confidently confirm the Hypothesis H1.1, further analysis 

of usability scores across different treatments was investigated as follows: 

• Analysing corresponding results for various treatments of this evaluation 

(Table 5.10 – 5.12) depicts the trend mentioned above of usability scores 

remain similar across all different rankings scales, and the majority of 

participants strongly agreed that the explanation of the reason for data access 

corresponding to all scenarios are usable for them either if they are presented 

in the textual or visual format. 

• One-way Analysis of Variances (ANOVA) was conducted to compare 

usability scores between explanations corresponding to different use cases 

when they are represented in a similar format. The degree of freedom between 

the groups was 2 and within groups was 57. The results indicate that there is 

no significant difference between usability of explanations across various use 

cases no matter whether they are presented in textual format (P-value = 0.82) 

or visual format (P-value = 0.75).  

• Another level of analysis was conducted to investigate the effect of 

presentation form of explanation on usability scores per each use case through 

several independent-samples t-tests. The results (Table 5.13) depict that there 

is no significant effect for the presentation form of the explanations on usability 

scores in any use cases. 
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Table 5.10. Percentage of acceptance rate for SUS scores per treatment 

Use case Presentation 
Not 

Acceptable 
Marginal Acceptable 

Use-case 1 
 

Textual 5% 10% 85% 

Visual 10% 15% 75% 

Use-case 2 
Textual 0% 30% 70% 

Visual 10% 30% 60% 

Use-case 3 
Textual 5% 10% 85% 

Visual 5% 25% 70% 

Overall Overall 6% 20% 74% 

 
 
 

Table 5.11. Percentage of Grad scale for SUS scores per treatment 

Use case Presentation F D C B A 

Use-case 1 
 

Textual 5% 10% 0% 5% 80% 

Visual 10% 10% 5% 20% 55% 

Use-case 2 
Textual 0% 10% 20% 10% 60% 

Visual 10% 20% 15% 0% 55% 

Use-case 3 

Textual 5% 10% 0% 0% 85% 

Visual 5% 10% 15% 10% 60% 

Overall Overall 6% 12% 9% 8% 66% 
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Table 5.12. Percentage of Adjective scale for SUS scores per treatment 

Use case Presentation 
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Use-case 1 
 

Textual 0% 5% 10% 15% 15% 55% 

Visual 0% 10% 15% 30% 15% 30% 

Use-case 2 

Textual 0% 0% 30% 15% 5% 50% 

Visual 0% 10% 30% 15% 10% 35% 

Use-case 3 

Textual 0% 5% 10% 15% 15% 55% 

Visual 0% 5% 25% 25% 15% 30% 

Overall Overall 0% 6% 20% 19% 13% 43% 

 
 
 

Table 5.13. T-Test results for SUS scores of different presentation forms of each use case 

Use case Presentation T values P-values 

Use-case 1 
Textual 

t (38) = 0.93 0.18 
Visual 

Use-case 2 
Textual 

t (38) = 1.49 0.07 
Visual 

Use-case 3 
Textual 

t (38) = 1.58 0.06 
Visual 

 

5.4.2.9 Evaluation for understandability of the explanations 

The following sections will describe how to assess the extent to which participants 

understand different forms of explanation generated through the XPDA service. 
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5.4.2.9.1 Hypothesis 

Hypothesis H1.2: AI novices can understand different forms of explanation of the 

reason for personal data access generated through the XPDA service. 

 

5.4.2.9.2 Methodology 

To test the aforementioned hypothesis, this evaluation was conducted targeting a group 

of AI novices. It was performed by presenting the participants with a treatment and 

asking them to answer three questions per treatment. The hypothesis was tested on all 

possible treatments, and the results were compared using statistical tests to check the 

significance of the differences between them.  

 

5.4.2.9.3 Procedure  

A participant was alternately presented with two treatments, each of which was 

followed by three questions which were proposed as follows:  

• Question 1; designed as a 4-option Multiple-Choice Question Type A [228] to 

assess the extent to which the participants understood explicitly mentioned 

cognitive chunks of the explanation applying a causal simulation method in 

each treatment [190]. MCQ Type A is the most commonly used MCQ Type in 

which only the most appropriate option serves as the correct choice (the key).  

 

• Question 2; designed as a 4-option Multiple-Choice Question Type X [228] for 

applying a forward simulation method in each treatment to assess the extent to 

which the participants understood the different level of compositionality of 

mentioned cognitive chunks for the explanation [190]. In MCQ Type X, which 

is known as multiple responses/answers MCQ, there may be more correct 

choices in a question instead of a single best choice. 

 

• Question 3; designed to assess the extent to which the participants understood 

implicit cognitive chunks of the explanation applying a forward simulation 

method in each treatment [190]. This question is also proposed as a 4-option 

MCQ Type A. 
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An attention check question with an obvious correct response was added to the group 

of questions in each treatment to ensure scale validity by allowing to identify careless 

respondents and to screen them out prior to data analysis.  

The study results might be affected by the order in which the items of the 

questionnaire are presented. So, the questionnaire items were fully shuffled in 

a random order every time they were presented to the participants to have more 

systematic control on these types of effects. Then, the participant was asked to choose 

the option(s) that seems more correct and appropriate for them across multiple choices.  

Participants’ responses for each question were scored using conventional methods 

in which correct responses were awarded a value of 1, whereas incorrect and omitted 

responses were awarded zero (00) value. To avoid guessing of answers by choosing 

all or none of the options in MCQ Type X, a suggested approach in [229] was followed 

in which if all or no options were selected, then no scores were awarded.  

Mathematically, assuming an MCQ 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛, with	𝑛 options, a participant’s 

choice per each 𝑜𝑝𝑡𝑖𝑜𝑛 as 𝑖 and correct choice per each 𝑜𝑝𝑡𝑖𝑜𝑛 as 𝑘; the score for the 

𝑚th 𝑜𝑝𝑡𝑖𝑜𝑛, 𝑓+(𝑜𝑝𝑡𝑖𝑜𝑛), can be calculate as follows: 

𝑓+(𝑜𝑝𝑡𝑖𝑜𝑛) = K1, 𝑖 = 𝑘	
0, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

Consequently, 𝑓(𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛), as the total score for the 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛, can be calculated as:    

𝑓(𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛) =

⎩
⎪
⎨

⎪
⎧
0	, ∀	𝑚 ≤ 𝑛	|	𝑓+(𝑜𝑝𝑡𝑖𝑜𝑛) = 	0
0	,									∀	𝑚 ≤ 𝑛	|	𝑓+(𝑜𝑝𝑡𝑖𝑜𝑛) = 	1

V 𝑓+(𝑜𝑝𝑡𝑖𝑜𝑛)
,

+-!

𝑛	,								𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒		W
 

Finally, the score for measuring understandability of the explanation through this task, 

𝑓(𝑡𝑎𝑠𝑘), can be calculated as the summation of the total score of each 

question,	𝑓(𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛), which is ranging from 0 to 3, therefore:  

𝑓(𝑡𝑎𝑠𝑘) = V𝑓.(𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛)	, 𝑓(𝑡𝑎𝑠𝑘)	𝜖	[0,3]	
#

.-!

 

In this evaluation, a threshold for sufficient understandability is defined as the 

minimum value of 2.0 to have solid and confident evidence. This threshold can be met 

if a participant answered at least 2 out of 3 questions correctly.  
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5.4.2.9.4 Results  

The participants’ responses to the questions were collected, and the scores were 

calculated based on the method described in the previous section. Descriptive statistics 

of data for all treatments of the task are depicted in Table 5.14.  
 

Table 5.14. Descriptive statistics of understandability scores per treatment 

Use case Presentation 
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(9
5.

0%
) 

Use-case 1 
Textual 20 2.41 0.47 1.75 3 0.22 

Visual 20 2.29 0.67 0.00 3 0.31 

Use-case 2 
Textual 20 2.11 0.85 0.75 3 0.40 

Visual 20 2.20 0.89 0.50 3 0.42 

Use-case 3 
Textual 20 2.41 0.56 1.50 3 0.26 

Visual 20 2.43 0.76 0.75 3 0.36 

Overall Overall 120 2.31 0.71 0 3 0.13 

 

 

Analysis of the scores in Table 5.15 illustrates that in all treatments of this experiment 

and consequently overall, the absolute majority of the participants understood 

explanation generated through XPDA sufficiently. Although, these results are enough 

to confirm Hypothesis H1.2, further analysis of understandability scores across 

different treatments was investigated as follows: 
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Table 5.15. Percentage of understandability scores above and below value 2.0 per treatment 

Use case Presentation 
Percentage of scores  

below value 2.0 

percentage of scores  

at or above value 2.0 

Use-case 1 
Textual 30% 70% 

Visual 28% 72% 

Use-case 2 
Textual 38% 62% 

Visual 38% 62% 

Use-case 3 
Textual 28% 72% 

Visual 19% 81% 

Overall Overall 28% 72% 

 

 

• One-way Analysis of Variances (ANOVA) was conducted to compare the 

understandability scores between explanations corresponding to different use 

cases when they are presented in a similar format. The degree of freedom 

between the groups was 2 and within groups was 57. The results indicate that 

there is no significant difference between understandability of explanations 

across various use cases no matter whether they are presented in textual format 

(P-value = 0.25) or visual format (P-value = 0.66). However, the reason for 

observed slight difference between results of Use-case 2 with results of other 

use cases can be the difficulty in the comprehension of the complex hierarchy 

in subsumption classes. It might also be due to the difference in participants’ 

mental model of these hierarchies, which may cause unconscious bias to their 

previous knowledge, which might be varied with the data model in the use- 

case.  

• Another level of analysis was conducted to investigate the effect of 

presentation form of explanation on understandability scores per each use case 

through several independent-samples t-tests. The results (Table 5.16) depict 

that there is no significant effect for the presentation form of explanations on 

understandability scores in any use cases. 
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Table 5.16. T-Test results for understandability scores of different presentation forms of each use case 

Use case Presentation T values P-values 

Use-case 1 
Textual 

t (38) = 0.68 0.25 
Visual 

Use-case 2 
Textual 

t (38) = -0.32 0.38 
Visual 

Use-case 3 
Textual 

t (38) = -0.06 0.48 
Visual 

 

5.4.2.10 Evaluation for the satisfaction of the explanations 

Explanation satisfaction is a contextualised, a posterior judgment of explanations 

representing the degree to which participants feel satisfied with the information being 

explained to them. Although the questions of ASQ, as a post-test questionnaire, ask 

participants in a way to measure their task-performance satisfaction, when users 

respond to post-test questionnaires, they tend to provide overall attitudes about the 

application in general and not necessarily their task performance [230]; hence their 

responses can be considered as perceived satisfaction. Therefore, post-test perceived 

satisfaction can show the extent to which participants are satisfied with the 

explanation. 

 

5.4.2.10.1  Hypothesis 

Hypothesis H1.3: AI novices are satisfied with different forms of explanation of the 

reason for personal data access generated through the XPDA service. 

 

5.4.2.10.2  Methodology 

To test the aforementioned hypothesis, this evaluation was carried out targeting a 

group of AI novices. It was conducted based on After-Scenario Questionnaire (ASQ) 

by presenting the participants with a treatment and asking them to specify their level 

of agreement to any of the ASQ statements. The hypothesis was tested on all possible 

treatments, and the results were compared using statistical tests to check the 

significance of the differences between them.  
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5.4.2.10.3  Procedure 

A participant was alternately presented with two treatments, each of which followed 

by a three-item questionnaire based on ASQ. The study results might be affected by 

the order in which the items of the questionnaire were presented. So, the questionnaire 

items were fully shuffled in a random order every time they were presented to the 

participants to have more systematic control on these types of effects. 

Then, the participants were asked to specify their level of agreement to each item 

in seven points: (1) Strongly agree; (2) Agree; (3) Somewhat agree; (4) Neither agree 

nor disagree; (5) Somewhat disagree; (6) Disagree; (7) Strongly disagree.  

Finally, after the user has completed the questionnaire, the ASQ score was 

calculated using the average (arithmetic mean) of the three questions. Low scores are 

better than high scores due to the anchors used in the 7-point scales. If an item was 

skipped by participants, the ASQ score was calculated by averaging the score of 

remaining items. 

In this evaluation, a similar approach of using words to interpret participants’ 

satisfaction score took into account terms of “Satisfied” or “Unsatisfied” 

corresponding to roughly below four and above five, respectively. The range between 

4 – 5 is designated as “Marginal”. 

 

5.4.2.10.4  Results 

After collecting all responses from participants about their satisfaction of explanation 

generated through the XPDA service, ASQ scores were calculated and analysed. Table 

5.17 shows the descriptive statistics of ASQ scores for participants’ responses in 

different treatments: 
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Table 5.17. Descriptive statistics of ASQ scores per treatment 

Use case Presentation 
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Use-case 1 
Textual 20 2.33 1.07 1 5 0.50 

Visual 20 2.13 1.07 1 5 0.50 

Use-case 2 
Textual 20 2.53 1.13 1 5 0.53 

Visual 20 2.43 0.85 1 4.67 0.40 

Use-case 3 
Textual 20 3.00 1.39 1 5.67 0.65 

Visual 20 2.32 1.12 1 5.33 0.52 

Overall Overall 120 2.46 1.12 1 5.67 0.20 

 
 
 
For detailed interpretation, the scores are analysed based on the scale discussed above. 

As shown in Table 5.18, in all treatments of this experiment and consequently overall, 

the percentage of satisfied participants is higher than the percentage of unsatisfied 

participants. This ratio is 87% for satisfied participant versus 5% unsatisfied 

participant between all participant groups while the satisfaction of 8% is marginal.  
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Table 5.18. Satisfaction scales based on ASQ scores per treatment 

Use case Presentation Unsatisfied Marginal Satisfied 

Use-case 1 
 

Textual 5% 10% 85% 

Visual 5% 0% 95% 

Use-case 2 
Textual 5% 15% 80% 

Visual 0% 5% 95% 

Use-case 3 
Textual 10% 15% 75% 

Visual 5% 5% 90% 

Overall Overall 5% 8% 87% 

 

 

Table 5.19 shows the level of satisfaction of participants across all treatments of the 

experiment according to the average of their agreement level via ASQ. The table 

presents, in general, only 5% of participants exposed their disagreement about the 

satisfaction of explanations generated through XPDA, while the level of agreement for 

the rest of the participants about the satisfaction of explanations is calculated as 27%, 

45% and 15% for “Strongly Agree”, “Agree” and “Somewhat Agree”. This trend of 

participants’ satisfaction remains similar across all different treatments.  
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Table 5.19. Satisfaction level of participants across all treatments 

Use case Presentation 
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Use-case 1 
 

Textual 0% 0% 5% 10% 5% 55% 25% 

Visual 0% 0% 5% 0% 20% 25% 50% 

Use-case 2 
Textual 0% 0% 5% 15% 10% 45% 25% 

Visual 0% 0% 0% 5% 20% 65% 10% 

Use-case 3 
Textual 0% 0% 10% 15% 25% 35% 15% 

Visual 0% 0% 5% 5% 10% 45% 35% 

Overall Overall 0% 0% 5% 8% 15% 45% 27% 

 

• One-way Analysis of Variances (ANOVA) was conducted to compare 

satisfaction scores between explanations corresponding to different use cases 

when they are presented in a similar format. The degree of freedom between 

the groups was 2 and within groups was 57. The results indicate that there is 

no significant difference between the satisfaction of explanations across 

various use cases no matter whether they are presented in textual format (P-

value = 0.21) or visual format (P-value = 0.65).  

• Another level of analysis was conducted to investigate the effect on the 

presentation form of explanation on satisfaction scores per each use case 

through several independent-samples t-tests. The results (Table 5.20) depict 

that there is no significant effect on the presentation form of explanations on 

satisfaction scores in any use cases. 
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Table 5.20. T-Test results for ASQ scores of different presentation forms of each use case 

Use case Presentation T values P-values 

Use-case 1 
Textual 

t (38) = 0.59 0.28 
Visual 

Use-case 2 
Textual 

t (38) = 0.32 0.38 
Visual 

Use-case 3 
Textual 

t (38) = 1.71 0.05 
Visual 

 

5.5 Discussion 

According to a systematic literature review of explanation in decision support systems 

[176], it is not typical to accompany an evaluation while proposing a new form of the 

explanation (lack of a proper evaluation in two-thirds of all analysed studies). It is not 

surprising because it is hard to determine and agree on the definition of correct or best 

explanation in most cases. The primary way to evaluate the provided explanations is 

to capture the subjective perception of users or to monitor the impact of the 

explanations in the user behaviour (which were predominant evaluation method 

occurring in more than half of the remaining analysed studies). 

The “Right to Explanation” the reason of personal data access is a right to be given to 

any individual without considering his/her experiences and knowledge on 

AI/computer systems [25]. Therefore, both experiments were designed in a human-

grounded level to test more general notions of the quality of explanations. 

Since accuracy, consistency and completeness of the explanations generated 

through OWL Explanation API were assessed and confirmed in [170], the first 

experiment of this chapter assessed interpretability of the explanations generated 

through OWL Explanation API using a causal simulation method. The experiment 

confirmed that even domain experts with the background of computer science cannot 

understand this explanation with a high agreement between the participants about its 

complexity and difficulty. These results are aligned and consistent with [231], which 

showed that AI novice users prefer a more simplified explanation and representation 

interfaces.  

The second experiment, which can be considered as a core experiment of this thesis, 

evaluated interpretability of the explanations generated through the XPDA service. 
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The experiment applied a mixed of within-subjects and between-subjects design to 

evaluate three well-accepted criteria of an interpretable explanation [32] [232] 

(usefulness, understandability and satisfaction) across all possible treatments 

corresponding to two presentation forms of the explanation and three pre-defined use 

cases.  

According to the close connection between usefulness and usability, the usefulness 

of explanations was assessed through an amended version of the SUS questionnaire. 

Analysis of the results confirmed that most of the participants found the explanations 

generated through XPDA service sufficiently usable. This finding was consistent 

through all established ranking scale of SUS with similar trends across all treatments.  

Assessing understandability of the explanations was more challenging due to the 

lack of standard metrics and even common method to evaluate it. Understandability of 

the explanations can depend on several latent parameters such as human cognitive 

function and can be subjective to the specific scenario/use case. Previous studies 

evaluated understandability of the explanations through self-expression of participants 

[233] [234], but it was shown that the participants tend to overestimate the depth of 

their understandings [235] as a case of a general overconfidence effect [236] [237]. 

People also seem to use misleading heuristics to assess how well they understand a 

system. Most notably, if they can see or easily visualise several components of a 

system, they are more convinced they know how it works [238]. An effective way of 

evaluating user understanding is to directly ask them about the decision-making 

process, which provides valuable information about their thought processes and 

mental models [195]. Therefore, several questions were designed to assess the 

understandability of the explanations generated through XPDA service. The results of 

this evaluation showed that most of the participants perceived the explanations with a 

high level of understanding. 

As the last part of this experiment, participants’ satisfaction with the explanation 

was evaluated through ASQ. The outcome confirmed that the participants were 

satisfied with the explanations generated through the XPDA service since they found 

them usable and understandable.  

These evaluations confirmed all the hypotheses of the experiment and showed that 

the XPDA service could generate interpretable explanations of the reason for personal 

data access in both presentation forms (textual and visual) across different studied use 

cases.  
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5.6 Conclusion 

This chapter presented the undertaken evaluations of the explanations generated in 

different phases of this thesis through two experiments with human subjects. The result 

of the first experiment highlighted the need to generate more interpretable explanation. 

The second experiment measured the interpretability of generated explanation through 

XPDA against most agreed criteria in the literature, namely usability, 

understandability, and satisfaction. A comprehensive user study was designed and 

conducted to evaluate these criteria across all possible treatments corresponding to two 

presentation forms of the explanation and three pre-defined use cases. The results of 

this study have shown that the explanations generated through XPDA service are 

sufficiently usable, perceived with a high level of understanding and satisfaction for 

the majority of participants. Therefore, all proposed hypotheses for the user study were 

confirmed, and RO4 of this thesis is fulfilled. However, there are several areas that 

future studies could explore further, which can be discussed as follows: 

• As discussed in the previous section, both user studies are conducted to 

evaluate the quality of explanations in human-grounded level within the 

controlled environment of prototypical implementation of the motivating 

scenario. In future work, similar experiments need to be done in application-

grounded level to evaluate the quality of explanations within a real application.  

• There might be other methods to evaluate any of the selected evaluation criteria 

which can be investigated in future works. The comparison of several 

evaluation methods and their result would help to define a high-performance 

evaluation method to assess the quality of explanation not for TETs but also 

for other domains such as XAI. Likewise, although the selected criteria for 

evaluation are well accepted across different previous studies, but there are still 

several other key measurement concepts which need to be assessed for 

evaluating the quality of explanation.  

• Although the main user study in this chapter is designed as a quantitative 

experiment, but expanding the study with post-experiment interviews, open-

ended questions or more close-ended questions designed precisely by experts 

of different related domains as part of future work, can help to improve the 

validity of the outcomes of the studies.  
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6 Conclusion  
This chapter concludes the thesis with a discussion on the extent to which the research 

question and objectives, discussed in Section 1.2, have been addressed through the 

presented work. The chapter also presents the resulting contributions, which were 

previously summarised in Section 1.4. It concludes with potential avenues for further 

work arising from the research presented within the thesis. 

 

6.1  Fulfilment of Research Objectives 

The research question guiding the work presented in this thesis, defined in Section 1.2 

as: 

“To what extent can a Semantic Web-based service enhance transparency to a human 

on her/his personal data access in an interpretable manner?” 

Four research objectives were identified, which guided the work towards answering 

the research question. This section discusses the extent of their fulfilment based on 

work presented in previous chapters of the thesis. 
 
6.1.1 Fulfilment of RO1 

The first research objective (RO1) was to perform a literature review on the use of 

Semantic Web technologies to advance characteristics of access control and 

specifications of Transparency Enhancement Technologies for privacy-preserving 

purposes. This research objective was fulfilled by conducting two integrative reviews 

of previous studies on the above topics of interest. These reviews assessed and 

synthesised the literature to identify best practices, reveal the gaps and motivate the 

aim of this research and justify the research question and objectives, as described in 

Chapter 2. 

The first review, discussed in Section 2.3, confirmed the competence of Semantic 

Web technologies in representing different access control models and in privacy policy 

specification and maintenance. This adequacy affirmed the motivation of exploiting 

Semantic Web technologies as a foundation and skeleton of the XPDA service. Also, 

comparing deployed approaches in reviewed literature identified the context-based 

approach and hybrid approach of using ontologies and rules as best practices for access 

control model and privacy specification, respectively. These approaches were used as 

essential methods in designing and implementing XPDA, as discussed in Chapter 3 

and Chapter 4.  
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Meanwhile, the review acknowledged the necessity of providing data subjects with 

policy awareness and privacy implication to control the proper use of their data and 

preserve their privacy. The review discussed the need for improving the current access 

control approaches to provide data subjects with more transparent information on how 

and why their personal data was used. These findings led us to review the existing 

transparency enhancement technologies to improve our knowledge about their 

categorisation, representation and evaluation. This review, discussed in Section 2.4, 

featured that most of the existing TETs have been focused on privacy implication to 

help data subjects know what happens with their personal data. Meanwhile, we could 

not find any transparency enhancement approach in reviewed literature providing 

policy awareness that allows data subjects to know why their personal data disclosure 

and access. These outcomes justified RO2 and RO3 of this research as a need for 

design and implementation of a service, addressed in Chapter 3 and Chapter 4 

respectively, to provide all above mentioned required aspects of transparency on 

personal data access in an interpretable manner. This part of the review also specified 

different metrics used to evaluate TETs; meanwhile, it demonstrated the need for a 

more comprehensive user-centric evaluation to measure the impact of these 

technologies. This outcome of review affirmed RO4 of this research which addressed 

in detail in Chapter 5. 

 

6.1.2 Fulfilment of RO2 

The architecture of XPDA was designed to extend data subject’s control over their 

data access through enhancing transparency and discussed in Chapter 3. Motivated by 

literature review outcomes, Semantic Web technologies were used as a foundation of 

this architecture to provide sufficient flexibility to apply XPDA in different scenarios 

with few or no changes. 

Meanwhile, putting human intelligence (such as domain experts and ontology 

engineers) in the architecture of XPDA augmented its scalability to deal with vast 

application domains and privacy policies. The strengths of different access control 

models and transparency enhancement technologies derived from their comparison in 

the literature review were considered as key attributes of XPDA. These fundamental 

attributes consist of: 

• Exploiting context awareness for policy adaptation.  
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• The combined use of ontology constraints and rule-based approach for 

policy specification, enforcement and evaluation in the architecture of 

XPDA.  

Also, this architecture fulfilled the lack of policy awareness and privacy implication 

of existing access control models by designing components for exposing the details of 

the access decision and explaining the justification of this decision as an ex-ante 

transparency enhancement approach in XPDA. 

Consequently, the design of XPDA architecture satisfies RO2 of this research. 

 

6.1.3 Fulfilment of RO3 

The undertaken approaches to implement a prototype of the XPDA service on a 

motivating scenario in the health domain fulfilled RO3 of this study. Details of the 

implementation, discussed in Chapter 4, depicted how expected advantages of 

exploiting Semantic Web technologies in the design of XPDA was leveraged in 

practice to provide data subjects with more visibility on their personal data access. The 

brief list of these exploited competences of Semantic Web technologies in this 

prototype can be summarised as follows: 

The determination of the concepts, their definitions and relationships comprising 

the vocabulary of data access control in the application domain is facilitated through 

ontological modelling. The graph presentation of the ontology made it more readable 

and understandable for privacy and legal regulatory experts to revise the model in the 

early stage of its development. 

Specifying and representing the complex hierarchy of different entities of XPDA, 

such as personal data, and defining the complicated relations in contextual knowledge 

was simplified using OWL. 

Integration of SWRL rule language and OWL constraints supported in the 

definition of privacy rules and specifying the policy. 

Deploying Pellet reasoner, which supports OWL/Rule hybrid reasoning, enhanced 

the inference of latent knowledge about different concepts and their relations to 

provide more precise privacy enforcement and evaluation. 

Querying the knowledge model using SPARQL retrieved the detailed information 

of access decision and justification for this access decision’s entailment through OWL 

explanation workbench explained data access.  
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The explanation of the reason for a decision was provided in a human-readable 

format applying a verbalisation approach using labels in ontological knowledge 

model.  

 

6.1.4 Fulfilment of RO4 

A user study based on standard methodologies were conducted to evaluate the 

interpretability of outputs provided by XPDA and discussed in detail in Chapter 5 of 

this thesis. 

The criteria for this evaluation and the best approach to measure them were 

determined by conducting another literature review focusing on the background of 

explanation evaluation in human behaviour, discussed in Section 5.2, and taxonomy 

of human subject evaluation of explanation, discussed in Section 5.3. 

A comprehensive user study was designed to evaluate these criteria across all 

possible treatments corresponding to two presentation forms of the explanation and 

three pre-defined use cases, discussed in Section 5.4. While standard questionnaires 

were used to evaluate usability and satisfaction, a novel method was proposed to 

evaluate its understandability. Consequently, 12 different questionnaires were 

designed to conduct this user study. The experiments were conducted between and 

within 60 randomly recruited participants to increase the validity of the user study and 

the reliability of their results. 

This study showed that the explanations generated through XPDA service are 

sufficiently usable, perceived with a high level of understanding and satisfiable for 

most participants. These experiments and their result fulfilled RO4 of this thesis.  

 
6.2 Contributions  

This section describes contributions from the research presented in this thesis, which 

were initially summarised in Section 1.4. The thesis yielded two contributions;  design 

and development of the XPDA service, and design a user study to evaluate the 

interpretability of the explanation. The impact and extent of the contributions in terms 

of publications related to the work was listed in Section 1.4.3. 

 
6.2.1 Design and development of the XPDA service  

This thesis’s first and major contribution is to design and implement a service to 

provide data subjects with an interpretable explanation of their personal data access. 
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This service not only enhances the control of the data subject over their personal data 

access by leveraging Semantic Web technologies but also adopts the best practice of 

existing access control models by involving careful consideration on exploiting 

context awareness and policy specification. Moreover, this service extends the state of 

the art of TETs by offering a novel approach to provide detailed information about 

data access and explaining its justification which improves the visibility of the 

implication of privacy rules on access decisions. All of this information is represented 

in a way that could be perceived by non-expert users. 

This service allows data subjects to benefit from their right to be informed about 

the collection and use of their personal data while they acquire their right to the 

protection of their personal data. 

Although the primary beneficiaries of this service are data subjects, it can be 

exploited for auditing purposes by data controllers and service providers. Meanwhile, 

the research community can deploy and advance it in other domains. 

 
6.2.2 Design a user study to evaluate the interpretability of the explanation  

In this research, a comprehensive user study was designed to evaluate the extent to 

which participants can perceive the practical advantage of explanation generated 

through XPDA. The experiment of this user study deployed a quantitative approach to 

evaluate three well-agreed concepts of measurement for assessing the interpretability 

of generated explanation through XPDA. These criteria were identified as the results 

of an extensive review of different studies across several domains, including emerging 

XAI. The approaches for evaluation of usability and satisfiability were designed based 

on standard questionnaires. However, due to the lack of a standard experimental design 

method for evaluating the understandability, a novel method was adopted from 

synthesising various approaches of human cognition evaluation in social sciences. 

Different aspects of understanding, including explicit, implicit and compositional 

cognitive chunks of the explanation, were considered in the questionnaire design for 

this novel method.  

The detailed description of all experimental design steps, including establishing 

treatments, calculating scores per each criterion, and analysing the results, amplified 

the flexibility and scalability of setting this user study up to evaluate the interpretability 

of explanations generated in other researches. The statistical analysis of results also 

applied to more investigation on the impact of different factors of the evaluation. 
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6.3 Limitations 

This thesis describes several contributions and has the potential to yield a significant 

impact. However, there are some limitations in different phases of this research that 

should be noted, particularly with regard to guiding future work. 

Deploying the XPDA service to control data access in any system/application relies 

on developing an ontological knowledge model of that system and is performed by an 

ontology engineer/expert, as discussed in Section 4.2. Therefore, the performance of 

XPDA highly depends on the quality of the developed ontology and consequently on 

the experience and domain knowledge of the ontology engineer/expert.  

Another essential limitation identified during the implementation of XPDA, 

discussed in Chapter 4, was the lack of standard, general or even well-agreed 

methods/approaches that restricts the application of Semantic Web technologies. The 

immediate examples of this limitation can be seen in the: 

• Lack of agreed and standard vocabularies to describe the key characteristics 

and categorisation of personal data and their processing categories in order to 

facilitate ontological modelling of services, like XPDA, and their 

interoperability in different use cases to demonstrate their effectiveness in 

various business settings. This gap is identified during the XPDA prototype 

implementation, where ontological knowledge modelling was developed in 

KR. 

• Lack of a more standard and precise approach for verbalising the naming 

conventions used in ontological modelling, which depends on the linguistic 

features of the names used for individuals, classes, and properties in the input 

ontology. Interpreting machine-readable explanation, generated through OWL 

Explanation API, to human-readable presentation in natural language revealed 

this gap during AX implementation. 

Further investigation is required to define these standards to extend the adaptivity of 

Semantic Web technologies for privacy-preserving purposes. 

Moreover, the functionalities of some components were implemented manually in 

the prototype of XPDA. Although in some cases, it is carried out intentionally to 

simplify the procedure (such as the implementation of the Context Manager), in other 

cases, it occurred due to the lack of an automated method for the corresponding 

function creation. For example, identifying disparate data access policies issued by 
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various stakeholders and representing them in rule languages, such as SWRL, has been 

carried out manually in the XPDA prototype and similarly in other application of 

Semantic Web technologies (based on best of our knowledge). This process would 

take a significant amount of time and labour in large scale applications. Further 

research to integrate existing approaches or propose a new approach for these 

functions can be considered as another potential future work.  

Also, in implementing the XPDA prototype, the OWL Explanation API is deployed 

for generating machine-readable explanations for data access. Then these machine-

readable explanations are transformed into human-readable explanations. Therefore, 

the limitation of OWL explanation API, such as dealing with multiple justifications 

[170] and reasoner benchmarking, has been inherited, affecting the quality of 

explanation generated through XPDA.  

Finally, the prototype of XPDA is implemented based on a sample motivating 

scenario, and its experimental user study is also conducted in the controlled 

environment of this prototypical implementation. Therefore, while the research has 

shown that XPDA has clear promise, and the experimental results are positive, the 

effectiveness and efficiency of XPDA have not been tested in real applications across 

various domains. The potential future work can address exploiting XPDA in a real-

world application to evaluate its efficiency with regards to different criteria, including 

fault tolerance, load balancing, and resource consumption. 
 
6.4 Opportunities for future work  

As discussed in the previous section, some gaps and limitations were realised during 

the research, which need to be further investigated in the future. Meanwhile, there are 

several opportunities identified to extend the capabilities of XPDA. Although the 

potential extent of each phase of this study was discussed separately in their 

corresponding chapters of the thesis, they can also be categorised as follows: 

 

6.4.1 Future work to extend the design and development of the XPDA service  

This research confirmed the positive impact of ex-post transparency on improving data 

subject control on their data access. The delivery mode of transparency in the 

prototype implementation of XPDA, discussed in Chapter 4, is applied on a demand-

basis (Pull Mode). Improving the implementation to include a Push Mode, where data 
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subjects can be notified of any event on their data, can enhance the level of 

transparency and interactivity of the XPDA service.  

Another advancement of the XPDA architecture could offer data subjects more 

control over their data access, allowing them to change their privacy preferences as 

they comprehend the current implications. This improvement could help to enable the 

right to be forgotten.  

Similarly, another potential expansion of the XPDA service can be offering ex-ante 

transparency, which provides data subjects with the anticipated consequences before 

disclosing data for intended data collection and processing. 

 

6.4.2 Future work to extend the evaluation of the interpretability of XPDA 

As discussed in chapter 5, conducted user study addressed the evaluation of 

explanations’ quality in human-grounded level within a controlled environment of 

prototypical implementation of XPDA. Similar experiments need to be done in future 

works in application-grounded level within a real application requiring more complex 

and diverse privacy rules.  

Deploying other alternative methods to evaluate the selected evaluation criteria and 

comparing their strengths, drawbacks, and results would help to define a high-

performance evaluation method to assess the quality of explanation not only for TETs 

but also for other domains such as XAI. Also, several other key measurement concepts 

can be considered for evaluating the quality of the explanation.  

Moreover, expanding the quantitative approach conducted in this thesis with post-

experiment interviews, open-ended questions, or more close-ended questions designed 

precisely by experts of different related domains can improve the validity of the user 

study outcomes. This option can be considered as an outreach of current user study in 

future works. 

 

6.5 Final remarks  

It is the main hope of the author of this thesis that the proposed service can empower 

people’s ability to control their data access by revealing more transparent details about 

these accesses. This will not be possible if it is not integrated with different commercial 

product and services. Therefore, the author’s ambition is that the commercial providers 

of online products and services can realise the impact of this service on mitigating the 
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privacy violation risk of their products and setting up the trust for their users and being 

willing to integrate XPDA with their products and services. 

It is also hoped that the contributions of this study would benefit the research 

community, and researchers can employ the findings of this thesis in their research 

and apply their expertise to contribute to improving this study in the suggested future 

research directions. 
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Appendix A. Vocabulary for Data Privacy 
 
 
Creating a Vocabulary for Data Privacy 
 

During the design of the XPDA service and the implementation of its prototype in the 

motivating scenario, we encountered a gap related to lack of standard and agreed-upon 

vocabulary to: 

• describe and interchange personal data being relevant to support the rights of 

data owner mentioned in chapter 3 (Articles 12-23) of the GDPR [25].  

• describe the purposes of personal data handling and categories of processing 

to comply with the required legal bases such as consent 

• align the terminology of privacy legislation - such as the GDPR, to allow 

organisations to claim compliance with such regulations using machine-

readable information.  

This chapter describes our contribution in a W3C Community Group (CG), named as 

‘Data Privacy Vocabularies and Controls Community Group (DPVCG)’, to address 

these challenges. Also, Data Privacy Vocabulary (DPV), as a comprehensive, 

standardised set of terms of personal data handling and privacy policies annotation, 

would be described as an outcome of this contribution. 

 

• Data Privacy Vocabularies and Controls Community Group 

This W3C Community Group (CG) was formally established on 25th May 2018 - the 

implementation date of the GDPR. The group has more than 50 members to date 

representing academia, industry, legal experts, and other stakeholders. General 

information about the group along with the meetings’ notes and resources publicly 

available through a wiki page13 and its discussions are open via the public mailing 

list14. After over a year of a collaborative effort, the ‘Data Privacy Vocabulary’ (DPV) 

was published on 25th July 2019.  

 

 

• Methodology  

 
13 https://www.w3.org/community/dpvcg/wiki/Main_Page 
14 https://lists.w3.org/Archives/Public/public-dpvcg/ 
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Existing relevant use cases and vocabularies were collected and documented in a wiki 

document15 through individual submissions by CG members. Relevant terms were 

then identified from each vocabulary. Then, their relevance, requirements, and 

applicable use cases categorised as various taxonomies and listed in the wiki page. 

Along with working on the categorisation of the terms, the need for developing an 

ontology is realised in order to represent relations between these terms. The process of 

ontology development adopted the NeOn methodology scenarios [239] and SPECIAL 

Usage Policy Language [240] as basic instruments. Top-level concepts and their 

hierarchies were proposed, discussed in several co-creation sessions, and added in a 

collaborative spreadsheet hosted on the Google Sheets platform16. The vocabulary was 

created through a script17 that extracted terms using the Google Drive API and 

generated RDF serialisations and documentation using rdflib18 and ReSpec19, 

respectively.  

 

• Data Privacy Vocabulary  

As a result of the process above, the ‘Data Privacy Vocabulary’ (DPV) has been 

published on 25th July 2019 at a namespace20 as a public draft for feedback. The 

current vocabulary provides terms (classes and properties) to annotate and categorise 

instances of legally compliant personal data handling. In particular, DPV provides 

extensible concepts and relationships to describe the following components:  

1. Personal Data Categories  

2. Purposes  

3. Processing Categories  

4. Technical and Organisational Measures  

5. Legal Basis  

6. Consent  

7. Recipients, Data Controllers, Data Subjects  

These components are intended to express Personal Data Handling in a machine-

readable form by specifying the personal data categories undergoing some processing, 

 
15 https://www.w3.org/community/dpvcg/wiki/Taxonomy 
16 https://www.google.com/sheets/about/ 
17 https://github.com/dpvcg/extract-sheets/ 
18 https://github.com/RDFLib/rdflib 
19 https://github.com/w3c/respec 
20 http://w3.org/ns/dpv 



 
 

149 

for some purpose, by the data controller, justified by legal basis, with specific technical 

and organisational measures, which may result in data being shared with some 

recipient. The vocabulary is built up in a modular fashion, where each ‘module’ covers 

one of the above-listed aspects, and which is linked together using a core Base 

Vocabulary. 

Base Ontology and Personal Data Category module would be described in next 

sections because of active participation of the primary author of this thesis in their 

development and others were outlined and can be found for further reading in [43]. 

 

- Base Ontology 

The ‘Base Ontology’ describes the top-level classes defining a policy for legal 

personal data handling. Sub-Classes and properties for each top-level class are further 

elaborated using sub-vocabularies, which are available as separate modules and are 

outlined in [43]. The modular approach to provide a separate base ontology makes it 

possible to use sub-vocabularies by sharing dpv: namespace. The core concepts of the 

Base Ontology module and their relationships are depicted in Figure A.1. 

 

 

 
 

 

 

 

 

Figure 0A.1. DPV base Ontology classes and properties 



 
 

150 

 

- Personal Data Categories  

DPV adopts its broad top-level personal data categories from the taxonomy provided 

by EnterPrivacy21. The top-level concepts in this taxonomy refer to the nature of 

information (financial, social, tracking) and its inherent source (internal, external). 

Each top-level concept is represented in the DPV as a class and is further elaborated 

by subclasses for referring to specific categories of information - such as preferences 

or demographics. Inspired from the motivating scenario of this thesis, the class 

dpv:SpecialCategoryOfPersonalData is defined to represent categories that are 

‘special’ or ‘sensitive’ and require additional conditions according to Article 9 of 

GDPR. 

The categories defined in the personal data taxonomy can be used directly or further 

extended to refer to the scope of personal data used in processing. The taxonomy can 

be extended by defining the subclasses of respective classes to depict specialised 

concepts or combined with classes to indicate specific contexts. The class 

dpv:DerivedPersonalData is an example of such context where information has been 

inferred from existing information of opinions from social media. While the taxonomy 

is by no means exhaustive, the aim is to provide sufficient coverage of abstract 

categories of personal data which can be extended using the subclass mechanism to 

represent concepts used in the real world. For instance, Figure A.2 shows the hierarchy 

of concepts for classifying depictions of individuals in pictures. 

 

 
 

 

 
21 https://enterprivacy.com/2017/03/01/categories-of-personal-information/ 

Figure 0.2. Hierarchy of concepts for classifying depictions of individuals in picture (inspired by 
EnterPrivacy) 
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• Potential Adoption and Usage  

The primary aim of DPV is to assist in the representation of information concerning 

privacy in the context of personal data processing. To this end, it models concepts at 

an abstract or top-level to cover a broad range of concepts. This shall enable the DPV 

to be used as a domain-independent vocabulary which can be extended or specialised 

for specific domains or use cases. Though the DPV does not define or restrict how 

such an extension should be created, this section highlights some suggested methods 

for its adoption and usage. Firstly, the modular nature of DPV enables the adoption of 

a selected subset of the vocabulary only to address a specific use case. For example, 

an adopter may only wish to deploy the concepts under Purpose and 

PersonalDataCategory without using/describing all aspects of a particular 

PersonalDataHandling from the base vocabulary.  

Besides, the use of RDFS and OWL enables extending the DPV in a compatible 

manner to define domain-specific use cases. For example, an extension targeting the 

finance domain can define additional concepts by using RDFS’ subclass mechanism. 

Such an extension, when represented as an ontology, will be compatible with the DPV 

and will enable semantic interoperability of information, and ideally applications such 

as automated compliance checking for privacy policies and data handling records 

annotated with DPV and its extensions. Nevertheless, the DPV is intended to be used 

as an interoperable vocabulary where terms are structured in a hierarchy and have an 

unambiguous definition to enable common agreement over their semantics which can 

limit the flexibility of adopting these concepts to other pre-defined vocabularies, as 

seen in the case of Consent Receipts [241] and the SPECIAL vocabularies [242].  
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Appendix B. Informed consent 
 
 

TRINITY COLLEGE DUBLIN 

INFORMED  CONSENT  FORM 

Thank you for your interest in taking part in this experiment. The information below 

is provided to inform your decision about consenting to take part in this experiment. 

  

Researcher: Roghaiyeh(Ramisa) Gachpaz Hamed 

  

Background of the research: 

Personal data has been described as the new oil of the Internet and a new currency of 

the digital world. The digital age has created new ways of collecting, accessing, 

analysing and using these data, often across different jurisdictions. Such extensive 

collection provokes privacy concerns on the part of users. On the 28th birthday of 

World Wide Web in March 2017 “Losing control over personal data” was expressed 

as one of the three biggest challenges facing the web. 

Despite the publication of legislation in multiple countries to preserve privacy, there 

is still a need to better inform users when sharing their personal data. Users need to be 

provided with an effective way to help them during the process of disclosing their 

personal data. They need to be assisted so that they have more control over their data 

when services and companies are accessing it.  

This research proposes an approach for empowering users to understand access to their 

personal data. It focusses on finding easy and effective approaches (textual and visual) 

for explaining complex decisions to the user during disclosure of their data. 

  

Aim: 

The aim of this questionnaire is to gather information about comprehension of output 

from a system. The output is an explanation that shows the reason for a disclosure 

decision over personal data. 

  

Procedure: 

If you agree to participate in the research, you will be asked to complete a 

questionnaire in which you will answer a series of multiple-choice questions 
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regarding the topics outlined above.  

The experiment should take about 20-25 minutes where: 

• Basic information about the experiment will be presented. 

• You will confirm your consent to being involved in this experiment. 

• You will be asked to fill out some background information. 

This will include questions on: 

• Physical characteristics, age range and sex. 

• Educational background 

• English reading skill 

• Importance of being informed about access to personal data 

• Background knowledge about graphs 

• You will be asked to work as below for two test cases: 

o To read a very short scenario and output of the system. 

o To answer questions about the output of the system. 

On completion of the experiment you will be returned to the Prolific Academic website 

Publication: 

The data gathered from this questionnaire will be used as part of the researcher’s 

PhD thesis and may be also be presented at academic conferences. All information 

you provide will be treated with full confidentiality and, if published, will not be 

identifiable as yours. 

  

Declaration: 

• I am at least 18 years of age and competent to provide consent. 

• I agree to participate in this experiment for the stated monitory reward 

advertised on the Prolific Academic Crowdsourcing marketplace. 

• I have read a document providing information about this research and this 

consent form. I understand to my satisfaction, the description of the research 

that has been provided to me. 

• I agree that my data is used for scientific purposes and I have no objection that 

my data is published in scientific publications in a way that does not reveal my 

identity. 

• I understand that if I make illicit activities known, these will be reported to 

appropriate authorities. 
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• I understand that none of the questions are mandatory except for the Prolific 

Academic ID question which is necessary to receive payment. 

• I understand that should I complete the experiment, I may subsequently ask that 

my submission be removed from the study and any records destroyed. 

• I understand that, subject to the constraints above, no recordings will be replayed 

in any public forum or made available to any audience other than the current 

researchers/research team. 

• I freely and voluntarily agree to be part of this research study, though without 

prejudice to my legal and ethical rights. 

• I understand that I may refuse to answer any question and that I may withdraw 

at any time without penalty. 

• I understand that my participation is fully anonymous and that only generic 

details about me are being recorded, none of which can be used to identify me 

at a later stage. 

• I will not name third parties in any open text field of the questionnaire. 

• I understand that if I, or anyone in my family has a history of epilepsy, then I 

am proceeding at my own risk. 

• I understand that my completed submission will be reviewed to ascertain that a 

serious attempt has been made to answer the questions and fulfil the 

requirements of the experiment. Submissions which fail certain attention 

questions or provide obviously erroneous information will be discarded and 

payment will not be forwarded. 

• I understand that the experiment is hosted by Trinity College Dublin and that 

the researcher will hold my anonymous submission in the same institution. 

• All participants are eligible for the reward as advertised on the Prolific 

Academic crowdsourcing marketplace website. I understand I have the right to 

withdraw from the experiment at any stage, but I will not be eligible to claim 

the reward. 

• I understand that attention questions will be used in the experiment and failure 

to answer one or more of these correctly will result in my submission being 

rejected and payment not being delivered. 

• I understand that this is a crowdsourced experiment and that there is no 

supervision or guidance. I understand that I will not be able to ask questions and 
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that if I have any doubts or hesitation about participation that I should not 

continue. 

Print: 

To print a copy of this Informed Consent Form please use File > Print from the corner 

of your browser. Alternatively, you may email the researcher below to request a digital 

copy. 

 

Research group: 

This study is being undertaken by researchers in the ADAPT Centre in Trinity College 

Dublin. The SFI funded ADAPT project is a dynamic Academia-Industry partnership 

with over 100 researchers developing novel technologies addressing the key 

localisation challenges of volume, access and personalisation. If you would like further 

details about the study, feel free to contact Roghaiyeh(Ramisa) Gachpaz Hamed in 

Trinity College Dublin.  

This research is supported by the Science Foundation Ireland and the ADAPT Centre 

at Trinity College, Dublin. 

  

  

Statement of researcher’s responsibility: 

I, the lead researcher, have provided the above information and the information 

contained on the Participant Information Sheet in good faith and I commit to abide by 

it. 

  

  

                                   

Roghaiyeh(Ramisa) Gachpaz Hamed 

ADAPT Centre 

Department of Computer Science                  

Trinity College Dublin             

Email:  ramisa.hamed@adaptcentre.ie 

Phone: + 353 1 896 1765 
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Appendix C. Supplementary Materials 
 
 
The data and code for implementing the XPDA service prototype and the results of the 

user study, discussed in Chapter 5, are available in a private GitHub repository22. 

Further, the online questionnaires of the user study are available through Qualtrics23. 

Please contact the author of this thesis on Ramisa.Hamed@tcd.ie to access either the 

repository or the questionnaires. 

 
 
 

 
22 https://github.com/RamisaHamed/XPDA.git 
23 Sample online questionnaire can be found in: https://scsstcd.qualtrics.com/jfe/form/SV_2689YhiMINJGrpb 

 


