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Abstract

In order to simulate naturalistic turn-taking behaviours, such as fast-turn switches, intentional overlap, backchanneling, and barge-in, spoken dialogue systems (SDSs) will need to have computational models of turn-taking that are both predictive and incremental. They will need to be predictive in the sense that they predict future user turn-taking behaviours rather than respond to behaviours that have already occurred, as is typically done in traditional endpointing-based systems. In the projection theory of Sacks et al. (1974) they proposed that humans are capable of anticipating turn endings before they occur. We argue that SDSs which aim to converse in a human-like manner should be capable of anticipating user behaviours as well. To make decisions based on these predictions, the system must process information incrementally, while the user is still speaking.

In this thesis we develop recurrent neural network (RNN) based models of turn-taking that are both predictive and incremental. Continuous turn-taking (CTT) models as proposed by Skantze (2017b) were taken as a starting point. We investigated these models and proposed a number of improvements and extensions. First, we performed an analysis of input features for CTT models, gained insights into the utility of different varieties of features, and proposed optimal sets. We then proposed architectural improvements to the original CTT model in the form of a multiscale RNN architecture that allows features to be processed at an independent rate. We then designed a control process based on partially observable Markov decision processes (POMDPs) that is able to employ the predictive nature of our RNN models to make responsive turn-taking decisions.

Our investigations led to the development of a different variety of model that can be used for generating naturalistic response timings using features from both the user’s turn and the system turn. Our response timing networks (RTNets) are motivated by the observation that response timings carry communicative importance, and that listeners associate different timings with different types of responses. RTNets are still both predictive and incremental, but they differ from CTT models in many other aspects, such as their objective functions and architectures. We propose that these models address an overlooked aspect of SDS response generation that can increase the realism of SDS interactions.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 Modern Spoken Dialogue Systems

The predominant way for humans to interact with computers is through some form of graphical user interface (GUI), which can be controlled using hardware such as keyboards, mice, and touch screens. We are able to use these interfaces to input information to the computer, which then typically outputs information in visual form to a screen. The way we use these devices to interact with computers contrasts with the way humans most commonly use spoken dialogue to interact with one another. When compared with other forms of human language (e.g. written prose, oration, written dialogue), spoken dialogue is unique in that it is the first form of language that we learn as children. Dialogue, as a form of language, exists in spoken languages where there is no written form. It can be used to communicate in areas with high rates of illiteracy. It is also the form of language that most of us use most commonly in our day-to-day lives.

The use of spoken dialogue to interact with computers entails spoken dialogue systems (SDSs), which are computer systems where users are able to input information to the computer using speech, while the computer is able to output information using synthesized speech. SDSs have long been featured in science fiction films, and while some applications of SDSs have established use-cases going back several decades (most notably applications that involve telephony e.g. travel information \cite{Raux2005} and banking \cite{Melin2001}) it is only in the past decade that SDSs have achieved widespread adoption as a method for interfacing with intelligent virtual assistants (IVAs) such as Apple Siri, Microsoft Cortana, Amazon Alexa, and
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Google Assistant.

IVAs are task-oriented dialogue systems that are designed to perform multiple useful functions such as: answer queries (e.g. retrieve weather forecasts or bus times), play music, set reminders, shopping, and news updates. Most of these systems are designed as a collection of skills, within which one or more speaking turns by the user and the system can be used to complete a task. For example, Alexa offers pizza-ordering skills where the user interacts with the IVA over multiple turns (Wong, 2017). Alexa is able to ask the user for information such as desired pizza type and size, while it is also able to supply the user with information on the menu details. These multi-turn interactions require that the SDS maintains a record of the dialogue state (what has already been said) while eliciting the necessary information from the user required to complete the task.

As the adoption of SDSs has surged over the past decade, thanks largely to the increasing popularity of IVAs (BusinessWire, 2018), two noteworthy commercial SDSs have recently emerged that embody two different (but not opposing) technological aspirations for SDSs: Google’s Duplex, and Microsoft’s XiaoIce. Duplex is a component of Google Assistant that can be used to make restaurant, cinema, and hair salon bookings where the SDS places a telephone call to the business to make the booking on behalf of the user. It represents a commercial effort to make a task-based interaction with a machine as “natural as possible, allowing people to speak normally, like they would to another person, without having to adapt to a machine” (Leviathan and Matias, 2018). This necessitates reproducing human-like behaviours such as backchannels, fillers, interruptions, and low-latency responses. Due to the complexities involved in human conversational dialogue, Duplex is specifically designed to only operate in a highly constrained number of task-based domains.

Microsoft’s XiaoIce, on the other hand, represents a commercial effort to design a social chatbot that optimizes for long-term user engagement as measured in expected conversation-turns per session (CPS) (Zhou et al., 2020). The objective is to keep the user engaged with the dialogue system for as long as possible, rather than to efficiently complete a task. It keeps the user engaged, in part, by establishing a social and emotional connection with the user which is maintained over multiple conversations in a similar way that a human-human social relationship would be maintained. For example, it can carry out discussions about pop culture, music, and current affairs, while maintaining its persona and remembering information about the user’s personal views and opinions that have been stated previously. Notably, it is able to imitate human...
empathetic behaviours in that it is designed to comfort users when they are feeling unhappy. It can do this while also having the ability to perform standard operations associated with IVAs (e.g. weather forecasts, playing music, setting alarms, etc.). XiaoIce has been reported to be very popular in China and Japan, with over 660 million users, making it the most used social chatbot in the world (Zhou et al., 2020).

While it is uncertain how long either Duplex or XiaoIce will remain active as commercial products, they have been introduced in this thesis as illustrative examples of modern commercial applications of SDSs that diverge from the traditional format of IVAs. They both attempt to simulate aspects of human conversational interactions that don’t usually exist in IVAs. In XiaoIce it is the higher-level semantic content of the dialogue that aspires to be similar to human social interactions. While with Duplex, the focus is on making the lower-level interaction with the content more natural and human-like.

1.1.2 Turn-Taking in Conversation

Turn-taking is a fundamental consideration for simulating naturalistic interactions through spoken dialogue. It is the process by which dialogue participants organize the starts and ends of their speaking turns. In their influential paper, Sacks et al. (1974) proposed that participants in a conversation attempt to minimize gaps and overlaps. When considered objectively, humans are very good at this organization process. Although overlap occurs frequently during conversations,
less than 5% of speech occurs in overlap (Levinson, 1983). Also, the modal turn switch offset time (the time from the end of the first speaker’s turn to the start of the second speaker’s turn) has been observed to be around 200 ms, which is close to the limit of human reaction time for any stimuli (Levinson and Torreira, 2015). Figure 1.1 shows a histogram of floor transfer offset timings in a dataset of casual telephone conversations (Switchboard). These fast turn switches have been observed across cultures, independent of the language (Stivers et al., 2009).

Given the slow nature of the human language production mechanism (Levinson and Torreira, 2015), in order to achieve these fast turn-switch times it is necessary for listeners to have planned what they are going to say, and to predict the end of a speaker’s turn before the speaker has finished speaking. In order to predict the end of a speaker’s turn, listeners are able to exploit turn-taking cues that exist in multiple levels of the dialogue including: acoustics, prosody, syntax, lexicon, semantics, discourse structure, and pragmatics. In face-to-face interactions, predictions may also be made using visual turn-taking cues such as eye-gaze behaviours.

1.1.3 Turn-Taking Modelling

While humans are very good at this prediction process, reproducing the same turn-taking behaviours in SDSs is far from straightforward (Ward et al., 2005; Raux et al., 2005). The acoustic and prosodic cues that human listeners use are often subtle, while the linguistic cues are often rooted in syntactic and semantic elements of language that are not always simple to detect. The process of determining when the user has finished speaking is known as endpointing or end-of-turn detection. Endpointing models function by detecting silence from the user and then using features from the dialogue to make inferences as to whether the silence is an end-of-turn (EOT) silence or a mid-turn-pause (MTP). Endpointing mistakes can lead to either interruptions or undesirable long silences.

IVAs, such as the ones discussed above in Section 1.1.1, rely on endpointing to determine when the system can take a turn. Current cloud-based IVAs typically respond to questions with average offsets in the approximate range of 1.6 to 2.3 seconds (Dgit, 2020). These offsets are much slower than those typically observed in natural conversation. While recent advances in on-device ASR (He et al., 2019) can improve these offsets, endpointing cannot simulate the natural distribution of offsets observed in Fig. 1.1 since it relies on reacting to the detection of silence. This precludes the generation of fast turn-switches that occur in partial overlap with the

\[1\] Exact offsets are difficult to measure since they also depend on external factors such as internet connection speed. The reported range is only a rough indicator.
In order to simulate naturalistic turn-taking behaviours with fast turn switches, it is necessary to predict whether the user is about to finish speaking, as humans do, rather than waiting until they are already finished. This requires making predictions about the future turn-taking behaviour of the user in an incremental manner. A continuous turn-taking (CTT) model was proposed by Skantze (2017b) that makes predictions about the future speech activity of a dialogue participant at regular frame-based intervals using a recurrent neural network (RNN). In theory, these models enable the types of responsive turn-taking behaviours that are absent from IVAs, since CTT models make predictions about the future, whereas endpointing models react to events that have already occurred.

1.2 Thesis Statement

This thesis argues that, in order to achieve naturalistic turn-taking behaviours, the turn-taking models will need to have two properties: they should be predictive and incremental. The models will need to be predictive in the sense that the behaviour of the user should be anticipated by the system, as opposed to reacted to. Endpointing as a reactive process is unable to model the fast offsets that occur in partial overlap with the end of a user’s utterance. Making explicit decisions before the user has finished speaking also requires that the system be (at least partially) incremental. Without being incremental, the system will not be able to model overlaps or other naturalistic behaviours such as barge-in.

Therefore, in the work done for this thesis, efforts to achieve these natural turn-taking behaviours in SDSs are made through investigations in the domain of predictive incremental models. CTT models were taken as a starting point. We investigated these models and proposed improvements. Our investigations led to the development of a different variety of model that can be used for generating naturalistic response timings using features from both the user’s turn and the system turn. The response timing prediction models are still both predictive and incremental, but they differ from CTT models in many other aspects, such as their objective functions and architectures.
1.3 Contributions

In the rest of this section we list and summarize the main contributions of the thesis. The main contributions also correspond to the main chapters of the thesis:

1. **An Analysis of Features in CTT Models**

   CTT models are by their nature different from non-continuous endpointing models since they capture more general information about turn-taking behaviours in the training data. CTT models can be applied to a variety of different prediction tasks rather than simply making endpointing decisions at the end of a user’s turn. This presents questions about CTT models concerning which features are most useful for the variety of predictions that CTT models can make.

   In Chapter 3 we present an analysis of acoustic and linguistic features when used in CTT models. We use evaluation metrics that capture the performance of models on a variety of endpointing and non-standard turn-taking tasks. The results provide insight into how feature choices could affect performance in SDS turn-taking behaviours. Using our feature sets and a different loss function, we were able to improve upon previously reported benchmarks by Skantze (2017b).

2. **A multiscale CTT architecture to fuse temporally independent modalities**

   In the original formulation of CTT models proposed by Skantze (2017b), POS features and acoustic features are concatenated in a vector that is input to the RNN at each regular time step. A limitation of this approach is that all of the features across different modalities must be input to the RNN at a fixed temporal rate. Since the relevant information from acoustic and lexical features occurs at different temporal granularities, using this fixed temporal granularity makes it difficult for the RNN to model long-term dependencies that exist between lexical features.

   Building on the work in the previous contribution, in Chapter 4 we present a multiscale CTT architecture that allows features from different modalities to be modelled independently in subnetwork RNNs. We show that modelling features at independent temporal granularities that are more suited to the modality improves the overall performance (relative to the benchmarks achieved in the previous contribution). We also investigate the use of our multiscale architecture with visual features such as eye-gaze vectors.
3. An application of decision theory to CTT

One of the overall objectives of this thesis is to be able to simulate the fast turn-switch offsets that exist in human conversations using turn-taking models. In theory the continuous nature of CTT models should allow for decisions to be made before a silence has been detected by the user, enabling fast turn-switches that occur in overlap with the end of the user’s turn. However, the previous proposed models all still rely on the detection of silence by the user to trigger turn-switch decisions. By relying on silence detection we are still constrained to making reactive endpointing decisions, rather than using predictions about when the user will stop.

In Chapter 5 we propose a control process that enables turn switch decisions to be made prior to the end of the user’s utterance, anticipating the end of the turn. The control process is based on partially observable Markov decision processes (POMDPs) and uses probabilistic output predictions from a modified CTT model. We show that the POMDP control process is able to outperform several other baselines. It also enables flexible tuning of the trade-off between latency and false-cut-ins (FCIs).

4. A way of generating natural response timing offsets for SDSs

In natural spoken conversation, response offset timings depend on the context of both the first speaker’s turn and the second speaker’s turn. In cases where the first speaker asks a question and the second speaker gives a dispreferred response, it may be more natural for the second speaker to delay their response. In cases where the first speaker is uttering a backchannel, it may be natural for the second speaker to start their turn in overlap with the backchannel. While our previous contribution enables fast turn-switch offsets with small amounts of overlap, it does not take into account the context of the system response.

In Chapter 6 we propose neural models that take into account the context of both the user’s turn as well as the system’s response to generate the distribution of turn-switch offsets. These models use an encoding of the system turn as well as acoustic and linguistic features extracted from the user’s speech signal to make the binary decision to start speaking or not. These response timing networks (RTNets) represent a class of continuous model that is distinct from CTT models in its objective function and its architecture. We also introduce a variant of the RTNet model, RTNet-VAE, that uses a variational autoencoder (VAE) to train an interpretable representation of the response encoding, which allows
easier integration with SDS pipelines. We present the results of human listening tests which showed that listeners found that some response timings were more natural than others. We show that in instances where listeners are sensitive to response timings it is likely that our system will generate response timings that are more realistic than a system that generates the modal offset.

1.4 Thesis Structure

The rest of this thesis has four chapters corresponding to the four contributions outlined above, as well as a background chapter and a conclusion chapter. It is structured as follows: In Chapter 2 we discuss relevant background material about the social sciences, turn-taking, turn-taking models, spoken dialogue systems, and machine learning. In Chapter 3 we present our analysis of features as applied to CTT modelling. In Chapter 4 we present our multiscale approach to CTT. In Chapter 5 we present ways of applying decision theory to making HOLD/SHIFT decisions using CTT models. In Chapter 6 we present neural models to generate the response offset distributions for SDSs.
Chapter 2

Background and State of the Art

2.1 Human Conversations

In Section 1.1.2 some of basics of turn-taking were introduced. In this section we discuss the details of turn-taking and conversation analysis (CA) in more depth.

2.1.1 Turn-Taking Dynamics

As briefly mentioned in Section 1.1.2 the main theoretical underpinnings to CA theory on turn-taking were introduced by Sacks et al. (1974). The authors make the distinction between two different types of silences that occur during dialogue: gaps which are silences that occur at points where there is a speaker change, and pauses which are silences that occur within the speech of one speaker. In their paper the authors identify four ways that speaker changes can occur: in lapses (long gaps), in gaps, in overlaps, or in no-gaps-no-overlaps. From analysing conversational data, they found that the most common way for turn switches to occur was in no-gap-no-overlap or with a slight gap or slight overlap. This led them to propose their projection theory, that participants in a conversation tend to minimize gaps and overlaps in conversations by anticipating the end of the the current speaker’s turn. The term ‘projections’ in this sense refers to predictions about future conversational events, that are formulated on the basis of contextual information in the dialogue.¹

¹This is distinguished from the concept of ‘projection’ as used in phrase structure analysis.
There is ambiguity in what exactly a turn consists of (Ten Have, 1990). In the turn-taking paper of Sacks et al. (1974) the authors do not formally define what constitutes a turn but only state that turns consist of linguistic structures that “allow a projection of the unit-type under way, and what, roughly, it will take for an instance of that unit-type to be completed.” (Sacks et al., 1974, p.702) As such, they propose that turns are mainly linguistic constructs that allow listeners to project when the unit is finished. However, they also note that other factors such as prosody may play a part in the projection process. This definition is difficult to apply methodically to corpus-based CA and therefore schemes have been proposed that can be used to objectively segment conversations.

This thesis uses the segmentation scheme described by Benus et al. (2011), which is based on segmenting dialogue into interpausal units (IPUs) and turns. IPUs are defined as a maximal sequence of speech by one speaker which is surrounded by silence of no greater than some threshold length (e.g. 200 ms). A turn is then defined as “a maximal sequence of IPUs from one speaker, such that between any two adjacent IPUs there is no speech from the interlocutor.” This IPU-based approach to segmentation (shown in Fig. 2.1) is useful for formal analyses of corpora. However, Wlodarczak and Wagner (2013) show that arbitrarily selecting threshold IPU parameters has a considerable effect on the reported frequencies of silences and overlaps. Analyses are sensitive to this chosen threshold and a wide variety of different values have been used (for example: 50 ms (Gravano and Hirschberg, 2011), 100 ms (Koiso et al., 1998), 200 ms (Meena et al., 2014), and 500 ms (Razavi et al., 2019)).

Sacks et al. (1974) identify possible turn completion points as transition relevance places (TRPs). These are points where there is an opportunity for the conversational floor to be taken by another participant. However, other participants are not obliged to take the floor, and the current speaker could potentially self-select and continue to hold the floor. They note that “if a developing silence occurs at a transition-place, and is thus a (potential) gap, it may be ended by talk of the same party who was talking before it; so the ‘gap’ is transformed into a ‘pause’ (being
The authors do not fully define what constitutes a TRP but propose that they occur at points of possible syntactic completion, and that prosody plays an important role. They propose a set of rules that govern turn allocation at each TRP which were summarized by Gravano and Hirschberg (2011, p.603):

1. if the current speaker (CS) selects a conversational partner as the next speaker, then such partner must speak next;

2. if CS does not select the next speaker, then anyone may take the next turn;

3. if no one else takes the next turn, then CS may take the next turn.

The selection process referred to in rule 1 could be a question or statement directed to a conversational partner, or a cue directed towards a specific partner (e.g. gaze or a gesture). In this “one-at-a-time” model of conversation, interruptions and false starts are considered by Sacks et al. as repair devices to fix an error in the communication process. They observe that interruptions are not necessarily rude; they break down the normal flow of turn-taking but they can also serve a useful purpose in exchanges where information needs to be revised.

Much of the CA theory proposed by Sacks et al. has since been supported in large-scale corpus studies. Heldner and Edlund (2010) observed that gaps and overlaps are common in human spoken conversations but humans are good at keeping them to a minimum. In a corpus study of casual telephone conversations in English, Levinson and Torreira (2015) found that 30% of offsets occurred with some overlap but only 3.8% of the overall corpus consisted of overlap, while 77% consisted of speech by one speaker, and 19.2% consisted of silence. It has been observed that the overlaps that do occur tend to be at the end of a speaker’s turn where there is a TRP (Levinson 1983).

The distribution of the timings of turn-switch offsets has since been analysed more accurately and been shown to have a modal value of approximately 200 ms (Heldner and Edlund 2010) (shown in Fig. 1.1), a value which has been observed to be consistent across cultures (Stivers et al. 2009). This 200 ms value can seem surprisingly fast when considered within the context of the delays caused by the human language production mechanism. Indefrey and Levelt (2004) investigated the cognitive and physiological delays from seeing a picture to naming the object in it. They estimated that the total average delay involved in conceptual preparation, lemma retrieval, and form encoding amounted to 600 ms. The analysis of the constraints of the human language production mechanism presents evidence supporting the projection theory of Sacks et
al., as well as presents evidence that planning plays a large role in turn-switch offsets. In order to achieve these fast offsets, it is likely that listeners need to have responses formulated before the end of a speaker’s turn. Bögels et al. (2015) used experiments with EEGs to investigate when listener’s responses are formulated. They showed that production processes for an upcoming turn start around 500 ms after the information necessary to formulate the response is presented to the upcoming speaker.

While the overall mode of turn switch offsets has been found to be consistent across cultures (Stivers et al., 2009), the distribution of these offsets is reported to be influenced by a number of factors. Cognitive load is often associated with larger response times. Bull and Aylett (1998) showed that increased task complexity resulted in longer response times. Roberts et al. (2015) found that the timing of responses was influenced by the syntactic and lexical complexity of both the first speaker’s turn and the second speaker’s turn. Strömbergsson et al. (2013) found that the response offsets to questions vary based on the type of question (e.g. yes/no questions, “wh” questions, open questions, etc.). This is to be expected due to the varying amount of cognitive load associated with each type. Heeman and Lunsford (2017) showed that the upcoming dialogue act, the previous dialogue act, and the nature of the dialogue all have an impact on turn-taking offsets.

There has been substantial research in CA on investigating the cues that are used by listeners to anticipate the end of a speaker’s turn. Yngve (1970) found that humans rely on cues from syntax, acoustics, and prosody. Duncan (1972) reported that dialogue participants continuously monitor cues that can be found in syntax, semantics, prosody, and gesture. These cues can be categorized as either turn-yielding or turn-holding (Duncan, 1972; Koiso et al., 1998; Gravano and Hirschberg, 2011) and exist across multiple modalities (i.e. acoustics, language, or vision). Cues can also be entrained or dynamically accommodated by conversational participants (Garrod and Pickering, 2004). Hjalmarsson (2011) presents evidence that these cues are additive. In other words, that the presence of more turn-yielding cues there are, the more likely there will be a turn switch. She found that this also applied to synthesized speech.

A number of papers have pointed out that it is reasonable to expect different languages, cultures, dialects, task-settings, and genres to have different turn-taking cues (Clancy et al., 1996; Furo, 2013; Stivers et al., 2009; Brusco et al., 2017; Heeman and Lunsford, 2017; Ward et al., 2018; Lala et al., 2018). For this thesis, all of the datasets used are in English dialects (these datasets are reviewed in Section 2.4). It cannot be assumed that the same modelling
techniques and features would yield similar results in other languages. In the review of turn-taking cues that is presented in the next subsection, we primarily focus on English turn-taking cues. Publications that use conversational data from languages other than English are indicated as such.

2.1.2 Turn-Taking Cues

An understanding of turn-taking cues that are used in human interactions is central to the design of responsive turn-taking models. In this sub-section we present a survey of some of the main documented turn-taking cues from prosody, acoustics, timing, lexicon, syntax, semantics, discourse structure, breathing, and vision.

Syntax Sacks et al. (1974) considered the units that make up turns to be primarily syntactic in nature. They observed that the units that make up turns do not necessarily comprise of full sentences, but can also consist of syntactic units that are smaller than clauses, such as phrases and lexical items. Syntactic completion points are points in an utterance which can be considered syntactically complete “so far.” The following is an example of dialogue given by Ford and Thompson (1996, p.144) where the the slashes represent points of syntactic completion:

D: I mean it’s it’s not like wi:ne/ it doesn’t taste like wine/ but it’s
W: fermented./
D: White/ and milky/ but it’s fermented/

The authors found that syntactic completion was a cue for turn-taking, particularly when used in conjunction with prosodic cues (discussed below) such as rising or falling pitch. They also observed an interplay between prosody and syntax, whereby a speaker who wishes to retain the conversational floor at a natural point of syntactic completion, may use prosody to signal that they wish to continue their turn:

V: She didn’t know/ what was going on/ about why they didn’t change the knee/.

In this example Ford and Thompson (1996 p.148) there is a point of syntactic completion after “going on/” but not prosodic completion. The speaker’s pitch frequency stays approximately flat. The authors argue that this signals to the listener that there is more to come.

The syntax of a formal language can be represented using phrase-structure grammars, which are a type of context-free grammar (Chomsky 1957). A phrase structure grammar defines a set
of syntactic categories as well as a set of production rules that can be used to generate other syntactic categories or lexical items. The syntactic categories that are used in phrase-structure grammars consist of part-of-speech (POS) categories (e.g. noun (NN), verb (VB), modal (MD), determiner (DT), preposition (IN), etc.) or phrasal categories (e.g. noun phrase (NP), verb phrase (VP), adjectival phrase (AdjP), etc.). The production rules defined in phrase-structure grammars are of the form “category → category∗” whereby the symbol on the left is rewritten as one or more symbols on the right. An example of a sentence parsed with a phrase-structure grammar is shown in Fig. 2.2. The tree is generated from the production rule “S→NP VP”, where S is a starting symbol.

The parse tree shows how POS tags can approximate phrase structure. In this example there are two points of syntactic completion:

I would like a pizza/ with anchovies/.

The two points of syntactic completion correspond to points in the sentence at which a parse is well-formed. We can see that the first syntactic completion point (after “pizza”) corresponds to a well-formed parse since the sub-graph “NP→DT NN” can be substituted for the parent NP. It is also the point where the head word (“pizza”) forms a maximal projection in the noun phrase (“a pizza”).

In a spoken dialogue scenario, these syntactic completion cues would be associated with turn-yielding. Additionally, we can consider parses that are not well-formed to be associated with turn-holding. For example, if we imagine a spoken dialogue scenario, a mid-turn pause after the incomplete utterance “I would like a pizza with ...” is unlikely to elicit a turn-switch,
since the preposition “with” requires an NP complement. However, a similar pause after “I would like a pizza” might elicit a response (e.g. “Which pizza would you like?”).

A number of papers have reported POS features as being useful for predicting turn-taking behaviours. Koiso et al. (1998) analysed POS uni-grams in a Japanese task-based corpus and found that they were strong predictors of turn-taking behaviour. Gravano and Hirschberg (2011) analysed POS bi-grams as features for predicting turn-taking, and both found them to be useful, particularly when used in conjunction with prosodic features. Meena et al. (2014) also used bi-grams of the last two POS tags before a silence as features to predict both turn-holding and turn-yielding. While these papers present supporting evidence that syntactic cues play a part in turn-regulation, it is worth re-iterating that spoken conversational dialogue does not tend to follow established syntactic rules in the way that written discourse does. A turn (according to Sacks et al. (1974)) can be comprised of sentence fragments. The presence of fillers (discussed below) and self-repairs in natural conversation also differentiates the syntax of conversational dialogue from that of written discourse.

**Prosody**

Prosody is defined as information about temporal, pitch, and energy characteristics of utterances that are independent of the words (Shriberg et al. 1998). Prosodic patterns of stress and pitch in speech have been extensively studied as turn-yielding and turn-holding cues. Falling or rising pitch at the end of a speaker’s turn was associated with turn-yielding in Japanese (Koiso et al. 1998) and English (Gravano and Hirschberg 2011). Koiso et al. (1998) found that flat, rise-fall, and flat-fall pitch patterns were associated with turn-holding. Wennerstrom and Siegel (2003) also found that rising or falling pitch patterns were associated with turn shifts, while plateaus, low-rises, and partial falls correlated with turn holding. Lowering of intensity at the end of an utterance was found to be a turn-yielding cue by Gravano and Hirschberg (2011).

Wightman et al. (1992) presented results that show syllable lengthening (final lengthening) at the end of phrase boundaries but do not relate them explicitly to turn-taking. The experiments by Gravano and Hirschberg (2011) supported these results and found that there is relatively more lengthening of syllables and phonemes in the final words directly preceding mid-turn pauses (MTPs), than end-of-turns (EOTs). This means that an increase in speaking rate (shorter syllables and shorter phonemes) before turn boundaries is associated with turn-yielding. This contradicts previous hypotheses by Duncan (1972).

There is some debate in the CA literature over the role of prosody as a turn-taking cue. The original paper of Sacks et al. (1974) proposed that prosody plays an important role in
turn-taking coordination, albeit a secondary role to the one played by syntax. Other researchers have presented experimental results that challenge the importance of prosody. De Ruiter et al. (2006) conducted experiments in which utterances were extracted from a spoken Dutch corpus and participants were asked to press a button when they anticipated a turn ending. The utterances were manipulated such that in one experimental condition the pitch information of utterances was filtered out, and in another experimental condition the words were masked but the pitch information remained. The results showed that the accuracy of turn-ending predictions was unaffected when the pitch information was filtered, and severely degraded when words were masked. The authors concluded that “lexicosyntactic structure is necessary (and possibly sufficient) for accurate end-of-turn projection, while intonational structure, perhaps surprisingly, is neither necessary nor sufficient” (De Ruiter et al., 2006, p.531).

Bögels and Torreira (2015) conducted a set of experiments that present a contrasting view of the role of prosody to the one proposed by De Ruiter et al. (2006). In their experiments (also conducted in Dutch) they use a similar button-pressing setup. They record scripted pairs of questions with two versions: (1) a long version, such as “So you’re a student at Raboud University?” and (2) a short version, such as “So you’re a student?”. The short version had turn-final pitch patterns on the final syllable of “student” whereas the long version did not. The two versions were manipulated so that the long version was cut after the word “student” to create a new short version, and the original short version was extended to include the extension in the long version (“at Raboud University?”) to create a new long version. The results from this button-pressing experiment showed that participants anticipated turn-endings to occur mid-way through the altered extended version. They also anticipated turn-endings to occur much later in the altered short version than the original short version. The experiment presents strong evidence that listeners do in fact rely on prosody to anticipate turn endings.

The findings of Bögels and Torreira (2015) do not completely contradict those of De Ruiter et al. (2006) since in the experiments of De Ruiter et al. (2006) the only prosodic information that was removed was pitch. Other prosodic information involving temporal and energy characteristics were left intact. The experiments of De Ruiter et al. (2006) still remain strong evidence that listeners rely on syntactic cues for turn-taking projection. The findings of Bögels and Torreira (2015) show that syntax is not necessarily sufficient. Their findings also support the previously discussed evidence from Ford and Thompson (1996) that there is an interaction between syntax and prosody.
CHAPTER 2. BACKGROUND AND STATE OF THE ART

Acoustics  Acoustic properties of speech have been investigated as turn-taking cues by Ogden (2001), Gravano and Hirschberg (2011), Kane and Yanushevskaya (2014), and Heldner et al. (2019). Ogden (2001) showed that vocal creak was associated with turn-yielding in Finnish. Gravano and Hirschberg (2011) found that three voice quality features were associated with turn-yielding: shimmer, jitter, and harmonic-to-noise ratios. Kane and Yanushevskaya (2014) reported similar findings in their analysis of spectral features. Heldner et al. (2019) showed that turn-yielding is characterized by lower degree of periodicity that is sometimes accompanied by the presence of creaky voice.

Timing  Information about the timing of turns and silences has been considered a turn-taking cue in and of itself (Raux and Eskenazi 2012; Meena et al. 2014; Meshorer and Heeman 2016). Meena et al. (2014) reported that silences after longer turns correlate with turn-yielding. Razavi et al. (2019) showed that turn length ratio is more useful for EOT prediction than absolute turn-length. They proposed that this suggests that turn-length should be seen as a user-specific feature rather than a global feature. Meshorer and Heeman (2016) also found that using the relative turn length and relative floor control of a speaker could be used to predict the speaker’s future turn-taking behaviour. Intuitively, it makes sense that the longer the turn is, the more likely the next silence will be an EOT. However, (perhaps counterintuitively) Raux and Eskenazi (2012) report that longer turns are strong indications of turn-holding. They attribute this observation to the type of data that was being analysed, which was phone conversations between an operator who supplied bus travel information to a user. They found that, in their data, the turns tended to be either very short or much longer. Due to this bimodal distribution, the silences after longer turns by the user were more likely to be MTPs than EOTs. Since studies report different functions of turn-length cues it is likely that these cues are dependent on the situation-specific timing distributions.

The most common turn-taking cue used in IVAs to classify a user’s EOT is silence. However, Yngve (1970) notes that silence by a speaker is not itself a turn-taking cue. This is supported by corpus studies which have shown that the lengths of MTPs tend to be longer than the gaps during turn switches (Heldner and Edlund 2010). Therefore, the use of silence on its own as an EOT signal (as is used in many IVAs) is not necessarily a robust solution.

Lexicon  Lexical features have been proposed as turn-taking cues (Duncan 1972; Sacks et al. 1974; Benus 2009; Gravano and Hirschberg 2011; Razavi et al. 2019). Duncan (1972) proposes
that stereotyped expressions such as “you know” or “but uh” are used by speakers as turn-taking signals. Duncan’s theories were supported by the findings of Gravano and Hirschberg (2011) where the authors investigated how word uni-grams and bi-grams predicted turn-switches at pauses. They found that these lexical features were strong cues for predicting both turn-holding and turn-yielding. The strength of lexical features as turn-taking cues can be partially attributed to their utility in recognizing fillers and backchannels. Filled pauses or fillers (discussed in more detail in the following section) such as “um” or “uh”, are articulations by a speaker that mark hesitation in human communication (Corley and Stewart, 2008). Fillers have been associated with turn-taking by Sacks et al. (1974), Beňuš (2009), Gravano and Hirschberg (2011), and Razavi et al. (2019). When used by a speaker who currently holds the floor they are associated with turn-holding. They can also be used at the start of an intended turn to grab the floor. Backchannels (also discussed in more detail in the following section), are short vocalizations such as “yeah” or “uh-huh” that encourage the previous speaker to continue speaking. Another lexical feature that was analysed by Dethlefs et al. (2016) is information density. Dethlefs et al. (2016) calculated the information density at different points in a speaker’s utterance using N-grams. They found that points of high information density were associated with turn-holding while points of low information density were considered more acceptable for overlap.

Semantics  Semantic completion points are points in an utterance which are a “complete response to the previous speaker’s turn” (Hjalmarsson, 2011, p.28). These are distinct from syntactic completion points since they require an understanding of the dialogue context. For example, a sentence fragment such as “the apple” can be a full response to a question such as “Which piece of fruit would you like?” in which case the turn is semantically complete and can be considered a turn-yielding cue. However, in the context of a different question such as “What did you think of that apple?”, the sentence fragment is likely to be the start of a longer response e.g. “the apple was delicious.”

While a number of studies have proposed semantic features as turn-taking cues it can be difficult to perform semantic analyses of conversations in an objective manner (Oreström, 1983). Raux and Eskenazi (2012) examine how well partial ASR hypotheses match the current dialogue context. At a silence of 200 ms they take the latest ASR result, parse it using a grammar, and then match it against the expected agenda of the dialogue manager. For example if the SDS asked the question “where are you leaving from?” and the user’s parsed response corresponds with a place, then the expectation level of the response is high and it is likely to be a semantically
complete response. However, if the parsed user response is “yes” or “no” the response has a low expectation level and it is less likely that the response is semantically complete. They also find that ASR hypotheses that contain positive markers such as “yes” or “sure” were more likely to be semantically complete than other utterances, particularly negative responses which are usually succeeded by an explanation or qualification of the negative response. Other investigations that have analysed semantic features include those of Atterer et al. (2008), Schlangen et al. (2010), Gravano and Hirschberg (2011), and Razavi et al. (2019).

**Discourse Structure** Studies have reported dialogue act (DA) history information as being useful for predicting turn-taking behaviour (Koiso et al., 1998; Cathcart et al., 2003; Gravano and Hirschberg, 2011; Beňuš et al., 2011; Skantze, 2012; Meena et al., 2014). For example, Meena et al. (2014) found that context of the previous dialogue act uttered by the SDS was a useful predictor for turn-switch behaviour at the user’s next end-of-utterance. They observed that if the previous DA by the SDS was a request for clarification, then if the user’s response was short (shorter responses are more likely to be “yes” or “no”) the SDS should respond with an acknowledgement. Raux and Eskenazi (2012) found that whether the previous question by the SDS was an open question, was a good predictor of turn-internal pauses in the user response. This is likely explained by the fact that responses to open questions (e.g. “What can I do for you?”) tend to be longer than closed questions (“Where are you leaving from?”) or confirmation prompts (“Leaving from the airport. Is this correct?”).

**Breathing** There have been a number of papers that have reported on respiratory turn-taking cues (McFarland, 2001; Rochet-Capellan and Fuchs, 2014; Ishii et al., 2016b; Włodarczak and Heldner, 2016a; Rochet-Capellan and Fuchs, 2014; Ishii et al., 2016b, and Włodarczak and Heldner, 2016a) report that inhalations are associated with turn-holding in German, Japanese, and Swedish (respectively). Rochet-Capellan and Fuchs (2014) found that the duration of inhalations is often reduced by speakers during MTPs as a way of minimizing the possibility of an interruption. Włodarczak and Heldner (2016a) observed that inhalations have higher acoustic amplitudes before a speaker change. Exhalations were also shown to be longer at silences where the speaker was yielding the turn (McFarland, 2001).

Respiratory features can be used to not only predict whether a speaker is about to speak, but also what they are about to say. Torreira et al. (2015) and Włodarczak and Heldner (2016a) found that short utterances similar to feedback expressions (e.g. backchannels) were often produced
on residual air. Longer responses were found to require a planned inhalation.

Vision Recently, the growing interest in embodied agents such as graphical agents (e.g. Traum and Rickel, 2002; Gratch et al., 2007; Hjalmarsson and Oertel, 2012) and humanoid robots (e.g. Al Moubayed et al., 2012; Inoue et al., 2016) has provided motivation to exploit the visual turn-taking cues that are used in human face-to-face interactions. Eye-gaze was proposed as a source of turn-taking cues by Kendon (1967). In the paper he notes that speakers tend to look away from their conversational partners at the beginnings of their turns, especially when the turn is going to be long. Speakers then tend to look back at their partners within the vicinity of the end of their turn. As such, gaze aversion can be considered a turn-holding cue while looking at the addressee can be considered a turn-yielding cue.

A number of other facial gestures have been associated with turn-taking. Ishii et al. (2016a) found that mouth-opening was associated with turn-grabbing during Japanese conversations. They note that directly preceding a turn, the speaker will often open their mouth slightly. This is also connected with breathing behaviours discussed above. Eye-brow raising was associated with turn-grabbing by Cavé et al. (1996) and may be linked with attention-signalling (Guaïtella et al., 2009). Gestures such as nods Savelas and Gerwing (2011) and eye-blinks Hömke et al. (2018) have also been associated with listener feedback behaviour that encourage a speaker to continue.

2.1.3 Dialogue Acts

When we view each utterance in a conversation as being an action that is performed by the speaker, the actions are referred to as dialogue acts. In this subsection we discuss aspects of dialogue acts in spoken conversations that are relevant to modelling turn-taking in SDS.

Dialogue Acts Dialogue acts (e.g. statement, question, agreement) provide a means by which it is possible to represent dialogue, both from the perspective of conversational analysis, and from an dialogue modelling perspective. They provide a means by which to represent functionalities that a dialogue system can perform. A formal definition of a dialogue act given by Bunt (2009, p.1) is: “a unit in the semantic description of communicative behaviour in dialogues, specifying how the behaviour is intended to change the information state of the addressee through his interpretation of the behaviour.” A wide variety of dialogue act annotation taxonomies have been proposed (Stolcke et al., 2000; Bunt, 2009; Bunt et al., 2010). Typically, if a dialogue
system uses a dialogue act representation, the types of dialogue acts that it will be able to perform will usually be tailored for the specific use-context of the system (e.g. recommend-movie, query-food-preference).

However, in real human-human dialogue, labelling utterances for dialogue acts may not be straightforward. An utterance in dialogue may serve multiple communicative functions at the same time (Bunt, 2007; Petukhova, 2011). For example, here is an excerpt from Malchanau (2018, p.20):

C1: I would suggest we do not allow smoking in public places
B1: Uh-uhu
C2: What do you think?
B2: Uhm... yeah ... it’s a bit difficult for me

In the B1 turn the speaker acknowledges the suggestion in C1, however it may also have the function of stalling for time. When speaker C asks for a reaction in C2, the response B2 has multiple functions. The “Uhm...” filler segment can be interpreted as a stalling component. The segment “yeah...” is both a stalling component as well as positive feedback. Then “it’s a bit difficult for me” is both an answer to the question in C2, while also being a negative response to C1.

This multifunctional aspect of dialogue is also complicated when multiple modalities are involved. Inflections in tone can change change the semantic content of an utterance. For instance, the meaning of the utterance “Are you mad?” can be changed from a query of whether a person is angry, to an accusation, by changing the prosodic inflections and dialogue context. Therefore, analysing the utterance from a purely lexical standpoint may not provide all the information necessary to correctly interpret its intended functionality.

Dialogue is often structured in such a way that the type of dialogue act that will succeed another is predefined. Pairs of dialogue acts where the second dialogue act is constrained by the first are referred to as adjacency pairs. Adjacency pairs were first discussed by Schegloff and Sacks (1973), and are defined in Levinson (1983, p.303) as:

Sequences of two utterances that are: (i) adjacent (ii) produced by different speakers (iii) ordered as a first part and a second part (iv) typed, so that a particular first part requires a particular second (or range of second parts).

Common examples of adjacency pair types include: question-answer (“What is the time?” “Five
The types of dialogue acts that are involved with turn exchanges also affect the distributions of turn switch timing offsets (Strömborgsson et al., 2013; Kendrick and Torreira, 2015; Heeman and Lunsford, 2017). As mentioned previously, the varying levels of cognitive load required to answer different types of questions (e.g., wh-question, yes-no-question) can influence the distributions of response offsets (Strömborgsson et al., 2013). However, it has also been shown that the type of response (e.g., yes, no, agree, disagree) can influence the timing. In particular, dispreferred responses, where the response goes against the expected response to the previous turn, have been associated with latencies that are greater than 800 ms (Kendrick and Torreira, 2015). It has also been shown that listeners ascribe semantic meaning to silences, such that dispreferred responses are anticipated after longer response offsets (Bögels et al., 2019). The timing offsets in turn exchanges are therefore dependent on the context of both the starting turn and the responding turn.

**Grounding**

Grounding is an important component of spoken dialogue. It is establishing what the dialogue participants agree on and acknowledging that a message is being understood. Backchannels are a common form of grounding. Backchannels are short utterances spoken by a listener such as “Yeah” or “Uh-huh” that communicate to the speaker that the listener is paying attention and encourage the speaker to continue (Yngve, 1970; Duncan, 1972; Ward and Tsukahara, 2000). The generation of backchannels by SDSs can be used to aid the coordination of the interaction by signalling to the user that the SDS is registering the user’s speech. Backchannels are particularly useful when the user takes long turns, such as in the case of a user placing a long restaurant order. The detection of backchannels uttered by a user is also important, so that they are not misconstrued as barge-in.

Backchannels have been reported to typically occur near TRPs (Goodwin, 1981) as a signal to the speaker that the listener does not intend to take a turn. Schegloff (2000) considers backchannels (referred to in his paper as continuers) to not be full turns but rather a signal that the listener wishes to pass on taking a turn. Schegloff regards them as independent of the normal “one-at-a-time” rules defined by Sacks et al. (1974) (discussed previously in Section 2.1.1). As such, the occurrence of backchannels in overlap with a speaker’s turn does not violate the normal rules of turn-taking. Support for Schegloff’s view is presented in a corpus study by Levinson and Torreira (2015) where they found that 73% of overlaps occurred in the presence of
a backchannel. They note that in approximately half of these overlaps it was the main speaker that started speaking again in overlap with the backchannel. They also found that overlapping backchannels often occurred after a TRP or a period of silence, suggesting that their timing is sensitive to cues in the main speaker’s turn. Several researchers have proposed methods of detecting these backchannel cues during speech (e.g. Ward and Tsukahara (2000); Morency et al. (2010); Dethlefs et al. (2016); Truong et al. (2011)). Ward and Tsukahara (2000) found that low-pitch regions were a cue for backchannels. Truong et al. (2011) found that gaze was a strong backchannel cue. Dethlefs et al. (2016) proposed that there is a relationship between information density and suitable places for backchannels or barge-ins in spoken conversation.

There are sometimes inconsistencies in how backchannels are labelled since the definitions of what constitutes a backchannel are often ambiguous. In the labelling scheme used by Gravano and Hirschberg (2009, p.1020) they distinguish between backchannels and other DAs as utterances that only indicate “I’m still here / I hear you and please continue.” However, this labelling scheme is subjective since it is up to the labeller to interpret whether there is any indication of agreement in the utterance based on prosodic cues and pragmatic context. Jurafsky et al. (1998) note that prosodic inflections play a role in resolving ambiguities about dialogue act types for backchannels. There are situations where a “Yeah” utterance could be perceived as an encouragement for the speaker to continue, an agreement, or both, based on prosodic inflections.

Fillers Fillers or filled pauses such as “uhh...” or “hmm...” are another important component of natural spoken dialogue. They signal to the listener that the speaker is in the process of formulating a response. They can be employed by SDSs as a way of compensating for processing delays and have been found to make interactions more natural (Goble and Edwards, 2018; Lala et al. 2019b). Nakanishi et al. (2018) analyse the types of fillers used in Japanese spoken conversation. They argue that certain forms of fillers are used within certain contexts. The forms are Proper (“um”), demonstrative (“so”), adverbial (“well”), and notice (“oh”). Notice fillers are used more during switches while demonstrative and proper are used more in turn-keeping. They also found that linguistic information about the following turn was important to the prediction of what type of filler was used during a turn-switch.
2.2 Dialogue Systems

In this section we discuss the relevant details about dialogue systems. We include discussions about text-interactive dialogue systems since their architectures are relevant to the design of spoken ones as well. In some cases the same dialogue system can be interacted with using both text and speech. We discuss two main types of dialogue systems: task-based dialogue systems and social chatbots. We distinguish between the two types by noting that task-based SDSs are generally optimized to efficiently complete a joint task with the user, whereas social chatbots are designed to maintain the engagement of the user for extended periods of time. Therefore in task-based systems it is desirable for the interaction to run swiftly and efficiently, while in chatbots it is desirable for the conversation to be extended and mimic the properties of human social conversation. The distinctions between these two types of systems can often be blurred. For example, chatbots often contain task-based components (playing music, managing calendars, etc.) where it may be desirable for a sub-task to be completed in an efficient manner.

In these cases, the completion of sub-tasks in a timely manner is desirable for the maintenance of the longer interaction as a whole. The turn-taking models that we propose in this thesis can potentially be applied to both varieties of dialogue systems. After introducing these two main types of dialogue systems we then present an overview of research on incremental processing in SDSs.
2.2.1 Task-Based Dialogue Systems

Most of the commercial SDSs (such as IVAs) can be considered task-based dialogue systems. The architecture used in task-based SDSs is typically a variant of the slot-based dialogue system shown in Fig. 2.3. There are six components that are usually used in these SDSs: automatic speech recognition (ASR), spoken language understanding (SLU), dialogue state tracker (DST), dialogue policy, natural language generation (NLG), and text-to-speech (TTS). Jointly, the DST and the dialogue policy are often referred to as the dialogue manager (DM). The role of the NLU component is to identify the intents of the user and extract the associated information. The DST maintains the state of the dialogue, which is the systems belief state over the essential information that has been spoken by the user and the system so far. The dialogue policy component uses the dialogue state to decide on the next action that the dialogue system will take. The NLG receives a semantic representation from the DM that is then converted into natural language. The natural language is then converted into speech using the TTS component.

Slot-based SDSs (e.g. Raux et al. (2005); Young et al. (2013)) typically use dialogue acts as the semantic representations of the user utterances (as parsed by the SLU), as well as the output of the DM that is sent to the NLG component. In implementations such as the Ravenclaw architecture (Bohus and Rudnicky, 2009) turn-taking modelling is integrated into the DM component. In general the components of task-based architectures are trained separately rather than end-to-end. The dialogue policy component is usually trained using reinforcement learning (RL). Markov decision processes (MDPs) have been used (Walker, 2000; Levin et al., 2000; Singh et al., 2002), as well as partially observable Markov decision processes (POMDPs) (Williams and Young, 2007), to train the dialogue policy. POMDPs have generally been favoured over MDPs since they can be used to account for ASR confidence scores.

2.2.2 Social Chatbots

Social chatbots can either use variants of the task-based architecture described above, or alternatively they can use end-to-end architectures. Microsoft’s XiaoIce (Zhou et al. 2020) (described in Section 1.1.1) uses an options over MDPs (Sutton et al., 1999) which is a variant of the task-based architecture described above in which decisions are learned in a hierarchical manner. The end-to-end architectures are typically based on encoder-decoder models (Vinyals and Le, 2015; Sordoni et al., 2015) that were originally developed for machine translation (Sutskever et al., 2014). Vanilla encoder-decoder models tend to produce predictable, repetitive, and dull
responses like “I don’t know” or “OK” that bring the conversation to a halt. This can be addressed in part by changing the objective function to maximum mutual information (MMI) or altering the beam search in the decoder to encourage diverse responses (Li et al., 2016). Encoder-decoder models also suffer from an inconsistency across responses. Serban et al. (2016) developed a hierarchical recurrent encoder-decoder (HRED) model to help maintain context over multiple responses. Transformer models (Vaswani et al., 2017) have also achieved good results in modelling open-domain chat. More recently Adiwardana et al. (2020) used a large 2.6 billion parameter transformer to train their model called “Meena”, achieving close-to-human ratings on an evaluation metric that measured sensibleness and specificity (SSA). The authors propose that these types of models could be used for making interactions with computers more human-like.

2.2.3 Incremental Processing

The main principle behind incremental systems is that the components of the SDS process their respective inputs in small chunks throughout the interaction with a user. They are not limited to just making decisions after a user’s EOT has been detected. Since chunks from the user’s speech can be processed while the user is speaking, this enables a reduction of the processing delays needed to react to the user’s speech as shown in Fig. 2.4. Incremental processing has been found to produce interactions that are perceived as being more natural than interactions with systems that adopt a turn-based processing strategy (Skantze and Hjalmarsson, 2010; Skantze and Schlangen, 2009; Tsai et al., 2019).

The ability of incremental systems to react to partial ASR results enables them to potentially perform a number of naturalistic behaviours that are typically unavailable to non-incremental systems. For instance, the reduced processing delays allow for faster endpointing decisions (Skantze and Hjalmarsson, 2013). However, many of the benefits of incremental systems lie in
their potential to make predictions about likely user turn continuations. For example, certain words are associated with a high probability for the following word or the continuation of the sentence. If the word “San” appears in an English utterance, the word “Francisco” is of very high likelihood to be the continuation. There are other possibilities (e.g. San Diego), however we can be almost certain that the continuation will at least be the name of a place. Using this information, incremental systems (and humans) can plan their utterance before the word “Francisco” and restrict the response search space. The same has been shown for full utterances (Bögels et al., 2018). If certain key words of a spoken question are arranged in such a way that they occur earlier, rather than later in the utterance, the listener is able to respond more quickly.

The system can exploit these likely turn-continuations to anticipate the user’s EOT. Using the predictions the system can generate fast turn-switches that involve either small response offsets or small amounts of intentional overlap with the end of the user’s turn (Dethlefs et al., 2012). The ability of being able to generate overlap is useful for generating naturalistic backchannels and feedback behaviours. Being able to react to incomplete user utterances also allows the detection of user backchannels that occur while the system is speaking. These user backchannels might normally be considered barge-in by a non-incremental system, but if the system can classify them as backchannels based on early predictions, the system can avoid unnecessarily stopping its turn. Incremental processing also enables principled interruptions of a user in order to repair an error, or miscommunication. Interruptions can also be used to avoid unnecessary turn continuations by the user. For example if we consider the following hypothetical interaction of a user with an incremental SDS that takes orders at a pizza restaurant:

U: I would like to order two pizzas. One with anchovies, the other...
S: I’m sorry we’re all out of pizza.

The interruption by the system increases the efficiency of the dialogue and is a potentially desirable behaviour.

Most incremental SDSs are designed around being able to make decisions based on partial ASR hypotheses. Many modern commercial and open-source ASR systems operate in an incremental fashion (Baumann et al., 2017) where partial recognition hypotheses are output after they are spoken by the user (with some variable amount of latency). An issue with these ASR hypotheses is that previously output ASR hypotheses may be revised as the user’s speech progresses. Unstable ASR partials can have a knock-on effect to the other components in the processing chain. This means that in order to avoid reacting to unstable ASR partials, it is de-
sirable for the components of incremental systems to have ways of revising previous component outputs, as well as have confidence measures for their outputs. Methods for determining when to finalize ASR partials have been proposed by Raux and Eskenazi (2008) and Lu et al. (2011).

A theoretical framework for designing incremental SDSs that can handle repair was proposed by Schlangen and Skantze (2011). Their framework is based on encapsulating the functionality of the standard SDS components into incremental modules. Modules consist of a left buffer, a processor and a right buffer and are connected together as shown in Fig. 2.5. Modules are designed to process incremental units (IUs) which are defined as the smallest chunks of information that can trigger the output of a module. For example, an incremental unit for the input to an SLU component could be a word, while an incremental unit for the input to the TTS could be segments of speech similar to IPUs (Skantze and Hjalmarsson, 2013). IUs can be grouped together to denote their joint functionality using same-level links. For example words can be grouped into utterances. IUs that were used to create other IUs are connected together via grounded-in links. These grounded-in links are used for the purpose of repair when information gets revised. An example given by Schlangen and Skantze (2011) is when a user is speaking “forty-four”, the ASR module may output an IU with an initial hypothesis of “four” at the beginning of the user’s utterance when it is incomplete. This IU may then be used in the SLU that causes further downstream IUs to be processed by other modules. Once the ASR module corrects the initial hypothesis to “forty-four”, the downstream IUs that were grounded in the initial “four” IU can be revoked using the grounded-in links. Implementations that are directly based on the incremental framework of Schlangen and Skantze (2011) have been presented by Baumann and Schlangen (2012), Skantze and Hjalmarsson (2013), Kennington et al. (2014), and Michael and Möller (2019).

A number of papers have presented approaches to individual components found within incremental SDS pipelines. Incremental ASR was discussed by Baumann et al. (2017). They note...
that while most ASR systems are already incremental, many off the shelf solutions do not output information that may be important for downstream applications, such as disfluencies and timing information. Shivakumar et al. (2019) propose an RNN-based incremental SLU component that runs in parallel with the ASR results. The issues associated with incremental NLG were discussed by Baumann and Schlangen (2013). They note that in most cases however, it is acceptable to have a non-incremental NLG. Generating incremental TTS is complicated by the fact that the quality of the synthesis often depends on knowing longer segments of an utterance in order to model co-articulation, stress patterns, and sentence level intonations (Taylor 2000). Baumann and Schlangen (2012) present a way of making a non-incremental TTS system incremental.

When trying to emulate naturalistic turn-taking behaviours in SDSs, part of the appeal of incremental systems is that they do not have to rely on waiting for the final results of an ASR component for a system to respond. The final output of an ASR system could be delayed by more than a second after a user has finished speaking. But if the DM has already formulated a response, endpointing can be performed and a response can be triggered without waiting for the final ASR results. This motivates the desire for designing independent turn-taking models that don’t only rely on features which require ASR. In the following section we give an overview of these turn-taking models.

2.3 Turn-Taking Models

In this section we discuss the relevant aspects of turn-taking modelling for SDSs. Firstly, we discuss the different varieties of turn-taking decisions that can be made in SDSs and how they are made. We then discuss neural approaches to turn-taking modelling. This is then followed by a more in-depth description of continuous turn-taking (CTT) modelling which is relevant to the models proposed in subsequent chapters. We then discuss the datasets used in this thesis.

2.3.1 Turn-Taking Decisions

Perhaps the most common turn-taking modelling decision that is made is endpointing or end-of-turn (EOT) detection. This involves making the decision between whether a detected threshold segment of silence by the user is an EOT or an MTP. Some form of machine learning model is typically employed using features that can be extracted from the user’s speech and the dialogue context to make these predictions. There is usually a trade-off between the latency of the
response and how often the SDS interrupts the users, referred to as false cut-ins (FCIs).

In a model proposed by Ferrer et al. (2002), decision trees were applied in a frame-by-frame manner during silences to detect an EOT. The model used prosodic and linguistic features extracted from the user’s speech in combination with the length of the silence so far. As prosodic features they use F0 summary statistics calculated from the speaker’s utterance (Sonmez et al., 1998). As linguistic features, they used an N-grams with an added EOT token. Ferrer et al. (2002) were able to control the trade-off between latency and FCIs by adjusting the pause threshold parameter used in the decision tree. Raux and Eskenazi (2008) refine this thresholding approach by using contextual dialogue features to optimize the choice of threshold. They first cluster silences based on dialogue features, then a single threshold is set for each cluster. The objective is to have low-threshold clusters that contain mostly EOTs and short MTPs, and longer threshold clusters that contain long MTPs and very few EOTs.

A cost-based approach to making endpointing decisions was proposed by Raux and Eskenazi (2009) as an alternative to thresholding. Their finite-state turn-taking machine (FSTTM) uses the observation of Sacks et al. (1974, p.704) that participants in a conversation attempt to “minimize gaps and overlaps” to design a state-based model of turn-taking. Their model assigns costs to the system being in either a “gap” or an “overlap” state. The trade-off between latency and FCIs can then be controlled by changing the ratio between the two costs. The FSTTM model is discussed in detail in Chapter 5 where it informs a control process we propose that uses POMDPs.

Since barge-in can be used to improve the efficiency of interactions, several publications have proposed barge-in models. In Dethlefs et al. (2012) they use hierarchical reinforcement learning to generate backchannels and barge-ins. The model used information density to identify suitable points for both backchannels and barge-in. Zhao et al. (2015) proposed an incremental turn-taking model for barge-in that used RL that was trained through user simulation. Khouzaimi et al. (2015) also used a simulation and RL to make incremental turn-taking decisions. They introduced a “scheduler” module into the incremental SDS pipeline that uses all new partial ASR hypotheses to decide whether to grab the floor or not. The scheduler policy is trained to maximize the overall task success rate as well as minimize the overall time taken for the interaction. In the simulated interactions, the time is minimized through the use of barge-in to correct simulated non-understandings or invalid user requests.

2It is worth noting that, unless otherwise specified, the term “linguistic features” in this thesis typically refers to lexical features (i.e. uni-grams or N-grams) rather than more abstract features such as grammatical features (i.e. tense, number, person).
2.3.2 Neural Turn-Taking Models

In many of the turn-taking models described above, features that capture turn-taking cues are input into traditional classifiers such as logistic regression \cite{Raux2009}, naive Bayes \cite{Razavi2019}, SVMs \cite{Gravano2011}, or decision trees \cite{Ferrer2002}. An issue with using these types of classifiers for turn-taking modelling is that they are non-sequential. Many of the turn-taking cues described in Section 2.3.1 rely on particular sequential organization, such as specific pitch inflections in prosody, or specific patterns of syntactic or lexical tokens. To capture this sequential information in traditional classifiers, these patterns must be summarized using hand-engineered summary features. For example, for prosodic information, a common approach is to calculate descriptive statistics (e.g. mean or slope) of either pitch or intensity over a window of 200 to 500 ms from the end of a speaker’s IPU \cite{Gravano2011, Meena2014, Razavi2019}. The choice of the window length that these statistics is calculated over will affect the performance of the classifier. If the size of the window is too large the relevant information may be smoothed. If the window is too small, important details may be omitted. To model lexical or syntactic patterns, bi-grams or tri-grams can be used. However, it is not feasible to use N-gram models to capture longer term dependencies that may be important for detecting semantic or syntactic completeness. These temporal considerations can be considered a limitation of non-sequential models.

The use of sequential models such as RNNs allows these patterns to be learned without having to hand-engineer the features. In recent years there has been a large amount of interest in using RNNs to model turn-taking \cite{Maier2017, Skantze2017b, Masumura2017}. Maier et al. \cite{2017} used an LSTM \cite{Hochreiter1997} with automatically extracted acoustic and linguistic features as input features to make frame-based sequential predictions of three classes: speech, MTP, and EOT. They combined the LSTM predictions with a thresholding-based approach to calculate the trade-off between latencies and FCIs. They found that the combination of linguistic and acoustic features used in the LSTM produced better results together than when used separately. They concluded that the LSTM was able to benefit from a fusion of the of the two modalities.

Masumura et al. \cite{2017} proposed their stacked time-asynchronous sequential network (STASN) to perform endpointing after every user IPU in call centre telephone interactions. Their STASN model uses individual LSTMs to independently model acoustic features, phonetic features (senone bottleneck features), and lexical embeddings. Their model takes the final LSTM hidden states
from each of the feature-level LSTMs, concatenates them, and then uses them as an input to another LSTM that makes the binary EOT/MTP prediction. Masumura et al. (2018) proposed changes to their STASN model by incorporating the operator’s dialogue context and perform endpointing without using lexical features.

Skantze (2017b) proposed a continuous turn-taking (CTT) model in which the future speech activity of speakers is predicted sequentially at 50 ms timesteps using an LSTM. The objective is to predict a vector of the future ground truth speech activity labels (60 frames or 3 seconds). The model is notable in that it aims to predict future speaker behaviour, rather than simply reacting to behaviour that has already occurred. The trained model is able to capture general information about the turn-taking behaviours in the data. The general information can be used to make endpointing decisions as well as other predictions such as whether a user’s utterance is likely to be short like a backchannel. The model is trained using acoustic and POS features that are concatenated and input to the LSTM at each timestep. The reported results indicate that, while both acoustic and POS features contribute to the overall best performance, the acoustic features alone achieve results that are close to the combined best. In a comparison with traditional classifiers on the same dataset, CTT was able to achieve substantially better performance than non-sequential classifiers (naive Bayes, logistic regression) on an endpointing prediction task. We describe CTT in more detail below in Section 2.3.3 since it is used extensively in other chapters.

When surveyed together, it becomes apparent that sequential neural models such as RNNs usually report strong performance using acoustic features that model prosodic behaviours. This contrasts with the observation that prosodic features tend to not be as effective as linguistic features when used in non-sequential traditional models. For example, textual completion was found to have larger absolute value logistic regression coefficients than prosodic and acoustic features by Gravano and Hirschberg (2011). Razavi et al. (2019) achieved better performance using lexical and syntactic features in non-sequential classifiers (SVM, decision trees, naive Bayes) than using prosodic features. Raux and Eskenazi (2012) go so far as to say that, in the presence of good semantic features, the prosodic features might be redundant.

While sequential neural models such as CTT have been reported to outperform models based on hand-crafted features (Skantze 2017b), there are also drawbacks to their use. Since RNNs operate on the basis of learning over-parameterized non-linear functions, our ability to gain useful scientific insight on behavioural patterns that have been learnt by the model is reduced. Studies
such as that of Gravano and Hirschberg (2011), can draw specific conclusions about prosodic and linguistic turn-taking cues observed in data by analysing the co-occurrence of hand-crafted features with turn-taking behaviours. With neural approaches, the objective is to allow the network to automatically learn feature representations that allow us to predict these turn-taking behaviours. Through the process of automatically learning these representations, we lose some of our ability to interpret what has been learnt by the model. While it is still possible to draw some conclusions based on which features are supplied as input to the model, the exact nature of how these features are used, and how features interact with one another, is obfuscated. There is therefore a trade-off between model performance and our ability to draw conclusions about the behaviours learnt by the models.

This loss of interpretability when using “black box” neural models (Lipton 2016) has several other consequences for turn-taking modelling. We lose the ability to easily debug problems when models make mistakes. With models based on hand-crafted features, if we discover that the model is making a critical mistake when exposed to certain conditions it is typically straightforward to adjust model parameters to address the mistake. With neural models it is impractical to manually adjust model weights to similarly address the mistake. Relatedly, with neural models there is often uncertainty about how the models will generalize to new data that is outside of the original training distribution.
2.3.3 Continuous Models

In this subsection we describe CTT as proposed by Skantze (2017b) in detail. Fig. 2.6 shows how LSTM networks are applied to make CTT predictions. The main objective is to predict the future speech activity annotations of one of the speakers in a dyadic conversation using input speech features from both speakers ($S_0$, $S_1$). At each timestep ($t$) of size 50 ms, speech features ($x_t$) are extracted and used to predict the future speech activity of one of the speakers. The future speech activity is a 3 second window comprising of 60 frames of the binary annotations for frames $t + 1$ to $t + 60$. We represent the ground truth objective for a given timestep $t$ as $y_t = [y_{t+1}, y_{t+2}, ..., y_{t+N}]$ where $y_t$ is the ground truth at timestep $t$, and $N = 60$. The output layer of the network uses a sigmoid activation to predict a probability score for the target speaker’s speech activity at each future frame. The network uses a single LSTM layer with a variable number of hidden nodes. The dataset is divided into non-overlapping sequences of length $T = 1200$ timesteps (60 seconds) and each conversation in the data is used twice, with the positions of $S_0$ and $S_1$ swapped. Skantze (2017b) proposes using a mean absolute error (MAE) loss, where the loss for a sequence from timestep $t$ to $t + T$ is:

$$L_{MAE} = \frac{1}{NT} \sum_{t}^{t+T} \sum_{n=1}^{N} |Y_{t,n} - \hat{Y}_{t,n}|$$  (2.1)

where $Y = [y_t, y_{t+1}, ..., y_{t+T}]$ is a matrix containing the ground truth objective vectors, and $\hat{Y}$ is a matrix of the predicted vectors. The features used were: the current voice activity (VA) from each frame, pitch features, power, spectral stability, and POS. The POS features were represented using a one-hot encoding of 59 different POS tags. The POS features were set to 0 by default. Then, 100 ms after a word was spoken, the corresponding feature was set to 1 for one frame. The 100 ms lag was done to simulate the delay caused by ASR. The HCRC MapTask corpus (described below in 2.4) was used to train and evaluate the model.

Prediction at Pauses The prediction at pauses task (PAUSE) represents the standard turn-taking decision made at brief pauses in the interaction to predict whether the person holding the floor will continue speaking (HOLD) or the interlocutor will take a turn (SHIFT). To make this decision, all points where there is a pause of a minimum set length are located. Then all of these instances where only one person continued within a one second window directly after the pause are selected. The predicted output probabilities within the window for each of the speakers at the frame directly after the pause are averaged. The speaker with the higher average score
is selected as the predicted next speaker, giving a binary HOLD/SHIFT classification for which F-scores are reported. For all reported F-scores, “weighted” F-scores are used, where the metrics are calculated for both labels and a weighted average is used to take into account imbalance between labels.

**Prediction at Onsets** Fig. 2.7 shows the prediction at onsets task (ONSET) which represents a prediction of the length of an utterance after an initial period of speech. It represents a useful decision for estimating how long the upcoming utterance will be. It categorizes onset predictions into SHORT and LONG, where SHORT utterances can be considered similar to backchannels. For an utterance to be classified as short, 1.5 seconds of silence by a participant has to be followed by a maximum of 1 second of speech, after which the speaker must be silent for at least 5 seconds. For the utterance to be classified as long, 1.5 seconds of silence must be followed by at least 2.5 seconds of speech. The point at which the predictions are made is 500ms from the start of the utterance. The prediction is made by taking the mean of the 60 output nodes from the sigmoid layer and comparing them to a threshold value. During the training stage this threshold is determined by finding the value that best separates the two classes.

### 2.4 Datasets

In this section we give descriptions of the corpora used in this thesis. Details of how the datasets are prepared, in terms of segmentation and feature extraction, differ in many of the experiments and so are discussed on a chapter by chapter basis. The corpora were selected based primarily on three main criteria. Firstly, we are interested in the interactions between different modalities, so it is desirable that the datasets contain more than one modality (by modality here we mean...
either audio recordings, text transcriptions, or video recordings). It is also important that the quality of the target modality in the dataset be of a high standard. By this we mean, for example, that the audio has clean separation between channels, the transcripts are reliable and have good timing, and that the video recordings are taken from appropriate angles. Secondly, the size of the datasets needed to be large enough to allow the training of deep learning models. Thirdly, we deliberately chose to use corpora that featured naturalistic human-human interaction as opposed to human-machine dialogues (e.g. Raux et al. (2005)) or dialogues that featured acted or affected (e.g. McKeown et al. (2010)) interactions. Since our aim is to develop models that can enable naturalistic interactions with SDSs it was reasoned that the use of human-machine dialogues would affect the realism of the turn-taking behaviours. Although the use of human-machine data (as in Raux et al. (2005)) might in some respects be easier to model (due to a constrained vocabulary and predictable dialogue structure), the data is also skewed by the original SDS implementation used during the data collection. Flaws in different SDS components could cause the users to attempt to compensate for these flaws and, in the process, produce unnatural behaviours (e.g. the “computer talk” discussed by Fischer (2006)). Based on the three criteria listed above, we selected the following three datasets.

**HCRC MapTask Corpus** The HCRC MapTask corpus (Anderson et al., 1991) is a publicly-available corpus of conversational task-based dyadic interactions in Standard Scottish English. The participants take part in a co-located joint task where the participants sit facing one other and are each given a piece of paper with a map on it. The maps are placed on stands such that the other person’s map can’t be seen. The maps have approximately a dozen labelled features (e.g. “oak forest”, “green bay”) on them. One map has a route drawn on it and the other does not. One participant, the “giver”, instructs another participant, the “follower”, on drawing the route that is drawn on the giver’s map. Sometimes differences in the features were introduced between the two maps. In half of the interactions a barrier was placed between them to prevent eye-contact. The corpus is comprised of 128 dyadic conversations with approximately 18 hours of speech. Each participant’s speech was recorded using close-talk microphones on individual channels with minimal crosstalk using 16-bit 20 kHz audio. The corpus includes the following annotations: orthographic transcriptions that include accurate word timings, part-of-speech, disfluencies, fillers, gaze, and dialogue acts (referred to in the corpus as “dialogue moves”).
CHAPTER 2. BACKGROUND AND STATE OF THE ART

Switchboard Corpus The Switchboard corpus (SWBD) (Godfrey et al., 1992) is a corpus of telephone conversations in Standard American English that was originally collected in 1990 by Texas Instruments. The version of the corpus we use is Switchboard-1 Release 2 as distributed by the Linguistic Data Consortium (LDC) (Godfrey and Holliman, 1993). The corpus consists of 2438 dyadic telephone conversations with 543 different speakers and approximately 260 hours of speech. In each call, two participants were asked to discuss a topic that was selected from a list of 70 different topics (e.g. crime, music, football) by an automated prompting system. The data collection process was constrained such that no two participants conversed with each other twice, and no single participant spoke on the same subject more than once. The audio for each speaker was recorded using an 8 kHz sampling rate and mu-law encoding. The audio quality varies depending on the conversation. Some calls contain cross-talk between the channels and some contain audible echo.

There have been several transcription and annotation efforts since the recording of the corpus was completed. In this thesis we use two different sets of annotations. The first is the Mississippi State University (MS-State) transcriptions (Deshmukh et al., 1998) which provide word-level transcriptions of the utterances for all of the 2438 conversations. These are used for the extraction of segmentation, timing, and lexical annotations. The second set of annotations is the NXT-format switchboard corpus (NXT) (Calhoun et al., 2010) which is an effort to merge annotations from different sources in one central resource. The NXT corpus includes annotations for syllables, phones, syntax, disfluency, dialogue acts, coreference, animacy, and prosody. We use the NXT corpus for the dialogue act annotations that were originally part of the SWBD-DAMSL set of annotations (Jurafsky et al., 1997). Since the SWBD-DAMSL annotations does not include word timing information (which is necessary for our work in Chapter 6), the NXT corpus provides a way of linking the timing information of the MS-State transcriptions with the dialogue act annotations of SWBD-DAMSL. The NXT corpus includes a reduced set of 642 of the original conversations included in SWBD-DAMSL.

In addition to the SWBD corpus, we also use the HUB5 evaluation set (LDC, 2002) which consists of a set of 20 telephone conversations between speakers who were not part of the original SWBD data collection effort. This HUB5 set is commonly used for evaluating ASR systems trained on SWBD since it allows the training and test sets to have no overlap in speaker identity.
The MAHNOB Mimicry Database (MMD) (Bilakhia et al., 2015) is an audio-visual corpus of dyadic social interactions where participants either discuss a sociopolitical topic or participate in a tenancy-agreement role-playing scenario. The corpus consists of 54 dyadic conversations between 70 participants totalling 11 hours in length. The participants were recruited from the staff and students at Imperial College London. Although the conversations were conducted in English, the participants were from a wide array of different national backgrounds, which included Spanish, French, Greek, English, Portuguese, and Romanian. Accordingly, a variety of different accents and dialects are present in the corpus. The participants sat in the same room with arrays of cameras configured to capture facial behaviours and gestures (shown in Fig. 2.8). The visual recordings were made using seven cameras for each of the participants and one overview camera that captured both participants at the same time (15 cameras in total). The video was captured at a 58 Hz sampling rate with 1024 by 1024 resolution. The audio recordings were made using separate head-mounted microphones at a 48 kHz sampling rate. Although the quality of the recordings is high, there is often noticeable cross-talk between the microphones. In our experiments in Chapter 4 we investigate the prediction of turn-taking behaviours using audio and visual features. To do this we needed speech activity labels for the MMD corpus. Since there are no speech transcriptions available for the dataset and automatic VAD predictions were unreliable (due to the cross-talk) we manually labelled the dataset for speech activity. The manual speech activity annotation process consisted of first using an automatic approach based on intensity thresholding and VAD predictions. The automatic predictions were then manually revised by an annotator to account for false and missed detections.
2.5 Conclusion

In this chapter existing research relevant to the development of turn-taking models was presented. The turn-taking dynamics of human-human conversations were discussed in Section 2.1. This included an overview of CA theory regarding turn-taking, as well as a description of the different types of turn-taking cues that have been identified in the literature. In Section 2.2 a description of the different types of dialogue systems, and their components, was presented. This included a discussion of incremental systems, which are the primary use-case for the turn-taking models presented in this thesis. In Section 2.3 an overview of the literature on different types of turn-taking models, as well as the different types of turn-taking decisions, was presented. Finally in Section 2.4 the datasets that are used in this thesis are described.
Chapter 3

Features for Continuous Turn-Taking Modelling

3.1 Motivation and Related Work

From the literature surveyed in Section 2.3 it can be observed that sequential neural models such as CTT have good capabilities for modelling acoustic and prosodic turn-taking cues. There is also the added appeal that these models can capture generalized information about the turn-taking behaviours in the data. This generalized information can be used for multiple different types of decisions, not just traditional endpointing decisions. However, sequential modelling raises issues about the treatment of input features. For instance, in the reviewed literature, many of the traditional non-sequential models (e.g. Raux and Eskenazi (2012); Gravano and Hirschberg (2011); Meena et al. (2014)) found that using linguistic features such as syntactic, lexical, and semantic features were more useful than prosodic features. This precedence of linguistic over prosodic features is not observed in the literature on neural sequential models, where prosodic features tend to contribute comparatively more to the overall performance.

There is the possibility that this discrepancy is due to the choice of features that have been used in sequential neural models, as well as how they have been represented. In the original paper on CTT modelling, Skantze (2017b) used sequences of POS tags (represented as one-hot vectors) to improve the performance of the prosody-only model. If we consider the types of turn-taking cues that can be used by the model when we include POS input features, these cues can be grouped into three categories. First, there are cues that can be inferred from the
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POS uni-grams, whereby some POS tags are more or less likely to be followed by an EOT (e.g. EOTs are unlikely to happen after determiners or conjunctions). Second there are cues that can be derived from sequences of POS tags (as opposed to just the uni-grams). These cues stem from the observation that, when modelled sequentially, POS features can approximate phrase structure, as discussed in Section 2.1.2. By modelling phrase structure it may be possible for the network to infer points of syntactic completion. Third, there are also interactions between syntax and prosody (see the discussion in Section 2.1.2).

While Skantze (2017b) presents evidence that POS features improve the performance of a prosody-only model, the issue of whether other linguistic features improve the performance is not investigated. Lexical features are able to capture information regarding what type of dialogue act is being spoken. For example, “okay” or “yeah” have been associated with turn-yielding in the data analysed by Gravano and Hirschberg (2011), while fillers such as “uhh” or “um” are associated with turn-holding. It is also worth noting that if enough examples of lexical patterns are used to train a model, it is possible that POS features will become redundant. It is therefore worthwhile investigating representations of lexical items as input features for CTT prediction.

Another issue that is not addressed by Skantze (2017b) is the question of which acoustic features are most suitable for CTT modelling. In much of the literature on prosodic features in non-sequential models, the prosodic information is represented as summary statistics over the final 200 to 500 ms of an IPU (e.g. Gravano and Hirschberg (2011); Meena et al. (2014); Razavi et al. (2019)). In comparison, acoustic features in CTT models have the potential to model more complex information. They can theoretically capture much longer dependencies if needed, as well as more detailed prosodic patterns that cannot easily be summarized in statistics such as mean and slope. They can also potentially capture information about the dialogue structure since they can capture how long a speech segment (such as an IPU) has lasted for. It may even be possible for the acoustic features to be used by the model to detect short linguistic structures such as backchannels without having to wait for ASR. This change in the functionality of acoustic and prosodic features within the model makes it useful to look at whether traditional prosodic features are still optimal for CTT.

The change of functionality of the features also poses the question as to which features are useful for which types of decisions. Since CTT is able to capture general turn-taking information that can be applied to make a variety of different types of decisions, it is desirable to know the features that are most useful for a given task. Skantze (2017b) proposed two different types
of decisions (endpointing and LONG/SHORT prediction at onset). It is desirable to know how feature choices affect the performance of these decisions and others.

In this chapter we significantly extend the original CTT models proposed by Skantze (2017b). We perform an investigation of four speech feature categories: acoustic, phonetic, syntactic, and lexical. We look at the interactions between the different features and propose optimal subset choices for different tasks. We use sequential forward selection (SFS) to investigate which of the acoustic features would be most useful for practical implementation. This chapter addresses the additional challenge of making turn-taking decisions at points of overlapping speech. Since these models can be applied to a wide variety of turn-taking prediction tasks, this investigation is also of relevance to the study of which modalities are important for different types of turn-taking decisions. We propose modifications to the loss function that improve performance. We look at the effect that the role of the dialogue-task participant has on the model prediction performance. Additionally, we look at the impact of speaker familiarity on model prediction performance. Our primary aim in this investigation though is to inform the feature choices in future designs of turn-taking models for SDSs.

3.2 Model Details

The CTT model we use in this chapter is a re-implementation of the one proposed in Skantze (2017b) (described in Section 2.3.3) with some modifications. Skantze (2017b) used truncated back-propagation through time (TBPTT) which involved using long training sequences of $T = 1200$ and performing back-propagation every 200 timesteps in order to reduce the memory requirements. An issue with this approach is that if the data is segmented such that there is a decision to be made (e.g., endpointing) early in the sequence (say at the 2nd timestep of the training sequence), the hidden state of the LSTM will only have 100 ms worth of feature information to make this decision. As an alternative we use sequences of length 800 (40 seconds) without truncation, during training while also randomizing the batching. During testing, rather than randomizing the batching, we process all of the conversations in a batch sequentially, preserving the LSTM hidden state between successive batches and only resetting it at the start of a new conversation. This allows the LSTM to maintain contextual information across batches.

Secondly, while originally in Skantze (2017b) mean absolute error (MAE) was proposed as an objective function, in our implementation the networks were trained to minimize a binary cross-entropy (BCE) loss. Using the notation introduced in Section 2.3.3 the BCE for a CTT
CHAPTER 3. FEATURES FOR CONTINUOUS TURN-TAKING MODELLING

| Frequency | pitch; jitter; centre frequencies of formants 1, 2, and 3; bandwidth of first formant |
| Energy    | loudness; shimmer; harmonics-to-noise ratio (HNR) |
| Spectral  | MFCCs 1-4; spectral flux; alpha ratio; Hammarberg Index; spectral slope 0-500 Hz and 500-1500 Hz; relative energy of formants 1, 2, and 3; |

Table 3.1: Acoustic features from the eGeMAPs feature set (Eyben et al., 2016) that are used in our experiments.

The sequence is given as:

\[
L_{BCE} = -\frac{1}{NT} \sum_{t}^{t+T} \sum_{n=1}^{N} Y_{t,n} \log(\hat{Y}_{t,n}) + (1 - Y_{t,n}) \log(1 - \hat{Y}_{t,n})
\]  

(3.1)

We found that using the BCE loss significantly improved the predictive performance of the networks due to BCE directly measuring the difference between class distributions rather than an absolute error distance. The performance increases are validated below in Section 3.6.3. The model was implemented in Python using the PyTorch framework and our code is available online.

3.3 Features for Turn-Taking

3.3.1 Acoustic Features

As acoustic features, we use low-level descriptors from the eGeMAPs (Eyben et al., 2016) feature set extracted with the OpenSmile toolkit (Eyben et al., 2010). The 21 features in the set include energy (e.g. loudness, shimmer), frequency (e.g. pitch, jitter), and spectral (e.g. spectral flux, MFCCs) features. The full list of the features and their classifications are given in Table 3.1. All the frame-steps and frame-sizes for the sample windows were changed from their default settings to accommodate the 50ms timestep and ensure that there was no overlap of samples between adjacent windows. All other settings were kept the same. The features were then normalized using z-scores on a per-file basis.

3.3.2 Linguistic Features

We investigate two types of linguistic features: Part-of-Speech (POS), and word embeddings. POS has been found to be a good predictor of turn-switches in the literature (Gravano and

1www.github.com/mattroddy/lstm_turn_taking_prediction
As a comparison, we also use the word transcriptions supplied with the dataset. The comparison is relevant because automatic systems for POS tagging would need the words (from an ASR system) to extract these features. We question whether this extra processing step is indeed necessary, or whether raw word features without the POS tags will suffice. This would be a particular advantage to real-time systems since the added computation of POS tags from the words would be avoided.

For both the words and POS tags, we used the annotations supplied with the data. The number of POS tags was 59, and the number of word tags was 2501. The raw data was represented as an enumerated vocabulary with an added zeroth element representing no change in state. In an effort to simulate the conditions of a real-time system, the linguistic features were not provided to the system until 100 ms after the end of the word. In both cases, the raw features are transformed into separate embeddings of length 64 using added linear network layers that are jointly trained with the rest of the network. The embeddings allow the network to learn representations of the features that are specific for the turn-taking prediction task.

### 3.3.3 Phonetic Features

For phonetic features we use the bottleneck layer output of a DNN trained to classify senones (tied tri-phone states). Masumura et al. (2017) found that senone bottleneck features (BNFs) outperformed MFCCs in an endpointing system based on stacked RNNs. In our implementation, the DNN takes stacked inputs of a central frame with 5 context frames on either side of the central target frame. For each frame 12 MFCCs and their first and second order derivatives are calculated, leading to an input vector of size 396 per target label. To train the DNN we use the senone posterior outputs from a GMM-HMM speech recognition system. The HMM system was trained using a Kaldi recipe on 100 hours of the LibriSpeech corpus (Panayotov et al., 2015). We used a DNN with five hidden layers with a bottleneck of size 64 in the fourth layer. The other four hidden layers had 512 hidden nodes and used tanh activation functions. The output layer used a sigmoid activation over the 3448 clustered senone states. Since our ASR system uses frame steps of 10 ms and our prediction system uses 50ms frame steps, we use element-wise averaging within each 50ms window. We also delay all of the BNF features by 60ms to compensate for the context that is used in their calculation.
3.3.4 Voice Activity

The speech transcriptions included with our data were used as a ground-truth for the 60 speech activity predictions. They were also used as a voice activity (VA) feature.

3.4 Prediction tasks

We test the performance of our networks using three turn-taking prediction tasks that are pertinent to SDSs. The first two (prediction at pauses, prediction at onset) were proposed by Skantze (2017b) and described in Section 2.3.3. The third, prediction at overlap, is introduced in this work. We test predictions at pauses of both 500 ms (PAUSE 500) and 50 ms (PAUSE 50). 500 ms has been identified in the literature as being a common pause threshold in many commercial speech technologies (Heldner and Edlund, 2010). 50 ms can be considered a threshold that more closely models natural conversational speech since it can potentially generate decisions within the 200ms modal response threshold. The number of samples in the test set for PAUSE 50 is 6533 (4203 HOLDs, 2330 SHIFTs). The number of samples in the test set for PAUSE 500 is 2467 (1496 HOLDs, 971 SHIFTs). The majority baseline F-score (always HOLD) is 0.5037 and 0.4579 for PAUSE 50 and PAUSE 500 respectively. For the prediction at onset task (ONSET), The number of samples in the test set is 476 (238 SHORTs, 238 LONGs). The majority baseline F-score (always SHORT) is 0.3333.

Prediction at Overlap

Prediction at overlap (OVERLAP), shown in Fig. 3.1, is introduced in this chapter as a decision to specifically model points where the dialogue system is holding the floor and a user begins speaking while the system is speaking. It makes decisions as to whether it is appropriate for the system to stop speaking or to continue. The decision to continue would be in the case where the overlapping utterance can be considered to be similar to a backchannel. To make this HOLD/SHIFT prediction, decision points are identified where there has been at least 1.5 seconds of speech by a participant that includes a period of 100ms of overlapping speech in the last two frames. From this decision point, 10 frames between 400 and 900 ms in the future are selected as the decision window. If there is only one person speaking we label this decision as either HOLD or SHIFT. To make predictions on this task the means of the output probabilities from the two participant’s networks are computed for the 10 frames within the decision window. The
two means are then compared to produce a HOLD/SHIFT prediction. The number of samples in the test set is 313 (143 HOLDs, 170 SHIFTs). The majority baseline F-score (always SHIFT) is 0.3823.

3.5 Experimental Setup

We use the HCRC map task corpus (described in Section 2.4) for our experiments (Anderson et al., 1991). We used 96 conversations as training and 32 conversations for testing. Additionally, we used 32 conversations of the training set as a held-out test set during hyperparameter searches. In selecting the splits between the sets, our main consideration was maintaining speaker independence between the sets. We balanced variables such as gender, and whether the participants could see each other or not.

We trained models using different combinations of the feature groupings and compared the results. To find optimal hyperparameters for each experimental result, a grid search procedure was used. Networks with hidden node sizes of [20, 40, 60, 80, 100], learning rates of [0.001, 0.01], and L2 regularization values of [0.001, 0.0001] were trained and tested on the held-out portions of the training set. The networks were trained using the ADAM optimizer (Kingma and Adam 2014), with a batch size of 128 and early stopping. Since performance fluctuated between test runs (due to factors such as random weight initialization and randomized batching), once the optimal learning rate and regularization values for a feature set were selected, each hidden node size was trained and tested three times. Once the optimal number of hidden nodes was selected, the network was then trained and tested 10 times on the full train/test split. The averaged F-scores ($f_1$) and losses are shown in Tables 3.2 and 3.3. The three best results for
### Table 3.2: Performance of feature types (voice activity excluded)

<table>
<thead>
<tr>
<th>Feature Type</th>
<th>BCE loss</th>
<th>f1 50ms</th>
<th>f1 500ms</th>
<th>f1 over 50ms</th>
<th>f1 short 50ms</th>
<th>f1 long 50ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acous</td>
<td>0.5506</td>
<td>0.7685</td>
<td>0.8021</td>
<td>0.6955</td>
<td>0.7820</td>
<td></td>
</tr>
<tr>
<td>Phon</td>
<td>0.5645</td>
<td>0.7501</td>
<td>0.7968</td>
<td>0.6670</td>
<td>0.7391</td>
<td></td>
</tr>
<tr>
<td>Pos</td>
<td>0.6265</td>
<td>0.6454</td>
<td>0.6280</td>
<td>0.5097</td>
<td>0.6015</td>
<td></td>
</tr>
<tr>
<td>Words</td>
<td>0.5842</td>
<td>0.7110</td>
<td>0.7293</td>
<td>0.5965</td>
<td>0.7089</td>
<td></td>
</tr>
<tr>
<td>Ling</td>
<td>0.5823</td>
<td>0.7165</td>
<td>0.7442</td>
<td>0.6185</td>
<td>0.7125</td>
<td></td>
</tr>
<tr>
<td>Acous Phon</td>
<td>0.5575</td>
<td>0.7644</td>
<td>0.7924</td>
<td>0.6836</td>
<td>0.7724</td>
<td></td>
</tr>
<tr>
<td>Acous Words</td>
<td>0.5499</td>
<td>0.7811</td>
<td>0.8126</td>
<td>0.6876</td>
<td>0.7698</td>
<td></td>
</tr>
<tr>
<td>Acous POS</td>
<td>0.5507</td>
<td>0.7664</td>
<td>0.8031</td>
<td>0.6901</td>
<td>0.7841</td>
<td></td>
</tr>
<tr>
<td>Acous Ling</td>
<td>0.5502</td>
<td>0.7793</td>
<td>0.8107</td>
<td>0.6983</td>
<td>0.7650</td>
<td></td>
</tr>
<tr>
<td>Phon Ling</td>
<td>0.5589</td>
<td>0.7702</td>
<td>0.8128</td>
<td>0.6562</td>
<td>0.7505</td>
<td></td>
</tr>
<tr>
<td>Acous Phon Ling</td>
<td>0.5508</td>
<td>0.7788</td>
<td>0.8173</td>
<td>0.6880</td>
<td>0.7768</td>
<td></td>
</tr>
</tbody>
</table>

Each metric is shown in bold with the best one in italics. ‘Ling’ corresponds to the use of both POS and word features. We report the performance of voice activity separately due to its potential masking of the performance of other features. In our discussion, we use independent two-tailed t-tests to report on the statistical significance of the difference between the means of metrics.

In addition to testing different feature groupings, we run an experiment using the widely used sequential forward selection (SFS) algorithm [Kudo and Sklansky 2000] on the 21 acoustic features to investigate which, and how many, of these features are most useful to turn-taking prediction. During the selection process, at each step of the algorithm we use similar grid-search and testing procedures to those described above. The BCE losses of the first 10 choices are shown in Fig. 3.2.

### 3.6 Discussion

#### 3.6.1 Feature Set Comparison

A conclusion we can draw from the results in Tables 3.2 and 3.3 is that acoustic features are a good first choice for training a system that can perform well on most of our selected turn-taking metrics. All of the best performing feature sets for the studied metrics include acoustic features, with only one exception (the VA Phon Ling combination on PAUSE 500). The added inclusion of linguistic features should be done with consideration for the overall goal of the system and the processing involved in ASR. POS features have been found in previous studies as good turn-taking features [Gravano and Hirschberg 2011 Koiso et al. 1998]. We find that including
word features in addition to acoustic features improves the performance of the networks on the standard turn-taking decisions PAUSE 50 and PAUSE 500 more than POS features ($p < 0.05$ in all cases). However, POS features are more useful for the ONSET decisions ($p < 0.05$), with the best performance in both tables being achieved with POS tags. So if we intend for the SDS to be able to discern whether an utterance will be short like a backchannel, the results indicate that it would be useful to include POS tags. Concerning phonetic features, the results indicate that their inclusion aids the performance of predictions on the PAUSE 500 metric when used in conjunction with other features. They are less useful at the PAUSE 50 prediction.

The results imply that good performance on our OVERLAP metric most strongly relies on acoustic features. While the best score on this metric in Table 3.2 is achieved with the combination of acoustic and linguistic features, this mean is not significantly different from the mean of the score for acoustic features alone ($p = 0.49$). We therefore suggest that the network is mainly relying on acoustic information in both cases.

In comparing the results of the two tables, it is perhaps unsurprising that all of the best results on the different metrics are achieved with the inclusion of VA features. The fact that the network can achieve reasonably good performance with just the VA features suggests that it is learning general information about turn distributions within the data. Similar conclusions were drawn by Raux and Eskenazi (2012) where they found that turn lengths and number of pauses so far in the turn were good predictors of turn-taking behaviour.

<table>
<thead>
<tr>
<th></th>
<th>BCE loss</th>
<th>f1 50ms</th>
<th>f1 500ms</th>
<th>f1 overlap</th>
<th>f1 short long</th>
</tr>
</thead>
<tbody>
<tr>
<td>VA</td>
<td>0.5761</td>
<td>0.6800</td>
<td>0.7066</td>
<td>0.5548</td>
<td>0.6281</td>
</tr>
<tr>
<td>VA Acous</td>
<td>0.5454</td>
<td>0.7926</td>
<td>0.8089</td>
<td>0.7106</td>
<td>0.7767</td>
</tr>
<tr>
<td>VA Phon</td>
<td>0.5559</td>
<td>0.7765</td>
<td>0.8029</td>
<td>0.6751</td>
<td>0.7426</td>
</tr>
<tr>
<td>VA POS</td>
<td>0.5656</td>
<td>0.7374</td>
<td>0.7344</td>
<td>0.6210</td>
<td>0.6939</td>
</tr>
<tr>
<td>VA Words</td>
<td>0.5572</td>
<td>0.7708</td>
<td>0.7701</td>
<td>0.6545</td>
<td>0.7216</td>
</tr>
<tr>
<td>VA Ling</td>
<td>0.5573</td>
<td>0.7693</td>
<td>0.7705</td>
<td>0.6506</td>
<td>0.7169</td>
</tr>
<tr>
<td>VA Acous Phon</td>
<td>0.5513</td>
<td>0.7824</td>
<td>0.8034</td>
<td>0.7035</td>
<td>0.7704</td>
</tr>
<tr>
<td>VA Acous Words</td>
<td>0.5449</td>
<td>0.7959</td>
<td>0.8153</td>
<td>0.6912</td>
<td>0.7721</td>
</tr>
<tr>
<td>VA Acous POS</td>
<td>0.5456</td>
<td>0.7909</td>
<td>0.8055</td>
<td>0.7055</td>
<td>0.7823</td>
</tr>
<tr>
<td>VA Acous Ling</td>
<td>0.5461</td>
<td>0.7945</td>
<td>0.8127</td>
<td>0.6826</td>
<td>0.7674</td>
</tr>
<tr>
<td>VA Phon Ling</td>
<td>0.5505</td>
<td>0.7903</td>
<td>0.8209</td>
<td>0.6825</td>
<td>0.7538</td>
</tr>
<tr>
<td>VA Acous Phon Ling</td>
<td>0.5468</td>
<td>0.7951</td>
<td>0.8189</td>
<td>0.6943</td>
<td>0.7722</td>
</tr>
</tbody>
</table>

Table 3.3: Performance of feature types (voice activity included)
3.6.2 Sequential Forward Selection

The SFS experiment gives us further insight into which of the acoustic features are the most useful for turn-taking modelling. Fig. 3.2 indicates that after the inclusion of the 8th feature, the loss stops to decrease. This suggests that the most important acoustic features from this set of 21 features are loudness, F0, low order MFCCs, and spectral slope features. F0 and loudness are both traditional features that are established in the literature as indicators of turn-taking behaviour (e.g. (Duncan, 1972; Gravano and Hirschberg, 2011)). MFCCs have also been shown to be good features for the classification of short listener responses (Neiberg and Truong, 2011) while spectral slope features can be considered to contain similar information to these low-order MFCCs. The results indicate that these traditional acoustic features are good choices for continuous turn-taking prediction.

3.6.3 Baseline Performance Improvements

We achieved better performance than (Skantze, 2017b) on all metrics, apart from the prediction at onset metric. Examination showed that their train/test split was slightly different, and did not use fully speaker-independent sets. When we ran our experiments using their original split, we achieved the best performance on this metric, along with the others but recommend the speaker independent splits as more realistic. To validate our decision to change the loss function from MAE to BCE, we performed a comparison of the two using networks trained on acoustic and
word features. All settings were identical except for the loss functions. For PAUSE 50 the mean 
F-score for the MAE networks was 0.748, while it was 0.7811 for the BCE networks ($p < 0.001$).
In all other F-score metrics we observed similar statistically significant improvements.

3.6.4 Effect of Role and Familiarity

In this sub-section we investigate the effects of two factors on the predictive performance of 
the trained networks: (1) the effects of conversational role and (2) speaker familiarity. In the 
turn-taking paper of Sacks et al. (1974), the authors suggest that the organization of turn-taking 
could be affected by both the identities of interlocutors, as well as their familiarity. The effect 
of conversational role was studied by Bull and Aylett (1998) where the authors examined the 
timings of turn-switch offsets in the HCRC map task corpus. They found that transitions from 
giver to follower had a longer average offset times than transitions from follower to giver. The 
authors suggest that this was due to the silences that occur while the follower is carrying out 
the task of drawing on the map.

When interacting with an unfamiliar dialogue partner, it is more likely that we will be less 
accustomed to their dialogue habits and idiosyncrasies (e.g. accent, mannerisms, colloquialisms) 
than if we were interacting with a partner we knew well. Due to increased language comprehen-
sion latencies (Magyari et al., 2014), this lack of familiarity might manifest itself in the presence 
of fewer overlaps and longer turn-offsets. Ward et al. (2018) suggest that the differences between 
CTT model performance across datasets could be explained by the varying levels of familiarity. 
However, Shriberg et al. (2001) performed analyses of overlap in large-scale telephone corpora 
and found that there was no difference in the amount of overlap in corpora that featured familiar 
dialogue pairs (the CALLHOME corpus (Canavan et al., 1997)) and unfamiliar dialogue pairs 
(SWBD).

The HCRC map task corpus is designed in such a way that half of the test set conversations 
were between conversants who were familiar with one another, and the other half were unfamiliar 
with one another. In Fig. 3.3 we show plots of the average frame-based performance (MAE) 
for the 32 test set conversations. We show the plots produced by a network trained only with 
acoustic features on the left, and plots produced by a network trained on both acoustic and lexical 
features on the right. T-tests comparing MAE under the familiar and unfamiliar conditions did 
not show any significant effects ($p = 0.78$ in the acoustic-only condition, and $p = 0.76$ in the 
acoustic-plus-lexical condition).
Regarding the effect of conversational role on MAE, we can see that the CTT networks have lower MAE for followers than givers ($p < 0.001$ in both only-acoustic and acoustic-plus-lexical conditions). One possible explanation for why there is higher MAE for the giver role is rooted in the lopsided nature of the task: the givers will typically be speaking much more than the followers. It is possible that the network finds it harder to make predictions for speakers that are continuously speaking than for followers who only speak rarely. When we consider that the MAE value is calculated according to Eq. 2.1, which is based on predictions up to three seconds into the future, it is likely a difficult task to predict where up-coming MTPs by the current speaker (many of which will be short) will occur. It is likely much easier to make predictions for the follower, who will generally be silent for a much larger proportion of the interaction than the giver. However, this proposed explanation is only speculative and would require further investigation to confirm the hypothesis.

### 3.7 Conclusion

In this chapter we presented an investigation of features for CTT and made improvements to the model proposed by Skantze (2017b). We investigated using lexical embeddings and phonetic features that had not yet been applied to CTT. The results showed that for the overall BCE test loss, lexical embeddings always outperformed syntactic features. Also, when lexical and syntactic features were used together with acoustic features, the syntactic features did not improve
the overall performance compared to just acoustic and lexical features. This supports the idea mentioned in Section 3.1 that lexical features can potentially make POS features redundant. However, in contrast, it can also be observed that our best performance on the ONSET predictions is achieved using POS features combined with VA and acoustic features. This supports the idea that the specific choice of which type of linguistic feature to use (e.g. words or POS) should be considered within the context of the demands of the SDS itself, as the utility of features differ based on what type of turn-taking prediction is being made.

The literature on turn-taking models reports that generally linguistic features are better predictors of turn-taking behaviours than prosodic or acoustic features (e.g. Gravano and Hirschberg (2011), Raux and Eskenazi (2012), Meena et al. (2014)). CTT models show the opposite result, that acoustic features improve performance much more than linguistic features. This conflict poses several questions: Is there a deficiency in the way that continuous models represent linguistic information that causes them to perform worse? Is the lexical, semantic, and syntactic information that was useful in non-sequential models still present in the continuous models? Or are sequential continuous models simply better at modelling acoustic and prosodic turn-taking information, to the point that acoustic features become more useful than linguistic features? There is also the possibility that the acoustic features could be learning information from the data about the words themselves. In the next chapter we propose a modified approach to how modality-specific information is temporally represented that attempts to address some of these issues.
Chapter 4

Temporal Considerations for Continuous Turn-Taking

4.1 Motivation and Related Work

In the previous chapter we presented an analysis of different features and how they contributed to the performance of CTT models. In our experiments, acoustic features generally contributed the most to the overall performance as measured in the BCE loss as well as our other metrics. The most useful features tended to be traditional acoustic features (e.g. intensity, F0, and lower order MFCCs) that are associated with the detection of prosodic and acoustic turn-taking cues. While linguistic features were useful, they did not contribute as much to the decisions as the acoustic features. This contrasts with non-sequential models where syntactic, lexical, and semantic turn-taking features generally outperform prosodic and acoustic features (e.g. Gravano and Hirschberg (2011), Raux and Eskenazi (2012), Meena et al. (2014), and Razavi et al. (2019)). This raises a number of questions that were introduced at the end of the last chapter concerning how CTT models handle turn-taking cues from different modalities. Primary among these concerns is the question of how raw features should be processed such that the model can learn representations that allow it to detect these cues.

To attempt to address these issues we first make the observation that human spoken language during a speaking turn can be conceptualized as having a hierarchical structure: phonemes are used to create words, words are used to create IPUs, IPUs are used to create turns. Each level of this hierarchy operates at a different timescale, with lower level abstractions operating at a faster
temporal granularity than higher levels. The turn-taking cues described in Section 2.1.2 can be associated with different levels of this hierarchy: prosody and acoustics can be associated with operating at a fast phoneme-level, lexical and syntactic cues can be associated with operating at a slower word-level, while semantic cues can be considered to operate at an even slower IPU-level or turn-level.

This hierarchical structure of spoken language presents difficulties for CTT modelling. In the original formulation of CTT (as well as the one used in the last chapter) all of the features are input to the model at a 50 ms frame rate. In a study of speech tempo in Dutch Quené (2007) reports an average syllable duration of 239 ms, whereas words occurred at a rate of 159 words-per-minute (WPM), or one every 2.7 seconds. While the temporal rate of syllables and words varies depending on many factors, we propose that it is likely that the choice of temporal granularity used for CTT will affect how well certain cues can be modelled. For example, if we wish to capture prosodic cues which occur during syllables (such as pitch patterns), it is reasonable to assume that modelling pitch over a long, word-rate temporal granularity will not be as effective as modelling at the standard 50 ms rate. Doing this would smooth over the finer-grained prosodic inflections that are important to forming turn-taking predictions.

While the 50 ms rate may be more suited for prosodic features, we propose that there are limitations to modelling linguistic features at this rate. The linguistic representation used in the last chapter involved training word embeddings that were triggered for one frame, 100 ms after the word occurred. A separate word embedding which represents a lack of change was used for the rest of the frames. This creates a representation with long gaps between embeddings that represent words. If we use the 159 WPM average rate from Quené (2007), during utterances the average rate of a word embedding for a speaker should be one every 54 frames. We propose that, due to the vanishing gradient problem (Hochreiter et al., 2001), this makes it difficult for the LSTM to model the long-term dependencies that exist in natural language. In traditional non-sequential models this issue is less apparent since sequential linguistic features are often represented as summaries e.g. filled slots (Raux and Eskenazi, 2012), or N-grams (Gravano and Hirschberg, 2011).

We propose a way to address this problem by using a multiscale RNN architecture, in which modalities are modelled in separate sub-network LSTMs that are allowed to operate at their own independent timescales. The intention is to aid the network in modelling turn-taking cues at different levels of the hierarchy. A master LSTM is used fuse the modalities and form predictions.
at a regular rate by taking as input a concatenation of the current hidden states of the sub-networks. This allows the hidden states of the sub-networks to be updated at an appropriate temporal rate. Multiscale RNNs were proposed by Schmidhuber (1992) and Hihi and Bengio (1996) as a way of hierarchically modelling temporal representations. Hihi and Bengio (1996) proposed using multiscale RNNs as a way of learning long-term dependencies.

The independent modelling of modalities at different timescales also presents an opportunity for modelling features that are not directly part of a linguistic hierarchy described above. As discussed in Section 2.1.2, visual cues such as eye gaze, gestures, and facial expressions are important for turn-taking regulation in face-to-face interactions. These cues are distinct from acoustic and linguistic cues in that they can occur at any point in the conversation independently from speech. For example, a listener may generate visual feedback cues that signal to a speaker to continue (e.g. nods) without speaking. Video information is also typically processed at different timescales from acoustic features, with frame rates between 30 and 60 frames-per-second being common. While it would be possible to sample visual features at the frame rate of the acoustic features (or vice versa), the use of independent sub-network LSTMs means that information sources are not forced to adhere to one uniform temporal rate.

In this chapter we present significant extensions to the work presented in the last chapter and the original CTT model proposed by Skantze (2017b). We investigate the performance of our proposed multiscale architecture on two datasets that contain two different combinations of modalities. We look at the influence of modelling modalities in separate sub-networks and using separate timescales. We find that there are significant performance benefits to modelling linguistic features at a slower temporal rate, and in a separate sub-network from acoustic features. We also find that our approach can be used to incorporate gaze features into turn-taking models, a task that has been previously found to be difficult (De Kok and Heylen, 2009).

4.2 Multiscale Continuous Turn-taking Prediction

To address the problems discussed above, we modify the original CTT architecture to include a variable number of sub-network LSTM cells that process features from separate modalities independently. The sub-networks are allowed to process the input features from the separate modalities at different timescales. An example network configuration that uses a master LSTM ($h^0$) and two sub-network LSTMs ($h^1, h^2$, each assigned a modality) is shown in Fig. 4.1. We use superscripts to denote the index of modalities $m \in M$, and subscripts to index timesteps...
(represented using the notation $t^m$). At each timestep of the master LSTM ($t^0$), the current states of the sub-network LSTMs are concatenated and fed into the master LSTM. The hidden state update process for the network is shown in Algorithm 1. By feeding the current states of the sub-networks into the master LSTM, we are effectively performing a sampling operation, represented in the algorithm by the step $h_{m+1}^0 \leftarrow h_{m+1}^0$. The sampling operation can either increase or decrease the temporal resolution of the individual modalities, depending on the timescales used. For example, in Fig. 4.1, the temporal resolution of the first sub-network ($h^1$) is decreased since we sample it at a regular rate every five $t^1$ timesteps. The temporal resolution of the second modality could either be increased or decreased by the sampling process since the features have irregular timesteps. The processing of features at a slower update rate potentially allows the network to better retain information. The model was implemented using the PyTorch framework and our code is available online\textsuperscript{1}.

\begin{algorithm}
\textbf{Input:} $h_t$, $x_{t+1}$
\textbf{Output:} $y_{t+1}$
\begin{algorithmic}
\For{$m \in M$}
\For{$t^m : t^0 \leq t^m \leq t^0 + 1$}
\State $h_{t^m+1}^m \leftarrow \text{LSTM}(x_{t^m+1}, h_{t^m}^m; \Theta^m)$
\State $h_{t^m+1}^0 \leftarrow h_{t^m+1}$
\EndFor
\State $h_{t^0+1}^0 \leftarrow \text{LSTM}([h_{t^0+1}^0, ..., h_{t^0+1}^M]^T, h_{t^0}^0; \Theta^0)$
\State $y_{t+1} \leftarrow \sigma(h_{t+1}^0; \Theta^0)$
\EndFor
\end{algorithmic}
\caption{Multiscale continuous turn-taking prediction}
\end{algorithm}

\textsuperscript{1}www.github.com/mattroddy/lstm_turn_taking_prediction
4.3 Experimental Design

To assess the performance of our multiscale approach, we test it on two different datasets. In each dataset, features from two separate modalities are investigated by training models using a variety of different network configurations. The HCRC map-task corpus (MTC) [Anderson et al., 1991] is used to examine linguistic and acoustic modalities while the Mahnob Mimicry Database (MMD) [Bilakhia et al., 2015] is used to examine visual and acoustic modalities. In this section we discuss the details of the datasets and how features were extracted.

4.3.1 Map-Task corpus

For the MTC experiments we use the same training/validation/testing splits that were used in Chapter 3. We use the same set of eGeMAPs [Eyben et al., 2016] acoustic features described in Section 3.3.1. However we extract the features at two different temporal resolutions: 10 ms and 50 ms. We use these two different temporal resolutions to investigate which one is more useful for our turn-taking models. In our results tables and discussion we refer to these as “Acous 10ms” and “Acous 50ms”. For the linguistic features we use the 64-length word-embeddings described in section 3.3.2. However three different temporal rates for the processing of linguistic features are tested in our experiments. In our discussion and results below, “Ling 50ms” refers to using word features that have been sampled at regular 50ms intervals. “Ling 10ms” refers to using word features that are sampled at a faster rate of 10ms. “Ling Asynch” refers to using an irregular update rate, where the LSTM only processes the linguistic features when a new word is available. In other words, in a real-world implementation, the hidden state of the linguistic LSTM is only updated when there are new results from the ASR.

4.3.2 Mahnob Mimicry Database

The MMD is an audio-visual corpus of 54 dyadic conversations which is described in detail in Section 2.4. The participants are either assigned discussion topics or roles to play in a loosely defined role-playing scenario. When splitting the data into training and test sets, we balanced the number of role-playing and discussion conditions in the training and test set. We used 39 conversations for training and 15 for testing. Since there are no speech transcriptions available for the dataset, we manually labelled the dataset for speech activity. The procedure we used for extracting acoustic features for the MMD was the same as that followed for the MTC in section
4.3.1 Visual Features

The Mahnob dataset has 7 different camera angles per participant. We use the angle that is labelled ‘Facenear2’ for all of our extracted features. We automatically extract visual features using the OpenFace toolkit \cite{Baltrušaitis2016}. Figure 4.2 shows an example visualization of the types of gaze direction predictions that are generated by the tool. During informal exploratory experiments, we found that the automatically extracted gaze features performed better than other features extracted with the toolkit (e.g. facial action units, pose). We therefore used the gaze features along with a confidence score as our visual input feature. The gaze features consist of two three-dimensional vectors per participant, which represent the gaze direction predictions $(x, y, z)$ for each eye. The two output gaze vectors produced by the OpenFace toolkit have unit length, and no post-processing was applied to them.

The confidence score output by OpenFace is an estimate of the probability that a face has been detected in a given video frame. There are frames in the video files when conversation participants tilt their heads at angles that make it difficult for OpenFace to detect a face. During these frames the gaze predictions are unreliable. The use of confidence scores as input features is motivated by the desire to allow the network to learn to rely less on the gaze features during frames with low confidence. When concatenated together the visual features are a 14-dimensional vector, 6 for the eye gaze predictions for each participant and then 1 confidence score per participant.

The video in the MMD uses a high frame rate of 58Hz. We perform a comparison of using features at this high frame rate and using features that are averaged over 50ms frame windows. In the results tables and the discussion below we refer to the high frame rate video and the averaged video features as “Visual 58Hz” and “Visual 50ms” respectively.

4.3.3 Experimental Procedure

We test the impact of using three different network configurations with multiple combinations of modalities at different temporal resolutions. The three network configurations are: “no subnets”, which corresponds to an early fusion approach in which the modalities are fed directly into a single LSTM (shown in Figures 4.3 and 4.4); “one subnet”, which corresponds to the use of only one sub-network LSTM; and two subnets, which corresponds to the use of separate LSTM sub-networks for the individual modalities (shown in Figures 4.1, 4.5, and 4.6). We note that
combinations such as "Ling 50ms" with "Acous 10ms" are not possible when using the “no subnets” and “one subnet” configurations since the features are being input into the same LSTM and cannot operate at different temporal resolutions. Apart from changing the architecture of the model described in Section 3.2, we reduced the sequence length to $T' = 600$. We also included dropout \cite{Srivastava2014} directly preceding the linear output layer.

Grid searches for three hyperparameters (hidden node size, dropout, and L2 regularization) were performed for each network configuration. In order to limit the influence of parameter count changes between the different network configurations, the hidden node count in a given network was limited to a sum of 150. Once the hyperparameters for a network are chosen, we train the network five times and report the mean values of the different evaluation metrics in Tables 4.1 and 4.2. The best performing modality combination for a given network configuration is shown in bold and the best overall performance is shown in italics. In our discussion below we use two-tailed t-tests to report on the difference between the means of metrics.

4.4 Discussion

Looking at the results from the fusion of linguistic and acoustic modalities shown in Table 4.1 it is clear that there are significant benefits in modelling acoustic and linguistic modalities separately using different timescales. Our best performance on all evaluation metrics is achieved using our multiscale approach where features from the two modalities are modelled at separate rates. Comparing the BCE loss of the best performing early-fusion result (7) with the best multiscale result (11) gives a statistically significant improvement ($P < .001$). Comparing the performance of the acoustic feature timescales, we observe that the faster rate of 10ms consistently performs
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**Figure 4.3:** Network using the “no subnets” configuration, running at a 50 ms temporal granularity.

**Figure 4.4:** Network using the “no subnets” (early fusion) configuration, running at a 10 ms temporal granularity.

**Figure 4.5:** Network using the “two subnets” configuration with both modalities running at a 50 ms temporal granularity.
better than the slower 50ms rate. Looking at the performance of the three different linguistic timescales in (3, 4, 5), we see that processing linguistic features at the slower regular rate of 50ms achieves the best performance. Comparing the BCE loss of (3) and (5) suggests that sampling linguistic features at a fast temporal rate makes it difficult for the network to model longer term dependencies \( (P = .004) \). The effect of processing modalities on their own in separate sub-networks without the added gain of using separate timescales is inconclusive when we examine (6) and (10). Using a single subnet as an added layer also does not yield significant differences to the early fusion approach. We conclude that the main advantage in using our multiscale approach on a combination of acoustic and linguistic modalities is its ability to fuse the two modalities when the linguistic features are operating at a slow 50ms timescale and the acoustic features are operating at a fast 10ms timescale.

Looking at the results from the fusion of visual and acoustic modalities shown in in Table 4.2 we were able to achieve our best BCE loss using our multiscale approach to fuse acoustic features at a 10ms timescale and visual features at a 58Hz timescale. Comparing this result (9) with our best “no subnets” result (2) gives a statistically significant improvement \( (P = .035) \). We note that using early fusion with gaze features (5) does not add any value when compared to acoustic features on their own (1). The results also indicate that the faster 58Hz gaze features perform better than the averaged 50ms visual features when used in conjunction with the acoustic features. This suggests that we lose relevant information by averaging the gaze features within a timestep.
### Table 4.1: Map-task corpus experimental results

<table>
<thead>
<tr>
<th>No Subnets (Early Fusion)</th>
<th>BCE loss</th>
<th>f1 50ms</th>
<th>f1 500ms</th>
<th>f1 onset</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Acous 50ms</td>
<td>0.5456</td>
<td>0.7907</td>
<td>0.8165</td>
<td>0.7926</td>
</tr>
<tr>
<td>(2) Acous 10ms</td>
<td>0.5351</td>
<td>0.8154</td>
<td>0.8428</td>
<td>0.8126</td>
</tr>
<tr>
<td>(3) Ling 50ms</td>
<td>0.5779</td>
<td>0.7234</td>
<td>0.7547</td>
<td>0.7249</td>
</tr>
<tr>
<td>(4) Ling Asynch</td>
<td>0.5839</td>
<td>0.7101</td>
<td>0.7341</td>
<td>0.7174</td>
</tr>
<tr>
<td>(5) Ling 10ms</td>
<td>0.5823</td>
<td>0.7072</td>
<td>0.7391</td>
<td>0.7111</td>
</tr>
<tr>
<td>(6) Acous 50ms Ling 50ms</td>
<td>0.5411</td>
<td>0.7957</td>
<td>0.8354</td>
<td>0.8101</td>
</tr>
<tr>
<td>(7) Acous 10ms Ling 10ms</td>
<td>0.5321</td>
<td>0.8194</td>
<td>0.8465</td>
<td>0.8141</td>
</tr>
<tr>
<td>One Subnet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(8) Acous 50ms Ling 50ms</td>
<td>0.5414</td>
<td>0.7922</td>
<td>0.8366</td>
<td>0.8020</td>
</tr>
<tr>
<td>(9) Acous 10ms Ling 10ms</td>
<td>0.5317</td>
<td>0.8237</td>
<td>0.8480</td>
<td>0.8128</td>
</tr>
<tr>
<td>Two Subnets (Multiscale)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10) Acous 50ms Ling 50ms</td>
<td>0.5420</td>
<td>0.7916</td>
<td>0.8303</td>
<td>0.8019</td>
</tr>
<tr>
<td>(11) Acous 10ms Ling 50ms</td>
<td><strong>0.5291</strong></td>
<td><strong>0.8323</strong></td>
<td><strong>0.8526</strong></td>
<td><strong>0.8236</strong></td>
</tr>
<tr>
<td>(12) Acous 50ms Ling Asynch</td>
<td>0.5416</td>
<td>0.7949</td>
<td>0.8385</td>
<td>0.7993</td>
</tr>
<tr>
<td>(13) Acous 10ms Ling Asynch</td>
<td>0.5296</td>
<td>0.8307</td>
<td><strong>0.8553</strong></td>
<td>0.8232</td>
</tr>
<tr>
<td>(14) Acous 10ms Ling 10ms</td>
<td>0.5310</td>
<td>0.8285</td>
<td>0.8470</td>
<td>0.8189</td>
</tr>
</tbody>
</table>

#### 4.5 Conclusion

In this chapter we have shown that there are considerable benefits in using multiscale architectures for continuous turn-taking prediction. When fusing linguistic and acoustic modalities, the architecture allows acoustic features to be modelled at a fast temporal rate (which is better-suited to capturing prosodic inflections) while modelling linguistic features at a slower rate (which is better-suited to capturing long-term linguistic dependencies). When fusing visual and acoustic modalities, our multiscale approach allowed the use of high frame-rate visual features without resorting to averaging. Given that gaze features have been found to be difficult to integrate into turn-taking systems [De Kok and Heylen 2009] our results present a promising direction for future investigation. Unfortunately, currently there is a lack of suitable large-scale audio-visual datasets that have high quality video, audio, and orthographic annotations. In the following chapters we therefore focus on the linguistic and acoustic modalities.

While overall we achieved better results using our multiscale approach when fusing linguistic and acoustic modalities, we should note that much of this improvement on the MTC can be attributed to being able to model the finer grained acoustic modality at the faster rate. Using the asynchronous linguistic features performed the best on the PAUSE 500 task (13) but the performance wasn’t better than the combination of 10 ms acoustic features and 50 ms linguistic...
<table>
<thead>
<tr>
<th></th>
<th>BCE loss</th>
<th>f1 50ms</th>
<th>f1 500ms</th>
<th>f1 onset</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Subnets (Early Fusion)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1) Acous 50ms</td>
<td>0.4433</td>
<td>0.8665</td>
<td>0.9230</td>
<td>0.8668</td>
</tr>
<tr>
<td>(2) Acous 10ms</td>
<td>0.4348</td>
<td>0.8851</td>
<td>0.9343</td>
<td>0.8685</td>
</tr>
<tr>
<td>(3) Visual 50ms</td>
<td>0.5840</td>
<td>0.7858</td>
<td>0.8154</td>
<td>0.6445</td>
</tr>
<tr>
<td>(4) Visual 58Hz</td>
<td>0.5941</td>
<td>0.7726</td>
<td>0.8031</td>
<td>0.6560</td>
</tr>
<tr>
<td>(5) Acous 50ms Visual 50ms</td>
<td>0.4497</td>
<td>0.8651</td>
<td>0.9159</td>
<td>0.8526</td>
</tr>
<tr>
<td>Two Subnets (Multiscale)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6) Acous 50ms Visual 50ms</td>
<td>0.4443</td>
<td>0.8637</td>
<td>0.9198</td>
<td>0.8711</td>
</tr>
<tr>
<td>(7) Acous 10ms Visual 50ms</td>
<td>0.4337</td>
<td>0.8840</td>
<td>0.9347</td>
<td>0.8784</td>
</tr>
<tr>
<td>(8) Acous 50ms Visual 58Hz</td>
<td>0.4437</td>
<td>0.8634</td>
<td>0.9216</td>
<td>0.8721</td>
</tr>
<tr>
<td>(9) Acous 10ms Visual 58Hz</td>
<td>0.4332</td>
<td>0.8831</td>
<td>0.9343</td>
<td>0.8762</td>
</tr>
</tbody>
</table>

Table 4.2: Mahnobot corpus experimental results

features (11) on the other metrics. In Chapter 5, we revisit the question of how linguistic features should be treated in continuous models.
Chapter 5

Continuous Turn-Taking Decisions With POMDPs

5.1 Motivation and Related work

5.1.1 Motivation

In Chapters 3 and 4, we proposed ways of improving CTT performance as measured by the overall loss and metrics representing different turn-taking decisions. The metrics we looked at (PAUSE 50, PAUSE 500, OVERLAP, and ONSET) give an indication of how the model might perform in a live implementation. The PAUSE 50 and PAUSE 500 metrics represent endpointing decisions where a user silence has been detected, and a judgement must be made as to whether the user is going to continue or not (HOLD/SHIFT). While these endpointing decisions are useful, they are still constrained by the fact that these pauses must be detected before making a decision. As such, these types of decisions still belong to the traditional reactive paradigm. One of the appeals of continuous models is that the user’s end of turn can potentially be anticipated, allowing for fast turn switches that result in small gaps or small amounts of overlap. However, so far none of the models we have investigated attempts to make these type of predictive decisions.

In the finite state turn-taking machine (FSTTM) approach of Raux and Eskenazi (2009), they take a principled approach to turn-taking decisions in which the relative cost of being in an overlap is weighed against the cost of having a long gap between turns. The basic functionality of the FSTTM works as follows: first, a pause by the user is detected. Then, features extracted from
the user’s utterance (as well as contextual features) are used to make a probabilistic prediction as to whether the silence is an EOT (logistic regression models were used for this EOT model by Raux and Eskenazi (2009)). This probability score is then used as input to the FSTTM to decide how long the system should wait until it can take a turn. If the user begins speaking again before the predicted time then the system doesn’t take a turn. The higher the probability that the pause is an EOT, the shorter the predicted time will be. The length of time that the system waits also depends on predetermined costs that have been assigned to either interrupting or having long gaps after the user has finished. The cost ratios and the EOT model therefore determine the overall latency vs. false-cut-in (FCI) performance of the system. The better the EOT model is, the better the characteristics of the trade-off.

This ability to control the trade-off between latency and FCIs is very useful in practical SDS implementations where, in some cases, reliability may be more important than speed, or vice versa. However, there are issues regarding how this trade-off can best be controlled in continuous models. Firstly, if we wished to use the output of a CTT model with an FSTTM, we would need to find a way of generating probabilistic EOT predictions from the CTT model. In previous chapters, the HOLD/SHIFT predictions were made by a greater-than/less-than comparison of the \( y_t \) vectors for each of the speakers in a conversation (see Section 2.3.3). Converting \( y_t \) prediction vectors into EOT probabilities is not straightforward. It is therefore desirable to find a way of probabilistically modelling EOTs using continuous models.

Another issue is that FSTTMs are designed with non-sequential models in mind, where a single prediction of how long the system should wait before taking a turn is made when a user silence is detected. To fully take advantage of the continuous nature of CTT models, it is desirable to make these types of decisions incrementally, before a user silence is detected. Given that the system is prepared to take a turn, at each frame during the user’s turn the system should be able to predict whether it is likely that the user will still be speaking during the next frame and weigh up the cost of either interrupting the user or having a long gap.

POMDPs can be used to sequentially make decisions when there is underlying uncertainty about the current state of a system. We propose that POMDPs present a suitable replacement to FSTTMs for making endpointing decisions within a continuous context. Since they are sequential, they can be used with the incremental outputs of continuous models. POMDPs take into account the probability of being in future states when making decisions at each timestep. This predictive aspect of POMDPs potentially allows CTT model predictions to be employed.
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5.1.2 Overview

In this chapter we show how predictive continuous turn-taking decisions can be made using POMDP-based control to achieve better latency vs FCI trade-off characteristics than thresholding, classification (as per Skantze (2017a)), or FSTTMs (Raux, 2008; Raux and Eskenazi, 2009). In general, exact solutions to POMDPs in continuous observation spaces are intractable (Papadimitriou and Tsitsiklis, 1987), and even approximate solutions can be difficult (Sunberg and Kochenderfer, 2017). We employ three techniques that exploit domain-specific knowledge to make our problem tractable: (1) We discretize the observation space using derived probabilistic expressions that generate the observation probabilities from neural network predictions. (2) We propose a neural architecture that outputs predictions that are designed to be used to derive these observation probabilities. As a by-product of this, we develop an output classifier for turn-taking classification that outperforms previous CTT classification approaches and is more suitable to real-world applications. (3) We use past, future, and present predictions made by our RNN model to recursively calculate the observation probabilities at each future horizon. Using these three techniques, we can efficiently evaluate models by sweeping across cost values to observe the trade-off between latency and false-cut-ins (FCIs).
5.1.3 Finite State Turn-Taking Machine

Our POMDP decision process builds on the state-based representation used by the FSTTM. We also use the FSTTM as a comparison method in our experiments, so in this sub-section we describe it in detail. The FSTTM models turn-taking using a non-deterministic finite-state machine (FSM) that consists of six states, as shown in Fig. 5.1. For the purposes of modelling endpointing, we are only interested in modelling the possible transitions from the User state to the System state. This excludes the FreeS state and the BothS state. The four states which we use are: \( S \in \{ \text{SYSTEM}, \text{USER}, \text{FREE}, \text{OVERLAP} \} \) which we abbreviate when used in equations as \( S, U, F, O \), respectively. We use these same four states in our POMDP described below. There are two actions available to the dialogue system: \( A \in \{ \text{GRAB}, \text{WAIT} \} \) which influence the state transitions, abbreviated as \( G \) and \( W \) when used in equations. The FSM assumes that there cannot be a direct transition between the User and System states, but that the intermediary states, Free or Overlap, must be transitioned through. This corresponds to the assumption that turn-switches with no gap and no overlap will never occur.

A reward is associated with available actions in each state. The reward structure is based on the principle proposed by Sacks et al. (1974) that participants in a conversation attempt to minimize gaps and overlaps. The action with the highest expected reward can then be selected at any time \( t \) during the conversation using:

\[
\arg\max_{a \in A} \sum_{s \in S} p(s|z_t)R(s, a)
\]

(5.1)

where \( p(s|z_t) \) is a model of the probability of a state occupation given the observations \( z_t \), and \( R(s, a) \) is the reward for taking one of the two actions while in this state.\(^1\) When this state-based model is used in the context of endpointing we assume that the FSM begins in the User state and the objective is to determine the point when the user should start speaking. The observations \( z_t \) are decomposed into observations that are available at the start of the pause \( z \) (which consist of features extracted from the user’s utterance and the dialogue context), and observations made during the pause. In the case of the original FSTTM specification of Raux and Eskenazi (2009), the only observation made during the pause consists of the length of the pause itself \( \tau \). More specifically, during a detected pause by the user, it is observed that \( d \geq \tau \)

\(^1\)In this summary of the FSTTM system of Raux and Eskenazi (2009), we adapt the original formulas to use reward functions \( R(\cdot, \cdot) \) instead of cost functions \( C(\cdot, \cdot) \). This was done so that the notation is consistent with standard formulations of POMDPs, which are commonly given in terms of reward functions (e.g. Kaelbling et al. (1998)). We adapt the original formulas of Raux and Eskenazi (2009) by assuming \( R(\cdot, \cdot) = -C(\cdot, \cdot) \).
where $d$ is the total duration of the pause.

To use the FSTTM for endpointing, silences of a given length (e.g. 200 ms) after a user’s utterance are identified using a VAD and then the reward of choosing either GRAB or WAIT is evaluated. The reward of WAIT during FREE is a negative value decreases linearly with the length of the pause $R(F,W) \cdot t$. The reward of the GRAB action while in the USER state, $R(U,G)$, is set to a negative constant. The rewards of WAIT during USER is set to zero, as is the reward for and GRAB during FREE. The FSTTM assumes an initial state of USER and we try to predict whether the user will continue speaking or whether the user has relinquished their turn. The probability that the user will not continue speaking is given by:

$$p(F|z, d \geq \tau) = \frac{p(d \geq \tau|z,F)p(F|z)}{p(d \geq \tau|z)}$$  \hspace{1cm} (5.2)

$$= \frac{p(F|z)}{p(d \geq \tau|z)}$$  \hspace{1cm} (5.3)

where $p(d \geq \tau|z,F)$ is the probability that the total duration of the pause $d$ lasts at least $\tau$ ms (the length of the user’s observed pause) given that the floor-state is FREE. In the FSTTM specification of Raux and Eskenazi (2009), the value of $p(d \geq \tau|z,F)$ is assumed to be equal to 1.0. This equivalence can be interpreted as making a modelling assumption that, given that the user has relinquished their turn (i.e. the FSM has entered the FREE state), the pause will continue forever.

The numerator of Eq. (5.2) $p(F|z)$, is the probability that the system is in the FREE state given the speech features observed during the previous IPU, and $p(d \geq \tau|z)$ is the probability the pause lasts at least $\tau$ ms. The probability that the user will continue speaking, given the observations and current silence length, is:

$$p(U|z, d \geq \tau) = \frac{p(d \geq \tau|z,U)p(U|z)}{p(d \geq \tau|z)}$$  \hspace{1cm} (5.4)

The probability $p(d \geq \tau|z,U)$ is modelled using the knowledge that the distribution of turn-internal pauses can be approximated using an exponential distribution (Jaffe and Feldstein 1970; Raux and Eskenazi 2008):

$$p(d \geq \tau|z,U) = e^{-\mu(z)}$$  \hspace{1cm} (5.5)

The parameter $\mu(z)$ is the expected length of the turn-internal pause given the observations.
We use the mean of the turn-internal pauses of our validation set as a constant value for $\mu(z)$.

Using Eq. 5.1 and description of the rewards given above, the expected reward of \textit{WAIT} is given by:

$$p(F|z)R(F,W) \cdot \tau \over p(d \geq \tau|z)$$

The expected reward of \textit{GRAB} is:

$$p(d \geq \tau|z,U)\left(1 - p(F|z)\right) R(O,G) \over p(d \geq \tau|z)$$

To perform endpointing we find the predicted value of $t_0$ when the reward of \textit{WAIT} exceeds the reward of \textit{GRAB}. This can be solved by finding the solution to:

$$t_0 = \frac{R(F,W)}{R(O,G)} e^{-\tau \mu(z)} \cdot \frac{1 - p(F|z)}{p(F|z)}$$

This expression cannot be solved analytically but it can be solved using gradient-based iterative methods such as Newton’s method (Abadi et al., 2013; Abdi, 2007).
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5.2 CTT Decisions using POMDPS

5.2.1 Overview of the Predictive Model

Our approach to making continuous endpointing decisions with POMDPs relies on a modified CTT model to output predictions that are used as input to the POMDP. We first discuss the changes we made to standard CTT architecture before describing the POMDP controller in section 5.2.2. Using the notation introduced in 2.3.3 the first main difference is that the network predicts $y_t$, the voice activity for the current frame as well as future frames (i.e. $y_t = [y_t, y_{t+1}, ..., y_N]$), rather than $y_t = [y_{t+1}, y_{t+2}, ..., y_N]$). It therefore acts as a combined current and future voice activity predictor (VAD). We do this to be able to continuously estimate the expected length of a pause that has occurred by using a stored history of past $y_t$ values $h_t = [y_t, y_{t-1}, ..., y_{t-K}]$. By making the assumption $y_t \perp y_{t+1}$, the expected length of a pause at any given point in the conversation is given by:

$$E[\tau|h_t] = L \sum_{i=1}^{K-1} \prod_{n=0}^{i-1} p(y_{t-n} = 0) \prod_{j=1}^{K} p(y_{t-j} = 1)$$

where $L$ is the length of a single time-step. This continuous estimate of the expected length of an observed pause is used to approximate the probability that the total duration of the pause will last longer than the current pause length given that the user will continue speaking:

$$p(d \geq E[\tau]|z_t, U) = e^{-E[\tau|h_t]}$$

This makes use of the exponential distribution from Eq. 5.5.

The second main difference is that the network is trained not only to predict the future voice activity of the user $y_t$, but also directly predict whether there will be a SHIFT when the speaker’s IPU ends. This conditional probability $p(v_t|\tau \neq 0, z_t)$ is modelled as the output of a sigmoid activation layer that is optimized in conjunction with the $y_t$ predictions. We use the notation $p(v_t = 0|\tau \neq 0, z_t) = 1 - p(v_t = 0|\tau \neq 0, z_t)$ to denote the network prediction for HOLD. The training data for $p(v_t|\tau \neq 0, z_t)$ is generated automatically from a frame-based IPU segmentation of the dataset. The labelling scheme (shown in Fig. 5.3) labels all silent frames in a conversation as either HOLD (0) or SHIFT (1). We also label $n_{pre}$ frames preceding the end of each IPU with the HOLD/SHIFT values. For example, $n_{pre}=2$ corresponds to 100 ms before the end of the IPU. All other frames are labelled as undefined. At training time we only back-propagate the
error for the defined labels. To make HOLD/SHIFT classification-based decisions on our test set, we choose threshold values for $p(v_t|\tau \neq 0, z_t)$ that maximize the performance of classifications on our held-out validation set.

The motivation for labelling $n_{pre}$ spoken frames is that we would like our network to predict turn-switches before they happen. If we only predict at silence values, the turn-switch predictions directly preceding the end of the IPU will not be as accurate and we will have less no-gap/no-overlap transitions, which will lower the overall mean latency. Since many turn-relinquishing cues tend to be located near the end of IPUs, we find that including these spoken frames improves the performance. There is a trade-off however, since including too many spoken frames risks including noisy information that is irrelevant to making decisions as to who will take the floor in the next IPU.

### 5.2.2 POMDPs for turn-taking prediction

Our control process is a short-horizon POMDP that uses the predictions from our CTT model to generate the observation probabilities that allow the POMDP to make decisions. It uses the two separate types of outputs from the network ($y_t$ and $p(v_t|\tau \neq 0, z_t)$) to predictively combine them during the calculation of observation probabilities at future horizons. POMDPs are described by the tuple $(S, A, \Omega, T, R, Z, \gamma)$ where $S$ is a set of states (same four possible endpointing states described by Raux and Eskenazi (2009)); $A$ is a set of actions; $\Omega$ is a set of possible observations; $T$ is the state transition function $T(s, a, s') = p(s'|s, a)$; $R$ is the reward function $R(s, a)$; $Z$ defines the observation model $Z(s', a_{t-1}, z_t) = p(z_t|a_{t-1}, s')$; and $\gamma \in [0, 1)$ is a discount factor. In POMDPs the true state of the process is unknown. The observations at each time step are used to maintain a distribution over the possible states $b_t$. The belief state is updated at each time step using the belief state update function $b_t = \beta(b_{t-1}, a_{t-1}, z_t)$, which is defined as the following Bayesian filter:
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\[ b_t(s') = \beta(b_{t-1}, a_{t-1}, z_t)(s') = \frac{1}{p(z_t|b_{t-1}, a_{t-1})} Z(s', a_{t-1}, z_t) \sum_{s \in S} T(s, a_{t-1}, s') b_{t-1}(s) \]  

(5.11)

where \( p(z_t|b_{t-1}, a_{t-1}) \) is a normalizing constant that uses:

\[ p(z_t|b_{t-1}, a_{t-1}) = \sum_{s' \in S} Z(s', a_{t-1}, z_t) \sum_{s \in S} T(s, a_{t-1}, s') b_{t-1}(s) \]  

(5.12)

The actions that the system takes are determined by a deterministic mapping from belief states to actions \( \pi(b) \in A \). The value of some policy \( \pi \) is then given by

\[ V^\pi(b_t) = R_B(b_t, \pi(b_t)) + \gamma \sum_{z_{t+1} \in \Omega} p(z_{t+1}|b_t, \pi(b_t)) V^\pi(b_{t+1}) \]  

(5.13)

where

\[ R_B(b, a) = \sum_{s \in S} b(s) R(s, a) \]  

(5.14)

Transition Function \( (T) \) The transition function \( T : S \times A \times S \mapsto [0, 1] \) gives the probability of transitioning from state \( s \) to state \( s' \) if the action \( a \) is performed \( T(s, a, s') = p(s'|s, a) \). The two available actions to the system when endpointing are \( \text{WAIT} \) and \( \text{GRAB} \). When conditioned on the system action \( a \) of the previous time step, the belief space is partitioned into two non-overlapping spaces delineated by the dialogue system’s spoken states \{SYSTEM, OVERLAP\} and the system’s silent states \{USER, FREE\}. Since we are only interested in predicting the optimal point to perform a single \( \text{GRAB} \) action we can restrict the transition function to never transition back from to the spoken states once a \( \text{GRAB} \) action has been performed. This corresponds to assigning a probability of zero to the transition from the speaking states to the silent states. It should be noted that transitions from OVERLAP to SYSTEM have non-zero probabilities. This allows \( \text{GRAB} \) actions to be performed when there is a non-zero probability that the the action will initially result in an overlap but eventually end up in a SYSTEM state at a subsequent horizon. This enables fast turn switches with small amounts of overlap. However, transitions from SYSTEM to OVERLAP are assumed to have zero probability. This is a necessary result of the aforementioned assumption (introduced by Raux and Eskenazi (2009)) that once the user has relinquished their turn they will not restart their turn. Given these constraints, the transition function probabilities are then estimated on the validation set using maximum
likelihood estimation.

While encoding assumptions into the transition and observation models might seem like bad practice, it is commonly done when building real-world POMDP systems (Young et al., 2013). It serves as a method of using domain knowledge to impose strong priors. Young et al. (2013) give an example from a restaurant recommendation SDS where the user action is the statement “I want a Chinese restaurant” can be used to set all probabilities for system responses that don’t recommend a Chinese restaurant to zero.

**Observation Model (Z)** The observation model \( Z(s', a_{t-1}, z_t) = p(z_t|a_{t-1}, s') \) gives the probability of the observations \( z_t \) given that action \( a_{t-1} \) is performed, and the resulting state is \( s' \). In classical POMDP specifications, observations consist of discrete events (e.g. words), or sequences of discrete events (e.g. utterances). An issue typically encountered with this approach is that the number of possible observations can easily become too large to model directly and typically domain-specific properties of the task must be exploited to make the problem tractable (Young et al., 2013). More recently, neural networks have been used to replace the different components of POMDP systems (Hausknecht and Stone, 2015; Ha and Schmidhuber, 2018; Gangwani et al., 2019). This allows observation models to be compactly represented using far fewer parameters.

For our problem of turn-taking decision-making, we would like to use acoustic and linguistic features extracted from the user’s speech in a frame-by-frame manner. Hypothetically, one option for calculating \( p(z_t|a_{t-1}, s') \) might be to use the most recent ASR results, as well as extracting summary acoustic features (e.g. discrete variables representing high or low pitch). However, even with a small vocabulary, calculating the probability of a sequence of words and features (conditioned on \( a_{t-1} \) and \( s' \)) is intractable since it would require a summation over all possible combinations of sequence observations. We therefore must resort to methods of approximating \( p(z_t|a_{t-1}, s') \), which we achieve by estimating \( p(s'|a_{t-1}, z_t) \) using a neural network, and then applying Bayes rule.

The conditional state occupation probabilities \( p(s'|a_{t-1}, z_t) \) are estimated using the neural network outputs \( p(v_t|\tau \neq 0, z_t) \) and \( y_t \). The derivations of the conditional state probabilities are given later in this chapter in section 5.2.3. Since POMDPs require observation probabilities in the form \( p(z_t|a, s') \) we employ an approach commonly used in ASR neural network acoustic
modelling for HMMs, where scaled likelihoods (e.g., Morgan and Bourlard (1995)) are used:

$$\frac{p(z_t | a_{t-1}, s')} {p(z_t | a_{t-1})} = \frac{p(s' | a_{t-1}, z_t)} {p(s' | a_{t-1})}$$ (5.15)

As was assumed by Morgan and Bourlard (1995), the probability of the observations given an action $p(z_t | a_{t-1})$ is taken to be constant. We can then use:

$$p(z_t | a_{t-1}, s') = \frac{1}{C} \frac{p(s' | a_{t-1}, z_t)} {p(s' | a_{t-1})}$$ (5.16)

where $C = \sum_{s'} \frac{p(s' | a_{t-1}, z_t)} {p(s' | a_{t-1})}$. The state probabilities $p(s' | a_{t-1})$ can be calculated using the relative frequency count of each resulting state given an action.

In order to calculate the conditional state probabilities for each state $p(s' | a_{t-1}, z_t)$ we can use the domain knowledge that for any given action $a_{t-1}$ there are only two possible states at time $t$, and that the probabilities for these two states must be complementary. More specifically, if $a_{t-1} = WAIT$ then:

$$p(s' = FREE | a_{t-1} = WAIT, z_t) = 1 - p(s' = USER | a_{t-1} = WAIT, z_t)$$ (5.17)

and if $a_{t-1} = GRAB$:

$$p(s' = SYSTEM | a_{t-1} = GRAB, z_t) = 1 - p(s' = OVERLAP | a_{t-1} = GRAB, z_t)$$ (5.18)

Solving the POMDP  Fig. 5.4 shows a diagram of all possible conditional plans for $\lambda = 2$, starting from a silent state. The nodes in red represent the states during which the system is
speaking (SYSTEM and OVERLAP). The nodes in blue represent the states in which the system is silent (USER and FREE). The nodes in grey correspond to state paths that are not allowed to occur under the assumed restriction that we cannot transition back from a speaking state once the GRAB action has been performed. As mentioned above, this corresponds to setting zero transition probabilities for speaking to non-speaking state transitions. The graph defined in the region labelled ‘Horizon 0’ corresponds to making a decision to GRAB or WAIT that is based solely on the current belief state, and not on any future horizons. Using Eq. 5.13, the value of a policy based only on the current belief state is given by:

\[ V^\pi(b) = R_B(b, \pi(b)) \]  

(5.19)

This is equivalent to setting the discount factor in Eq. 5.13 to zero.

In order to calculate the value of actions in future horizons, we use the future predictions of the neural network in the recursive calculations of \( V^\pi \). At each new horizon, predictions of \( y_t \) for future time-steps are used to calculate new values for \( E[\tau|h_t] \) as well as calculate a new probability that the user is still speaking \( p(\tau = 0) \). These values are then used along with the current prediction for \( p(v_t|\tau \neq 0, z_t) \) to calculate new observation probabilities \( p(z_{t+1}|b_t, \pi(b_t)) \) at each horizon. The new observation probabilities are also used to estimate the future belief state \( b_{t+1} \). We can then calculate the expected reward for each conditional plan within a specified horizon \( \lambda \), and select the plan with the highest expected reward. This use of the future predictions to make decisions (rather than solely basing them on the predictions for the current frame) allows the POMDP to plan ahead. By having a system that only reacts to the current frame we are also limiting the minimum possible latency to one frame-step. Whereas, by using a predictive model we can potentially achieve zero and negative latencies (although, we currently consider negative latencies to be FCIs).

### 5.2.3 Continuous State Occupation Models

As mentioned in section 5.2.2, the observation probabilities \( p(z_t|a_{t-1}, s') \) are estimated from the conditional state occupation probabilities \( p(s'|a_{t-1}, z_t) \) using scaled likelihoods (see Eq. 5.16). In this subsection we describe how we calculate \( p(s'|a_{t-1}, z_t) \) for each of the four states using the neural network outputs.
Silent States: User state occupation probability  We model the probability that we are in the USER state as the union of the probability that the user is speaking, with the probability that the user is not speaking but will start speaking again:

\[
p(U|z_t, a_{t-1} = W) = p(\tau = 0|z_t, a_{t-1} = W) + p(\tau \neq 0, \text{HOLD}|z_t, a_{t-1} = W) \tag{5.20}
\]

The estimates of the probabilities of \(\tau = 0\) and \(\tau \neq 0\) both use the network’s VAD prediction for the current frame \(y_t\). The probability that the user will start speaking again, \(p(\text{HOLD}|z_t, a_{t-1} = W)\), is modelled using the neural network’s estimate for the probability of whether there will be a SHIFT when the speaker’s IPU ends \(p(v_t|\tau \neq 0, z_t)\), as well as using the estimate for whether the current pause will last longer, given that it is a turn-internal pause \(p(d \geq E[\tau]|z_t, U)\). Similarly to the FSTTM approach discussed in Section 5.1.3, we supplement the trained turn-taking model that captures spoken turn-taking cues with domain knowledge of the distribution of pauses. Using \(p(v_t|\tau \neq 0, z_t)\) alone is not sufficient for two main reasons:

1. In using a model trained using supervised learning (rather than reinforcement learning) the network can only accurately model observations sequences that are observed in the training data. Since we are training on human-human conversational corpora (in order to use large training corpora to capture acoustic and linguistic turn-taking cues), the network cannot learn that, within the context of an SDS, long stretches of silence after a user’s utterance indicate that the user has relinquished their turn. In other words, the network is not presented with training data that represents the knowledge that longer silences by the user indicate an end of turn.

2. While the network is capable of forming predictions based on behaviour that is observed during the spoken parts of the interaction (as well as incorporating knowledge about short pauses of the type observed in the data), over longer stretches of silence the network predictions for \(p(v_t|\tau \neq 0, z_t)\) will trend towards chance (average) predictions. This means that when the user has finished their turn, the prediction of \(p(v_t|\tau \neq 0, z_t)\) in the vicinity of the end of their IPU must be high enough to trigger the GRAB action. If it is not triggered, \(p(v_t|\tau \neq 0, z_t)\) will only decrease over time. This will cause the system to hang indefinitely in belief states that choose the WAIT action. Meaning that, if the neural network does not detect any turn-switch cues (or they are only weakly detected) when the user intends
noting that in Eq. 5.21, \( p \) agnostic of whether it is a turn-internal pause or the user has relinquished the turn. It is worth noting that in Eq. 5.21, \( p(d \geq E[\tau]|z_t, a_{t-1} = W, F) = 1 \) under the previously stated assumption that if we are in the FREE state a pause will continue until the GRAB action is performed by the system. The domain knowledge of pause distributions is incorporated into our HOLD predictions using:

\[
p(d \geq E[\tau]|z_t, a_{t-1} = W) = p(d \geq E[\tau]|z_t, a_{t-1} = W, F) p(v_t = 1|\tau \neq 0, z_t, a_{t-1} = W) \ldots
\]

\[
\ldots + p(d \geq E[\tau]|z_t, U) p(v_t = 0|\tau \neq 0, z_t, a_{t-1} = W) \ldots
\]

\[
= p(v_t = 1|\tau \neq 0, z_t, a_{t-1} = W) \ldots
\]

\[
\ldots + p(d \geq E[\tau]|z_t, U) p(v_t = 0|\tau \neq 0, z_t, a_{t-1} = W) \quad (5.21)
\]

where \( p(d \geq E[\tau]|z_t, a_{t-1} = W) \) denotes the combined probability that a pause will continue, agnostic of whether it is a turn-internal pause or the user has relinquished the turn. Therefore, from Eq. 5.20:

\[
p(HOLD|\tau \neq 0, z_t, a_{t-1} = W) = p(v_t = 0|d \geq E[\tau], \tau \neq 0, z_t, a_{t-1} = W)
\]

\[
= \frac{p(d \geq E[\tau], v_t = 0|\tau \neq 0, z_t, a_{t-1} = W)}{p(d \geq E[\tau]|\tau \neq 0, z_t, a_{t-1} = W)}
\]

\[
= \frac{p(d \geq E[\tau]|z_t, a_{t-1} = W, v_t = 0)}{p(d \geq E[\tau]|z_t, a_{t-1} = W)} \ldots
\]

\[
\ldots \times p(v_t = 0|\tau \neq 0, z_t, a_{t-1} = W)
\]

\[
= \frac{p(d \geq E[\tau]|z_t, U) p(v_t = 0|\tau \neq 0, z_t, a_{t-1} = W)}{p(d \geq E[\tau]|z_t, a_{t-1} = W)} \quad (5.23)
\]

\[
p(U|z_t, a_{t-1} = W) = p(\tau = 0|z_t, a_{t-1} = W) + p(\tau \neq 0|z_t, a_{t-1} = W) \ldots
\]

\[
\ldots \times \frac{p(d \geq E[\tau]|z_t, a_{t-1} = W, U) p(v_t = 0|\tau \neq 0, z_t, a_{t-1} = W)}{p(d \geq E[\tau]|z_t, a_{t-1} = W)} \quad (5.26)
\]
Silent States: Free state occupation probability  We model the probability that we are in the $F$ state by the probability that the user is not speaking and will not start speaking again:

$$p(F|z_t, a_{t-1} = W) = p(\tau \neq 0, \text{SHIFT}|z_t, a_{t-1} = W)$$  \hspace{1cm} (5.27)

where:

$$p(\text{SHIFT}|\tau \neq 0, z_t, a_{t-1} = W) = \frac{p(\nu_t = 1|d \geq E[\tau], \tau \neq 0, z_t, a_{t-1} = W)}{p(d \geq E[\tau]|\tau \neq 0, z_t, a_{t-1} = W)}$$  \hspace{1cm} (5.28)

So:

$$p(F|z_t, a_{t-1} = W) = p(\tau \neq 0|\nu_t = 1|z_t, a_{t-1} = W) \frac{p(\nu_t = 1|\tau \neq 0, z_t, a_{t-1} = W)}{p(d \geq E[\tau]|z_t, a_{t-1} = W)}$$  \hspace{1cm} (5.30)

It can be shown that the sum of $p(F|z_t, a_{t-1} = W)$ and $p(U|z_t, a_{t-1} = W)$ will equal one. In real-world implementations of the system, it may be easier to simply calculate $p(F|z_t, a_{t-1} = W)$ from Eq. 5.30 and then use $p(U|z_t, a_{t-1} = W) = 1 - p(F|z_t, a_{t-1} = W)$.

Spoken States: System state occupation probability  Given that the GRAB action was performed in the previous timestep, the SYSTEM state occupation probability is calculated using the neural network VAD prediction for whether the user is silent:

$$p(S|z_t, a_{t-1} = G) = p(\tau = 0|z_t, a_{t-1} = G)$$  \hspace{1cm} (5.31)

Spoken States: Overlap state occupation probability  Given that the GRAB action was performed in the previous timestep, the OVERLAP state occupation probability is calculated using the neural network VAD prediction for whether the user is speaking:

$$p(O|z_t, a_{t-1} = G) = p(\tau \neq 0|z_t, a_{t-1} = G)$$  \hspace{1cm} (5.32)
5.3 Implementation Details

5.3.1 Data

We perform our experiments using the Switchboard 1 dataset Godfrey et al. (1992). We train only on the files with from the MS-State transcriptions and evaluate using the HUB’5 set for evaluation. The utterance labels are used to create frame-based labels for speech activity. From the speech activity labels we extract utterances (IPUs) based on pause thresholds. We use a pause threshold of 50ms, which is shorter than is commonly used but is more appropriate for the current context of evaluating fast turn-switch performance. For evaluation we exclude IPUs that end in overlap, as well as IPUs that are succeeded by pauses of longer than 2 seconds. The IPUs are then labelled for HOLD/SHIFT according to the labelling scheme discussed above and shown in Fig. 5.3.

5.3.2 Training Procedure

The neural network is trained to predict a vector of $N = 20$ voice activity labels from the current time-step to 19 steps in the futures. We add a secondary loss to predict the HOLD/SHIFT labels where we weight the secondary loss by half the weight of the voice activity predictions. The network is trained to minimize binary-cross-entropy loss with sequence lengths of 800 frames. As linguistic features we use an enumerated vocabulary that is used to learn an embedding of dimension 128 that is jointly optimized with the rest of the network. As acoustic features we use 40 log-mel filter banks as well as 17 features from the eGEMAPs Eyben et al. (2016) feature set (excluding the MFCCs). These features are concatenated with the features from the previous frame to create an input acoustic vector of size 114. The network has the following settings: LSTM layers all have a hidden unit sizes of 128; we use dropout of 0.2 between layers; a learning rate of $1e^{-5}$; and two RELU layers for each multitask prediction. We use early-stopping, where we evaluate on a held-out validation set until the loss stops decreasing and then test once on the full test set at the end.
5.3.3 Testing

POMDP Evaluating conversational turn-taking models in non-real-world settings requires making the assumption that, at each IPU, the user is speaking and the SDS would like to decide if, and when, it should take a turn. For traditional non-sequential classification approaches this consists of training classifiers to make a decision once a pause of a given threshold is observed. In the continuous context, this decision is complicated by the fact that we would like these decisions to incorporate predictions of whether a user is about to stop speaking. Therefore, the SDS could potentially interrupt the user before they are finished speaking. To take this into account, we use FCI = \frac{\text{Interruptions} + \text{FP}}{\text{IPU count}}

The output of the POMDP is a series of actions at each time-step during the user’s IPU, and in the silence that comes after the IPU. We consider the first frame at which the G action is chosen to be the endpoint decision. To be able to endpoint after the pause is completed we pad the predictions for \( y_t \) during each IPU with two seconds of silence and repeat the last prediction for \( p(v_t | \tau \neq 0, z_t) \). This is an approximation of the assumption made in the FSTTM of Raux and Eskenazi (2009) that once the user is finished speaking, they will not start speaking again. We acknowledge that there are limitations with this evaluation scheme but regard it as the most straightforward method of making endpointing decisions with continuous models after the user’s pause has finished. Another potential option would be to generate the neural-network outputs using artificial silence.

For the POMDP settings we set the length of the history \( h \) to be \( K = 20 \) and used a discount factor of \( \gamma = 1 \). The reward settings that we used for the POMDP were: \( R(F, W) = -\epsilon \), \( R(S, G) = \epsilon \), \( R(U, W) = 1 \), \( R(O, G) = -1000 \) with all other rewards set to zero. We sweep across values of \( \epsilon \) to observe the latency vs. FCI trade-off.

Classification We devise a classification-based approach to making decisions with continuous predictions as a comparison method for our POMDPs. We take the output predictions for \( p(v_t | \tau \neq 0, z_t) \) at the end of each IPU and calculate a classification-threshold \( \sigma \) that maximizes the number of correct classifications (on the validation set). We then sweep across the pause-
durations for the IPUs. If the pause-duration is less than the pause-threshold we classify it using $p(v_t | \tau \neq 0, z_t)$ and $\sigma$. If the pause-duration is greater than the pause-threshold, we classify it as SHIFT. Pseudo-code is given in Algorithm 2. We note that this approach assumes perfect VAD performance and is not predictive.

```python
if current_pause < pause_threshold:
    if $p(v_t | \tau \neq 0, z_t) > \sigma$:
        decision = SHIFT
    else:
        decision = HOLD
else:
    decision = SHIFT
```

Algorithm 2: Pseudo-code for the classification-based decision approach.

**FSTTM** To enable comparisons, we evaluate the FSTTM controller using the final $p(v_t | \tau \neq 0, z_t)$ prediction from each IPU as $p(F|z)$ described by [Raux and Eskenazi (2009)](https://example.com). The value of $\mu(z)$ is calculated from the data and is the same value used for the POMDPs.

**Baseline** We calculate a baseline performance based on simple thresholding of pause durations to classify HOLD or SHIFT at for pause.

### 5.4 Discussion

In Fig. 5.5 we plot the latency vs. FCI curves for our POMDP controllers and the three other comparison methods. The dashed line indicates the 50 ms of silence after the user’s IPU. Comparing the performance of the two POMDPs we can see that the inclusion of predictions at the first horizon greatly improves the POMDP decisions. Since using the POMDP without a horizon only makes decisions based on the current belief state as calculated by the Bayesian filter, future predictions cannot be taken into account. We observed that altering the value of $R(O,G)$ changed the decay rate of the horizon-one curve. We did not see any improvement in the predictions when using a horizon greater than one; the predictions were almost identical to those at the first horizon. This be explained by the notion that, for turn-taking prediction, where we are trying to achieve no-gap/no-overlap, knowledge of the current frame and the next frame is sufficient to make optimal decisions. Our proposed classification approach has strong
Figure 5.5: Latency vs. FCI curves for our POMDP controller and the three comparison decision making methods. The dashed vertical line represents 50 ms of silence after the user’s IPU.
performance, outperforming the POMDP with no horizon. However, as mentioned previously, the classification approach has an advantage in that it uses the ground-truth speech activity labels from the dataset. The error that would be introduced by using a VAD is not taken into account in this approach. The POMDP does not rely on binary VAD decisions to make decisions and instead makes use of the probabilistic prediction for speech activity that is output by the neural network, \( p(\tau \neq 0 | z_t, a_{t-1} = W) \).

Table 5.1 shows how the performance of our labelled-prediction method compares with the previous comparison method from Skantze (2017b). We observed that our labelled method outperformed the comparison method at short pauses, while predictions converged towards those of comparison method as the pause got longer. This can be attributed to the previously mentioned behaviour of the RNN losing information (trending towards chance), when it observes stretches of silence.

### 5.5 Conclusion

While our current system shows how we can make endpointing decisions with no-gap and no-overlap, we note that in practical SDSs consideration should be given as to whether we would always want to respond as quickly as possible to the user. In certain cases it may be more natural or polite to artificially generate pauses before the system responds, even when the system is confident of what the rest of the user’s utterance will be (see Leviathan and Matias (2018)). We argue that discovering the appropriate moment for the system to speak an utterance depends also on extra semantic factors not modelled here. For instance, the response time should depend on not only what the user has said but also what the system intends on saying. If the system is responding with a minimal response such as a backchannel, short amounts of overlap may be appropriate or desirable. If the system is responding to a sensitive question by the user, it may be more appropriate for the system to artificially insert a gap. In the following chapter we devise a generative model that is capable of generated response timings based on the context of both the user’s turn and the upcoming system turn.
Chapter 6

Neural Generation of Dialogue Response Timings

6.1 Introduction

6.1.1 Motivation and Related work

In the previous chapter we proposed a control process for a modified CTT model. The control process employed the predictive capabilities of CTT models to make responsive turn-taking decisions. We proposed that one of the main benefits of the control process was that the trade-off between latency and FCIs could be flexibly controlled. Manipulating the reward parameter $\epsilon$ controlled the relative reward for grabbing the floor when it was free versus the cost of being in an overlap state. The predictive nature of the CTT model allowed the POMDP to anticipate upcoming user EOTs and respond with lower latencies and minimal overlap. This control process builds on the FSTTM of Raux and Eskenazi (2009) and is designed with the objective of avoiding interrupting the user while keeping the lengths of gaps and overlaps as low as possible.

However, this approach does not emulate naturalistic response offsets since in human-human conversation the distributions of response timing offsets have been shown to differ based on the context of the first speaker’s turn and the context of the addressee’s response (e.g. Sacks et al. (1974), Levinson and Torreira (2015), Heeman and Lunsford (2017)). It has also been shown that listeners have different anticipations about upcoming responses based on the length of a silence before a response (Bögels et al. (2019)). If we wish to realistically generate human-
human offset distributions in SDSs it is necessary to design response timing models that take into account the context of the user’s speech and the upcoming system response. For example, offsets where the first speaker’s turn is a backchannel have been observed to occur in overlap more frequently than turn switches where both the first and second utterances are normal turns (Levinson and Torreira 2015). Accordingly, if we apply this observation to SDSs, in the context of the user producing a backchannel it may be appropriate for the system’s turn to overlap with the end of a user’s utterance. It may even be desirable for the sake of faster communication.

As another example, in human-human conversations it has been observed that dispreferred responses (responses that are not in line with the suggested action in the prior turn (Levinson 1983)) are associated with delays of over 700 ms, and that responses with gaps of over 300 ms are less likely to be associated with full acceptance (Kendrick and Torreira 2015; Bögels et al. 2019). This has implications for how the timings of dispreferred system responses are perceived by the user. If we consider the following exchange in an automated booking scenario:

User: Can I get a booking for tomorrow?
System: No, I’m afraid we’re booked up.

A rapid response from the SDS in the second utterance, that includes overlap or has very little gap, would be inappropriate and could be construed as rude. In short, the offsets between turns have semantic significance, and it has been shown that listeners are sensitive to these differences in timings (Bögels et al. 2019).

These details concerning the timings of responses are communicative elements of natural spoken language that is often ignored in SDS designs. As a result, there is a risk of generating a discordance between the response timings and the lexical and/or prosodic elements of the synthesized system turn. There is also the risk that the meaning or sentiment of a system’s utterance could be interpreted in an unintended manner. There is therefore a motivation for matching a response timing with the semantics of a system response, in a similar way that the lexical (e.g. Angeli et al. (2010), Wen et al. (2015), Wen and Young (2019)) or prosodic (e.g. Taylor (2000), Skerry-Ryan et al. (2018)) aspects of a response can be generated to match the system’s intended meaning.

6.1.2 Overview

We introduce Response Timing Network (RTNet), shown in Fig 6.1. The objective behind RTNet is to generate realistic response timings for SDS utterances that take into account the
Figure 6.1: Overview of the proposed response timing network (RTNet). The network generates the distributions of turn-switch offset timings (shown at in the top distribution). There are two main components: a response encoder that generates an encoding of a system response $h_z$, and an inference LSTM that generates the probability of generating a response at a given frame (50 ms frame rate). The inference network takes as input a concatenation of user features $x_n$ with the response encoding $h_z$. The output probabilities are sampled from to generate a turn switch offset $\hat{\tau}$. (N.B. the scale of the generated distribution offset timings and the inference LSTM prediction rate are not drawn to scale)
user’s previous utterance and the semantics of the SDS response. The network operates using both acoustic and linguistic features extracted from the user and system turns. The two main components are an encoder, which encodes the system response \( h_z \), and an inference network, which takes a concatenation of user features and \( h_z \).

The overall aim is to generate the distribution of timing offsets of real human conversations in a way that could be implemented in a spoken dialogue system. There are several notable challenges in this objective. Firstly, the distribution of turn-switch offsets (shown in the top of Fig. 6.1) is such that 30.1% of all offsets occur before the user has finished speaking, with many turn switches occurring 500ms or more before the user’s utterance is finished. The network must therefore incrementally predict when the user is likely to finish speaking using the user’s extracted acoustic and linguistic information. Secondly, it has been shown that the timing of responses depend on the semantic content of the user’s utterance. For example, as mentioned previously, if the user is producing a backchannel there should be a higher probability that the system will begin their utterance in partial overlap with the end of the user’s turn. To model this, the network must capture the semantic content of the user’s turn and judge what type of offset is appropriate. Thirdly, since the semantic content of the system’s response has an impact on the offset distribution, the encoder must be able to capture any relevant information in the response that affects the offset timing. For example, in the automated booking scenario above, the encoder should capture that the response is dispreferred.

RTNet operates within an incremental SDS framework (as discussed in Section 2.2.3) where information about upcoming system responses may be available before the user has finished speaking. RTNet also functions independently of higher-level turn-taking decisions that are traditionally made in the dialogue manager (DM) component. Typically, the DM decides when the system should take a turn and also supplies the natural language generation (NLG) component with a semantic representation of the system response (e.g. intents, dialogue acts, or an equivalent neural representation). The semantic representation is then converted into text by the NLG, and then speech by the speech synthesis (TTS) component. Any of the system response representations that are downstream from the DM’s output representation (e.g. lexical or acoustic features) can potentially be used to generate the response encoding. Therefore, we assume that the decision for the system to take a turn has already been made by the DM and our objective is to predict (on a frame-by-frame basis) the appropriate time to trigger the system turn.
It may be impractical in an incremental framework to generate a full system response and then re-encode it using the response encoder of RTNet. The response encoder of RTNet assumes that the surface realization of the entire system response has been generated by the NLG and that the acoustic feature representation of the response has been created by the TTS system. This creates a computational bottleneck since the system cannot start executing the response until it has been processed by RTNet in its entirety. One of the appeals of incremental systems is that the system can start speaking before the entire response has been generated. RTNet introduces a non-incremental component into an incremental pipeline that disrupts the response generation process.

To address this issue, we propose an extension of RTNet that uses a variational autoencoder (VAE) \cite{Kingma2014} to train an interpretable latent space which can be used to bypass the encoding process at inference-time. This extension (RTNet-VAE) allows the benefit of having a data-driven neural representation of response encodings that can be manipulated without the overhead of the encoding process. By incorporating a VAE at the end of the response encoder network we are able to create a vector representation of responses that learns to cluster similar dialogue acts together, without being trained explicitly to do so. This representation can then be used by the DM to generate appropriate timings for a given response.

At inference-time, the use of the latent space of the VAE removes the bottleneck introduced by the RTNet encoder. We no longer have to wait for the entire system response to be generated by the NLG and TTS components. All that is required is a semantic representation of the upcoming system response which can be used to sample from the trained latent space. The semantic representation can be the same as the one used by the NLG component. For example, if the upcoming system turn is a disagree dialogue act, the semantic representation of disagree will be passed to the NLG component which will generate the text, which will then be converted into speech by the TTS system. The use of a VAE enables us to sample a vector representation from the latent space based on the disagree semantic representation. As soon as the first incremental unit output of the TTS component has been produced, the response can be triggered (or not) based on the vector representation from the latent space. The vector representation can also be generated in parallel with the NLG and TTS components. In short, RTNet-VAE removes the bottleneck that would be required for RTNet to function.

The vector representation also does not suffer from the problems of rigid distinctions between dialogue act labels. As discussed in Section 2.1.3 in many instances the definition of what
constitutes a backchannel and what constitutes an agreement turn may be opaque (e.g. “Yeah”, “uh-huh”). We argue that continuous vector representations are more suited to modelling these subtleties than discrete dialogue act labels. The continuous vector representation is also flexible in that representations of dialogue acts can be easily manipulated using vector algebra. For example, we can use interpolation between disagreement and agreement vectors to achieve perceptually intermediate offset distributions. The DM can then employ this property of the vectors to flexibly generate response timings.

Additionally, since the network captures conversational behaviours that it has observed over the whole training set, we can use the generative model to artificially generate multiple offsets examples for a given response-type or user-turn context. In section 6.4.6 we use this to analyse response behaviours our model has learned for dialogue acts with only a small number of labelled examples. By generating multiple examples of dialogue acts we can approximate distributions for dialogue acts where we only have a small number of labelled examples. This has potential benefits for conversation analysis (CA) since we can investigate the behaviours that the network has learned in a flexible manner that avoids the expense of performing manual annotations.

While the proposed models in this chapter are distinct from the CTT models used in other chapters in both their objectives and their architectures, they build on concepts explored in previous chapters. The encoder used in the RTNet models builds on the multiscale architecture proposed in Chapter 4 but proposes modifications, including a linguistic embedding representation for silence. The explicit representation of silence is motivated by the desire to represent the natural segmentation (e.g. clausal segmentation) that occurs during speech. The inference network also revises how lexical features are represented by introducing an <UNSPEC> token that captures when the result of a VAD has detected that a new word is being spoken by the user but an ASR result has not yet be received. The motivation behind this token is to represent temporal information about the user’s speech in the linguistic modality. In terms of publications that the architecture in this chapter is related to, RTNet-VAE’s architecture is similar to VAEs with recurrent encoders and decoders proposed by Bowman et al. (2016), Ha and Eck (2018), and Roberts et al. (2018). Our use of a VAE to cluster dialogue acts is similar to the approach used in Zhao et al. (2017). Our vector-based representation of dialogue acts takes inspiration from the “attribute vectors” used by Roberts et al. (2018) for learning musical structure representations.
6.1.3 Our contributions

In this subsection we give a summary of the contributions of the work in this chapter.

- We present a model (RTNet) for generating the offset distributions of human-human conversations in an SDS. The model takes into account the context of both the system’s response and the user’s turn.

- We extend RTNet with a variational autoencoder (RTNet-VAE) that allows the encoder to be bypassed by directly sampling from a trained latent space. This allows the model to be integrated with an SDS pipeline more easily.

- We show how the trained latent space of RTNet-VAE can be exploited to analyse behaviours that the network has learned. This has potential use-cases in conversation analysis to perform preliminary analyses of turn-taking behaviours without the need for large amounts of manual annotations.

- We introduce a way of treating silence in continuous models by using a token-based representation, where silence is also given its own token and a corresponding embedding is learned. This treats silence like another word token and is motivated by the fact that pauses carry their own communicative importance.

- We introduce a linguistic representation of user speech in continuous models, where the user is known to be speaking but there is no result from the ASR yet. This allows the linguistic modelling component to benefit from the knowledge of when the user is speaking and temporal aspects that were missing from previously discussed continuous linguistic representations.

- We present offline evaluations of the models. Since evaluation of generative models is known to be difficult we present a customized method for evaluating generated distributions using the KL divergence of the empirical distributions.

- We present the results of listener tests that are designed to evaluate whether listeners consider some response timings more natural than others given a dialogue context. The results show that in many of the test cases listeners significantly preferred some response timings over others depending on the context. We also show that in instances where listeners are sensitive to response timings it is likely that our system will generate response timings that are more realistic than a system that simply generates the mode of the dataset.
6.2 Methodology

6.2.1 Dataset

Our dataset is extracted from the SWBD corpus (Godfrey and Holliman, 1993) (described in Section 2.4). Switchboard consists of 2438 dyadic telephone conversations with a total length of approximately 260 hours. We use the MS-State resegmentation (Deshmukh et al., 1998) for the orthographic transcriptions and word timings in preparing our dataset. The dataset consists of turn pairs (defined below) of adjacent turns by different speakers as shown in Fig. 6.2

6.2.1.1 Turn Pairs

Turn pairs are automatically extracted from orthographic annotations using the following procedure. We extract frame-based speech-activity labels for each speaker using a step-size of 50ms. A frame is labelled 1 if there is any speech by the target speaker during any part of the frame and 0 otherwise. Non-verbal vocalizations such as laughter are also labelled 0. The frame-based representation is used to partition each person’s speech signal into IPUs. We define IPUs as being segments of speech by a person that are separated by pauses of 200ms or greater. IPUs are then used to automatically extract turns, which we define here as consecutive IPUs by a speaker in which there is no speech by the other speaker in the silence between the IPUs. It is worth noting that this definition means that in most conversations there will not be an equal number of turns by each speaker since some IPUs will be in full overlap (where an IPU begins and ends during one of the interlocutor’s IPUs). It is also worth noting that we do not make a distinction between backchannels and other turns as is frequently done (e.g. Levinson and Torreira (2015), Lala et al. (2017)). We purposely don’t make this distinction so that we can allow the network to learn it itself. A turn pair is then defined as being any two adjacent turns by different speakers. The earlier of the two turns in a pair is considered to be the user turn and the second is considered to be the system turn. Turn pairs are similar to adjacency pairs, which were discussed and defined in Section 2.1.3. The pairs in our dataset differ from the quoted adjacency pair definition from Levinson (1983) in that they are not required to have the fourth property of being typed. The dataset includes not only adjacency pairs, but also pairs of adjacent utterances that are unrelated, or where their relations do not fit a standard pairing of dialogue acts.

One of our aims is to allow the network to learn patterns in pairings of adjacent utterances
Figure 6.2: Diagram showing how the data is segmented into *turn pairs*, and how the inference LSTM makes predictions. The first turn in the turn pair is considered to be the *user turn* and the second turn is considered to be the *system turn*. The training objective is to minimize the loss between a sequence of zeros followed by a one and the output probability scores from the inference LSTM. The dashes (−) shown in the training objective represent frames that are excluded from the binary cross entropy (BCE) loss. The sequence of zeros begins at the $R_{\text{START}}$ frame which has a minimum start time set at the start of the user’s turn-final IPU. The objective sequence ends at the frame directly preceding the system turn start $R_{\text{END}}$ and is labelled “one” to predict the start of the system turn in the following frame. In the system encodings, NT used to represent the <NONE> token, $h_z$ is the response encoding, and $h_{tn}$ is used to represent the encodings of individual words in the system turn.
to generate realistic turn-switch offsets. We do not supply the network with labels for the types of adjacency pairs but rather allow the network to learn them itself. So, rather than having a limited hand-crafted lexicon of pairings, we hope to allow the network to learn standard and non-standard pairings. In section 6.4.5, we present evidence that the network is able to do this by clustering similar dialogue acts together in the latent space.

6.2.1.2 Training Objective

Our overall aim during training is to try to predict when the system turn will start. To do this, we try to predict the start of the system turn one frame ahead of the ground truth start time. The target labels in each turn pair is derived from the ground truth speech activity labels shown in Fig. 6.2. Each frame has a ground truth label \( y \in \{0, 1\} \), which consists of the ground truth voice activity shifted to the left by one frame. As shown in the figure, we only include frames in the span \( R \) in our training loss. We define the span \( R \) as the frames from the beginning of the last IPU in the user turn to the frame immediately prior to the start of the system turn.

There are a number of factors as to why we include only these frames in our loss. As outlined in section 6.1.1, the target application for this system is for use with an incremental dialogue system where hypotheses of the continuation of the user turn can be made before the user is finished speaking. We view this system as being separate from a turn-taking system that makes decisions whether the system should take a turn or not. We assume that this decision to take the turn (or not) is handled by the DM and that the timing of the utterance is part of the NLG component. The DM decides what to deliver and the NLG module decides how to deliver it. Since the timing of an utterance has semantic significance, it is the role of the DM to output this semantic representation and then the role of the NLG to synthesize a response timing that is appropriate.

With this in mind, going back our data representation, we assume that pauses by the user in between IPUs that are not turn-final are pauses where the turn-taking component of the dialogue manager has decided not to take a turn. We assume that during these pauses the DM is intentionally waiting for the user to continue with their turn. We then assume that the necessary information for the system to formulate a response is supplied at some point during the turn-final IPU. As discussed in section 2.2.3, human listeners and incremental modules are often able to predict information about the continuation of a speaker’s utterance. It is therefore reasonable that the system should be able to start formulating its response before the user is
finished speaking and during their turn-final IPU.

To simulate the assumption that the system response will be formulated at some point during the user’s turn-final IPU (and any silence directly after it), we sample an index $R_{\text{START}}$ from the span of $R$ using a uniform distribution. We then use the reduced set of frames from $R_{\text{START}}$ to $R_{\text{END}}$ in the calculation of our loss. This is an important detail for several other reasons apart from our desire to simulate the system response formulation. Firstly, we found in informal experiments that when we used the full span of $R$ without any randomization, the network was able to “cheat” by exploiting the distribution of turn-final IPU lengths (shown in Fig. 6.3). Without randomization it relied less on the input features and therefore captured less of the conversational behaviours that we wish to model. Randomization also improves the robustness of our network by effectively increasing the size of our dataset. While we assume that the distribution of $R_{\text{START}}$ is given by a uniform distribution over the span of $R$, we acknowledge that this is a rough approximation of the true distribution that would be controlled by the SDS implementation. In reality, an addressee may begin formulating their response long before the start of turn-final IPU. An interesting avenue for further research would be to develop a more realistic model of this distribution using the dialogue context.

Another formulation of the training objective that was considered was to randomize $R_{\text{START}}$ to be in within the span from the start of the user’s turn-final IPU to the end of same IPU, rather than up to the ground truth system start time. However, if we use this objective, in the case of overlap this may result in a degenerate case where the ground truth system turn occurs before the sampled $R_{\text{START}}$. 

Figure 6.3: Histogram of the offsets from the start of user turn-final IPU to the start of the system turn.
An issue that arises if we increase the span of $R$ to include more frames from before the start of the user’s turn-final IPU is that the system is burdened with making turn-taking decisions that should be delegated to the turn-taking component of the DM. Since the system will encounter more pauses by the user it will be exposed to multiple transition relevance places (TRPs). For example, consider the situation where we wish to generate the timing of a system backchannel during a long stretch of user speech that includes many IPUs. There will be multiple pauses by the user, and (since the backchannel is likely to be generated somewhere in the vicinity of the user pauses) the distribution of likely positions for the backchannel will have multiple local maxima. Training the network in such a way results in instability since there are potentially multiple different “correct” predictions. It also results in generated distributions that are less meaningful since the system response from a turn pair could potentially be triggered long before the ground truth timing. It is for these reasons that we only include predictions during the turn-final IPU (with randomized $R_{\text{START}}$) in the calculation of our loss. We delegate the problem of deciding whether the system should speak or not to the DM.

### 6.2.2 Response Timing Network (RTNet)

As introduced in section 6.1.1, RTNet consists of an encoding network and an inference network that uses the response encodings, as well as acoustic and linguistic features from the user, to generate response timings. We will first describe the response encoder and then the details of the inference network.

#### 6.2.2.1 Encoder

The encoder (shown in Fig. 6.4) fuses the acoustic and linguistic modalities from a system response using three bi-directional LSTMs. Similarly to the multiscale architecture proposed in Chapter 4, each modality is processed at independent timescales and then fused in a master Bi-LSTM which operates at the lexical temporal rate. The output of the master Bi-LSTM is a sequence of encodings $h_0, h_1, ... h_I$, where each encoding is a concatenation of the forward and backward hidden states of the Bi-LSTM at each word index. The linguistic Bi-LSTM takes as input the sequence of 300-dimensional embeddings of the tokenized system response. We use three special tokens in the linguistic Bi-LSTM that were not used in our original multiscale architecture: $<$SIL$>$, $<$WAIT$>$, and $<$NONE$>$. The $<$SIL$>$ token is used whenever there is a gap between words that is greater than the frame-size (50ms). We introduce this silence token
Figure 6.4: Response encoder network. The encoder consists of three stacked Bi-LSTMs: a linguistic LSTM, an acoustic LSTM, and a master LSTM that fuses the two modalities that operate at independent temporal granularities. The sequence of outputs from the acoustic LSTM is indexed at the time steps corresponding to the start frames of each word. These indexed acoustic hidden states are then concatenated with the hidden states of the linguistic LSTM and input into the master LSTM. We use special embeddings (shown in purple) to represent the acoustic hidden states corresponding to the first and last tokens (<WAIT> and <NONE>) of the system’s turn.

to help the network learn clausal, syntactic, and temporal information about the response.

The <WAIT> and <NONE> tokens are inserted as the first and last tokens of the system response sequence respectively. The two tokens perform a similar functionality to the <EOS> and <SOS> tokens commonly used in encoder-decoder models (e.g. Prabhavalkar et al. (2017)). The concatenation \([h_0, h_1, h_I]\) is used to produce the \(h_z\) encoding using a RELU layer as shown in Fig 6.5 (we refer to this layer as the reduction layer). The \(h_z\) encoding is used (along with user features) in the concatenated input to the inference network. It serves as a compact representation of the system’s response that encodes the necessary information for the inference network to generate appropriate response timings. In the linguistic Bi-LSTM, the <WAIT> and <NONE> embeddings serve a slightly different purpose than traditional <EOS> and <SOS> embeddings. Since the <WAIT> embedding corresponds to the \(h_0\) output of the master Bi-LSTM and the <NONE> embedding corresponds to \(h_I\), the two embeddings serve as “triggering” symbols that allow the linguistic and master Bi-LSTM to know when to output relevant information accumulated in their cell states. In initial informal experiments we found that removing the <WAIT> and <STOP> tokens significantly degrades the performance.

The acoustic Bi-LSTM takes as input the sequence of acoustic features and outputs a sequence of hidden states at every 50ms frame. As shown in Fig. 6.4, we select the acoustic hidden states that correspond to the starting frame of each linguistic token and concatenate
them with the linguistic hidden states. Due to the bi-directionality of the LSTM, the hidden state of the backward direction indexed at the frame that corresponds to the start of a word should contain information about the current word. The hidden state for the same frame in the forward direction should contain information about the previous word. When we supply the hidden states from these frames to the master Bi-LSTM we are supplying a representation of the acoustic properties of each word in the context of the whole utterance. The selection of these hidden states also increases the temporal granularity, allowing longer term dependencies to be modelled. Since there are no acoustic features available for the <WAIT> and <NONE> tokens, we train two embeddings that are the same size as the acoustic hidden states (shown in purple in Fig. 6.4). These embeddings are concatenated in the input to the master Bi-LSTM instead of acoustic hidden states.

### 6.2.2.2 Inference Network

The aim of our inference network is to predict a sequence of output probabilities $y = [y_{R_{\text{START}}}, y_{R_{\text{START}}+1}, \ldots, y_N]$ using as input a response encoding $h_z$, and a sequence of user features $x = [x_0, x_1, \ldots, x_N]$. We use a single-layer LSTM (shown in Fig. 6.2) which is followed by a sigmoid layer to produce the output probabilities:

$$
[h_n; c_n] = \text{LSTM}_\text{inf}([x_n; h_z], [h_{n-1}; c_{n-1}])
$$

$$
y_n = \sigma(W_y h_n + b_y)
$$

Since there are only two possible output values in a generated sequence (0 and 1), and the sequence ends once we predict 1, the inference network can be considered an autoregressive model where 0 is passed implicitly to the subsequent time-step. To generate an output sequence, we can sample from the distribution $p(y_n = 1|y_{R_{\text{START}}}, y_{R_{\text{START}}+1}, \ldots, y_{n-1} = 0, X_{0:n}, h_z)$ using a Bernoulli random trial at each time-step. For frames prior to $R_{\text{START}}$ the output is fixed to 0, since $R_{\text{START}}$ is the point where the system has formulated the response. During training we minimize the BCE loss between our ground truth objective and our output predictions $Y$. We do not include frames prior to $R_{\text{START}}$ in the calculation of our loss. For the frames
prior to $R_{\text{START}}$ the inference network does not have access to the response encoding $h_z$ so instead we use an embedding vector $<$NONE$>$ (same size as $h_z$) that is jointly optimized with the rest of the network. For the frames after the response has been triggered, we concatenate the encoder hidden states for each of the words sequentially. Allowing the inference network to process frames before $R_{\text{START}}$ allows it to collect potentially useful information from the user features in the inference LSTM cell state. During training the timings of the user’s word encodings $(h_0, h_1, ..., h_I)$ are fixed to their original positions. During sampling, these timings are shifted by the difference between the sampled response offset and the true offset.

The inference network performs a similar function to a decoder in a standard encoder-decoder architecture (Cho et al., 2014; Sutskever et al., 2014). A standard encoder-decoder uses an input sequence to generate an output sequence that is not necessarily the same length as the input sequence. The encoder (typically a bi-directional RNN) processes the input sequence to produce encodings for each time-step $h_n$. These encodings are then used to generate the contextual representations that are used as inputs to the decoder. The distinction that can be made between standard encoder-decoder models and RTNet is that the output in RTNet is additionally conditioned on a second sequence (the user’s speech features), the continuation of which is unknown at the point in time when the response is encoded. We are therefore conditioning on two separate time series: (1) the response which is considered to be known from $R_{\text{START}}$ onwards, and (2) the user’s input features which are processed on a causal frame-by-frame basis from the start of the turn pair. This means that the inference network must, on a frame-by-frame basis, generate the probability that the subsequent frame is appropriate for the response to be triggered.

To do this the network must learn to respond to acoustic and linguistic turn-taking cues presented by the user, and then incorporate them with knowledge of the upcoming system response. For example, in cases where the system is about to respond to a user backchannel with a continuation of the system’s previous turn, if we intend to simulate the offset distribution in human-human conversations, there should be a relatively high probability that there will be an overlap (Heeman and Lunsford, 2017). To be able to trigger the system response to occur before the user finishes speaking, the inference network must be able to do two things. Firstly, it must recognize that the user is uttering a backchannel. Many backchannels are simply one word (e.g. “uh-huh”, “yeah”), therefore the inference network cannot rely on the user’s linguistic modality, since the ASR result is only received 100ms after the the word is finished. It must be
able to predict that the user is in the process of uttering a backchannel (rather than taking a longer turn) based solely on the user’s acoustic features. Secondly, it must be able to make this prediction before the end of the user’s word. The sooner it is able to make this prediction, the better it will be able to model the “negative” tail of the offset distribution, which occurs before the user finishes speaking.

If we consider another example where, for instance, the system is responding to a user question with a “No” dialogue act, the distribution of “No” dialogue acts should have a modal offset that is greater than “Yes” offsets (shown in Fig. 6.6). To be able to model this distinction, the encoder must first be able to capture the knowledge that the response is a form of “No” response in the $h_2$ encoding. The inference network must then not only model when the user is likely to stop speaking, but also any semantic aspects of the user’s turn that may affect the response timing. The inference network must then incorporate the knowledge about the system response from $h_2$ and model possible interactions between the system response and the user’s turn. As a more concrete example (presented in Bögels et al. (2019)) of how the interactions between user turn and system response can affect response timings, if you invite a person to a party, a silence of one second or more might indicate that the response will not be the one you hoped for. Ideally, we would like the network to learn subtleties that model the wide variety of different types of “No” responses and how they function within multiple contexts. The one-word
response “No.” can potentially carry a wide variety of different pragmatic characteristics based on what context it is uttered in and its acoustic and prosodic characteristics. Accordingly, there should be an impact of these characteristics on the generated response timings.

6.2.3 RTNet-VAE

In this section we describe a variant of the RTNet architecture called RTNet-VAE that enables response timings to be generated more efficiently and allows simpler integration with SDS pipelines. The variant uses a variational autoencoder (VAE) to encode the system responses in a latent space that is interpretable and that we can use to efficiently generate response timings without using the response encoder. In this section we first describe the motivation behind RTNet-VAE and how it can be used within the SDS pipeline. We then describe the implementation details of how the VAE is incorporated into the previously described architecture. An examination of the latent space is presented later in Section 6.4.5.

6.2.3.1 Motivation

A limitation of RTNet as described in the previous section is that there are scenarios where it may be impractical to encode the full system turn before triggering a response. As discussed in 6.2.1.2, we assume that our network is part of the natural language generation (NLG) component in the SDS pipeline (Fig. 2.3). The NLG component will typically receive a semantic representation of the response from the dialogue manager (DM) such as greet, inform, agree, or a similar neural representation. If we wish to apply RTNet (without the VAE) directly on the generated responses, at run-time the RTNet component would have to wait for the full response to be generated by the NLG, which would result in a computational bottleneck. In an incremental system it may also be desirable for the system to start speaking before the entirety of the system response has been generated. These issues present problems for RTNet, which assumes
that the full system response is available during the response encoding stage. Additionally, the 
computational overhead of running the three stacked Bi-LSTMs is significant.

### 6.2.3.2 Latent Space

To address these issues, we bypass the encoding stage by directly using the semantic representa-
tion output from the DM to control the response timing encodings. We do this by replacing 
the reduction layer (Fig. 6.5) with a VAE (Fig. 6.7). To train the VAE, we use the same 
concatenation of encoder hidden states as was used in the RTNet reduction layer ([h₀; h₁; h₁]).

We use a dimensionality reduction RELU layer to calculate $h_{\text{reduce}}$, which is then split into $\mu$ and $\hat{\sigma}$ components (both of dimensionality $N_z$) via two more RELU layers. $\hat{\sigma}$ is passed through 
an exponential function to produce $\sigma$, a non-negative standard deviation parameter. We sample 
the latent variable $z$ with the standard VAE method \cite{Kingma2014} using $\mu$, $\sigma$, 
and a random vector from the standard normal distribution $\mathcal{N}(0, I)$ with unit variance (where $I$ 
in this case is the identity matrix). A dimensionality expansion RELU layer is used to transform 
z into the response encoding $h_z$, which is the same dimensionality as the output of the encoder:

$$h_{\text{reduce}} = \text{ReLU}(W_{\text{reduce}}[h₀; h₁; h₁] + b_{\text{reduce}}) \quad (6.3)$$

$$\mu = \text{ReLU}(W_\mu h_{\text{reduce}} + b_\mu) \quad (6.4)$$

$$\hat{\sigma} = \text{ReLU}(W_\sigma h_{\text{reduce}} + b_\sigma) \quad (6.5)$$

$$\sigma = \exp(\frac{\hat{\sigma}}{2}) \quad (6.6)$$

$$z = \mu + \sigma \odot \mathcal{N}(0, I) \quad (6.7)$$

$$h_z = \text{ReLU}(W_{\text{expand}}z + b_{\text{expand}}) \quad (6.8)$$

We impose a Gaussian prior over the latent space using a Kullback-Liebler (KL) divergence loss 
term:

$$L_{\text{KL}} = -\frac{1}{2N_z}(1 + \hat{\sigma} - \mu^2 - \exp(\hat{\sigma})) \quad (6.9)$$

The $L_{\text{KL}}$ loss measures the divergence of the generated distribution from a Gaussian with zero 
mean and unit variance. $L_{\text{KL}}$ is combined with the BCE loss using a weighted sum:

$$L = L_{\text{BCE}} + w_{\text{KL}}L_{\text{KL}} \quad (6.10)$$
As we increase the value of $w_{KL}$ we increasingly enforce the Gaussian prior on the latent space. In doing so our aim is to learn a smooth latent space in which similar types of responses are organized in similar areas of the space.

After we train the latent representation, during inference we can skip the encoding stage of RTNet-VAE and sample $z$ directly from the latent space on the basis of the input semantic representation from the DM. For example, if the DM supplies a backchannel semantic representation, we can use the distribution of previously observed (labelled) backchannel representations in the latent space to sample a $z$ encoding. There are multiple possible methods that could be used to sample from the latent space. For example, a simple approach would be to sample from preexisting encodings of a given response-type i.e. if we would like to produce the timing for a backchannel, sample an encoding of a response that was already labelled as a backchannel. A second approach, which we examine in section 6.4.7 would be to approximate the distribution of latent variables for a given response-type within the latent space. For example, if we have a collection of labelled backchannel responses and their corresponding encodings we can approximate the distribution of $p(z|\text{label}=\text{backchannel})$ using an isotropic Gaussian by simply calculating $\mu_{\text{backchannel}}$ and $\sigma_{\text{backchannel}}$, the maximum likelihood mean and standard deviations of each of the $z$ dimensions. This approach is explored in section 6.20. A third approach, also examined in section 6.4.7 would be (if the latent space is smooth enough) to calculate directions in the latent space that have different semantic characteristics and then interpolate between them. For example, we show that we can interpolate between the mean and variance parameters of agree-accept and reject response dialogue acts to generate an estimate for an intermediate “neutral” response. This approach could potentially allow greater flexibility in the response behaviours that are generated. It is worth noting that this interpolation approach makes the assumption that the true human response distribution of a combination of two distributions is indeed an interpolation of the two. This may not be the case. The true distribution of a neutral response may be completely different. However, in the absence of labels that can be used to generate the true distribution, the dimensional interpolation approach serves as a useful approximation.

To summarize, RTNet-VAE can be trained without dialogue act labels in a way that exploits linguistic and acoustic features of the response to construct the latent space. Then after training, any ground-truth dialogue act information that exists can be used to identify areas of the latent space to sample from. We propose that one of the advantages to using a VAE is that it avoids prescribing fixed dialogue act labels to responses and rather learns continuous representation of
responses in which response types are not allocated discrete labels. We argue that this can more adequately model how humans communicate since, in reality, the boundaries between response types are not always clear, utterances may have multiple communicative functions, and dialogue act taxonomies can potentially be arbitrarily complex (Bunt et al., 2010). Additionally, there may be paralinguistic inflections that affect the timing of responses that are not captured in purely linguistic representations.

6.2.4 Input Feature Representations

6.2.4.1 Acoustic Features

As acoustic features we use a combination of 40 log-Mel filterbanks, and 17 features from the eGeMAPs feature set (Eyben et al., 2016). The eGeMAPs features are all the features in the set excluding the MFCCs (e.g., pitch, intensity, spectral flux, jitter, etc.). All features are z-normalized on a per-file basis. All the features were extracted using a 50 ms frame-step.

6.2.4.2 Linguistic Features

For the linguistic features we use the word-level annotations from the ms-state transcriptions. These annotations give us the timing for the starts and ends of all words the words in the corpus. In total there are 30080 unique words in these annotations. As our feature representation we use 300 dimensional word embeddings that are initialized with GloVe vectors (Pennington et al., 2014) and then jointly optimized with the rest of the network. The same set of embeddings is used for both the system and user linguistic features, but we use separate linear layers to map the raw embeddings to the input features ($\mathbb{R}^{300} \mapsto \mathbb{R}^{300}$). The motivation behind inserting the linear layer is to aid the system in learning differences in functional properties of the embeddings for the user and system.

To prepare the embedding matrix we first tokenize the words using the Spacy toolkit (Honnibal and Montani, 2017). Since many of the words in the raw corpus annotations contain multiple tokens (e.g., “Let’s” gets tokenized to [“Let”, “’s”]) we create an initial embedding matrix of size 30080x300 by averaging the pre-trained GloVe vectors in each unique word. Many of the words in the corpus have low count numbers making it difficult to learn useful embeddings. To address this issue we then reduce the embedding dimension down to 10000x300 by merging embeddings that have low word counts with the nearest embedding in vector space. The merge is performed using cosine similarity distance.
We also introduce four additional tokens that are specific to our task. The <SIL>, <WAIT>, and <NONE> tokens were discussed previously in section 6.2.2.1. The fourth additional token that we introduce is an unspecified token <UNSPEC>. This token was introduced to represent temporal information in the linguistic embeddings. The way the token is used is shown in Fig. 6.8. As we have done in the previous four chapters, we approximate the processing delay in ASR by delaying the annotation by 100ms after the ground truth frame where the user’s word ended. However, we can improve upon representations that simply trigger 100 ms after the speaker has finished their word by including information about when the word started as well. Since voice activity detection (VAD) can typically supply a reliable estimate of when when a word has started, we can use this information to supply the network with the <UNSPEC> embedding 100 ms after the word has started, as shown in Fig. 6.8. Taking as an example the first word “But” that lasts for four frames in the ground truth annotations, for the user’s linguistic feature representation this results in three frames of <UNSPEC> embeddings and one frame of a <but> embedding, all of which are shifted by 100ms. This allows the network to learn temporal information about the user’s linguistic features that was previously missing from other continuous systems.
6.3 Experiments

6.3.1 Model Evaluation

6.3.1.1 Generative distance ($KL_{hist}$)

For many types of generative models, the question of how to accurately evaluate models is an unsolved issue \cite{Theis16}. Often the loss that we are minimizing does not offer a reliable way of comparing models and does not guarantee the quality of generated samples. Typically automatic (rather than human-rated) evaluation procedures tend to be domain-specific (e.g. inception score \cite{Salimans16} or BLEU \cite{Papineni01}) Due to the expense involved in human evaluations, there is often little choice but to resort to automatic ways of evaluation that may not correlate well with human evaluation \cite{Liu16}.

In our case, a comparatively low BCE loss does not necessarily guarantee that the generated offset distribution of one model will be closer to the target offset distribution than another. To more adequately evaluate the generated distributions, we propose a domain-specific distance measure based KL divergence that more directly compares the generated distribution with the empirical distribution. We calculate two normalized histograms, one using the true offsets and the other using the generated offsets, with 60 bins at 50ms intervals between -1.5 seconds to 1.5 seconds. The histogram KL divergence is calculated using:

$$KL_{hist} = D_{KL}(c^e || c^g) = \sum_b c^e_b \log \left( \frac{c^e_b}{c^g_b} \right)$$  \hspace{1cm} (6.11)

where $c^e$ and $c^g$ are the normalized histograms of the empirical and generated distributions which are indexed by the bin index $b$. $KL_{hist}$ measures how different the generated offset distribution is from the ground truth empirical distribution, within a limited interval. We choose the interval [-1.5, 1.5] to exclude the tails of the distributions which can be unreliable and can cause the output to fluctuate, especially when using smaller sample sizes.

6.3.1.2 Discriminative Metrics

We also report $L_{BCE}$ and $L_{KL}$ for our validation and test sets. These are calculated independently from $KL_{hist}$ which requires sampling.
<table>
<thead>
<tr>
<th>Frame Step-size</th>
<th>50 ms</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acoustic Features</strong></td>
<td>57 Acoustic features: 40 F-Banks, 17 features from GeMAPs</td>
</tr>
</tbody>
</table>
| **Linguistic Features** | Ling Embeddings $\in \mathbb{R}^{10004 \times 300}$  
$2 \times \text{LINEAR}(\mathbb{R}^{300} \mapsto \mathbb{R}^{300})$, one for user, one for system. |
| **Encoder Network**   | Acous Bi-LSTM($\mathbb{R}^{57} \mapsto \mathbb{R}^{256}$)  
Ling Bi-LSTM($\mathbb{R}^{300} \mapsto \mathbb{R}^{256}$)  
Master Bi-LSTM($\mathbb{R}^{512} \mapsto \mathbb{R}^{512}$)  
2 Acous embeddings $\in \mathbb{R}^{2 \times 256}$ |
| **With VAE**          | Latent Variable Size: $z \in \mathbb{R}^4$  
Reduction layer: RELU($\mathbb{R}^{1536} \mapsto \mathbb{R}^{256}$)  
VAE $\mu$ layer: RELU($\mathbb{R}^{256} \mapsto \mathbb{R}^4$)  
VAE $\sigma$ layer: RELU($\mathbb{R}^{256} \mapsto \mathbb{R}^4$)  
Expansion layer: RELU($\mathbb{R}^4 \mapsto \mathbb{R}^{512}$) |
| **Without VAE**       | Reduction layer: RELU($\mathbb{R}^{1536} \mapsto \mathbb{R}^{512}$) |
| **Inference Network** | LSTM Hidden Size: 1024  
Output Layer: SIGMOID($\mathbb{R}^{1024} \mapsto \mathbb{R}^1$)  
$<$NONE$>$ embedding $\in \mathbb{R}^{1 \times 512}$ |
| **Training Settings** | Batch Size= 64; L2 regularization = 1e-7  
Optimizer=Adam(betas=0.9 and 0.999)  
Initial LR=1e-4  
LR reduction factor=0.1 on plateau; Patience=10;  
$R_{\text{MIN}}(\text{TRAIN})=$ Start of users’s turn-final IPU  
$R_{\text{END}}=$ Ground truth system start time  
$R_{\text{START}} \sim \text{UNIFORM}([R_{\text{MIN}}(\text{TRAIN}), R_{\text{END}}])$ |
| **Test Settings (Discriminative)** | $R_{\text{START}}= R_{\text{MIN}}(\text{TRAIN})$ |
| **Test Settings (Generative)** | Default $R_{\text{MAX}}= 2$ seconds (40 frames)  
$R_{\text{MIN}}(\text{TEST})= \max([R_{\text{END}} - R_{\text{MAX}}, R_{\text{MIN}}(\text{TRAIN})])$  
$R_{\text{START}} \sim \text{UNIFORM}([R_{\text{MIN}}(\text{TEST}), R_{\text{END}}])$  
Appended frames with simulated silence=80 (4 seconds);  
Temperature=1.0 |

Table 6.1: Hyperparameter Settings
6.3.2 Training and Testing Procedures

Table 6.1 shows an overview of the default hyperparameter settings used for training and testing our models. The training, validation, and test sets consist of 1732, 64, 642 conversations respectively with 159519, 5986 and 58783 turn pairs. The test set is deliberately chosen to include all of the conversations from the NXT-format annotations (Calhoun et al., 2010). The NXT-format annotations (discussed in Section 2.4) serve as a useful link between two different annotation efforts, the MS-state orthographic annotations of the original switchboard corpus (Godfrey et al., 1992) and the Switchboard Dialog Act Corpus (SWDA) (Stolcke et al., 2000). The NXT annotations address many of the alignment issues that are involved in merging the timing information in the MS-state annotations and dialogue act annotations. We include the entirety of the NXT annotations in our test set so that we have enough labelled dialogue act samples to be able analyse the offset distributions.

We also note that for many turns there may be multiple dialogue act labels. For example, a turn may start with a yes DA and then continue with a statement. In our analysis of our model’s performance on different types of dialogue acts in sections 6.4.1 we label a system response as belonging to a certain dialogue act if it begins with that dialogue act. We label a user turn as belonging to a certain class of dialogue act if it ends with that dialogue act. A consequence of this labelling scheme is that the count for each dialogue act response in our dataset is lower than the total count in the full annotations. We also exclude turn pairs where the system response occurs in full overlap (starts and ends during the same system IPU) in our analysis of dialogue acts. However, these turn pairs with responses in full overlap are included in the training set.

While we found that randomizing $R_{\text{START}}$ during training was important for the reasons given in section 6.2.1.2 it presented issues for the stability and reproducibility of our evaluation and test results. We therefore randomize during training and when we are sampling to calculate $\text{KL}_{\text{hist}}$, but during the calculation of discriminative test results (reported in table 6.2) we fix $R_{\text{START}}$ to be the first frame of the user’s turn-final IPU.

During sampling, it is also necessary to increase the length of the turn pair since the response time may be triggered by the sampling process after the ground truth time. We must therefore pad the user’s features with extra frames in a way that resembles silence. Since different recordings will have different noise floors and different types of background noise, we artificially generate silence by locating segments of silence in each file. We calculate a mean vector and a covariance matrix of the user’s acoustic features during the silence segments. We use the mean
vector and covariance matrix to randomly generate four seconds (80 frames) of silence that is specific to each file and append it to each of the user’s acoustic feature sequence. We consider this approach to be a better alternative to zero-padding since for many of the acoustic features, zero does not represent silence. Similar approaches to representing background noise (where the probability distribution of the input features is modelled using Gaussians) can be found in the literature (Ephraim and Malah 1984; Hirsch and Ehrlicher 1995; Jongseo Sohn and Wonyong Sung 1998; Cohen et al. 2009). Noise reduction systems for speech commonly represent background noise statistics as covariance matrices of the short time Fourier transform (STFT) bins (Cohen et al. 2009; Hirsch and Ehrlicher 1995). It is typical for these covariance matrices to be estimated directly from silence segments in the speech signal using a voice activity detector (VAD) (e.g. Cohen 2003). It is also worth noting that, during sampling, when a 1 is generated at a given frame, then the offset is calculated from the frame that directly follows this frame. This is done to account for the fact that, in a real-world implementation, actions based on the output of a given frame could only occur in the subsequent frame.

Since the sampling process introduces randomness, we found that the $\text{KL}_{\text{hist}}$ evaluation metric could sometimes fluctuate. To account for this, for each of the experiments we performed the generative evaluation sampling procedure five times. We report the average of $\text{KL}_{\text{hist}}$ for the five trials. The BCE loss evaluation metrics are deterministic so there was no need to do the same for them.

A training detail that was found to improve results was to concatenate two turn adjacent turn pairs together so that the hidden state of the inference LSTM is maintained from the first to the second pair. This effectively doubles the batch size. It also allows the network to incorporate contextual information from the first pair into the predictions for the second pair. It also allows the network to backpropagate from the first pair to the second. The ability to incorporate context from one pair to the next is one of the aspects we wished to investigate. The concatenation of the two allows us to still randomize the batching while incorporating context at the same time (further discussed in section 6.4.3).

### 6.3.3 Comparison model: Best fixed probability

To the best of our knowledge, there aren’t any other published models that we can directly compare ours to. However, we can calculate the best performance that can be achieved using a
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<table>
<thead>
<tr>
<th></th>
<th>Discriminative</th>
<th>Generative</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_{\text{BCE}}$ Test</td>
<td>$L_{\text{KL}}$ Test</td>
</tr>
<tr>
<td><strong>Full Model (RTNet without VAE)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Full Model</td>
<td>0.11177</td>
<td>–</td>
</tr>
<tr>
<td><strong>Fixed Probability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Fixed Probability</td>
<td>0.13046</td>
<td>–</td>
</tr>
<tr>
<td><strong>RTNet Encoder Ablation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. No Encoder</td>
<td>0.12329</td>
<td>–</td>
</tr>
<tr>
<td>4. Only Acoustic</td>
<td>0.11438</td>
<td>–</td>
</tr>
<tr>
<td>5. Only Linguistic</td>
<td>0.11577</td>
<td>–</td>
</tr>
<tr>
<td><strong>RTNet Inference Network Ablation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Only Acoustic</td>
<td>0.11327</td>
<td>–</td>
</tr>
<tr>
<td>7. Only Linguistic</td>
<td>0.11776</td>
<td>–</td>
</tr>
<tr>
<td>8. Test with context</td>
<td>0.11215</td>
<td>–</td>
</tr>
<tr>
<td>9. Train with context</td>
<td>0.11566</td>
<td>–</td>
</tr>
<tr>
<td>10. Without pair concatenation</td>
<td>0.11365</td>
<td>–</td>
</tr>
<tr>
<td>11. Next Token Prediction</td>
<td>0.11480</td>
<td>–</td>
</tr>
<tr>
<td><strong>RTNet-VAE Experiments</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. $w_{KL} = 0.0$</td>
<td>0.11217</td>
<td>4.10175</td>
</tr>
<tr>
<td>13. $w_{KL} = 10^{-4}$</td>
<td>0.11230</td>
<td>2.44277</td>
</tr>
<tr>
<td>14. $w_{KL} = 10^{-3}$</td>
<td>0.11354</td>
<td>0.87713</td>
</tr>
<tr>
<td>15. $w_{KL} = 10^{-2}$</td>
<td>0.11997</td>
<td>0.00003</td>
</tr>
<tr>
<td>16. $w_{KL} = 10^{-1}$</td>
<td>0.12021</td>
<td>0.00000</td>
</tr>
</tbody>
</table>

Table 6.2: This table shows the results of 16 different experiments that investigate ablations and parameter settings. The experiments are evaluated using the metrics described in section 6.3.1. The discriminative metrics ($L_{\text{BCE}}$ and $L_{\text{KL}}$) calculated for both the validation and test sets, while the generative metric ($\text{KL}_{\text{hist}}$) is calculated on the test set. Lower is better in all cases, and the best result for a given metric column is shown in bold. The $L_{KL}$ metric is only available for the RTNet-VAE experiments since this metric is only calculated when a VAE is being used.

The best fixed value for $y$. The best possible fixed $y$ for a given turn pair is:

$$y_{tp} = \frac{1}{(R_{\text{END}} - R_{\text{START}})/\text{FrameLength}}$$ (6.12)

The best fixed $y$ for a set of turn pairs is given by the expected value of $y_{tp}$ in that set:

$$y_{\text{fixed}} = \mathbb{E}[y_{tp}]$$ (6.13)

This represents the best performance that we could achieve if we did not have access to any user or system features. We can use the fixed probability model to put the performance of the rest of our models into context.
6.4 Analysis of Performance

In this section we examine the performance of the different components of our two proposed models (RTNet and RTNet-VAE). In section 6.4.1 we look at our baseline performance of the full RTNet model and the generated offset distributions. In section 6.4.2 we examine the encoder of RTNet through an ablation study in which we examine the impact of removing the decoder and the effect of each of the input modalities. In section 6.4.3 we perform a similar ablation for the inference network, as well as investigate the impact of context. In section 6.4.4 we look at the performance of RTNet-VAE. In section 6.4.5 we investigate the trained latent space of RTNet-VAE. In section 6.4.6 we present a way that information about response timings encapsulated in the trained latent space can be exploited for conversational analysis. In section 6.4.7 we investigate methods of sampling from the latent space and show how it would be possible to create a dimensional model of dialogue acts through interpolation. In section 6.4.8 we present results from the human evaluation study.

6.4.1 Baseline Performance

The offset distribution for the full RTNet model is shown in Fig. 6.9a. If we compare this with Fig. 6.9b which shows the distribution of predicted offsets using the best possible fixed probability, we can see that the baseline RTNet model is able to replicate many of the features of the true distribution: the mode is correctly generated at the bin between 150-200 ms, the generated offsets have similar kurtosis and skew as the true distribution, and for most parts of
generated distribution it closely follows the target distribution. Using a fixed probability results in a similar mode, but the distribution has a much higher kurtosis than the true distribution and deviates from the target distribution throughout. Table 6.2 shows our experimental results for the different network configurations that were examined. The differences between the baseline and the fixed probability distributions are reflected in rows one and two of Table 6.2. The full model has the lowest discriminative losses and a low $\text{KL}_{\text{hist}}$ value while the fixed probability model has the highest of the BCE losses and the highest $\text{KL}_{\text{hist}}$.

Going back to the baseline distribution in Fig. 6.9a we can see that the part of the distribution that RTNet has the most trouble reproducing is the area between the offsets of -500 ms and 0 ms. This part of the distribution is the most demanding part because it requires that the model anticipate the user’s turn-ending. From the plots it is clear that our model is able to do that to a large degree, however not quite as well as humans are able to. We found this area of the distribution to consistently be the hardest part to reproduce. We observe that after the user has stopped speaking (from 0 seconds onward) the generated distribution follows the true distribution very closely.

To look in more detail at how well the system models the offset distribution we can investigate the generated distributions of different labelled dialogue acts. Fig. 6.10 shows a comparison of the generated distributions when the system turn starts with a backchannel or statement dialogue acts. Fig 6.11 shows the same but for when the user turn ends with either a backchannel or statement. We show the equivalent fixed probability generated distributions in Figures 6.12 and 6.13. We can see that in the case distributions generated with the baseline model, they closely
Figure 6.11: RTNet (full model) generated distribution for turn pairs where the user turn was either a backchannel or a statement.

Figure 6.12: Fixed probability (random) generated distribution for turn pairs where the system turn was either a backchannel or a statement.

Figure 6.13: Fixed probability (random) generated distribution for turn pairs where the user turn was either a backchannel or a statement.
follow the true distributions. When the system turn starts with a backchannel or statement, the modes of the true distributions are similar (around 200ms) but statements have a higher kurtosis. These features are captured by the generated distribution but not by the fixed probability distribution. In the case of the user turn ending with a backchannel or statement, the mode of the offsets for backchannels is earlier than the mode for statements. This behaviour has been observed in previous analyses of backchannels (Levinson and Torreira 2015). We can see that the generated distribution is able to model the difference in modes as well as the difference in kurtosis of the two distributions.

### 6.4.2 Encoder Performance

The performance of the response encoder was analysed in an ablation study, the results of which are in rows three through five of Table 6.2. Without the response encoder, the BCE losses are much higher than with any of the models where the encoder is included. From looking at the encoders with only acoustic and linguistic modalities, we can see that the losses benefit more from the acoustic modality than the linguistic modality. However, if we look at the generative distance ($KL_{hist}$), the decrease in performance relative to the baseline is -10.5% for only acoustic features, -11.1% for the only linguistic features, and -15.1% for having no encoder. Since the relative improvement gained by the inclusion of both linguistic and acoustic features is greater than its parts, this suggests that there is an interaction between the acoustic and linguistic features in the response encoder that increases performance.

If we consider the impact of the encoder in more detail, we would expect that the network
would not be able to model distributional differences between different types of DA responses without an encoder. In Figures 6.14 and 6.15 we show the generated distributions for yes and no responses for models without and with the encoder. In the true distributions we can see that the true no distribution should have a larger modal offset than the true yes distribution and that the no distribution should have a larger probability mass from roughly 250ms onward. In Fig. 6.14 we can see that without the encoder, the distributions of the yes and no offsets are almost exactly the same. In Fig. 6.15 with the introduction of the encoder, we can see that the network is able to model the differences between the modes of the yes and no offsets, as well as model the larger probability mass from 250ms onward. It is worth observing that the part of the generated distribution where the full model has trouble making a distinction between the two DAs is the segment between roughly -500 ms to 0 ms. This is the same part of the distribution that was identified in the previous section as being difficult to model.

While the encoder is necessary for modelling differences between responses such as yes and no response DAs, we found that in some cases, there was enough information in the user’s features to be able to partially predict the distribution of system response offsets. For example, Fig. 6.16 shows the generated distribution of statement and backchannel system responses without using an encoder. We can see that even without the encoder the generated distributions are able to model some of the differences between the two DAs, although the approximation is not as precise as with the encoder (shown in Fig. 6.10). We propose that a possible reason for the system being able to model the distinctions is due to backchannels being elicited by the user through linguistic and acoustic cues (Morency et al. 2010). Therefore the timing of backchannels can
be, at least partially, attributed to the user. In cases such as these, the timing of a response could be predicted if the response itself can be predicted on the basis of the context. While this is a possible explanation for our system being able to model the distributional differences without an encoder, a more thorough analysis would be necessary to draw conclusive results.

6.4.3 Inference Network Performance

In rows six to 11 of Table 6.2 we present an ablation of the inference network as well as an examination of some alternative objective functions. Looking at rows six and seven, we can see that removing either the acoustic or linguistic features from the user’s features is detrimental to the performance. Removing the acoustic features affects the performance much more than removing the linguistic features. This is what we would expect, since we delay the output of linguistic features by 100ms to account for ASR making, it is harder for the model to predict the endpoint of a user’s turn. The model’s main reliance on acoustic features in the inference network is in accordance with previous results from other continuous systems (e.g. Skantze (2017b)). It is also worth noting that linguistic information is relatively of much greater importance in the encoder than it is in the inference network. This could potentially have repercussions for practical implementations where, in some cases, it may be possible to only rely on acoustic features and avoid waiting for ASR results without impacting the overall performance.

In rows seven and eight of Table 6.2 we investigate the impact of maintaining context across turn pairs by passing the hidden state of the inference LSTM from one pair to the next. We hypothesized that maintaining context would increase the performance of our models. Our rea-
soning was that if we passed the hidden state of the inference network between pairs, the network could learn how to exploit long term conversational features such as individual’s personality characteristics or interpersonal synchrony to predict the response timings. However, we found that using the context actually resulted in worse performance in both cases.

In row eight we show the results from testing our baseline model by passing the hidden state across turn pairs. We thought that, since the baseline model was trained using two concatenated turn pairs, it would be able to exploit the contextual information in a useful way. However, the results show that this was not the case and the performance was worse. In row nine we show the results from an experiment where we tried training our model by passing context across turn pairs. This also resulted in considerably worse performance. We note that under this training scheme, we cannot benefit from fully randomizing the batching since the pairs from a given conversation must be trained on sequentially. We found that removing the randomized batching introduced instability into the training.

In row 10 we show the effects of using only a single turn pair during training rather than concatenating two pairs together as discussed in section 6.3.2. The results confirm that concatenating two pairs increases the performance considerably. While our initial intention in concatenating the two pairs was to incorporate context, the fact that testing with context degrades the performance implies that the performance gains from concatenation may be attributed to something else. The gains may be due to the effective doubling of the batch size or a regularizing effect but the exact cause is uncertain.

In row 11 we show the results from an experiment where, rather than just predicting the probability of the start of the system response in our training loss, we predicted the timing of each token in the system response. Our motivation for this experiment was that we hypothesized that the prediction of the timings of the other tokens in the response sequence would help the network learn sequential information about the linguistic features, in a similar manner to traditional LSTM language models [Mikolov et al. 2010]. However, the results showed that including these predictions in our loss had a negative impact on our response timing predictions. When we investigated the predictions we found that the decoder was able memorize the timings of the different words within a system response almost precisely. We therefore conclude that the decrease in performance was due to the model focussing on optimizing this memorization rather than learning any useful lexical patterns.
6.4.4 RTNet-VAE Performance

In rows 12 through 16 of table 6.2 we show the results of our experiments with RTNet-VAE, where we introduce a VAE into the response encoder pipeline. The experiments show the results for different settings of the $w_{KL}$ loss weight. We can see that as we increase the value of $w_{KL}$ the $L_{BCE}$ loss increases while the $L_{KL}$ loss decreases. This trade-off is between the distance of the distribution of $z$ from a unit variance Gaussian, and how much the generated $y$ probabilities deviate from the ground truth. However, if we look at the values in our generative evaluation $KL_{hist}$ we can see that the $w_{KL}$ for the lowest $L_{BCE}$ ($w_{KL} = 0.0$) is not the same as the one for the lowest $KL_{hist}$ ($w_{KL} = 10^{-3}$). We also observe that our best performing $KL_{hist}$ for the VAE experiments is our best overall value for this distance ($KL_{hist} =0.0322$), but is almost exactly the same as the $KL_{hist}$ for the full model ($KL_{hist} =0.0323$). In the experiments where we increased or decreased $w_{KL}$ we found that the $KL_{hist}$ performance got worse.

This implies that the response timing predictions benefit from a certain amount of the Gaussian prior imposed on $z$. We propose that the Gaussian prior helps organize the latent space in a semantically useful way that is more robust. If the Gaussian prior is enforced too much it constrains the expressiveness of $z$. If it is not constrained enough then the latent space is less robust. The fact that the $KL_{hist}$ value for RTNet-VAE is very close to the best achieved with RTNet suggests that the impact of the VAE on the overall RTNet performance is minimal. If we look at some example distributions of dialogue acts generated by RTNet-VAE (shown in figures 6.17 and 6.18) we can see that RTNet-VAE is capable of generating distributions that are of a similar quality to those generated by RTNet (shown in figures 6.10 and 6.15).

6.4.5 Latent Space Analysis

In Fig. 6.19 we show the latent variable $z$ generated using RTNet-VAE and plotted using t-SNE (van der Maaten and Hinton, 2008) for dimensionality reduction. The plot shows the two-dimensional projection of nine different types of dialogue acts. We randomly select 200 different examples of each dialogue act and plot the projection. We can see that the latent space is able to organize the responses by dialogue act types even though it is never trained on dialogue act labels. For example we can see that backchannels (shown in orange) are clustered to the far right while yes responses (shown in brown) are distributed mostly over the right half of the plot but with a larger spread than than the backchannels. We can infer that the network has learned that many yes responses are closer to backchannels than, for example, opinions (shown in green) or
Figure 6.17: RTNet-VAE: Generated distribution for turn pairs where the system turn was either a backchannel or a statement.

Figure 6.18: RTNet-VAE: Generated distribution for turn pairs where the system turn was either a "Yes" or a "No"
statements (shown in blue), at least for the purpose of response timing generation. Intuitively this makes sense, since we can imagine that many yes responses would have a similar semantic characteristics as backchannels (e.g. A:“You know what I mean?”, B:“Yes”). Others may be more similar to statements (e.g. A:“Do you think she will win the election?”, B:“Yes, I think she will win the election”).

Figure 6.19: TSNE of 9 types of dialogue acts

Figure 6.20: Synthetic generation of the offset distributions of accept and reject dialogue acts.
6.4.6 Conversation Analysis (CA) using the Latent Space

In this section we show how human behavioural information captured in the trained network weights can be analysed to gain insights for the purposes of conversational analysis. The method exploits the trained network’s ability to generate the distribution of $z$ for a given response type. We use this to analyse the response timing offset distributions of those dialogue act types which for we only have a small number of labelled examples. In other words, when there aren’t enough labelled examples to observe the distributional properties we can generate more examples.

To examine the properties of low-count DA response distributions that have been learnt by the latent space, we can run RTNet-VAE multiple times on the turn pairs with the labelled response types. Due to the sampling of $z$ in the encoder, the response encoding for a given turn pair will be different each time we sample it. This enables us to generate an unlimited number of examples of the dialogue act type. We can use this procedure to observe features of the generated distributions. We note that this procedure will not work with RTNet (without the VAE) since the response encoding without the VAE is deterministic.

As an example, we apply this method to an analysis of agreement/disagreement dialogue acts. Previous studies in conversation analysis on agreement/disagreement suggest multiple factors that may influence the response timings. As discussed previously, delayed responses have been linked to dispreference [Kendrick and Torreira 2015]. However, interruptions and overlaps have also been associated with strong disagreement [Greatbatch 1992]. Yet Tannen [1989] found overlaps to be an indicator of collaboration and agreement. From these previous studies we can infer that the factors that influence the distribution of response timings for agreement/disagreement may be complex.

The SWBD annotations include annotations for five levels of agreement: agree, agree-part, maybe, reject-part, reject. In our dataset there are only 104 examples of reject dialogue acts while there are 3897 examples of agree dialogue acts. The low number of reject dialogue acts makes it difficult to analyse the differences between the agree and reject distributions as shown in the top half of Fig. 6.20. To the best of our knowledge, there haven’t been any other attempts to compare the timing offsets of accept and reject dialogue acts on the switchboard data, most likely due to the lack of labelled examples.

To observe the reject offset distribution we generate 20 times the original number of examples, increasing the number of reject offsets from 104 to 2080. The lower plot of Fig. 6.20 shows the generated reject and accept distributions. We can now clearly see a difference between the
 offsets of the two dialogue acts that was not observable from only using the labelled data. We can see that the reject mode is delayed relative to the accept mode and that there is relatively more probability mass from +250 ms onward. This suggests that the network has learned that the reject dialogue acts have delayed offset properties, supporting the results in Kendrick and Torreira (2015) and Bögels et al. (2019).

As a disclaimer we wish to state that we do not claim that conversational phenomena observed using this generative method can be considered conclusive. Nor do we claim that this can in any way replace real analysis using labelled data. There are also clear limitations to the model’s accuracy in that it has difficulty with the details of distributions prior to the user’s end point, as mentioned previously. We do believe though that this could potentially be a useful and flexible tool for performing rough conversational behaviour analyses that avoid the need for extensive data labelling. It could potentially be applied to analyse response behaviours for conversational aspects other than dialogue acts such as, for example, sentiment and emotion.

### 6.4.7 Sampling from the Latent Space

As mentioned in section 6.2.3.1 part of the appeal in using using the VAE in our model is that it enables us to discard the response encoding stage by sampling directly from the trained latent space. In this section we examine two options for sampling from the latent space. In the first we approximate the distribution of latent variables for individual dialogue act response types using isotropic Gaussians. This enables us to efficiently represent the dialogue acts using mean and standard-deviation vectors, a pair for each dialogue act. Figure 6.21 shows examples of distributions generated using Gaussian approximations of the latent space distributions. We can
see that the generated outputs have similar properties to the true distributions.

In the second option, we use the same parameterized vector representations but we interpolate between different dialogue act parameters to achieve intermediate distributions. This approach is similar to those used in (Roberts et al., 2018; Ha and Eck, 2018). This dimensional approach is flexible in that we give the dialogue manager (DM) more control over the details of the distribution. For example, if the objective of the SDS was to generate an agree dialogue act, we could control the degree of agreement by interpolating between disagree and agree vectors. Fig. 6.22 shows an example of a generated interpolated distribution. We can see that the properties of the interpolated distribution (e.g. mode, kurtosis) are perceptually "in between" the reject and agree-accept distributions. We can use this method to flexibly control aspects of the distribution without having to use an encoder.
6.5 Listening Test

6.5.1 Research Questions

Research has shown that response timings vary based on the semantic content of dialogue responses and the preceding turn (Levinson and Torreira, 2015), that listeners are sensitive to these fluctuations in timing (Bögels and Levinson, 2017), and that listeners make inferences about the upcoming turn based on response timings (Bögels et al., 2019). However, the question of whether certain response timings within different contexts are considered more realistic than others has not been fully investigated. We therefore validate our model by posing two research questions:

1. Given a preceding turn and a response, are some response timings considered by listeners to be more realistic than others?

2. In cases where listeners are sensitive to the response timing (if there are any), is our proposed model more likely to generate responses that are considered realistic than a system that generates a modal response time?

6.5.2 Listening Test Design

We designed a listening test to address these questions, in which we asked participants to listen to sets of turn pairs from our dataset where the response timings had been altered. We selected 16 turn exchanges from our dataset. We selected exchanges that deviated from the datasets modal response offset using the following heuristic: First, we remove the top and bottom one percent of the offsets to remove outliers. We then estimate the mode of the distribution using kernel density estimation, which was found to be +157 ms. The mode is then used to split the distribution into two segments. The median values of each of the two segments (-72 ms for early, +367 ms for late) are then used to partition the distribution into three sections: early, modal, and late (shown in Fig. 6.23). Since our objective is to determine whether some response timings are considered more realistic than others, we chose to examine dialogue acts that are associated with non-modal response timings: namely backchannels and dispreferred responses. Limiting our turn pairs to only these two response dialogue acts, we then randomly selected 100 backchannel responses and all 59 dispreference examples that are in our test set. We removed all turn pairs with any of the following attributes: unintelligible speech, barge-in, audible cross-talk, background noise, or loud breathing by the responder (to avoid the influence of breathing
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Figure 6.23: Early and late cutoffs that segment the offset distribution into early, modal, and late regions.

We selected eight examples of each dialogue act, where four of each dialogue act were classed as early and four of each dialogue act were classed as late. When selecting the early and late classes, we chose the samples from our subsets that were furthest from a zero offset. We used this approach to avoid cases where there it is difficult to perceive a difference between modal and either late or early offsets.

For each turn pair we prepared audio files for three different response timings: true, modal, and opposite. The true response timing corresponds to the original response time in the turn pair. The modal response timing corresponds to the mode of the datasets offsets which was estimated (using kernel density estimation) to be +157 ms. The opposite response timing corresponds to the mean response timing of the other non-modal class i.e. when the true offset of an example is early the opposite response timing is the mean response timing of late (and vice-versa). The mean of the early and late timings were -316 ms and +760 ms respectively. We used the ground truth word annotations of the corpus to isolate the first and second turns. The audio files were normalized so that both the first and second turns had the same maximum loudness. We also added white noise at -50 dBFS in order to mask the cuts. The first speakers turn was played through the left audio channel and the second speaker’s turn was played through the right audio channel.

The listeners were presented with two versions of the same turn pair at a time, each with different response timings. They were asked to make an A/B selection for which response timing they considered was most likely to be the original response timing. We use an A/B test rather than a three-way choice in order to avoid central tendency bias. They heard each turn turn pair
twice, with 32 questions in total. In the first 16 questions listeners were asked to compare *true* vs. *opposite* timings. In questions 17 to 32 they were asked to compare *true* vs. *modal* timings. The following prompt was used for all questions: “Which response timing sounds like it was produced in the real conversation?” The participants were informed that the response timings were shifted from their original timings. The test was administered through an online survey in which the participants were instructed that headphones were a requirement. We received ethics approval from the Trinity College School of Engineering which was granted to Professor Naomi Harte for the dates between 01/10/2019 and 31/12/2020. We had 25 participants in total (10 male, 15 female). We performed binomial tests for the significance of a given choice in each question. The results of the test are shown in Table 6.3.

### 6.5.3 Analysis

#### 6.5.3.1 Research Question One

Given a preceding turn and a response, are some response timings considered by listeners to be more realistic than others?

In the first half of our listening test we compared the *true* offset to the *opposite* offset. We found that listeners were able to identify the true offset in 10 out of the 16 clips with statistical significance. There are also no cases when the opposite offset was selected more frequently than the true offset. We can infer from this is that listeners are able to distinguish whether a response should trend towards early or late offsets on the basis of the context. This has implications for the design of dialogue systems. It indicates that if we wish to be able to realistically generate a wide range of human spoken expressions, care should be taken to not generate an offset that does not suit the dialogue context (user turn and system turn). In other words, based on the dialogue context, listeners consider some response timings to be more realistic than others.

#### 6.5.3.2 Research Question Two

In cases where listeners are sensitive to the response timing (if there are any), is our proposed model more likely to generate responses that are considered realistic than a system that generates a modal response time?

In the second half of our listening test we compared listener preference between the true offset and the modal offset. There were six cases where there was a statistically significant preference.
### Table 6.3: Listening test results table.

Questions 1-16 test for preference between *opposite* and *true* offsets. Questions 17-32 test for preference between *modal* and *true* offsets.

<table>
<thead>
<tr>
<th>Question</th>
<th>Dialogue Act</th>
<th>Class</th>
<th>Offset (Seconds)</th>
<th># Correct</th>
<th># Wrong</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Opposite</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>ans_dispref</td>
<td>L</td>
<td>1.048125</td>
<td>24</td>
<td>1</td>
<td><strong>0.000002</strong></td>
</tr>
<tr>
<td>2</td>
<td>backchannel</td>
<td>E</td>
<td>-0.173375</td>
<td>17</td>
<td>8</td>
<td><strong>0.107752</strong></td>
</tr>
<tr>
<td>3</td>
<td>backchannel</td>
<td>L</td>
<td>0.486375</td>
<td>18</td>
<td>7</td>
<td><strong>0.043285</strong></td>
</tr>
<tr>
<td>4</td>
<td>ans_dispref</td>
<td>E</td>
<td>-0.109625</td>
<td>18</td>
<td>7</td>
<td><strong>0.043285</strong></td>
</tr>
<tr>
<td>5</td>
<td>ans_dispref</td>
<td>E</td>
<td>-0.253000</td>
<td>14</td>
<td>11</td>
<td>0.690038</td>
</tr>
<tr>
<td>6</td>
<td>ans_dispref</td>
<td>E</td>
<td>-0.177500</td>
<td>15</td>
<td>10</td>
<td>0.424356</td>
</tr>
<tr>
<td>7</td>
<td>backchannel</td>
<td>E</td>
<td>-0.222875</td>
<td>17</td>
<td>8</td>
<td><strong>0.107752</strong></td>
</tr>
<tr>
<td>8</td>
<td>backchannel</td>
<td>L</td>
<td>0.461375</td>
<td>19</td>
<td>6</td>
<td><strong>0.014633</strong></td>
</tr>
<tr>
<td>9</td>
<td>ans_dispref</td>
<td>L</td>
<td>0.536125</td>
<td>18</td>
<td>7</td>
<td><strong>0.043285</strong></td>
</tr>
<tr>
<td>10</td>
<td>backchannel</td>
<td>L</td>
<td>0.473875</td>
<td>18</td>
<td>7</td>
<td><strong>0.043285</strong></td>
</tr>
<tr>
<td>11</td>
<td>ans_dispref</td>
<td>L</td>
<td>0.534250</td>
<td>19</td>
<td>6</td>
<td><strong>0.014633</strong></td>
</tr>
<tr>
<td>12</td>
<td>ans_dispref</td>
<td>L</td>
<td>0.797375</td>
<td>19</td>
<td>6</td>
<td><strong>0.014633</strong></td>
</tr>
<tr>
<td>13</td>
<td>backchannel</td>
<td>E</td>
<td>-0.196125</td>
<td>17</td>
<td>8</td>
<td><strong>0.107752</strong></td>
</tr>
<tr>
<td>14</td>
<td>ans_dispref</td>
<td>E</td>
<td>-0.813625</td>
<td>18</td>
<td>7</td>
<td><strong>0.043285</strong></td>
</tr>
<tr>
<td>15</td>
<td>backchannel</td>
<td>L</td>
<td>0.525625</td>
<td>14</td>
<td>11</td>
<td>0.690038</td>
</tr>
<tr>
<td>16</td>
<td>backchannel</td>
<td>E</td>
<td>-0.221125</td>
<td>20</td>
<td>5</td>
<td><strong>0.004077</strong></td>
</tr>
<tr>
<td><strong>Modal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>ans_dispref</td>
<td>L</td>
<td>1.048125</td>
<td>12</td>
<td>13</td>
<td>1.000000</td>
</tr>
<tr>
<td>18</td>
<td>backchannel</td>
<td>E</td>
<td>-0.173375</td>
<td>13</td>
<td>12</td>
<td>1.000000</td>
</tr>
<tr>
<td>19</td>
<td>backchannel</td>
<td>L</td>
<td>0.486375</td>
<td>13</td>
<td>12</td>
<td>1.000000</td>
</tr>
<tr>
<td>20</td>
<td>ans_dispref</td>
<td>E</td>
<td>-0.109625</td>
<td>13</td>
<td>12</td>
<td>1.000000</td>
</tr>
<tr>
<td>21</td>
<td>ans_dispref</td>
<td>E</td>
<td>-0.253000</td>
<td>6</td>
<td>19</td>
<td><strong>0.014633</strong></td>
</tr>
<tr>
<td>22</td>
<td>ans_dispref</td>
<td>E</td>
<td>-0.177500</td>
<td>10</td>
<td>15</td>
<td>0.424356</td>
</tr>
<tr>
<td>23</td>
<td>backchannel</td>
<td>E</td>
<td>-0.222875</td>
<td>13</td>
<td>12</td>
<td>1.000000</td>
</tr>
<tr>
<td>24</td>
<td>backchannel</td>
<td>L</td>
<td>0.461375</td>
<td>10</td>
<td>15</td>
<td>0.424356</td>
</tr>
<tr>
<td>25</td>
<td>ans_dispref</td>
<td>L</td>
<td>0.536125</td>
<td>6</td>
<td>19</td>
<td><strong>0.014633</strong></td>
</tr>
<tr>
<td>26</td>
<td>backchannel</td>
<td>L</td>
<td>0.473875</td>
<td>11</td>
<td>14</td>
<td>0.690038</td>
</tr>
<tr>
<td>27</td>
<td>ans_dispref</td>
<td>L</td>
<td>0.534250</td>
<td>11</td>
<td>14</td>
<td>0.690038</td>
</tr>
<tr>
<td>28</td>
<td>ans_dispref</td>
<td>L</td>
<td>0.797375</td>
<td>20</td>
<td>5</td>
<td><strong>0.004077</strong></td>
</tr>
<tr>
<td>29</td>
<td>backchannel</td>
<td>E</td>
<td>-0.196125</td>
<td>18</td>
<td>7</td>
<td><strong>0.043285</strong></td>
</tr>
<tr>
<td>30</td>
<td>ans_dispref</td>
<td>E</td>
<td>-0.813625</td>
<td>20</td>
<td>5</td>
<td><strong>0.004077</strong></td>
</tr>
<tr>
<td>31</td>
<td>backchannel</td>
<td>L</td>
<td>0.525625</td>
<td>6</td>
<td>19</td>
<td><strong>0.014633</strong></td>
</tr>
<tr>
<td>32</td>
<td>backchannel</td>
<td>E</td>
<td>-0.221125</td>
<td>14</td>
<td>11</td>
<td>0.690038</td>
</tr>
</tbody>
</table>
Figure 6.24: RTNet generated distributions for six turn pairs that were found to have statistically significant listener offset preferences in the true vs modal listening tests. The listener preferred region is highlighted in yellow. The true offset is indicated by the red line. The overall mode (+157 ms) is indicated by the green line.
In Fig. 6.24 we show the generated distributions using RTNet for these six cases. In three cases the true (non-modal) offset was significantly preferred (shown in the top row), and in three cases the modal offset was significantly preferred (shown in the bottom row). In our plots the region highlighted in yellow shows the preferred region and the true offset is indicated by the red line.

There are several initial observations that can be made here. Firstly, in cases where the listeners preferred the non-modal offsets (top row), RTNet generated distributions with modes that were close to the original non-modal offsets. It is also notable that the generated modes are never in the opposite region. However, in cases where the listeners preferred modal offsets (bottom row) RTNet generated distributions with modes and that were closer to the overall modal offset region. This presents evidence that listeners are sensitive to similar turn-taking cues that are being used by our RTNet model. We can conclude, in reference to our second research question, that in instances where listeners are sensitive to response timings it is likely that our system will generate response timings that are more realistic than a system that simply generates the mode of the dataset.

6.6 Conclusion

In this chapter we have presented models that can be used to generate the turn switch offset distributions of SDS system responses. It has been shown in prior studies (e.g. Bogels et al. (2019)) that humans are sensitive to these timings and that they can impact how responses are perceived by a listener. We would argue that they are an important element of producing naturalistic interactions that is often overlooked. With the advent of commercial SDS systems that attempt to engage users over extended multi-turn interactions (e.g. Zhou et al. (2020)) generating realistic response behaviours is a potentially desirable addition to the overall experience.

There are a number of aspects of the models that could be improved upon in future work. As discussed, the part of the distribution that the system has a hard time modelling is the overlap area between -500ms to 0ms. We propose that improving the predictive capabilities by modifying the loss function to include more prediction steps (similar to Skantze (2017b)) may improve this. Another research strand that could be investigated is modelling at what point during the user’s turn early planning of the system response can start. In our current model this is approximated by the randomization of $R_{\text{START}}$, but more principled approaches could be designed. Bogels et al. (2018) found that the order of words in a speakers turn affected a responders latency since different word orderings affecting when early planning could begin. Since this has been shown
to affect offsets in human-human conversations it would be useful investigate applications in
the context of an SDS. DeVault et al. (2009) and DeVault et al. (2011) found points where the
system has reached a point of maximal understanding. However, this approach does not fully
operate the way humans do because it does not begin partial planning of the utterance when
partial amounts of the information are available.
Chapter 7

Conclusion

7.1 Overview

The objective of this thesis was to investigate models that can be used to simulate naturalistic turn-taking behaviours in SDSs. The thesis takes the position that traditional endpointing-based turn-taking models, where the system reacts to user pauses rather than predictively anticipates them, cannot fully model naturalistic turn-taking behaviours. Endpointing-based models can be used robustly in current IVAs that perform utilitarian functions (e.g. calendars, weather forecasts, news updates). However, as SDSs become more advanced and engage in more sophisticated conversations, more naturalistic turn-taking behaviours will be desired of them (Ward et al., 2005).

In order to simulate naturalistic turn-taking behaviours (such as fast-turn switches, intentional overlap, backchanneling, and barge-in) SDSs will need to be able to be both predictive and incremental. They will need to be predictive in the sense that they predict future user behaviour rather than respond to user behaviours that have already occurred. In the projection theory of Sacks et al. (1974) they proposed that humans are able to anticipate turn endings before they occur. We argue that SDSs that aspire to displaying naturalistic turn-taking behaviours should be capable of anticipating user behaviour as well. To make these predictive decisions the system must be incremental, in order to make decisions while the user is speaking. The ability to incrementally make these predictive decisions requires models of the turn-taking cues that allow the human turn organization process to take place. As discussed in Section 2.1.2 some of these cues can be subtle, or rely on an understanding of natural spoken language which is inherently
In this thesis we explored sequential turn-taking models that have both predictive and incremental properties. We began in Chapter 3 by investigating ways of improving CTT modelling as proposed by Skantze (2017b) through an investigation of input features. In the literature on non-sequential models it was generally found that linguistic features were more useful than prosodic features for performing endpointing decisions (e.g. Raux and Eskenazi (2012), Gravano and Hirschberg (2011), Meena et al. (2014)). However, in our investigations we found that acoustic features contributed more to the overall performance of the sequential model. In an SFS experiment we found that loudness, F0 and low order MFCCs contributed the most to the performance. Skantze (2017b) proposed the use of syntactic POS features in CTT models. We compared syntactic features with lexical embeddings and found that, in general, syntactic features were unnecessary when lexical embeddings were available. We also proposed improvements to the loss function and the training procedure.

Motivated by the observation that turn-taking cues can be organized into a hierarchy of temporal granularities, with prosodic and acoustic cues occurring at a fast temporal rate and linguistic cues occurring at a slower temporal rate, in Chapter 4 we proposed a multiscale approach to CTT. We found that there are performance benefits to modelling the acoustic features at a fast temporal rate while modelling the linguistic features more slowly. We also found that the approach is useful for incorporating gaze features into turn-taking models.

In Chapter 5 we proposed a control process that enables turn switch decisions to be made prior to the end of the user’s utterance, anticipating the end of the turn. The control process is based on partially observable Markov decision processes (POMDPs) and uses probabilistic output predictions from a modified CTT model. We showed that the POMDP is able to outperform several other baselines. It also enables flexible tuning of the trade-off between latency and false-cut-ins.

In Chapter 6 we proposed our RTNet and RTNet-VAE models which take into account the context of both the user’s turn as well as the system’s response to generate the distribution of turn-switch offsets. These models use an encoding of the system turn, as well as acoustic and linguistic features extracted from the user’s speech signal, to make the binary decision to start speaking or not. The two models represent a class of continuous model that is distinct from CTT models in its objective function and its architecture. RTNet-VAE used a variational autoencoder (VAE) to train an interpretable representation of the response encoding, which allows easier
integration with SDS pipelines. We presented the results of human listening tests which showed that listeners found that some response timings were more natural than others. We showed that in instances where listeners are sensitive to response timings it is likely that our system will generate response timings that are more realistic than a system that generates the modal offset.

7.2 Future Directions

The work in this thesis suggests a number of research directions that have yet to be explored. Among them are:

- **ASR confidence and instability in continuous models**
  In all of our CTT models we make the modelling assumption of perfect ASR results and we model the delay by simply delaying word annotations 100 ms after the ground truth end of the word. However, as discussed in Section 2.2.3, ASR is subject to instability and delays that have implications for the downstream components. The question of how these two aspects should be treated in continuous RNN-based systems has not yet been addressed. In particular, how should ASR confidence scores be incorporated and how can ASR-repair be dealt with efficiently. These are immediate concerns that should be addressed to allow practical incremental implementations to incorporate lexical features.

- **Modelling early planning**
  In our description of RTNet in Chapter 6 we make the modelling assumption that the point at which RTNet receives an encoding from the DM (referred to as $R_{\text{START}}$) is modelled by a uniform distribution over the frames from the start of the user’s turn-final IPU to the ground-truth start time. This is a crude approximation of the real performance of the output of an incremental dialogue manager. The literature from CA on early planning (e.g. Bögels et al. (2015)) suggests that there could be better ways to model the points where early planning of a turn can begin. Example ideas of ways this could be done could be to incorporate information theory and/or ASR constraints.

- **Conversation analysis using RTNets**
  In Chapter 6 we proposed that information stored in the latent space of the VAE could potentially be used for CA. Since the model can be trained on large corpora with hundreds of hours of conversations, it should be able to learn information about turn-taking offsets
that occur in a large number of conditions. As proposed in that chapter, the generative nature of the model can potentially be used to investigate turn-taking behaviours caused by different dialogue act contexts, as well as other phenomena such as sentiment and emotion.

- Generating multimodal turn-taking cues in a robot using RTNet or CTT

Continuous models have already been used to detect points that can be used to generate fillers in a fast responsive manner (Lala et al., 2019a). However, their potential for detecting points to generate other forms of turn-grabbing and turn-yielding cues, particularly multimodal ones, have not yet been explored. For example, in an embodied agent non-intrusive head-nods could be generated as backchanneling or feedback behaviours using continuous models. Gaze aversion could be controlled by a continuous model to signal the agent’s intention to take the floor when the user’s turn is predicted to be coming to an end. Inhaling or mouth-opening could be synthesized as a way of signalling the agent’s intention to take a turn. There is a wealth of possibilities for these types of behaviours to be generated in a continuous manner.

- Multi-party continuous turn-taking modelling

In this thesis we have focused on dyadic interactions. However, SDSs are also often used in multi-party scenarios where turn-taking models must predict not just when a user will speak but also who will speak next (Bohus and Horvitz, 2009, 2010; Oertel, 2017). For example, Bohus and Horvitz (2010) explored implementing turn-taking models in a situated directions-giving robot, where more than one person may be interacting with the robot at a time. The added complexities of implementing continuous models in a multi-party scenario such as this have yet to be explored. For example, the CTT model must account for who is being addressed by a speaker since there are likely points when users will address each-other. The agent’s gaze and other multimodal behaviours could also potentially be controlled by a multi-party continuous model.
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