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Abstract

Recently, caching the most popular content at network edges has emerged as a

promising technique to avoid serving all requests from the core network through

highly congested backhaul links. From the caching perspective, there are multi-

ple types of network architectures, namely, caching on femtocells in small cell net-

works, caching on remote-radio-head (RRH) in cloud-radio-access-networks (CRANs),

caching for mobile devices, and caching for unmanned aerial vehicle (UAV) net-

works. This thesis conducts a comprehensive study, analysis, and optimization of

the problem of content caching on terrestrial mobile devices in various works, as

well as aerial users (i.e., UAV-user equipments (UAV-UEs)).

In particular, in the first part of this thesis, we study the joint caching and com-

munication problem for cache-enabled device-to-device (D2D) network. Key per-

formance indicators such as offloading gain, throughput, average delay, energy

consumption, and spectral efficiency are then characterized and optimized. For

instance, We propose a novel D2D collaborative caching architecture, where pop-

ular files are cached in the users’ surplus memory and then shared with others,

either neighboring users in the same proximity or remote users in the same cell

(denoted as cooperation). We show that allowing such content sharing helps re-

duce the network average delay per request. We also investigate the average per-

request throughput for different caching schemes and conducted the scaling analy-

sis for the average sum throughput. We then proposed a joint communication and

caching optimization framework for clustered D2D networks. Joint channel access

and probabilistic caching for optimizing the offloading gain and energy consump-

tion is first conducted. We then proposed a novel joint bandwidth partitioning and

caching scheme to minimize the average delay per content request. Furthermore,
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we extended our work to study and optimize probabilistic caching for clustered

D2D caching networks whose devices undergoing coordinated multipoint (CoMP)

transmissions.

In the second part of the thesis, we turn our attention to a new wireless net-

work architecture where ground base stations (BSs) deliver content and provide

coverage to contemporary aerial users. We first propose a content delivery net-

work for co-existing ground and UAV-UE. We particularly investigate the use of

beamforming for simultaneous content delivery to an aerial user co-existing with

multiple ground users. We then study the performance of aerial users under three-

dimensional (3D) practical antenna configurations. We consider both static and mo-

bile aerial users and characterize their performance. Finally, we investigate the use

CoMP transmission along with caching to provide seamless connectivity to aerial

users. We consider a network of clustered cache-enabled small BSs (SBSs) serving

aerial users where requested content is cooperatively transmitted from collabora-

tive ground SBSs. Scenarios with static and mobile aerial users are also considered.
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Chapter 1

Introduction

Unlike previous generations, which were primarily defined by their approach to

the air interface and multiple access scheme (i.e. third generation (3G): Universal

Mobile Telecommunications Service (UMTS)/Wideband Code Division Multiple

Access (WCDMA) and fourth generation (4G): Long Term Evolution (LTE)/Orthogonal

Frequency Division Multiple Access (OFDMA)), upcoming telecommunication net-

works, i.e., fifth generation (5G), are envisioned to be a very different type of net-

work. This difference can be largely attributed to their capability of bringing the

network infrastructure and application services at the edge, i.e., very close to the

end users, e.g., small base stations (SBSs) in small cell networks (SCNs) and edge

caching and task computation for content delivery and edge computing services,

respectively.

1.1 Scope

The recent design improvement of mobile networks and devices has substantially

enriched the mobile user experience, leading to a vast range of new wireless ser-

vices, including edge caching, video-on-demand (VoD) streaming, web browsing,

and social networks. This phenomenon has been further dominated by mobile

video streaming, which currently accounts for almost 50 percent of mobile data

traffic with an estimate of a 500-fold increase over the next few years [1]. This

new challenge has encouraged mobile network operators (MNOs) to redesign their

current networks into more advanced and sophisticated ones that can increase cov-

erage, boost capacity, and bring contents near to the users in a cost effective way.
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1.2 Outline

We divide the remainder of this thesis into eight chapters. Chapter 2 provides the

foundation for the thesis by providing the setting and motivation for the vision

of wireless caching for future mobile networks, and we survey opportunities and

trends which pave the way towards this vision. Chapter 3 then examines the bene-

fits of inter-cluster cooperation for D2D caching networks. Chapters 4 and 5 focus

on the performance analysis and joint caching and communication for clustered

D2D caching networks under a physical interference model.

In the second part of the thesis, i.e., particularly, Chapters 6-8, we turn our

attention to a new network architecture wherein the content delivery and caching

services are aimed towards the contemporary aerial users (also known as cellular-

connected UAVs). Finally, Chapter 9 summarizes our main findings and concludes

the thesis.

Next, we briefly summarize the work presented in each of the following chap-

ters.

1.2.1 Chapter 2

In Chapter 2, we define the concept of wireless caching at the network edge, and

review the diverse range of architectures and content caching schemes proposed in

the literature. We then survey some of the architectures that combined edge caching

and unmanned aerial vehicles (UAV) networks. Furthermore, we elaborate on the

main challenges in the ongoing research pertaining wireless caching in future 5G

networks. We then give the main motivation behind the work conducted in this

thesis, and show how it fills a gap in the literature and solves several challenges

pertaining the adoption of wireless caching for D2D networks and content delivery

for networks with aerial users.

1.2.2 Chapter 3

In Chapter 3, we propose a novel inter-cluster cooperative architecture for D2D

caching. We study a cellular network in which mobile devices can cache popular

content and share it in the same proximity via D2D communication or using cellular
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transmission if they are far apart. We characterize the network average delay per

request from a queuing perspective and formulate the delay minimization problem.

We then obtain a suboptimal optimal caching solution which is proven to be locally

optimal within a factor ⇡ 0.63 of the optimum.

1.2.3 Chapter 4

In Chapter 4, we present a comprehensive performance analysis and joint commu-

nication and caching optimization for a clustered D2D network. We assume mobile

devices with a surplus memory which is exploited to proactively cache files from

a known library, following a random probabilistic caching scheme. We optimize

three key performance metrics, namely, offloading gain, energy consumption, and

latency. We first maximize the offloading gain of the proposed network by jointly

optimizing caching probability and channel access. We further formulate and solve

the energy minimization problem and obtain the optimal caching scheme for the

minimum energy consumption. Finally, we jointly optimize the caching scheme as

well as bandwidth partitioning to minimize the weighted average delay per file re-

quest. We obtain closed-form solution for the bandwidth allocation and suboptimal

solution for the caching sub-problem is also provided.

1.2.4 Chapter 5

In Chapter 5, we show the impact of cooperative communication on the perfor-

mance of cache-enabled D2D networks. We develop a novel mathematical model

based on stochastic geometry and an optimization framework for cache-assisted

coordinated multi-point (CoMP) transmissions with clustered devices. We assume

that desired contents that are not self-cached can be obtained via D2D CoMP trans-

missions from neighboring devices or, as a last resort, from the network. We charac-

terize the offloading gain and rate coverage probability as functions of the system

parameters. We show that cooperative transmission becomes more appealing in

denser D2D caching networks and adverse interference conditions, which is the

case of the imminent Internet-of-things (IoT) and massive machine type communi-

cations era.
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1.2.5 Chapter 6

Motivated by the increasing importance of contemporary aerial users (also known

as drone users or UAV-user equipments (UEs)), in Chapter 6, we extend our dis-

cussion to content delivery for co-existing ground and UAV-UEs. We investigate

the use of conjugate beamforming (CB) for simultaneous content delivery to an

UAV-UE co-existing with multiple ground users. We particularly considered a con-

tent delivery network of uniformly distributed massive multiple-input multiple-

output (MIMO)-enabled ground base stations (BSs) serving both aerial and ground

users through spatial multiplexing. We then investigate the effects of various sys-

tem parameters such as antenna down-tilt angle, number of scheduled users, and

number of antennas on the achievable performance.

1.2.6 Chapter 7

In Chapter 7, we study the performance of cellular-connected UAV-UEs under

three-dimensional (3D) practical antenna configurations. We consider two scenar-

ios, ones with static, hovering UAV-UEs and scenarios with mobile UAV-UEs. For

both scenarios, we characterize the UAV-UE coverage probability as a function of

the system parameters such as the number of antenna elements, density of BSs, and

speed of UAV-UEs. and investigate the effects of the number of antenna elements

on the UAV-UE achievable performance.

1.2.7 Chapter 8

In Chapter 8, we investigate the use of coordinated multipoint (CoMP) transmis-

sion along with caching to provide seamless connectivity to aerial users. We con-

sider a network of clustered cache-enabled SBSs serving aerial users in which a

requested content by an aerial user is cooperatively transmitted from collaborative

ground SBSs. Scenarios with static and mobile UAV-UEs are considered. Under

a maximum ratio transmission, we propose a novel framework that is then lever-

aged to derive upper and lower bounds on the UAV-UE coverage probability for

both scenarios. For mobile UAV-UEs, we showed that not only the spatial displace-

ments of UAV-UEs but also their vertical motions affect their handover rate and
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coverage probability. Particularly, UAV-UEs that have frequent vertical movements

and high direction switch rates, i.e., the rate at which an UAV-UE changes the di-

rection of movement, are expected to have low handover probability and handover

rate.

1.2.8 Chapter 9

Finally, in Chapter 9, we summarize the main insights of the thesis, and discuss

the outlook and future directions for edge caching and computing-enabled future

wireless networks.

Further detailed discussions will follow in the next chapters of this thesis. For

the sake of an organized presentation, we postpone the detailed discussion of the

related work to the respective technical chapters. That is, for each type of network

addressed in this report, the related work is presented and the novelty is high-

lighted.

1.3 Contributions

In this section, we present the main research contributions made as part of this

thesis. We state our general contribution in this thesis to be one of providing com-

prehension through the presentation of conceptual insights, as well as analytical

and simulation-based results, of the challenges associated with enabling wireless

caching networks. We group our contributions based on the chapter in which they

appear.

1.3.1 Chapter 2

In this chapter, our main contribution is the provision of a comprehensive survey

of the demands of future networks, the tools and techniques available to satisfy

those demands, and the opportunities to deploy cache-enabled wireless networks.

The contributions in this chapter relate to providing a vision for future wireless

caching networks and highlighting the key research challenges for the adoption of

such networks.
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1.3.2 Chapter 3

Our chief contribution in this chapter lies in proposing and highlighting the ben-

efits of inter-cluster cooperation for D2D cache-enabled networks in terms of the

network latency and system throughput. The main technical contributions of this

chapter are [2–4].

1.3.3 Chapter 4

The main contribution of this chapter is proposing a novel framework for joint

content caching and communication for clustered D2D networks. The proposed

framework is then leveraged to optimize several network and application key per-

formance indicators (KPIs) such as latency, offloading gain, energy consumption,

and rate coverage probability. The main technical contributions of this chapter are

[5–7].

1.3.4 Chapter 5

Our contribution in this chapter relates to the adoption of cooperative transmis-

sion and content caching optimization for clustered cache-enabled D2D networks.

While several papers have examined similar D2D caching architectures, our work

is distinguished by a novel analysis and optimization for practical D2D caching

model with the notion of device clustering and the underlying medium access con-

trol (MAC) and physical layers factored in. The main technical contributions of this

chapter are [8, 9].

1.3.5 Chapter 6

In this chapter, we presented a novel framework for content delivery to one aerial

user co-existing with multiple ground users. We have proposed MIMO beamform-

ing for spatially multiplexing one aerial user and multiple ground users. The trade-

off between the performance of aerial users and their ground counterparts and the

effect of the antennas’ down-tilt angle are investigated. The main technical contri-

bution of this chapter is [10].
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1.3.6 Chapter 7

Our main contribution in this chapter relates to studying the performance of ver-

tically mobile aerial users under 3D antenna models. A new concept of altitude

handover is quantified for the contemporary aerial users. The main technical contri-

butions of this chapter are [11, 12].

1.3.7 Chapter 8

Our chief contribution in this chapter relates to proposing novel cache-assisted

CoMP transmission model for aerial users while factoring in their inevitable 3D

mobility model. Novel analysis is adopted to characterize key performance aspects

of cellular-connected UAVs such as coverage probability, handover rate and han-

dover probability. The main technical contributions of this chapter are [13, 14].

Other collaborative works in the areas of Terahertz and UAV communications

are in [15–17].

1.4 Dissemination

This section lists accepted and under-review papers written during the PhD project.

First, I state my contribution and the roles and contributions of the other authors.

For the journal publications from (1) to (8), I led these works, defined the ideas and

conducted all the analysis, carried out the literature survey and simulation, and

wrote these papers. My supervisors Nicola Marchetti and Majid Butt helped me

define the problems we solve and justify the importance of these problems and so

on. For the other authors, in journals (1), (2), and (5), for example, our collaborator

Walid Saad helped me define and formulate the problems to solve as he is an ex-

pert in the area of drone networks. The same applies for journals (4) and (6) where

our collaborator Mehdi Bennis contributed and gave some advice in the area of

wireless caching as he is an expert in this field. In Journal (6), our collaborator Ed-

uard Jorswieck helped me in solving the different optimization problems. Finally

our collaborators Hesham ElSawy and Jacek Kibilda helped me in the stochastic

geometry analysis as they gave me very useful advice and guidance that facilitated

Transfer Report RAMY AMER



Chapter 1. Introduction 8

the analysis in my work. For the conference versions of these journals, i.e., confer-

ences (2) and (4) to (7), the role of the authors are the same as the journal paper

publications are extension of these conference papers.

1.4.1 Book Chapter:

• R. Amer, M. M. Butt, and N. Marchetti, ”Caching at the Edge in Low Latency

Wireless Networks,” in book Wireless Automation as an Enabler for the Next

Industrial Revolution, Wiley, 2019 (in press).

1.4.2 Journal Publications:

1. R. Amer, Walid Saad, B. Galkin, and N. Marchetti, ”On the Performance

of Mobile Cellular-Connected Drones Under Practical Antenna Configura-

tions”, in preparation for submission to IEEE Transactions on Vehicular Tech-

nology, 2020.

2. R. Amer, W. Saad, and N. Marchetti, ”Efficient Mobility Support and Reliable

Communications for Cellular-Connected Drones”, to be submitted to IEEE

Communication Magazine, 2020.

3. R. Amer, M. M. Butt, and N. Marchetti, ”Optimizing Joint Probabilistic Caching

and Channel Access for Clustered D2D Networks,” in preparation for sub-

mission to Journal of Communications and Networks, 2020.

4. R. Amer, M. M. Butt, M. Bennis, and N. Marchetti, ”Performance analysis for

wireless D2D caching with inter-cluster cooperation,” in IEEE Transactions on

Wireless Communications, 2018.

5. R. Amer, Walid Saad, and N. Marchetti, ”Towards a Connected Sky: Per-

formance of Beamforming with Down-tilted Antennas for Ground and UAV

User Co-existence,” in IEEE Communications Letter, July 2019.

6. R. Amer, H. ElSawy, M. M. Butt, Eduard A Jorswieck, Mehdi Bennis, Nicola

Marchetti, ”Optimized Caching and Spectrum Partitioning for D2D enabled

Cellular Systems with Clustered Devices,” in IEEE Transactions on Communi-

cations, 2020.
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7. R. Amer, Walid Saad, and N. Marchetti, ”Mobility in the Sky: Performance

and Mobility Analysis for Cellular-Connected UAVs,” in IEEE Transactions on

Communications, 2020.

8. R. Amer, Hesham ElSawy, Jacek Kibilda, M. M. Butt, and N. Marchetti, ”Per-

formance Analysis and Optimization of Cache-Assisted CoMP for Clustered

D2D Networks,” in IEEE Transactions on Mobile Computing, Aug. 2020.

9. B. Galkin, R. Amer, E. Fonseca, Luiz A. DaSilva, and I. Dusparic, ”REQIBA:

Regression and Deep Q-Learning for Intelligent UAV Cellular User to Base

Station Association” submitted to IEEE JSAC SI-UAV-B5G, 2020.
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Chapter 2

Background

2.1 Introduction

One of the promising approaches to meet the unprecedented traffic demands is the

deployment of SCN [18]. Small cell networking is a novel networking paradigm

based on the idea of deploying short-range SBS underlaying the already exist-

ing macrocellular network. Regarding the SCN, to date, the vast majority of re-

search has dealt with issues related to self-organization, inter-cell interference co-

ordination (ICIC), traffic offloading, energy efficiency, etc., see [18] and the refer-

ences therein. These studies are carried out under the existing reactive networking

paradigm wherein users’ traffic requests are served upon their arrival or dropped

in case of outages. Owing to these characteristics of the reactive network, the

existing SCN paradigm does not help to accommodate the peak traffic demands

from the network. This shortcoming is set to become more severe especially due

to the surging number of connected devices and the advent of ultra-dense net-

works (UDN), which will continue to exhaust current cellular network infrastruc-

tures. Different from the evolutionary path of previous cellular generations that

was based on spectral efficiency improvements, the most substantial amount of

future system performance gains will be obtained by means of network infras-

tructure densification. By increasing the density of operator-deployed infrastruc-

ture elements, along with incorporation of user-deployed access nodes and mobile

user devices acting as ”infrastructure prosumers”, i.e., when users’ devices are em-

ployed in the communication process as a part of the network, it is expected that

having one or more access nodes exclusively dedicated to each user will become
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feasible. Although it is clear that UDN are able to take advantage of the signif-

icant benefits provided by proximal transmissions and increased spatial reuse of

system resources, at the same time, large node density and irregular deployment

introduce new challenges. These challenges are mainly due to the interference en-

vironment characteristics. Besides , the backhauling of dense small cell networks

constitutes emerged against a bottleneck of their successful deployment. The in-

creasing number of deployed small cells and the lack of high capacity backhaul

links, represent limiting factors of the network densification gains. Therefore, it be-

came of paramount importance to envisage a new networking paradigm that goes

beyond current heterogeneous small cell deployments (i.e., networks of different

types of SBSs with different transmission powers and capabilities) leveraging the

latest developments in storage, context awareness, and social networking [19].

Cellular networks, increasingly the most essential aspect of the telecommuni-

cation infrastructure, are in a period of unprecedented change. Hence, incremental

changes in designing and optimizing such reactive networks are becoming more

and more outdated. Future cellular networks are expected to be smart in the sense

that network nodes anticipate users’ demands and utilize predictive abilities to

reduce the traffic peak-to-average ratio, yielding significant network resource sav-

ings. Meanwhile, proactive caching in the wired Internet is well established and

has been shown to reduce latency and energy consumption. Similar benefits can be

expected by caching popular contents at the wireless edge, which can improve the

network performance and accommodate the explosive demand for wireless data.

Proactive caching either at users with D2D communications enabled, or at SBS to

eliminate the backhaul bottleneck, is envisioned as a promising solution to satisfy

the high demand for data and to alleviate the heavy burden on the core network.

This is because content is available locally, instead of requiring redundant traverses

across backhaul links [20–24].

2.2 Living on the Edge

The wireless caching network, as described in the seminal work [21], is proactive

in essence and rooted in the fact that network nodes, including BSs and mobile
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devices, would exploit users’ context information, foresee users’ demands, and

leverage their predictive abilities to achieve significant resource savings and sustain

acceptable quality-of-service (QoS) levels and keep low cost/energy expenditures

[25]. This paradigm goes far beyond current cellular deployments, which have

been designed mainly to serve dumb devices with very limited storage and pro-

cessing power. In fact, current smartphones have become very sophisticated with

considerably improved computing and storage capabilities. Therefore, under the

proactive networking paradigm, network nodes could be assumed to track, learn,

and build users’ demand profiles to predict future requests, leveraging devices’

capabilities and the vast amount of available data.

Recently, predictive analytics have received significant attention with respect to

machine learning techniques to analyze billions of infrastructure logs to produce

predictive and actionable information for outage prediction and content recom-

mendation [26]. Leveraging these predictive capabilities, users can be scheduled

in a more efficient manner, and resources are pre-allocated more intelligently by

proactively serving peak-hour demands during off-peak times (e.g., at night). The

proactive caching paradigm leverages the statistical traffic patterns and users’ con-

text information (i.e., file popularity distributions, location, velocity, and mobility

patterns) aiming at a better prediction of when users’ contents are requested, and

matching that with the amount of resources needed, and at which network loca-

tions contents should be saved (cached). As a relevant practical example, online

social networks (e.g., Facebook, Twitter) have become instrumental in users’ con-

tent distribution [27]. As such, users tend to value highly recommended contents

by friends or people with similar interests and are also likely to recommend them.

Fig. 2.1 shows an example of a spatial network layer overlaid with the social net-

work layer.

Now we are in a position to discuss different architectures for wireless caching

networks. Caches can be installed in macro BS, SBS (say, pico or femto BS), relay

nodes, and users’ devices [28], see Fig. 2.2. A picocell is a small cellular base station

typically covering a small area, such as in-building (offices, shopping malls, train

stations, stock exchanges, etc.), while femtocell is defined as a small, low-power
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FIGURE 2.1: An illustration of an overlay of socially interconnected
and technological/spatial network [21].

cellular base station, typically designed for use in a home or small business. Com-

paring to caching at the evolved packet core (EPC), caching at existing macro base

station (MBS) and SBS essentially plays the role of replacing backhaul links, and

hence alleviates backhaul congestion. Moreover, a new type of SBS with limited

backhaul connections, called helpers (or relays) [20], can enable flexible and cost-

effective deployments to deliver popular contents. Due to the fact that increas-

ing cache size can increase the cache-hit probability, and hence lower the required

backhaul capacity, there is a trade-off between cache size and backhaul capacity. Be-

sides, caching contents at user terminals such as smartphones, tablets, and laptops

has been applied as a technique to improve quality-of-experience (QoE) [29], and

recently, it has also been proposed to offload wireless traffic. With a known content

popularity, a BS can push the popular contents to all users via broadcast [30]. Also,

with a known user preference, the BS can pre-download favorite contents to some

users via unicast.

Future wireless networks will also witness a wide use of UAVs (also known as

drones), either operating aerial BSs or aerial UE. In essence, UAVs have been the

subject of concerted research over the past few years [31–36], owing to their au-

tonomy, flexibility, and broad range of application domains. They have essentially

been considered as key enablers of various applications including, but not limited

to, military, surveillance and monitoring, telecommunications, delivery of medi-

cal supplies, and rescue operations. The unprecedented recent advances in drone

technology make it possible to widely deploy UAVs, small aircrafts, balloons, and
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FIGURE 2.2: An illustration of local caching and content delivery at
the wireless edge.

airships for wireless communication purposes [37]. In particular, if properly de-

ployed and operated, UAVs can provide reliable and cost-effective wireless com-

munication solutions for a variety of real-world scenarios.

On the one hand, drones can be used as aerial BSs that can deliver reliable,

cost-effective, and on-demand wireless communications to desired areas. On the

other hand, drones can function as aerial UEs, known as cellular-connected UAVs,

in coexistence with ground users (e.g., delivery or surveillance drones). This ex-

citing new avenue for the use of UAVs warrants a rethinking of the research chal-

lenges with wireless communications and networking being the primary focus, as

opposed to control and navigation. In this thesis, we are mainly focused on content

delivery and caching for such contemporary aerial users (i.e., cellular-connected

UAVs). However, for completeness, later in this chapter, we review the prior work

that incorporated caching for both aerial BSs and aerial UEs.

2.3 Different Approaches for Modeling and Analysis of Wire-

less Caching Networks

In this section, we detail different frameworks, perspectives, and possible classi-

fications for wireless caching networks. The first subsection below is devoted to

the discussion of three main architectures for wireless caching networks, namely,

caching on SCN, caching over the cloud radio access network (C-RAN), caching

among the mobile devices, and caching for UAVs and drone networks. Then, we
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follow up by describing two main methodologies widely adopted in the analysis

of wireless caching networks, namely, simple protocol model and physical interfer-

ence model.

2.3.1 Wireless Caching Architecture

• Small Cell Networks

The introduction of small cell base stations is viewed as a key paradigm to

handle the increase of video traffic and improve the wireless capacity by

bringing contents closer to the users. However, reaping the benefits of small

cell deployments requires meeting several key challenges such as resource

allocation and network modeling. For instance, owing to the cheap stor-

age/memory prices and the fact that mobile video accounts for most of the

internet traffic demands, one can leverage the use of storage at the small cell

level to bring popular contents closer to the network edge (i.e., BSs) [38]. In-

deed, one promising approach to improve the QoS of video transmission is

through caching popular contents locally at the SBSs to alleviate peak traffic

demands and minimize service delays. [38–43].

• Cloud Radio Access Networks

While content delivery networks (CDN) have been recently enhanced to re-

duce Internet bandwidth consumption and associated delay/jitter of online

video, such video content consumed by mobile devices must additionally

travel through the wireless carrier core network and radio access network

(RAN) before reaching the UE [44]. One promising approach to address the

need for massive content distribution is to enable content caching within the

wireless operators’ networks, where popular contents are cached at the BS at

the edge of the RAN [45]. C-RAN is an emerging architecture for wireless 5G

system in which a centralized baseband unit (BBU) implements the baseband

processing functionalities of a set of remote radio head (RRH), which are con-

nected to the BBU by means of fronthaul links [46, 47]. Recently, an evolved

network architecture, referred to as fog-radio access network (F-RAN), has

been proposed, which enhances the C-RAN architecture by allowing the RRH
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to be equipped with caching and signal processing functionalities [48–50].

This architecture is also referred to as a hybrid of cloud and fog processing

in the literature [51]. As a cache-aided system, an F-RAN operates in two

phases, namely the pre-fetching and the delivery phases [52–58]. Pre-fetching

operates at a large time scale corresponding to the period in which content

popularity remains constant. This time scale encompasses multiple transmis-

sion intervals. Based on the cached file messages, the delivery phase, instead,

operates separately on each transmission interval. The fronthaul-aware de-

sign of the pre-fetching or delivery phases was studied in [52–56] under the

assumption that the fronthaul links in an F-RAN are leveraged to convey to

the RRH the requested content that is not present in the local caches.

• Device-to-Device

Capitalizing on the fact that user demands are highly redundant, each user

demand can be satisfied through local communication from the device’s cache,

without requiring a high throughput backhaul to the core network [59]. The

concept of having helper nodes is pushed further by introducing the notion

of wireless devices as helpers [20]. Recent years have seen an enormous pro-

liferation of smartphones and tablets that have anywhere between 10 to 64

GB of storage (not to mention the 500 GB on typical laptop hard disks). By

enabling D2D communications, the ensemble of wireless devices can become

a distributed cache that allows a more efficient download of contents as com-

pared to traditional networks without caching. The advantage of using wire-

less devices instead of fixed helper nodes lies in the small deployment costs

and automatic upscaling of the capacity as the density of such devices in-

creases. The drawback lies in the necessity to motivate users to participate in

the caching process, and the randomness of the available throughput due to

the decentralized and uncoordinated nature of D2D communication. There

also exist some works focusing on the economic aspect of caching in wire-

less D2D networks. In such networks, the operators define a pricing scheme

to motivate users to proactively download the most popular files and cache
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them in their devices to serve other users’ requests. In [60], the authors pro-

posed a smart pricing scheme to maximize the benefit of the operator and

minimize the charged price to the users. Via D2D communications, users can

trade their cached files to minimize their expected payments. On the other

hand, the operator defines a dynamic pricing model that differentiates off-

peak and peak time periods to maximize its own benefit. If a user requests

one of the files stored in neighbors’ caches in the cluster, neighbors will han-

dle the request locally through D2D communication; otherwise, the BS should

serve the request. As a result, the probability of having more D2D commu-

nications among the users depends on what users store [20, 23, 28, 59, 61–

64].

• Caching for UAVs and Drone Networks

While caching at SBSs has emerged as a promising approach to improve

users’ throughput and to reduce the transmission delay, caching at static ground

base stations may not be very effective in serving mobile users in case of fre-

quent handovers (e.g., in ultra-dense networks with moving users). In this

case, when a user moves to a new cell, its requested content may not be avail-

able at the new base station and, thus, the users cannot be served properly.

To effectively service mobile users in such scenarios, each requested content

needs to be cached at multiple base stations which is not efficient due to sig-

naling overheads and additional storage usage. Hence, to enhance caching

efficiency, there is a need to deploy flexible base stations that can track the

users’ mobility and effectively deliver the required contents.

To this end, there are multiple envisioned scenarios in which UAVs, acting

as flying base stations, can dynamically cache the popular contents, track

the mobility pattern of the corresponding users and, then, effectively serve

them [65–67]. In fact, the use of cache-enabled UAVs is a promising solution

for traffic offloading in wireless networks. By leveraging user-centric infor-

mation, such as content request distribution and mobility patterns, cache-

enabled UAVs can be optimally moved and deployed to deliver desired ser-

vices to users. Another advantage of deploying cache-enabled UAVs is that
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the caching complexity can be reduced compared to a conventional static

SBSs case. For instance, whenever a mobile user moves to a new cell, its

requested content needs to be stored at the new base station. However, cache-

enabled drones can track the mobility pattern of users and, consequently, the

content stored at the drones will no longer require such additional caching at

SBSs.

In practice, in a cache-enabled UAV system, a central cloud processor can uti-

lize various user-centric information including users’ mobility patterns and

their content request distribution to manage the UAV deployment. In fact,

such user-centric information can be learned by a cloud center using any

previous available users’ data. Then, the cloud center can effectively deter-

mine the locations and mobility paths of cache-enabled UAVs to serve ground

users. This, in turn, can reduce the overall overhead of updating the cache

content.

While performing caching with SBSs, content requests of a mobile user may

need to be dynamically stored at different SBSs. However, cache-enabled

UAVs can track the mobility pattern of users and avoid frequently updating

the content requests of mobile users. Therefore, ground users can be effec-

tively served by exploiting mobile cache-enabled UAVs that predict mobility

patterns and content request information of users.

On the other hand, drones can also act as contemporary users of the wire-

less infrastructure. In particular, drone-users can be used for package de-

livery, surveillance, remote sensing, and virtual reality applications. Indeed,

cellular-connected UAVs will be a key enabler of the IoT. For instance, for

delivery purposes, drones are used for Amazon prime air drone delivery ser-

vice, and autonomous delivery of emergency drugs [68]. The key advan-

tage of drone-users is their ability to swiftly move and optimize their path to

quickly complete their missions. To properly use drones as user equipments

(i.e., cellular-connected drones (UAV-UEs)), there is a need for reliable and

low-latency communication between drones and ground BSs.
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To support a large-scale deployment of drones, a reliable wireless commu-

nication infrastructure is needed to effectively control the drones’ operations

while supporting the traffic stemming from their application services [69].

Beyond their need for ultra low latency and reliability, when used for surveil-

lance purposes, drone-UEs will require high-speed uplink connectivity from

the terrestrial network and from other UAV-BSs. In this regard, current cel-

lular networks may not be able to fully support drone-UEs as they were de-

signed for ground users whose operations, mobility, and traffic characteristics

are substantially different from the drone-UEs. There are a number of key

differences between drone-UEs and terrestrial users. First, drone-UEs typi-

cally experience different channel conditions due to nearly line-of-sight (LoS)

communications between ground BSs and flying drones. In this case, one

of the main challenges for supporting drone-UEs is significant LoS interfer-

ence caused by ground BSs. Second, unlike terrestrial users, the on-board

energy of drone-UEs is highly limited. Third, drone-UEs are in general more

dynamic than ground users as they can continuously fly in any direction.

Therefore, incorporating cellular-connected drone-UEs in wireless networks

will introduce new technical challenges and design considerations.

Given such technical difficulties to provide seamless connectivity to the UAV-

UEs, most of the ongoing work in the literature focuses mainly on addressing

such challenges and reshaping the terrestrial wireless networks to effectively

serve the UAV-UEs. To the best of our knowledge, only few works in the lit-

erature studied the role of wireless caching and content delivery for wireless

networks serving UAV-UEs. For example, the authors in [70] proposed prob-

abilistic caching is studied for ultra dense SCNs with terrestrial and aerial

users. The work in [70] generally focuses on the successful download prob-

ability UEs from SBSs that cache the requested files under various caching

strategies.
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2.3.2 Modelling Wireless Caching Networks

The modeling the cache-enabled heterogeneous networks (HetNet), which have

multiple types of low power radio access nodes in addition to the traditional macro-

cell nodes, in the literature follows two main directions. The first line of work

focuses on the fundamental throughput scaling results by assuming a simple pro-

tocol channel model [40, 64], known as the protocol model. As such, two devices

can communicate with each other if they are within a certain distance. The second

line of work, defined as the physical interference model, considers a more realistic

model for the underlying physical layer [71, 72].

The physical interference model is based on the fundamental signal-to-interference

ratio (SIR) metric, and therefore, is applicable to any wireless communication sys-

tem. Modeling devices’ locations as a Poisson point process (PPP) is widely em-

ployed in the literature, especially, in the wireless caching area [24, 71–74]. How-

ever, a realistic model for D2D caching networks requires to consider that a given

device typically has multiple nearby devices, where any of them can potentially act

as a serving device. This deployment is known as clustered devices deployment,

which can be characterized by cluster processes [75], recently studied in [76–78].

2.4 Challenges in Wireless Caching Networks

Motivated by the above discussion, we now discuss there are some shortcomings

in the models adopted in the literature. An example is the D2D caching network,

where the two modeling approaches discussed above, have some limitations and

are not practically viable. In particular, the simple protocol model, which is exten-

sively adopted in the design and evaluation of communication protocols and scal-

ing analysis, limits the D2D communication only to the intra-cluster transmission

determined by a fixed distance. Besides, the physical interference model presumes

that the devices are uniformly distributed, which is frequently modeled by a PPP.

However, this assumption is not realistic in the sense that a given device typically

has multiple proximate (neighboring) devices in the same region, wherein any of

them can potentially act as a serving device, and other remote devices that are far

apart from its proximity.
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We already discussed the emergence of edge caching as a promising approach

to alleviate the heavy burden on data transmission through caching and forward-

ing contents at the edge of wireless networks. However, deploying caches in such

wireless networks poses many new challenges. As an example, many of the ex-

isting studies always treat storage and communication separately, despite of them

being coupled. To explain this coupling, assume that there is a set of devices shar-

ing a wireless channel with each other, and each device possesses a limited cache

memory. Intuitively, we can expect that the devices that are accessing the channel

less often tend to cache contents in a greedy way by caching the most popular con-

tent. On the other hand, if the devices can access the channel more frequently, they

turn out to be more cooperative by caching different files to maximize the offload-

ing gain. Therefore, to maximize the offloading gain of such a cache-enabled D2D

communication system, both content placement and delivery need to be jointly de-

signed. This implies that jointly considering content caching and scheduling poli-

cies is inevitable to improve the performance. This principle can be generalized to

similar scenarios, e.g., joint caching and transmission, joint caching and resource

allocation, joint caching and power control, etc.

As we already mentioned, this thesis also focuses on the content delivery and

caching for UAV-UEs. One of the key challenges for maintaining reliable connectiv-

ity and content delivery to such UAV-UEs is the severe impact of handover. In fact,

there is a crucial need for effective handover management mechanisms to deploy

an aerial network of flying drone-UEs. Recall first that the handover is a key pro-

cess in wireless networks in which user association changes in order to maintain the

connectivity of mobile users. Handover management in UAV communications is

significantly more challenging than traditional cellular networks due to the highly

dynamic nature of drone-UEs. In particular, efficient handover mechanisms must

be designed to accommodate 3D movements of the drone-UEs, while ensuring low-

latency communications and control when serving drone-UEs. This handover de-

sign for flying devices must be done jointly with existing handover mechanisms for

mobile ground users, such as vehicles. Moreover, for drone-UEs, all of the afore-

mentioned challenges must also take into account the fact that ground base stations

will have their antennas down-tilted to maximize coverage of ground users. As a
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result, it is imperative to understand the impact of antenna tilt on the performance

of UAV-UEs, while also studying how one can overcome this limitation via adap-

tive beamforming or new UAV-UE aware design of ground base stations. This will

further lead to an underlying network infrastructure that is almost and suitable to

deploy edge caching and content delivery services for the contemporary UAV-UEs.

2.5 Motivation and Objective

Motivated by the above discussion, we aim at developing a new caching architec-

ture for HetNet which is shown to improve the network performance in terms of

KPIs, such as offloading gain, energy efficiency, average delay, etc. Definitions of

the KPIs are introduced in next chapters in the context of the presented studies.

Further, we propose to study and optimize the performance of wireless caching

networks, especially when we consider more realistic models, such as D2D caching

with inter-cluster cooperation and spatially clustered point process model, as com-

pared to the simple models widely adopted in the literature.

The main objective of this thesis is to develop a general framework that accounts

for the joint optimization of caching and communication for HetNets aiming at im-

proving the network performance. Particularly, in this work, we first envision a

new D2D caching architecture by allowing D2D communication along with inter-

cluster cooperation. Different from similar works where D2D communication is

assumed to be only intra-cluster, we show that allowing file transfer between re-

mote users through the BS acting as a relay, improves the network average delay

and throughout, and boosts the coverage probability.

A comprehensive study and optimization of caching and communication un-

der more practical assumptions for the user deployment is then conducted and the

KPIs are optimized, where our model accurately captures the non-uniformity of the

locations of the users (i.e., when users are grouped into clusters). As an example,

the joint optimization of scheduling policy and content placement in a clustered

D2D caching network is carried out. Content placement as well as bandwidth allo-

cation are also jointly optimized to improve the KPIs in terms of the average delay

and energy consumption. In this respect, we further studied the role of CoMP
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transmissions and content caching for clustered D2D networks so as to boost the

desired signal levels and improve the perceived QoE in dense D2D caching net-

works and adverse interference conditions.

In the second part of this thesis, we focused on enabling enhanced communica-

tion, content delivery, and caching for cellular-connected drones (a.k.a aerial users).

We particularly investigated the use of MIMO beamforming and cooperative trans-

mission to support reliable content delivery and communication for aerial users. In

addition, we studied the impact of handover and 3D mobility of the UAV-UEs. Fi-

nally, we proposed a cache-assisted CoMP framework to enable efficient caching

and seamless coverage to the UAV-UEs.

Further detailed discussions will follow in the next chapters of this thesis. For

the sake of an organized presentation, we postpone the detailed discussion of the

related work to the next chapters. That is, in the following chapters for each type

of network addressed in this thesis, the related work is presented and the novelty

is highlighted.
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Chapter 3

Inter-cluster Cooperation for

Wireless D2D Caching Networks

In this chapter, we propose a new architecture for D2D caching with inter-cluster

cooperation. We study a cellular network in which devices cache popular files and

share them with other devices either in their proximity via D2D communication or

with remote devices using cellular transmission. We characterize the network av-

erage delay per request from a queuing perspective and formulate the delay min-

imization problem and show that it is NP-hard. Furthermore, We prove that the

delay minimization problem is equivalent to the minimization of a non-increasing

monotone supermodular function subject to a uniform partition matroid constraint.

A computationally efficient greedy algorithm is then proposed which is proven to

be locally optimal within a factor (1� e�1)⇡ 0.63 of the optimum. We also analyze

the average per request throughput for different caching schemes and conduct the

scaling analysis for the average sum throughput. Finally, we show how through-

put scaling depends on video content popularity when the number of files grows

asymptotically large.

3.1 Introduction

From the discussion in the background chapter, it is now clear that caching the most

popular content at various locations of the network edge helps alleviate the heavy

burden on the highly congested backhaul links [21, 38, 79]. Four different archi-

tectures adopting the caching technology are discussed in the background chapter,
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namely, caching on femtocells in small cell networks, caching on RRH in C-RAN,

caching on mobile devices, and caching for drone networks [65, 67, 70]. In this

chapter, we focus on device caching solely. The architecture of device caching ex-

ploits the large storage available in modern smartphones to cache multimedia files

that might frequently be requested by the users. The users’ devices exchange mul-

timedia content stored on their local storage with nearby devices [80]. Since the

distance between the requesting user and the caching user (a user who stores the

file) will be small in most cases, D2D communication is commonly used for content

transmission [80]. A representative set of such D2D-based works is [80–83]. For in-

stance, Golrezaei et al. [81] proposed a novel architecture to improve the through-

put of video transmission in cellular networks based on the caching of popular

video files in base station-controlled D2D communication. The analysis of this net-

work is based on the subdivision of a macrocell into small virtual clusters, such

that one D2D link can be active within each cluster. Random caching is considered

where each user caches files at random and independently, according to a certain

caching distribution.

3.1.1 Motivation and Contribution

Motivated by the remarks from the above discussion, i.e., backhaul links being

highly congested, the geometric distribution of the devices in clusters, we propose

a novel D2D caching architecture with inter-cluster cooperation. We propose a sys-

tem in which a user in a given cluster can search its requested files either in the

local cluster or any of the remote clusters. We show that allowing inter-cluster col-

laboration via cellular communication achieves both user and system performance

gains. From the user perspective, the average delay per request is reduced when

downloading files from a remote cluster, instead of serving files from the core net-

work. From the system perspective, the heavy burden on backhaul links is allevi-

ated by decreasing the number of requests that are served directly from the core

network. From a resource allocation perspective, similar to the work performed in

[82, 83], we analyze the network average delay and throughput per user request

for the proposed inter-cluster cooperative caching system under different caching

schemes, and show how the network performance is significantly improved. To
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the best of my knowledge, none of the works in the literature dealt with the perfor-

mance analysis of D2D caching networks with inter-cluster cooperation. The main

contributions of this chapter are summarized as follows:

• We study a D2D caching system with inter-cluster cooperation from a queue-

ing theory perspective. We formulate the network average delay minimiza-

tion problem in terms of cache placement. The delay minimization problem

is then shown to be non-convex, and it can be reduced to a well-known 0 - 1

knapsack problem which is NP-hard.

• A closed-form expression of the network average delay is derived under the

policy of caching popular files (CPF). Moreover, a locally optimal greedy

caching algorithm (GCA) is proposed whose delay is within a factor (1 �

e�1
) of the global optimum. Results show that the delay can be significantly

reduced by allowing D2D caching with inter-cluster cooperation.

• We derive a closed form expression for the average throughput per request

for the proposed inter-cluster cooperating scheme. Moreover, we conduct the

asymptotic analysis for the average sum throughput when the content library

size grows to infinity. The result of the scaling analysis shows that the upper

bound for the network average sum throughput decreases when the library

size increases asymptotically, and the rate of this decrease is controlled by the

popularity of files.

3.2 Related Work

Different cooperation strategies in D2D networks are proposed in the literature.

As an example, in [84], the authors proposed a cooperative D2D communications

framework in order to combat the problem of congestion in crowded communi-

cation environments. The authors allowed a D2D transmitter to act as an in-band

relay for a cellular link and at the same time transmit its data by employing super-

position coding in the downlink. It is shown that cooperation between the cellular

link and D2D transmitter helps increase the number of connections per unit area

Transfer Report RAMY AMER



Chapter 3. Inter-cluster Cooperation for Wireless D2D Caching Networks 28

with the same spectrum usage. In the area of D2D caching, the authors in [83] pro-

posed an opportunistic cooperation strategy for D2D transmission by exploiting

the caching capability at the devices to control the interference among D2D links.

The authors considered an overlay inband D2D communication, divided the D2D

devices into clusters, and assigned different frequency bands to cooperative and

non-cooperative D2D links. The cluster size and bandwidth allocation are further

optimized to maximize the network throughput.

The analysis of wireless caching networks from the resource allocation per-

spective is widely discussed in the literature. For instance, in [82], the authors

showed how distributed caching and collaboration between devices and femtocells

(helpers) can significantly improve throughput without suffering from the back-

haul bottleneck problem common to femtocells. The authors also investigated the

role of collaboration among devices - a process that can be interpreted as the mobile

devices playing the role of helpers also. This approach allowed an improvement

in the video throughput without the deployment of any additional infrastructure.

Due to the dependence between content cache placement and resource allocation

in wireless networks, the joint problem of caching and resource allocation is stud-

ied in many works. As an example, Zhang et al. in [85] proposed a single-hop

D2D-assisted wireless caching network, where popular files are randomly and in-

dependently cached in the memory of end devices. The joint D2D link scheduling

and power allocation problem is formulated to maximize the system throughput.

Following a similar approach, Chen et al. in [72] studied the joint optimization of

cache content placement and scheduling policies to maximize the so-called offload-

ing probability. The successful offloading probability is defined as the probability

that a user can obtain the desired file in the local cache or via a D2D link with data

rate larger than a given threshold. The authors obtained the optimal scheduling

factor for a random scheduling policy that controls interference in a distributed

manner, and proposed a low complexity solution to compute caching distribution.
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FIGURE 3.1: Schematic diagram of the proposed system model. A
cellular cell is divided into square clusters, where devices in all clus-
ters can download their requested files using D2D, cellular, or back-

haul communication.

3.3 System Model and Assumptions

3.3.1 Network Model

In this subsection, we describe the proposed D2D caching network with inter-

cluster cooperation. Fig. 3.1 illustrates the system layout. A cellular network con-

sists of a SBS and a set of devices U = {1, . . . , n} placed uniformly in the cell. The

cell is divided into a set of equally sized clusters K = {1, . . . ,K}. For mathemat-

ical convenience, we assume that the number of devices per cluster is y = n/K,

as in [83] and the reference therein. Devices in the same cluster can communicate

directly using low power high rate D2D communication in a dedicated frequency

band for D2D transmission.

Each user u 2 U requests a file f from a file library F = {1, . . . ,m} indepen-

dently and identically, according to a given request probability mass function. It is

assumed that each user can cache up to M files, and for the caching problem to be

non-trivial, it is assumed that M < m. From the cluster perspective, there exists a

cluster virtual cache center (VCC) formed by the union of devices’ storage in the

same cluster, which caches up to N files, i.e., N = (n/K)M .

We assume that the D2D communication does not interfere with communica-

tion between the BS and devices. We also assume that all D2D links share the same

time-frequency transmission resource within one cell. Multiple transmissions on

those resources are possible since the distance between requesting devices and de-

vices with the stored file will typically be small. Furthermore, there should be no

interference by other transmissions on an active D2D link. To achieve this, the cell
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is divided into smaller areas, which we denoted as clusters. To avoid intra-cluster

interference, only one such communication per cluster is allowed.1 Devices in the

same cluster are assumed to be served in a round-robin manner.

We define three modes of operation according to how a request for content f 2

F is served:

1. Local cluster mode (Mlc mode): Requests are served from the local cluster.

Files are downloaded from nearby devices via a single-hop D2D communica-

tion. In this mode, we neglect self-caching, i.e., the event when a user finds

the requested file in its internal cache with zero delay. Within each cluster,

the BS can help devices find their requested content by broadcasting signals

containing the content replication ratio.

2. Remote cluster mode (Mrc mode): Requests are served from any of the re-

mote clusters via inter-cluster cooperation. The BS fetches the requested con-

tent from a remote cluster, then delivers it to the requesting user by acting as

a relay in a two-hop cellular transmission. The BS assists in content dissem-

ination in the “remote cluster mode” by relaying the content between different

clusters.

3. Backhaul mode (Mbh mode): Requests are served directly from the backhaul.

The BS obtains the requested file from the core network via the backhaul link

and then transmits it to the requesting user.

In each cluster, we assume that the stream of user requests are served sequen-

tially based on first in first out (FIFO) criterion. The BS receives all requests and

works as a coordinator to establish the file transfer between the requesting user (a

user who requests the file) and the serving node (another user who caches the file

or a caching server in the core network). The BS keeps track of which devices can

communicate with each other and which files are cached on each device. Such BS-

controlled D2D communication is more efficient and more acceptable to spectrum

owners if the communication occurs in a licensed band as compared to traditional

uncoordinated peer-to-peer communications [86]. To serve a request for file f in
1We adopt a simplified PHY-layer model in this work.
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cluster k 2 K, first, the BS searches the VCC of cluster k. If the file is cached, it

will be delivered from the local VCC (Mlc mode). We assume that the BS has all the

information about cached content in all clusters, such that all file requests are sent

to the BS, then the BS replies with the address of the caching user from whom the

file will be retrieved.

If a file is not cached locally in cluster k but cached in any of the remote clusters,

it will be fetched from a randomly chosen cooperative cluster (Mrc mode), instead

of downloading it from the backhaul. Unlike multi-hop D2D cooperative caching

discussed in [87], in this work cooperating clusters are assumed to exchange cached

files using a two-hop cellular communication link through the BS, such that the

D2D band is dedicated only to the intra-cluster communication. Hence, all the

inter-cluster communication is performed in a centralized manner through the BS.

Finally, if the requested file has not been cached in any cluster j 2 K in the cell, it

can be downloaded from the core network via the backhaul link (Mbh mode). The

selection of the three modes of operation is conducted in a prioritized order from

the local cluster, from the remote cluster, or finally from the core network through

the backhaul link as a last resort.

Serving files sequentially according to the above three modes is based on the

assumption that the BS has a capacity-limited wired backhauling, such that the

average delay per request is decreased when allowing inter-cluster cooperation.

Otherwise, if the backhaul is not a bottleneck, e.g., optical fiber or millimeter wave

backhaul links are available, requests for files not cached in the local cluster are

served directly from the core network through the high capacity backhaul link. The

analysis in this chapter relies on a well-known grid-based clustering model [81], i.e.,

no specific underlying physical model or parameters are assumed. Therefore, the

obtained design/results, e.g., design of caching scheme and the performance of the

greedy algorithm, can be applied to similar scenarios with three prioritized paths

(modes) for file downloading. For example, on-board devices, such as on a plane

or a ship, can obtain requested files from neighboring devices via Bluetooth (local

cluster mode), from a remote user through an access point [88] acting as a relay

(remote cluster mode), or finally from the backhaul, which is the least preferred

option. As another example, in the case of connecting devices through UAV [89],
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FIGURE 3.2: The devices’ traffic model in a cluster k with cache cen-
ter VCC is modeled as a multiclass processor sharing queue.

FIGURE 3.3: An example of the content cache placement modeled as
a bipartite graph indicating how files are cached in clusters.

serving files can be prioritized as follows. A file is received from a neighboring user

via D2D communication (local cluster mode), from a remote user through the UAV

acting as a relay (remote cluster mode), or from the backhaul through the UAV as

a last resort.

3.3.2 Content Placement and Traffic Characteristics

We use a binary matrix C = [ck,f ]K⇥m with ck,f 2 {0, 1} to denote the cache place-

ment in all clusters, where ck,f = 1 indicates that content f is cached in cluster

k. Fig. 3.2 shows the assumed devices’ traffic model in a cluster k, modeled as an

multiclass processor sharing queue (MPSQ) with arrival rate �k, and three serv-

ing processors representing the three transmission modes. According to the MPSQ

definition [90], each transmission mode is represented by an M/M/1 queue with

Poisson arrival rate and exponential service rate. A graphical interpretation of the

content cache placement is shown in Fig. 3.3. The content caching policy is defined

by a bipartite graph Y = (K,F , E), where edges (k, f) 2 E denote that content f is

cached in the VCC of cluster k.

If a user in cluster k requests a locally cached file f (i.e., ck,f = 1), it will be

served by the local cluster mode with an average rate RD. However, if the re-

quested file is not cached locally and cached in any of the remote clusters, i.e.,

when ck,f = 0 and
P

j2K\{k} cj ,f � 1, it will be served by the remote cluster mode.
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We denote the rate for the remote cluster mode by RWL, accounting for the

average sum transmission rate between the cooperating clusters through the BS.

Accordingly, RWL is shared between clusters simultaneously served by the remote

cluster mode. Finally, requests for files that are not cached in the entire cell, i.e.,

when
PK

j=1 ck,f = 0, are served via the backhaul mode with an average sum rate

RBH . We assume that RBH << RWL, such that the part of the cellular rate allocated

to the devices served by the backhaul mode is neglected for the delay analysis. RBH

is assumed to be the effective rate from the core network to the user using BS.

Due to traffic congestion in the core network and the transmission delay be-

tween cooperating clusters, we assume that the aggregate transmission rates for

the above three modes are ordered such that RD > RWL > RBH . We also assume

that the content size Sf is exponentially distributed with mean S bits. Hence, the

corresponding request service times of the three transmission modes also follow an

exponential distribution with means ⌧lc =
S
RD

sec, ⌧rc =
S

RWL

sec, and ⌧bh =
S

RBH

sec, respectively.

3.4 Problem Formulation

In this section, we characterize the network average delay on a per request basis

from the global network perspective. Specifically, we study the request arrival rate

and the traffic dynamics from a queuing theory perspective and get a closed form

expression for the network average delay.

3.4.1 File Popularity Distribution

We assume that the popularity distribution of files in all clusters follows a Zipf’s

distribution with skewness order � [91]. However, it is assumed that the content

may vary across clusters. This is inspired by the fact that, for instance, devices in

a library may be interested in an entirely different set of files from the devices in

a sports center. This assumption for the popularity distribution is extended from

[23], where the authors explained that the scaling of popular files is sublinear with

the number of devices.2

2The number of popular files increases with the number of devices with a rate slower than the
linear polynomial rate, e.g., the logarithmic rate.
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To illustrate, if user 1 and user 2 are interested in a set of files of size m0, then,

both of the users will be interested in a common subset of size m0/2 files and the

other subset (of size m0/2) will be unique per each user. User 3, in turn, will share

the interest in 2m0/3 files with user 1 or user 2, and will be interested in a unique

subset of size m0/3 , etc. The union of all demanded (popular) files by n different

users is hence m = m0(1 +
1
2 +

1
3 + . . . ) = m0

Pn
i=1

1
i ⇡ m0 log n. Therefore,

the library size increases sublinearly with the number of devices. In this work, we

assume that the scaling of the library size is sublinear with the number of clusters.

The cell is divided into clusters with a small number of devices per cluster, such

that devices in the same cluster are assumed to request files according to the same

file popularity distribution function (i.e., devices in the same cluster are interested

in the same set of popular files).

The probability that a file f is requested in cluster k, with m0 highly demanded

files in each cluster, follows a Zipf distribution written as [91],

Pk,f =
(f � k�1

k m0a+ (m� k�1
k m0)b)��Pm

i=1 i
��

, (3.1)

where a = 1(f > k�1
k m0) and b = 1(f  k�1

k m0), k�1
k m0 is the order of the most

popular file in the k�th cluster, and 1(.) is the indicator function. When k = 1,

we get P1,f =
(f)��

P
m

i=1 i
��

for the first cluster, which is the Zipf’s distribution with the

most popular file f = 1. For example, if m0 = 60, then P2,f =
(f�30a+(m�30)b)��

P
m

i=1 i
��

for the second cluster, which is the Zipf’s distribution with the most popular file

f =
m0
2 + 1 = 31; also f =

2m0
3 + 1 = 41 is the most popular file in the third cluster,

and so on.

3.4.2 Arrival and Service Rates

The arrival rates for the three communication modes Mlc, Mrc, and Mbh in a cluster

k are denoted respectively by �k,lc, �k,rc, and �k,bh while the corresponding service

rates are represented by µlc, µrc, and µbh. For the local cluster mode, we have

�k,lc= �k

mX

f=1

Pk,f ck,f , (3.2)
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where
Pm

f=1 Pk,f ck,f is the probability that the requested file is cached locally in

cluster k. The corresponding service rate is µlc =
1
⌧lc

. For the remote cluster mode,

the request arrival rate is defined as

�k,rc= �k

mX

f=1

Pk,f (1� ck,f )min

⇣ X

j2K\{k}

cj,f , 1
⌘
, (3.3)

where min(
P

j2K\{k} cj,f , 1) equals one only if the content f is cached in at least one

of the remote clusters. Hence,
Pm

f=1 Pk,f (1�ck,f )min(
P

j2K\{k} cj,f , 1) is the prob-

ability that the requested file f is cached in any of the remote clusters given that it

is not cached in the local cluster k. The corresponding service rate is µrc =
1

⌧rcNa
,

where Na represents the number of cooperating clusters simultaneously served by

the remote cluster mode, i.e, the number of clusters which share the cellular rate.

Finally, for the backhaul mode, the request arrival rate is written as

�k,bh= �k

mX

f=1

Pk,f

KY

k=1

(1� ck,f ), (3.4)

where
Pm

f=1 Pk,f
KQ
k=1

(1 � ck,f ) is the probability that the requested file f is not

cached entirely in the cell, so this content could be downloaded only from the core

network. The corresponding service rate is µbh =
1

⌧bhNb

, where Nb is defined as the

number of clusters simultaneously served via the backhaul mode.

The traffic intensity of a queue is defined as the ratio of mean service time to

mean inter-arrival time. We introduce ⇢k as a metric of the traffic intensity at cluster

k as

⇢k =
�k,lc
µlc

+
�k,rc
µrc

+
�k,bh
µbh

(3.5)

Similar to [92], we consider ⇢k < 1 as the stability condition, otherwise, the overall

delay will be infinite. The traffic intensity at any cluster is closely related to the

request arrival rate and the transmission rates of the three serving modes.
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3.4.3 Network Average Delay

In [92], it is proven that the mean queue size for an MPSQ with arrival rate � [sec�1]

and traffic intensity ⇢, is

⇢+
�
P

i
�i
µ2
i

1� ⇢ ,

where �i and µi are respectively the arrival and service rates of a service group i.

Given the fact that the average delay equals the mean queue size divided by the

arrival rate, substituting the above expression to calculate the average delay per

request in a cluster k yields

Dk =
⇢k
�k

+

�
k
,
lc

µ
2
lc

+
�
k
,rc

µ
2
rc

+
�
k
,
bh

µ
2
bh

1�⇢k
(3.6)

Based on the analysis of the delay in a single cluster, we derive the network weighted

average delay per request as

D =
1

�

KX

k=1

�kDk, (3.7)

where � =
PK

i=1 �i denotes the overall user request arrival rate in the cell. We

observe from (3.6) that the cluster per request delay Dk, and correspondingly the

network average delay D, depend on the arrival rates of the three transmission

modes, which are in turn functions of the content caching scheme. Because of the

limited caching capacity on mobile devices, we would like to optimize the cache

placement in each cluster to minimize the network weighted average delay per

request. The delay optimization problem is then formulated as

minimize
ck,f

D (3.8)

subject to
mX

f=1

ck,f  N, (3.9)

ck,f 2 {0, 1}, (3.10)

where (3.9) and (3.10) are the constraints that the maximum cache size is N files

per cluster, and the file is either cached entirely or is not cached, i.e., no partial
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caching is allowed. The objective function in (3.8) is not a convex function of the

cache placement elements ck,f 2 {0, 1}. Moreover, this equation can be reduced to

a well- known 0 � 1 knapsack problem which is already proven to be NP-hard in

[93].

Remark 3.4.3.1 (N � m). In this case, the caching problem is trivial, i.e., there are

no caching constraints. For any cluster k, ck,f = 1 8f 2 F and
Pm

f=1 ck,f = m.

The optimal solution is obtained when all the files are cached in each cluster. All

the requests are served internally from the local cluster via D2D communication.

In the next section, we analyze the network average delay under several caching

policies. We further reformulate the optimization problem in (3.8) as a well-known

structure that has a locally optimal solution within a factor (1 � e�1
) of the global

optimum.

3.5 Proposed Caching Schemes

3.5.1 Caching Popular Files

In each cluster, the most popular files for the devices in the cluster are cached with-

out repetition. Since popular files are different among clusters (but overlapped),

applying CPF might end up replicating the same file in many clusters [86]. We

assume that the request arrival rate �k is equal for all clusters.

Arrival Rate for D2D communication

The arrival rate of the D2D communication mode is given by

�k,lc= �k

k�1
k

m0+NX

f= k�1
k

m0+1

Pk,f , (3.11)

where
P k�1

k
m0+N

f= k�1
k

m0+1
Pk,f is the probability that the requested file is cached in the

local cluster k, and f =
k�1
k m0 + 1 is the most popular file index for cluster k. As

an example, for the first cluster, �1,lc= �1
PN

f=1 P1,f .
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Arrival Rate for Inter-cluster Communication

The arrival rate of the inter-cluster communication mode is given by

�k,rc= �k
X

j2K\{k}

j�1
j

m0+NX

f=c

Pk,f , (3.12)

where c is defined as max
� j�2
j�1m0+N+1, j�1

j m0+1
�
. To explain, the inner summa-

tion
P j�1

j
m0+N

f=c Pk,f represents the probability that the requested file f is cached in

a remote cluster j 6= k, where the cached files in the j�th cluster are indexed from

f =
j�1
j m0 + 1 to f =

j�1
j m0 +N . c is defined such that a cached file in the remote

clusters is counted only once when calculating �k,rc. The outer summation is the

sum over all clusters except the local cluster k.

To compute the service rate of the remote cluster mode, µrc, we first need to

obtain the number of cooperating clusters Na since they share the cellular rate.

As introduced in Section 3.4, Na is a random variable representing the number of

clusters served by the cellular communication whose mean is given by

Na = K
�k,rc
�k

= K
X

j2K\{k}

j�1
j

m0+NX

f=c

Pk,f (3.13)

Arrival Rate for Backhaul Communication

The arrival rate of the backhaul communication mode is now calculated as

�k,bh = �k
�
1� (�k,lc+�k,rc )

�

= �k
⇣
1�

�
k�1
k

m0+NX

f= k�1
k

m0+1

Pk,f +
X

j2K\{k}

j�1
j

m0+NX

f=c

Pk,f
�⌘

(3.14)

Nb is then obtained to calculate the backhaul service rate µbh. As alluded to in

the definition of Na, Nb is a random variable representing the number of clusters

served via the backhaul link whose mean is given by

Nb = K
�k,bh
�k

= K
⇣
1�

�
k�1
k

m0+NX

f= k�1
k

m0+1

Pk,f +
X

j2K\{k}

j�1
j

m0+NX

f=c

Pk,f
�⌘

(3.15)

Transfer Report RAMY AMER



Chapter 3. Inter-cluster Cooperation for Wireless D2D Caching Networks 39

Obviously, we have �k = �k,lc+�k,rc+�k,bh. From (3.11), (3.12), and (3.14), the

network average delay can be calculated directly from (3.7). The CPF scheme is

computationally straightforward if the most popular content is known. Addition-

ally, the CPF scheme is easy to implement in an independent manner since it is ex-

ecuted in a per cluster level regardless of the caching status of other clusters, which

is different from the greedy algorithm proposed in the next subsection. However,

it achieves high performance only if the popularity exponent � is large enough,

i.e., when the content popularity distribution is skewed, since a small portion of

content is highly demanded which can be cached entirely in each cluster.

3.5.2 Greedy Caching Algorithm

In this subsection, we introduce a computationally efficient caching algorithm. We

prove that the minimization problem in (3.8) can be reformulated as a minimization

of a supermodular function subject to uniform partition matroid constraints. This struc-

ture has a greedy solution which has been proven to be locally optimal within a

factor (1� e�1
) of the optimum [94–96].

We start with the definition of supermodular and matroid functions, then we

introduce and prove some relevant lemmas.

Supermodular Functions

Let S be a finite ground set. The power set of the set S is the set of all subsets of S ,

including the empty set and S itself. A set function g, defined on the powerset of S

as g: 2S! R, is supermodular if for any A ✓ B ✓ S and x 2 S \B we have [95]

g(A [ {x})� g(A)  g(B [ {x})� g(B) (3.16)

To illustrate, let gA(x) = g(A [ x) � g(A) denote the marginal value of an element

x 2 S with respect to a subset A ✓ S . Then, S is supermodular if for all A ✓ B ✓ S

and for all x 2 S\B, we have gA(x)  gB(x), i.e., the marginal value of the included

set is lower than the marginal value of the including set [95].
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Matroid Functions

Matroids are combinatorial structures that generalize the concept of linear inde-

pendence in matrices [95]. A matroid M is defined on a finite ground set S and

a collection of subsets of S said to be independent. The family of these indepen-

dent sets is denoted by I or I(M). It is common to refer to a matroid M by listing

its ground set and its family of independent sets, i.e., M = (S, I). For M to be a

matroid, I must satisfy these three conditions:

• I is a nonempty set.

• I is downward closed; i.e., if B 2 I and A ✓ B, then A 2 I.

• If A and B are two independent sets of I and B has more elements than A,

then 9e 2 B \A such that A [ {e} 2 I.

One special case is a partition matroid in which the ground set S is partitioned into

disjoint sets {S1, S2, . . . , Sl}, where

I = {A ✓ S : |A \ Si|  ki for all i = 1, 2, . . . , l}, (3.17)

for some given integers k1, k2, . . . , kl. One special case of the partition matroid is

the uniform partition matroid in which k1 = k2 = · · · = kl.

Lemma 3.5.2.1. The constraints in (3.9) and (3.10) can be rewritten as a uniform partition

matroid on a ground set that characterizes the caching elements on all clusters.

Proof. Please see Appendix A.1 for the proof.

Lemma 3.5.2.2. The objective function in equation (3.8) is a monotone non-increasing

supermodular function.

Proof. Please see Appendix A.2 for the proof.

The greedy solution for this problem structure has been proven to be locally

optimal within a factor (1�e�1
) of the optimum [94–96]. The GCA for the proposed

D2D caching system with inter-cluster cooperation is illustrated in Algorithm 1,

where Sf
k is an element denoting the placement of file f into the VCC of cluster
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k. We first define the attributes of the system in the first line of the algorithm’s

pseudocode. We then initialize the cache memory of all clusters to zero. We set

the number of iterations to be NK, which means that at each iteration, we cache

one file in one cluster, resulting in caching N different files in K clusters after NK

iterations. In each iteration, all combinations of caching a file f 2 F in a cluster

k 2 K are tried, and the network service delay is calculated. A file f⇤ is chosen to

be cached in the k⇤-th cluster, which achieves the highest reduction in the network

service delay.

The greedy algorithm is run at the BS level, and the BS then instructs the clus-

ters’ devices to cache the files according to the output of this algorithm. The deter-

ministic caching approach (both CPF and GCA) can only be realized if the devices

stay at the same locations for many hours. Otherwise, performance obtained with

the deterministic caching strategy serves as a useful upper bound for more realistic

schemes [86]. As examples of the greedy algorithm, the authors in [96] showed that

the problem of optimal joint caching and routing can be formulated as maximiza-

tion of a monotone submodular function subject to matroid constraints, and hence

can be solved by the greedy algorithm. Also, the authors in [mono] showed that the

delay minimization problem can be formulated as a minimization of a submodular

function under matroid constraints, which can be solved by the greedy algorithm.

Algorithm 1: Greedy caching algorithm
Input : K, m, N , �, S, RD, RWL, RBH ;
Initialization: C  (0)K⇥F ;
/* Check if all clusters (devices’ memories in each

cluster) are fully cached. */

while
PK

k=1

Pm
f=1 ck,f < NK do

(k⇤, f⇤) argmax(k,f)D(C)�D(C [ Sf
k );

/* File achieving highest marginal value is cached.

*/
ck⇤,f⇤ = 1 ;

end while
Output: Cache placement C;
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3.6 Throughput Analysis

We have analyzed the per request average delay from the network perspective un-

der different caching schemes. In this section, we conduct the per request through-

put and throughput scaling analysis. We first characterize the per request through-

put from the queuing theory perspective based on the analytical results of previous

sections, then study the scaling of the average sum throughput when the number

of files asymptotically goes to infinity.

3.6.1 Per request Throughput Analysis

In this subsection, we first formulate a condition on the traffic demand for the net-

work to be stable, then we study the throughput per request from the cluster per-

spective. As introduced in Section 3.3.2, the content size Sf is assumed to have an

exponential distribution with mean S [bits]. For a cluster k 2 K whose devices’ traf-

fic is modeled as an MPSQ with three serving processors (transmission modes), the

number of devices’ requests in the queue that matches the j-th transmission mode

is denoted by xj , where j 2 D := {Mlc,Mrc,Mbh}. Denote x = (xj)j2D as the vector

counting the numbers of devices’ requests in the queue for each transmission mode

j 2 D.

The process {X(t); t � 0} describing the number of devices’ requests served

by the three serving processors (transmission modes) is then a continuous-time

Markov process [90]. This process has a discrete state space ND and admits the

following generator [90]:

8
>><

>>:

q(x, x + ✏j) = �k,j , x 2 ND, j 2 D,

q(x, x� ✏j) = Rj

S

xj

xD
, x 2 ND, j 2 D, xj > 0,

where ✏j designates the vector of ND having coordinate 1 at position j and 0 else-

where, and xD :=
P

j2D xj . The first term of the above generator, q(x, x + ✏j), ac-

counts for the arrival of a request that matches the j�th transmission mode while

the second term, q(x, x�✏j), accounts for serving a request by the j�th transmission

mode.
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Let X = (Xlc, Xrc, Xbh) be the vector counting the number of devices’ requests

of each transmission mode at the steady state, and let XD :=
P

j2DXj be the total

number of requests in the queue at the steady state. The average traffic demand ⇣j

[bps] of each transmission mode j 2 D in the k�th cluster is defined as [97]

⇣j = �k,jS, (3.18)

and the total traffic demand per cluster is then given by

⇣ =

X

j2D
⇣j (3.19)

We now obtain the cluster critical traffic demand, beyond which the MPSQ is no

longer stable. The constraint (3.5) that limits the traffic intensity ⇢k from the above

to one can be rewritten as

⇢k =
�k,lc
RD/S

+
�k,rc

RWL/S
+

�k,bh
RBH/S

 1,

⇣lc
RD

+
⇣rc
RWL

+
⇣bh
RBH

 1, (3.20)

by multiplying both sides by ⇣ and rearranging the terms, we get

⇣  ⇣

(R�1
D ⇣lc +RWL

�1
⇣rc +RBH

�1
⇣bh)

,

⇣  ⇣c, (3.21)

where ⇣c [bps] is the critical traffic demand per cluster, beyond which the MPSQ

loses its stability.

Lemma 3.6.1.1. The steady state distribution of the total number of devices’ requests in

the MPSQ modeling the devices’ traffic follows a geometric distribution with parameter

p = 1� ⇣/⇣c.

Proof. This result can be deduced from [90] and the references therein, and the proof

is omitted in this chapter to avoid repetition.
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As a direct result from Lemma 3.6.1.1, the mean number of total devices’ re-

quests in the MPSQ at the steady state is given by

Nq = E[XD] =
p

1� p
=

⇣

⇣c � ⇣
(3.22)

At the steady state, the queue throughput is equal to the traffic demand ⇣.

Hence, the average throughput per request is defined as the ratio of the given queue

throughput and the average number of devices’ requests, i.e.,

r =
⇣

E[XD]
= ⇣c � ⇣ (3.23)

3.6.2 Throughput Scaling Analysis

We conduct the scaling analysis of the average sum throughput when the number

of files grows asymptotically to infinity, i.e., m ! 1. We first define the outage

probability for the proposed D2D cooperative caching system and then compare it

with a clustered D2D caching system without inter-cluster cooperation [98]. The

obtained formula of the outage probability is further approximated and then ex-

ploited in the throughput scaling analysis.

In the following, we shall implicitly ignore the non-integer effects when they

are irrelevant for the scaling laws. For example, recalling that the network has

node density n and it is divided into K clusters, the number of devices per cluster

after integer rounding is denoted as y. Next, we conduct the analysis for the CPF

scheme. Since the backhaul rate is considered much smaller than the rate of cellu-

lar and D2D communications, we assume that the throughput from the backhaul

communication is negligible as compared to the cellular and D2D throughput.

Outage Probability

For a reference clustered D2D caching network without inter-cluster cooperation

[98], the probability of no outage is defined as the probability that a randomly cho-

sen user u can download a requested file from nearby devices in the same cluster

[98]. Conversely, a user u is said to be in outage when its requested file is not

cached within the allowed transmission range (i.e., not cached in a neighbor user
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in the same cluster). In this cooperative clustered model, a user u is said to be in

outage when the requested file is neither stored in the local cluster nor any of the

remote clusters. We denote this outage probability as po, which also represents the

percentage of devices who are in outage in relation to the total number of devices;

the probability of no outage is then denoted as 1� po.

As stated before, the number of devices per cluster, denoted as y, equals (n/K).

In addition, the probability of no outage, 1 � po, can be calculated by determining

the probability that a randomly chosen user u in cluster k is served via the local

cluster or the remote cluster modes. The probability of no outage is therefore ex-

pressed as the sum of two terms, the first term is corresponding to the probability of

serving requests from the local cluster, and the second term is the probability of be-

ing served from a remote cluster. From (3.11) and (3.12), and under the assumption

of the CPF scheme, the probability of no outage is given by

1� p0 =

k�1
k

m0+MyX

f= k�1
k

m0+1

Pk,f +
X

j2K\{k}

j�1
j

m0+MyX

f=c

Pk,f , (3.24)

where M is the maximum user cache size in files (the default is M = 1), and c is

defined in (3.12). Substituting Pk,f from (3.1), we obtain the result

1� p0 =

P k�1
k

m0+My

f= k�1
k

m0+1
f��

Pm
i=1 i

��
+

X

j2K\{k}

P j�1
j

m0+My

f=c f��

Pm
i=1 i

��
(3.25)

Due to the symmetry between clusters in terms of the cache content, cluster cache

size, and the probability of being served from a remote cluster, we continue with the

assumption that the user u is being served from the first cluster (i.e., k = 1) and the

remote clusters (the potential cooperating clusters) are from k = 2 to k = K = n/y.

1� p0 =

PMy
f=1 f

��

Pm
i=1 i

��
+

n

yX

j=2

P j�1
j

m0+My

f=c f��

Pm
i=1 i

��

=

PMy
f=1 f

��

Pm
i=1 i

��
+

1Pm
i=1 i

��

n

yX

j=2

j�1
j

m0+MyX

f=c

f�� (3.26)

We now aim at deriving an approximated version of (3.26) by replacing the
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summations with approximated integrals from [99], and then the obtained result is

used later in the throughput scaling analysis. We have two approximations from

[99],
qX

i=1

i�↵ ⇡
Z q+1

i
x�↵dx =

(q + 1)
1�↵ � 1

1� ↵ , (3.27)

and

q�1X

i=w+1

i�↵ ⇡
Z q

w
x�↵dx� w↵ + q↵

2
,

=
q1�↵ � w1�↵

1� ↵ � w↵ + q↵

2
(3.28)

The above approximations are quite tight for small values of the popularity expo-

nent, e.g., when � < 1. Substituting (3.27) and (3.28) into (3.26) yields

1� p0 ⇡
1

1�� (My + 1)
1�� � 1

1��
1

1�� (m+ 1)1�� � 1
1��

+

1

1
1�� (m+ 1)1�� � 1

1��

n

yX

j=2

⇣� j�1
j m0 +My + 1

�1�� �
�
c0
�1��

1� � �
�
c0
��

+
� j�1

j m0 +My + 1
��

2

⌘
,

= p0,nc + p0,wc (3.29)

where c0 =max( j�i
j m0,

j�2
j�1m0 + My), and p0,nc, p0,wc represent respectively the

probability of no outage for a non-cooperative system and the improvement (in-

crease) in the probability of no outage due to the inter-cluster cooperation. In

Fig. 3.4, we plot the outage probability of the proposed system with inter-cluster

cooperation compared to a reference system without inter-cluster cooperation. We

note that as the number of devices per cluster increases, the outage probability cor-

respondingly decreases. That is attributed to the fact that the probability of obtain-

ing the requested files from the local cluster increases with the number of devices

per cluster.

Throughput Scaling Analysis

We now express the network average sum throughput, denoted as T avg
sum (bps), as

a function of the system parameters, namely, number of devices, library size, and

popularity exponent. Based on the assumed interference model, only one D2D
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FIGURE 3.4: Outage probability of a D2D clustered caching system
with cooperation compared to a reference system without coopera-

tion [98] (m = 108, n = 120,M = 1,m0 = 60,� = 0.5).

link can be active at any time in each cluster. Whenever there is an active D2D

link within a cluster, we say the cluster is good.3 We also assume that a D2D

link is scheduled in any cluster whenever the opportunity arises, i.e., if the user

to be served in a cluster requests a file not cached locally, the request is then served

via the appropriate transmission mode (remote cluster or backhaul modes), mean-

while, another D2D link is scheduled inside the cluster. In addition to the D2D

throughput, there is the cellular throughput from the remote cluster mode. So the

instantaneous throughput Tsum (bps) can be written as

Tsum = D2D throughput + Cellular throughput,

and the average sum throughput is obtained from

T avg
sum = RD2DE[L] +RWLPrc, (3.30)

where L is the number of active D2D links, E[L] is the expected number of active

D2D links, which is approximately the expected number of good clusters, and Prc

is the probability of occurrence of cooperation between clusters. For notational
3In this article, and different from [98], we neglect the inter-cluster interference. We assume that

any cluster can be active whenever there is a scheduled D2D link, regardless of the activity of all
other clusters. This assumption makes the calculated throughput an upper bound for the actual
throughput.
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simplicity, we henceforth substitute RD2D by C (bps) and RWL by k1C (bps), where

k1 < 1.

T avg
sum = C

�
E[L] + k1Prc

�
,

 C
�
E[L] + k1

�
, (3.31)

where the above inequality holds because Prc is a probability and cannot be greater

than one. In particular, Prc is tight with its upper bound for a large number of

clusters and relatively uniform popularity distribution (i.e., not skewed). In the

sequel, we calculate the expected number of good clusters E[L].

Up to now, the cell is divided into K = (n/y) virtual clusters, each of them

with y uniformly distributed devices. As mentioned before, a cluster is good if

at least one user requests a file that can be served from the locally cached content

via D2D communication. Conversely, a cluster is not good if all y devices in the

same cluster cannot serve their requests from the locally cached content, which

occurs with probability py0,nc [63], where p0,nc = 1 � p0,nc is the probability that a

randomly chosen user u in any cluster can not obtain a requested file from nearby

devices in the same cluster. The probability of having a good cluster is then 1�py0,nc.

Therefore, we have the following

E[L] =
n

y
(1� py0,nc) (3.32)

Substituting p0,nc from (3.29), and (3.32) into (3.31) yields

T avg
sum  C

⇣n
y
(1� py0,nc) + k1

⌘
,

= C
n

y

 
1� (1�

1
1�� (My + 1)

1�� � 1
1��

1
1�� (m+ 1)1�� � 1

1��

)
y

!
+ k1C (3.33)

Similar to [98] and [63], we define the quantity

� =
1� �
2� � , (3.34)

where � changes from 0 to 1
2 when � changes from 1 to 0. These ranges of � and

� are interesting for the scaling analysis since they are reasonable in practice [98].
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In the following, we conduct the scaling analysis for the regime when y changes

sublinearly with m [98], i.e, y = ⇢m� for some constant ⇢, and �  1
2 . We analyze

the scaling of the upper bound for T avg
sum when m asymptotically grows to infinity.

Substituting y = ⇢m� into (3.33) yields

T avg
sum  C

n

⇢m�

 
1�

⇣
1�

1
1�� (My + 1)

1�� � 1
1��

1
1�� (m+ 1)1�� � 1

1��

⌘⇢m�

!
+ k1C,

= C
n

⇢m�

 
1�

⇣
1�M1��⇢1��F (1��)(��1)

⌘⇢m�

!
+ k1C,

(a)
= C

n

⇢m�

 
1�

⇣
1�M1��⇢1��m��

⌘⇢m�

!
+ k1C, (3.35)

where (a) follows by using (1� �)(� � 1) = ��, then we have

T avg
sum  k1C + C

n

⇢m�

⇣
1�

��
1� ⇢1��M1��m��

�⇢�(1��)M�(1��)m��⇢2��M�(1��)
⌘
,

(b)
= k1C +

C

⇢

⇣
1�

�
e�1

�⇢2��M�(1��)
⌘ n

m�
, (3.36)

where (b) follows from limx!1(1� x�1
)
x
= e�1, then we have

T avg
sum 

C

⇢

⇣
1� e�⇢

2��M�(1��)
⌘ n

m�
+ k1C,

= ⇥

⇣ n

m�

⌘
+O(1) (3.37)

This result shows that:

• As the library size m increases, the upper bound for T avg
sum decreases, since the

probability of having active D2D links (good clusters) decreases.

• As � increases, corresponding to the decrease of the popularity exponent �,

the upper bound for T avg
sum vanishes more rapidly with the library size m.

• The upper bound for T avg
sum scales linearly with the number of devices n.4

The average sum throughput is plotted against the number of devices per clus-

ter y in Fig. 3.5, for different values of �. We observe that there is an optimal value

of y at which the throughput is maximized. First, the throughput increases with
4We use the standard Landau notation: g(n) = O(g(n)) denotes g(n)  c1g(n) and g(n) =

⇥(g(n)) denotes k1g(n)  g(n)  k2g(n), where c1, k1, and k2 are real constants > 0.
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FIGURE 3.5: D2D per-user throughput of the cooperative system is
plotted against the number of devices per cluster y at different val-
ues of the popularity exponent � (parameters as in [98], n = 10, 000

devices,m = 1000 files ,m0 = 200 files).

the cluster size y. Then, as the cluster size increases, the outage probability de-

creases owing to the higher cache size per cluster. However, for larger cluster size,

the throughput starts to decrease owing to the decrease in the number of clusters

associated with the larger cluster size.

3.7 Results and Discussions

In this section, we evaluate the performance of the proposed inter-cluster coopera-

tive architecture using simulation and analytical results. Results are obtained with

the following parameters: �k = 0.5 requests/sec, m0 = 60 files, m = 108 files, S = 4

Mbits, K = 5 clusters, n = 25 devices, M = 4 files, and N = 20 files. RWL = 50

Mbps and RBH = 5 Mbps as in [94]. For a typical D2D communication system with

transmission power of 20 dBm, transmission range of 10 m, and free space path loss

model as in [23], we have RD = 120 Mbps. As previously detailed, in our model,

we assume a BS whose backhauling capacity is limited. In such a setup, the average

service delay can be effectively reduced when leveraging both high data rate D2D

communication (in-cluster) and inter-cluster cooperation through the base station

as a relay. If this assumption does not hold, i.e., for high capacity backhaul links

such as optical fiber or millimeter wave, requests for files not cached in the local
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FIGURE 3.6: Network average delay versus popularity exponent �
under the caching popular files scheme.

cluster will be served directly from the core network through the high capacity

backhaul links.

In Fig. 3.6, we verify the accuracy of the analytical results of the network aver-

age delay under the CPF with inter-cluster cooperation. Monte-carlo simulation is

adopted where one queue with Poisson arrival rate and three serving processors

is modeled and the corresponding average service delay is numerically calculated.

The theoretical and simulated results for the network average delay under the CPF

scheme are plotted together, and they are consistent. We see that the network av-

erage delay is significantly improved by increasing the cluster cache size N . More-

over, as � increases, the average delay decreases. This is attributed to the fact that

a small portion of content forms most of the requests that can be cached locally in

each cluster and delivered via high data rate D2D communication.

In the following, we evaluate and compare the performance of various caching

schemes. In Fig. 3.7, the proposed inter-cluster cooperative caching system is com-

pared with a D2D caching system without cooperation under the CPF scheme. For

a D2D caching system without cooperation, requests for files that are not cached

in the local cluster are downloaded directly from the core network. For the sake of

concise comparison, we define the delay reduction gain as

Gain = 1� Delay with inter-cluster cooperation
Delay without inter-cluster cooperation

(3.38)
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FIGURE 3.7: Network average delay (left hand side y-axis) and gain
(right hand side y-axis) vs cluster cache size N .

Fig. 3.7 shows that, for a small cluster cache size, the delay reduction (gain) of the

proposed inter-cluster cooperative caching is higher than 45% with respect to a

D2D caching system without inter-cluster cooperation and greater than 80% if the

cluster cache size is large.

Having discussed the benefits of adopting D2D communications with caching

among the network devices, we next turn our attention to the cost associated with

caching. This cost comes mainly from the energy consumed by the different devices

to store and deliver the requested contents. There is an inherent tradeoff between

the energy consumed for content delivery and the delay reduction attained from

caching. To show the energy-delay reduction gain tradeoff among the devices, in

Fig. 3.8, we plot the per-cluster energy consumption during the local and remote

cluster modes and the gain attained from inter-cluster cooperation against the clus-

ter cache size N . Plc = 20 dBm, and Prc = 23 dBm denote respectively the trans-

mission power in the local cluster and remote cluster modes. In each transmission

mode, the energy per request is the transmission power times the transmission du-

ration. The transmission duration is given by the ratio of file size over the transmis-

sion rate. We see that the consumed energy during the local cluster transmission,

i.e., D2D communication, monotonically increases with the cluster cache size N .

With the increasing of N , more requests are served via the local cluster mode Mlc.

For the consumed energy during the remote cluster transmission, we see that it
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FIGURE 3.8: Energy consumption per cluster during the local and
remote cluster transmissions (left hand side y-axis) and the gain
attained from inter-cluster cooperation (right hand side y-axis) vs

cluster cache size N .

initially increases with N , then it decreases, and the same behavior is observed for

the delay-reduction gain. This can be interpreted as follows. When N increases,

the number of requests served from the remote clusters increases since the remote

clusters’ VCCs increase. When N becomes much larger, the local cluster cache be-

comes sufficiently large to serve most of the requests, as opposed to being served

by the remote cluster mode.

For comparison purposes, Fig. 3.9 shows the average delay for the proposed

caching schemes and random caching (RC) against various system parameters.

Fig. 3.9(a) shows the network average delay plotted against the request arrival rate

�k for three content placement techniques, namely, GCA, CPF, and RC.5 In RC, con-

tent stored in clusters is randomly chosen from the file library. The most popular

files are cached in the CPF scheme, and the GCA works as illustrated in Algorithm

1. We see that the average delay for all content caching strategies increases with

�k since a larger request rate increases the probability of a longer waiting time for

each request. It is also observed that the GCA, which is locally optimal, achieves

significant performance gains over the CPF and RC solutions for the above setup.

Fig. 3.9(b) shows that the GCA is superior to the CPF only for small values of the
5Here, we adopt different transmission rates from [23] and [94] to provide insights on the differ-

ence between the caching schemes, otherwise, the GCA is far superior to the other schemes, with
negligible delay.
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FIGURE 3.9: Evaluation and comparison of the average delay for the
proposed caching schemes and random caching for various system
parameters (RD = 50 Mbps, RWL = 15 Mbps, RBH = 10 Mbps,

N = 20, � = 0.5 for (a) and �k = 0.5 requests/sec for (b)).
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popularity exponent �. If the popularity exponent � is high enough, CPF and GCA

will achieve the same performance. When � increases, the CDF of the Zipf’s distri-

bution becomes more skewed. This implies that only a smaller portion of the files

is highly demanded by the devices. The lower the number of files requested by

the devices, the higher the probability of having such files cached in the clusters’

VCCs. If all these files are cached locally in each cluster, the global minimum so-

lution for the delay minimization problem is attained. This interpretation explains

why when � increases, the CPF and GCA solutions converge to the global opti-

mal solution. We also note that the CPF and RC schemes roughly achieve the same

delay when � = 0. This stems from the fact that with � = 0, all files have equal pop-

ularity, and correspondingly, CPF is equivalent to RC. Moreover, RC fails to reduce

the delay as � increases, since caching files at random results in a low probability

of serving the requested files from local clusters.

Next, we turn my attention to the throughput results in Fig. 3.10. Fig. 3.10(a)

plots the throughput per request as a function of the popularity exponent � for the

three caching schemes. It is shown that the per request throughput monotonically

increases with � for the CPF and GCA schemes, and shows a slight decrease for

the RC scheme. When � increases for the GCA and CPF, the locally stored files

form most of the devices’ requests that can be delivered via high rate D2D com-

munication. Conversely, for the RC scheme, which caches the files uniformly at

random, the probability of having the requested files cached in the local clusters

slightly decreases when the popularity of files becomes skewed (higher �). Due to

the resulting lower probability of serving the requests from the local clusters, the

throughput per request, in turn, slightly decreases owing to the lower probabil-

ity of activating D2D links. In Fig. 3.10(b), the throughput per request is plotted

against the cluster cache size N for the three caching schemes. It is noticed that

for all the caching schemes, the per request throughput improves with the cluster

cache size, and the GCA achieves the highest throughput. This can be explained by

the fact that, with large cluster cache size, there is a high opportunity of exchang-

ing cached content via the local cluster mode that exploits the high rate of the D2D

communication.
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FIGURE 3.10: Evaluation and comparison of the per request
throughput for the proposed caching schemes and random caching
for various system parameters (RD = 50 Mbps, RWL = 15 Mbps,

RBH = 10 Mbps, �k = 0.5 requests/sec).
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3.8 Chapter Summary

In this chapter, we proposed a novel D2D caching architecture to reduce the net-

work average delay. We studied a cellular network consisting of one SBS and a set

of devices. The cell is divided into a set of equally-sized virtual clusters, where the

devices in the same cluster exchange cache content via D2D communication, while

the devices in different clusters cooperate by exchanging their cache content via cel-

lular transmission. For the proposed system, we considered a special case wherein

the backhaul link is overloaded or even not existing such that devices in different

cluster can benefit from inter-cluster cooperation for content sharing and deliv-

ery. We formulated the delay minimization problem in terms of the content cache

placement. However, the problem is NP-hard and obtaining the optimal solution

is computationally hard. We then proposed two content caching policies, namely,

CPF and greedy caching. By reformulating the delay minimization problem as a

minimization of a non-increasing supermodular function subject to uniform par-

tition matroid constraints, We showed that it could be solved using the proposed

GCA scheme within a factor (1 � e�1
) of the optimum. Moreover, we conducted

the throughput analysis to investigate the behavior of the average throughput per

request under different caching schemes. We studied the scaling behavior of the av-

erage sum throughput when the library size asymptotically grows to infinity and

show that the network average sum throughput decreases with the library size in-

crease, and the rate of this decrease is controlled by the popularity exponent. We

verified the analytical results by means of extensive simulations and the results

showed that the network average delay could be reduced by 45%-80% by allowing

inter-cluster cooperation.
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Chapter 4

Optimizing Joint Probabilistic

Caching and Communication for

Clustered D2D Networks

The analysis of D2D caching networks based on a physical interference model is

usually carried out by assuming that devices are uniformly distributed. However,

this approach does not fully consider and characterize the fact that devices are usu-

ally grouped into clusters. Motivated by this fact, this chapter presents a compre-

hensive performance analysis and joint communication and caching optimization

for a clustered D2D network. Devices are distributed according to a Thomas cluster

process and are assumed to have a surplus memory which is exploited to proac-

tively cache files from a known library, following a random probabilistic caching

scheme. Devices can retrieve the requested files from their caches, from neighbor-

ing devices in their proximity (cluster), or from the BS as a last resort. Three key

performance metrics are optimized in this chapter, namely, offloading gain, energy

consumption, and latency. Firstly, we maximize the offloading gain, which is de-

fined as the probability of downloading a requested content from the local cluster

with certain target rate, by jointly optimizing channel access and caching prob-

ability. Secondly, we formulate and solve the energy minimization problem for

the proposed model and obtain the optimal probabilistic caching for the minimum

energy consumption. Finally, we jointly optimize the caching scheme as well as

bandwidth allocation between D2D and BS-to-Device transmission to minimize the

weighted average delay per file request. Employing the block coordinate descent
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optimization technique, we propose an efficient iterative algorithm for solving the

delay minimization problem. Closed-form solution for the bandwidth allocation

sub-problem is also provided. Simulation results show significant improvement in

the network performance reaching up to 10%, 17%, and 140% improvement in the

offloading gain, energy consumption, and average delay, respectively, compared to

the Zipf caching technique.

4.1 Introduction

As presented earlier, we showed that caching at the mobile devices significantly im-

proves system performance by facilitating D2D communications, which enhance

the spectrum efficiency and alleviate the heavy burden on backhaul links [40].

Modeling the cache-enabled heterogeneous networks, including SBS and mobile

devices, follows two main directions in the literature. The first line of work fo-

cuses on the fundamental throughput scaling results by assuming a simple proto-

col channel model [40, 64], wherein two devices can communicate if they are within

a certain distance from each other. The second line of work, which is relevant to the

work in this chapter, defined as the physical interference model, considers a more

realistic model for the underlying physical layer [71, 72].

4.1.1 Motivation and Contribution

In this chapter, we conduct comprehensive performance analysis and optimization

of the joint communication and caching for a clustered D2D network, where the

devices have unused memory to cache some files, following a random probabilistic

caching scheme. My network model effectively characterizes the stochastic nature

of channel fading and clustered geographic locations of devices. Furthermore, this

chapter also puts emphasis on the need for considering the traffic dynamics and

rate of requests when studying the delay incurred to deliver requests to devices.

This work is the first in the literature that conducts a comprehensive spatial anal-

ysis of a doubly Poisson cluster process (PCP) (also called doubly PPP [75]) with

the devices adopting a slotted-ALOHA random access technique to access a shared

channel. The key advantage of adopting the slotted ALOHA access protocol is that
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it is a simple yet fundamental MAC protocol, wherein no central controller exists to

schedule the users’ transmissions.1 Also, we are the first to incorporate the spatio-

temporal analysis in wireless caching networks by combining tools from stochastic

geometry and queuing theory in order to analyze and minimize the average delay

(see, for instance, [100–103]). The main contributions of this chapter are summa-

rized below.

• We consider a Thomas cluster process (TCP) where the devices are spatially

distributed as groups in clusters. The cluster centers are drawn from a parent

PPP, and the cluster members are normally distributed around the centers,

forming a Gaussian PPP. This organization of the parent and offspring PPPs

forms the so-called doubly PPP.

• We conduct the coverage probability analysis where the devices adopt a slotted-

ALOHA random access technique. We then jointly optimize the access prob-

ability and caching probability to maximize the cluster offloading gain. A

closed-form solution of the optimal caching probability sub-problem is pro-

vided.

• The energy consumption problem is then formulated and shown to be convex

and the optimal caching probability for the minimum energy consumption is

also calculated.

• By combining tools from stochastic geometry as well as queuing theory, we

minimize the per request weighted average delay by jointly optimizing band-

width allocation between D2D and BS-to-Device communication and the caching

probability. The delay minimization problem is shown to be non-convex. Ap-

plying the block coordinate descent optimization technique, the joint mini-

mization problem is solved in an iterative manner.
1It is worth mentioning the adopted channel access model in this chapter, slotted ALOHA, can be

extended to other channel models without lack of tractability. For example, in [7], we assumed that
the cached content is downloaded from the nearest active device and the other devices can be active
with a certain probability function.
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• We validate the theoretical findings via simulations. Results show a sig-

nificant improvement in the network performance metrics, namely, the of-

floading gain, energy consumption, and average delay as compared to other

caching schemes proposed earlier in literature.

4.1.2 Related Work

Modeling devices’ locations as a PPP is widely employed in the literature, espe-

cially in the wireless caching area [24, 71–74]. However, a realistic model for D2D

caching networks requires that a given device typically has multiple proximate de-

vices, where any of them can potentially act as a serving device. This is known

as clustered devices deployment, which can be characterized by cluster processes

[75]. Unlike the popular PPP approach, the authors in [76–78] developed a stochas-

tic geometry based model to characterize the performance of content placement in

the clustered D2D network. In [76], the authors discuss two strategies of content

placement in a PCP deployment. First, when each device randomly chooses its

serving device from its local cluster, and secondly, when each device connects to its

k-th closest transmitting device from its local cluster. The authors characterize the

optimal number of D2D transmitters that must be simultaneously activated in each

cluster to maximize the area spectral efficiency. The performance of cluster-centric

content placement is characterized in [77], where the content of interest in each

cluster is cached closer to the cluster center, such that the collective performance

of all the devices in each cluster is optimized. Inspired by the Matern hard-core

point process, which captures pairwise interactions between nodes, the authors in

[78] devised a novel spatially correlated caching strategy called hard-core place-

ment (HCP) such that the D2D devices caching the same content are never closer

to each other than the exclusion radius.

Energy efficiency in wireless caching networks is widely studied in the litera-

ture [24, 73, 74]. For example, an optimal caching problem is formulated in [73]

to minimize the energy consumption of a wireless network. The authors consider

a cooperative wireless caching network where relay nodes cooperate with the de-

vices to cache the most popular files in order to minimize energy consumption. In

[24], the authors investigate how caching at BSs can improve energy efficiency (EE)

Transfer Report RAMY AMER



Chapter 4. Optimizing Joint Probabilistic Caching and Communication for

Clustered D2D Networks
62

of wireless access networks. The condition when EE can benefit from caching is

characterized, and the optimal cache capacity that maximizes the network EE is

found. It is shown that EE benefit from caching depends on content popularity,

backhaul capacity, and interference level. The authors in [74] exploit the spatial

repartitions of devices and the correlation in their content popularity profiles to

improve the achievable EE. The EE optimization problem is decoupled into two

related subproblems, where the first one addresses the issue of content popular-

ity modeling, and the second subproblem investigates the impact of exploiting the

spatial repartitions of devices. The authors derive a closed-form expression of the

achievable EE and find the optimal density of active small cells to maximize the

EE. It is shown that the SBS allocation algorithm improves the energy efficiency

and hit probability. However, the problem of EE for D2D based caching is not yet

addressed in the literature.

Recently, the joint optimization of delay and energy in wireless caching is con-

ducted, see for instance [104–106]. The authors in [104] jointly optimize the delay

and energy in a cache-enabled dense small cell network. The authors formulate

the energy-delay optimization problem as a mixed integer programming problem,

where file placement, device association with the small cells, and power control are

jointly considered. To model the energy consumption and end-to-end file delivery

delay tradeoff, a utility function linearly combining these two metrics is used as an

objective function of the optimization problem. An efficient algorithm is proposed

to approach the optimal association and power solution, which could achieve the

optimal tradeoff between energy consumption and end-to-end file delivery delay.

In [105], the authors showed that with caching, the energy consumption can be re-

duced by extending transmission time. However, this may lead to wasted energy

if the device never needs the cached content. Based on the random content request

delay, the authors study the maximization of EE subject to a hard delay constraint

in an additive white Gaussian noise channel. It is shown that the EE of a system

with caching can be significantly improved by increasing content request probabil-

ity and target transmission rate compared with the traditional on-demand scheme,

in which the BS transmits content file only after it is requested by the user. How-

ever, the problem of energy consumption and joint communication and caching for
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clustered D2D networks is not yet addressed in the literature.

4.2 System Model

4.2.1 System Setup

We model the location of the mobile devices with a Thomas cluster process in which

the parent points are drawn from a PPP �p with density �p, and the daughter points

are drawn from a Gaussian PPP around each parent point. In fact, the TCP is con-

sidered as a doubly PCP where the daughter points are normally scattered with

variance �2 2 R2 around each parent point [75]. The parent points and offspring

are referred to as cluster centers and cluster members, respectively. The number

of cluster members in each cluster is a Poisson random variable with mean n. The

density function of the location of a cluster member relative to its cluster center is

fY (y) =
1

2⇡�2
exp

⇣
� kyk

2

2�2

⌘
, y 2 R2 (4.1)

where k.k is the Euclidean norm. The intensity function of a cluster is given by

�c(y) =
n

2⇡�2 exp
�
� kyk2

2�2

�
. Therefore, the intensity of the process is given by � = n�p.

We assume that the BSs’ distribution follows another PPP �bs with density �bs,

which is independent of �p.

4.2.2 Content Popularity and Probabilistic Caching Placement

We assume that each device has a surplus memory of size M designated for caching

files. The total number of files is Nf > M and the set (library) of content indices is

denoted as F = {1, 2, . . . , Nf}. These files represent the content catalog that all the

devices in a cluster may request, which are indexed in a descending order of pop-

ularity. The probability that the i-th file is requested follows a Zipf’s distribution

given by,

qi =
i��

PNf

k=1 k
��

, (4.2)

where � is a parameter that reflects how skewed the popularity distribution is. For

example, if � = 0, the popularity of the files has a uniform distribution. Increasing
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FIGURE 4.1: The cache memory of size M = 3 is equally divided
into 3 blocks of unit size. Starting from content i = 1 to i = Nf ,
each content sequentially fills these 3 memory blocks by an amount
bi. The amounts (probabilities) bi eventually fill all 3 blocks sincePNf

i=1 bi = M [107]. Then a random number 2 [0, 1] is generated,
and content i is chosen from each block, whose bi fills the part inter-
secting with the generated random number. In this way, in the given

example, the contents {1, 2, 4} are chosen to be cached.

� increases the disparity among the files popularity such that lower indexed files

have higher popularity. By definition,
PNf

i=1 qi = 1. We use Zipf’s distribution to

model the popularity of files per cluster.

D2D communication is enabled within each cluster to deliver popular content.

It is assumed that the devices adopt a slotted-ALOHA medium access protocol,

where each transmitter independently and randomly accesses the channel with the

same probability p. This implies that multiple active D2D links might coexist within

a cluster. Therefore, p is a design parameter that directly controls the intra-cluster

interference, as described later in the next section.

A probabilistic caching model is assumed, where the content is randomly and

independently placed in the cache memories of different devices in the same clus-

ter, according to the same distribution. The probability that a generic device stores

a particular file i is denoted as bi, 0  bi  1 for all i 2 F . To avoid duplicate

caching of the same content within the memory of the same device, we follow the

caching approach proposed in [107] and illustrated in Fig. 4.1.

If a device caches the desired file, the device directly retrieves the content. How-

ever, if the device does not cache the file, it downloads it from any neighboring

device that caches the file (henceforth called catering device) in the same cluster.

According to the proposed access model, the probability that a chosen catering
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FIGURE 4.2: Illustration of the representative cluster and one inter-
fering cluster.

device is admitted to access the channel is the access probability p. Finally, the

device attaches to the nearest BS as a last resort to download the content which

is not cached entirely within the device’s cluster. We assume that the D2D com-

munication is operating as out-of-band D2D. W1 and W2 denote respectively the

bandwidth allocated to the D2D and BS-to-Device communication, and the total

bandwidth of the system is denoted as W = W1 + W2. It is assumed that device

requests are served in a random manner, i.e., among the cluster devices, a random

device request is chosen to be scheduled and content is served.

In the following, we aim at studying and optimizing three important metrics,

widely studied in the literature. The first metric is the offloading gain, which is

defined as the probability of obtaining the requested file from the local cluster, ei-

ther from the self-cache or from a neighboring device in the same cluster with a

rate greater than a certain threshold. The second metric is the energy consumption

which represents the dissipated energy when downloading files either from the BSs

or via D2D communication. Finally, the latency which accounts for the weighted

average delay over all the requests served from the D2D and BS-to-Device commu-

nication.

4.3 Maximum Offloading Gain

Let me define the successful offloading probability as the probability that a device

can find a requested file in its own cache, or in the caches of neighboring devices
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within the same cluster with D2D link rate higher than a required threshold R0.

Without loss of generality, we conduct the analysis for a cluster whose center is x0 2

�p (referred to as representative cluster), and the device which requests the content

(henceforth called typical device) is located at the origin. We denote the location

of the D2D-TX by y0 w.r.t. x0, where x0, y0 2 R2. The distance from the typical

device (D2D-RX of interest) to this D2D-TX is denoted as r = kx0 + y0k, which

is a realization of a random variable R whose distribution is described later. This

setup is illustrated in Fig. 4.2. It is assumed that a requested file is served from a

randomly selected catering device, which is, in turn, admitted to access the channel

based on the slotted-ALOHA protocol. The successful offloading probability is

then given by

Po(p, bi) =

NfX

i=1

qibi + qi(1� bi)(1� e�bin)

Z
1

r=0
f(r)P(R1(r) > R0) dr , (4.3)

where R1(r) is the achievable rate when downloading content from a catering de-

vice at a distance r from the typical device with pdf f(r). The first term on the

right-hand side is the probability of requesting a locally cached file (self-cache)

whereas the remaining term incorporates the probability that a requested file i is

cached among at least one cluster member and being downloadable with a rate

greater than R0. To further clarity, since the number of devices per cluster has a

Poisson distribution, the probability that there are k devices per cluster is equal

to nke�n

k! . Accordingly, the probability that there are k devices caching content i is

equal to (bin)ke�bin

k! . Hence, the probability that at least one device caches content i

is 1-minus the void probability (i.e., k = 0), which equals 1� e�bin.

In the following, we first compute the probability P(R1(r) > R0) conditioning

on the distance r between the typical and catering device, then we relax this con-

dition. The received power at the typical device from a catering D2D-TX located at

y0 from the cluster center is given by

P = Pdg0kx0 + y0k�↵ = Pdg0r
�↵ (4.4)
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where Pd denotes the D2D transmission power, g0 ⇠ exp(1) is an exponential ran-

dom variable which models Rayleigh fading and ↵ > 2 is the path loss exponent.

Under the above assumption, the typical device sees two types of interference,

namely, the intra-and inter-cluster interference. We first describe the inter-cluster

interference, then the intra-cluster interference is characterized. The set of active

devices in any remote cluster is denoted as Bp, where p refers to the access prob-

ability. Similarly, the set of active devices in the local cluster is denoted as Ap.

Similar to (4.4), the interference from the simultaneously active D2D-TXs outside

the representative cluster, at the typical device is given by

I�!
p
=

X

x2�!
p

X

y2Bp

Pdgyxkx+ yk�↵ (4.5)

=

X

x2�!
p

X

y2Bp

Pdguu
�↵ (4.6)

where �
!
p = �p \ x0 for ease of notation, y is the marginal distance between a

potential interfering device and its cluster center at x 2 �p , u = kx + yk is a

realization of a random variable U modeling the inter-cluster interfering distance

(shown in Fig. 4.2), gyx ⇠ exp(1) are i.i.d. exponential random variables modeling

Rayleigh fading, and gu = gyx for ease of notation. The intra-cluster interference is

then given by

I�c
=

X

Ap

Pdgyx0kx0 + yk�↵ (4.7)

=

X

Ap

Pdghh
�↵ (4.8)

where y is the marginal distance between the intra-cluster interfering devices and

the cluster center at x0 2 �p, h = kx0 + yk is a realization of a random variable H

modeling the intra-cluster interfering distance (shown in Fig. 4.2), gyx0 ⇠ exp(1)

are i.i.d. exponential random variables modeling Rayleigh fading, and gh = gyx0

for ease of notation. It is worth noting that the summation in the above is over the

set of active devices in the same cluster, denoted by Ap. From the thinning theorem

[75], the set of active transmitters following the slotted-ALOHA medium access
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forms a PPP �
p
c whose intensity is given by

�cp = p�c(y) = pnfY (y) =
pn

2⇡�2
exp

⇣
� kyk

2

2�2

⌘
, y 2 R2 (4.9)

Assuming that the thermal noise is neglected as compared to the aggregate inter-

ference, the SIR at the typical device is written as

�r =
P

I�!
p
+ I�c

=
Pdg0r�↵

I�!
p
+ I�c

(4.10)

A fixed rate transmission model is adopted in this study, where each TX (D2D

or BS) transmits at the fixed rate of log2[1 + ✓] bits/sec/Hz, where ✓ is a design

parameter. Since the rate is fixed, the transmission is subject to outage due to fading

and interference fluctuations. Consequently, the de facto average transmissions

rate (i.e., average throughput) is given by

R = W log2[1 + ✓]Pc, (4.11)

where W is the bandwidth, ✓ is the pre-determined threshold for successful re-

ception, Pc = E(1{SIR > ✓}) is the coverage probability, and 1{.} is the indicator

function. The D2D communication rate under slotted-ALOHA access scheme is

then given by

R1(r) = pW1log2

�
1 + ✓

�
1{�r > ✓}, (4.12)

where W1 is the D2D allocated bandwidth, and, accordingly, we refer to W2 =

W � W1 as the BS-to-device bandwidth. The probability P(R1(r) > R0) is then
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derived as follows.

P(R1(r) > R0) = P
�
pW1log2(1 + ✓)1{�r > ✓} > R0

�

= P
�
1{�r > ✓} >

R0

pW1log2(1 + ✓)

�

(a)
= EI

�!
p

,I�c

h
P
� Pdg0r�↵

I�!
p
+ I�c

> ✓
�i

= EI
�!
p

,I�c

h
P
�
g0 >

✓r↵

Pd
[I�!

p
+ I�c

]
�i

(b)
= EI

�!
p

,I�c

h
exp

��✓r↵
Pd

[I�!
p
+ I�c

]
�i

(c)
= LI

�!
p

�
s =

✓r↵

Pd

�
LI�c

�
s =

✓r↵

Pd

�
(4.13)

where (a) follows from the assumption that R0 < pW1log2

�
1 + ✓

�
always holds,

otherwise, it is infeasible to get P(R1(r) > R0) greater than zero. (b) follows from

the fact that go follows an exponential distribution, and (c) follows from the inde-

pendence of the intra- and inter-cluster interference and the Laplace transform of

them. In what follows, we first derive the Laplace transform of interference to get

P(R1(r) > R0). Then, we formulate the offloading gain maximization problem.

Lemma 4.3.0.1. The Laplace transform of the inter-cluster aggregate interference I�!
p

eval-

uated at s = ✓r↵

Pd

is given by

LI
�!
p

(s) = exp

⇣
� 2⇡�p

Z
1

v=0

⇣
1� e

�pn'(s,v)
⌘
v dv

⌘
, (4.14)

where '(s, v) =
R
1

u=0
s

s+u↵ fU (u|v) du, and fU (u|v) = Rice(u|v,�) represents Rice’s

probability density function of parameter �.

Proof. Please see Appendix B.1.

Lemma 4.3.0.2. The Laplace transform of the intra-cluster aggregate interference I�c
eval-

uated at s = ✓r↵

Pd

is given by

LI�c
(s) = exp

⇣
� pn

Z
1

h=0

s

s+ h↵
fH(h) dh

⌘
(4.15)

where fH(h) = Rayleigh(h,
p
2�) represents Rayleigh’s probability density function with

a scale parameter
p
2�.
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Proof. Please see Appendix B.2.

For the serving distance distribution f(r), since both the typical device as well

as a potential catering device have their locations drawn from a normal distribution

with variance �2 around the cluster center, the serving distance has a Rayleigh

distribution with parameter
p
2�, and given by

fR(r) =
r

2�2
e

�r
2

4�2 , r > 0 (4.16)

From (4.14), (4.15), and (4.16), the offloading gain in (4.3) is characterized as

Po(p, bi) =

NfX

i=1

qibi + qi(1� bi)(1� e�bin)

Z
1

r=0

r

2�2
e

�r
2

4�2 LI
�!
p

�
s =

✓r↵

Pd

�
LI�c

�
s =

✓r↵

Pd

�
dr

| {z }
P(R1>R0)

,

(4.17)

Hence, the offloading gain maximization problem can be formulated as

P1: max
p,bi

Po(p, bi) (4.18)

s.t.
NfX

i=1

bi = M, (4.19)

bi 2 [0, 1], (4.20)

p 2 [0, 1], (4.21)

where (4.19) is the device cache size constraint, which is consistent with the illus-

tration of the example in Fig. 4.1. Since the offloading gain depends on the access

probability p, and p exists as a complex exponential term in P(R1 > R0), it is hard

to analytically characterize (e.g., show concavity of) the objective function or find

a tractable expression for the optimal access probability. In order to tackle this, we

propose to solve P1 by finding first the optimal p⇤ that maximizes the probability

P(R1 > R0) over the interval p 2 [0, 1]. Then, the obtained p⇤ is used to solve for

the caching probability bi in the optimization problem below. Since in the struc-

ture of P1 p and bi are separable, it is possible to solve numerically for p⇤ and then
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substitute to get b⇤i .

P2: max
bi

Po(p
⇤, bi) (4.22)

s.t. (4.19), (4.20)

The optimal caching probability is formulated in the next lemma.

Lemma 4.3.0.3. Po(p⇤, bi) is a concave function w.r.t. bi and the optimal caching proba-

bility b⇤i that maximizes the offloading gain is given by

b⇤i =

8
>>>><

>>>>:

1 , v⇤ < qi � qi(1� e�n
)P(R1 > R0)

0 , v⇤ > qi + nqiP(R1 > R0)

 (v⇤) , otherwise

where  (v⇤) is the solution of v⇤ of (B.13) that satisfies
PNf

i=1 b
⇤

i = M .

Proof. Please see Appendix B.3.

4.4 Energy Consumption

In this section, we formulate the energy consumption minimization problem for

the clustered D2D caching network. In fact, significant energy consumption occurs

only when content is served via D2D or BS-to-Device transmission. We consider the

time cost cdi as the time it takes to download the i-th content from a neighboring

device in the same cluster. Considering the size Si of the i-th ranked content, cdi =

bi/R1, where R1 denotes the average rate of the D2D communication. Similarly,

we have cbi = bi/R2 when the i-th content is served by the BS with average rate

R2. The average energy consumption when downloading files by the devices in the

representative cluster is given by

Eav =

1X

k=1

E(bi|k)P(n = k) (4.23)

where P(n = k) is the probability that there are k devices in the cluster x0, and

E(bi|k) is the energy consumption conditioning on having k devices within the
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cluster x0, written similar to [73] as

E(bi|k) =
kX

j=1

NfX

i=1

⇥
Pd
j,iqiPdcdi + Pb

j,iqiPbcbi
⇤

(4.24)

where Pd
j,i and Pb

j,i represent the probability of obtaining the i-th content by the j-th

device from the local cluster, i.e., via D2D communication, and the BS, respectively.

Pd and Pb denote the device and BS transmission powers, respectively. Given that

there are k devices per cluster, it is obvious that Pb
j,i = (1 � bi)k, and Pd

j,i = (1 �

bi)
�
1� (1� bi)k�1

�
.

The average rates R1 and R2 are now computed to get a closed-form expression

for E(bi|k). From equation (4.11), we need to obtain the D2D coverage probability

Pcd and BS-to-Device coverage probability Pcb to calculate R1 and R2, respectively.

Given the number of devices k in the representative cluster, the Laplace transform

of the inter-cluster interference is as obtained in (4.14). However, the intra-cluster

interfering devices no longer represent a Gaussian PPP since the number of devices

is conditionally fixed, i.e., not a Poisson random number as before. To facilitate

the analysis, for every realization k, we assume that the intra-cluster interfering

devices form a Gaussian PPP with intensity function given by pkfY (y). Such an

assumption is mandatory for tractability and is validated in the numerical section.

From Lemma 4.3.0.2, the intra-cluster Laplace transform conditioning on k can be

approximated as

LI�c
(s|k) ⇡ exp

⇣
� pk

Z
1

h=0

s

s+ h↵
fH(h) dh

⌘

and directly, the D2D coverage probability is given by

Pcd =

Z
1

r=0

r

2�2
e

�r
2

4�2 LI
�!
p

�
s =

✓r↵

Pd

�
LI�c

�
s =

✓r↵

Pd

��k
�
dr (4.25)

With the adopted slotted-ALOHA scheme, the access probability p is computed

over the interval [0,1] to maximize Pcd and, in turn, the D2D achievable rate R1.

Analogously, under the PPP �bs, and based on the nearest BS association principle,
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it is shown in [108] that the BS coverage probability can be expressed as

Pcb =
1

2F1(1,��; 1� �;�✓)
, (4.26)

where 2F1(.) is the Gaussian hypergeometric function and � = 2/↵. Given the

coverage probabilities Pcd and Pcb in (4.25) and (4.26), respectively, R1 and R2 can

be calculated from (4.11), and hence E(bi|k) is expressed in a closed-form.

4.4.1 Energy Consumption Minimization

The energy minimization problem can be formulated as

P3: min
bi

E(bi|k) =
kX

j=1

NfX

i=1

⇥
Pd
j,iqiPdcdi + Pb

j,iqiPbcbi
⇤

(4.27)

s.t. (4.19), (4.20)

In the next lemma, we prove the convexity condition for E.

Lemma 4.4.1.1. The energy consumption E(bi|k) is convex if Pb

R2
> Pd

R1
.

Proof. We proceed by deriving the Hessian matrix of E. The Hessian matrix of

E(bi|k)(b1, . . . , bNf ) w.r.t. the caching variables is Hi,j =
@2E(bi|k)
@bi@bj

, 8i, j 2 F . Hi,j

a diagonal matrix whose i-th row and j-th column element is given by k(k �

1)Si

⇣
Pb

R2
� Pd

R1

⌘
qi(1 � bi)k�2. Since the obtained Hessian matrix is full-rank and

diagonal, Hi,j is positive semidefinite (and hence E(bi|k) is convex) if all the di-

agonal entries are nonnegative, i.e., when Pb

R2
> Pd

R1
. In practice, it is reasonable

to assume that Pb � Pd, e.g., in [109], the BS transmit power is 100 fold the D2D

power.

As a result of Lemma 4.3.0.3, the optimal caching probability can be computed

to minimize E(bi|k).

Lemma 4.4.1.2. The optimal caching probability b⇤i for the energy minimization problem

P3 is given by,

b⇤i =

"
1�

⇣ v⇤ + k2qiSi
Pd

R1

kqiSi
� Pd

R1
� Pb

R2

�
⌘ 1

k�1

#+
(4.28)
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where v⇤ satisfies the maximum cache constraint
PNf

i=1

h
1�

⇣ v⇤+k2qiSi

P
d

R1

kqiSi

�
P
d

R1
�

P
b

R2

�
⌘ 1

k�1
i+

= M ,

and [x]+ = max(x, 0).

Proof. The proof proceeds in a similar manner to Lemma 4.3.0.3 and is omitted.

Proposition 4.4.1.1. By observing (4.28), we can demonstrate the effects of content

size and popularity on the optimal caching probability. Si exists in both the numer-

ator and denominator of the second term in (4.28), however, the effect on numerator

is more significant due to larger multiplier. The same property is observed for qi.

With the increase of Si or qi, the magnitude of the second term in (4.28) increases,

and correspondingly b⇤i decreases. That is a content with larger size or lower pop-

ularity has smaller probability to be cached.

By substituting b⇤i into (4.23), the average energy consumption per cluster is

obtained. In the remainder of the chapter, we study and minimize the weighted

average delay per request for the proposed system.

4.5 Delay Analysis

In this section, the delay analysis and minimization are discussed. A joint stochas-

tic geometry and queueing theory model is exploited to study this problem. The

delay analysis incorporates the study of a system of spatially interacting queues.

To simplify the mathematical analysis, we further consider that only one D2D link

can be active within a cluster of k devices, where k is fixed. As shown later, such

an assumption facilitates the analysis by deriving simple expressions. We begin by

deriving the D2D coverage probability under the above assumption, which is used

later in this section.

Lemma 4.5.0.1. The D2D coverage probability of the proposed clustered model with one

active D2D link within a cluster is given by

Pcd =
1

4�2Z(✓,↵,�)
, (4.29)

where Z(✓,↵,�) = (⇡�p✓2/↵�(1 + 2/↵)�(1� 2/↵) + 1
4�2 ).
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FIGURE 4.3: The traffic model of request arrivals and departures in
a given cluster. Two M/G/1 queues are assumed, Q1 and Q2, that
represent respectively requests served by the D2D and Base station-

to-Device communication.

Proof. The result can be proved by using the displacement theory of the PPP [110],

and then proceeding in a similar manner to Lemma 4.3.0.1 and 4.3.0.2. The proof is

presented in Appendix B.4 for completeness.

In the following, we firstly describe the traffic model of the network, and then

we formulate the delay minimization problem.

4.5.1 Traffic Model

We assume that the aggregate request arrival process from the devices in each clus-

ter follows a Poisson arrival process with parameter ⇣tot (requests per time slot).

As shown in Fig. 4.3, the incoming requests are further divided according to where

they are served from. ⇣1 represents the arrival rate of requests served via the

D2D communication, whereas ⇣2 is the arrival rate for those served from the BSs.

⇣3 = 1 � ⇣1 � ⇣2 denotes the arrival rate of requests served via the self-cache with

zero delay. By definition, ⇣1 and ⇣2 are also Poisson arrival processes. Without loss

of generality, we assume that the file size has a general distribution G whose mean

is denoted as S MBytes. Hence, an M/G/1 queuing model is adopted whereby two

non-interacting queues, Q1 and Q2, model the traffic in each cluster served via the
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D2D and BS-to-Device communication, respectively. Although Q1 and Q2 are non-

interacting queues because the D2D communication is assumed to be out-of-band,

they are spatially interacted with similar queues in other clusters. To recap, Q1 and

Q2 are two M/G/1 queues with arrival rates ⇣1 and ⇣1, and service rates µ1 and µ2,

respectively.

4.5.2 Queue Dynamics

It is worth highlighting that the two queues Qi, i 2 {1, 2}, accumulate requests

for files demanded by the clusters members, not the files themselves. First-in first-

out (FIFO) scheduling is assumed where a request for content arriving first will

be scheduled first either by the D2D or BS communication if the content is cached

among the devices or not, respectively. The result of FIFO scheduling only relies

on the time when the request arrives to the queue and is irrelevant to the particular

device that issues the request. Given the parameter of the Poisson’s arrival process

⇣tot, the arrival rates at the two queues are expressed respectively as

⇣1 = ⇣tot

NfX

i=1

qi
�
(1� bi)� (1� bi)

k
�
, (4.30)

⇣2 = ⇣tot

NfX

i=1

qi(1� bi)
k (4.31)

The network operation is depicted in Fig. 4.3, and described in detail below.

1. Given the memoryless property of the arrival process (Poisson arrival) along

with the assumption that the service process is independent of the arrival

process, the number of requests in any queue at a future time only depends

upon the current number in the system (at time t) and the arrivals or depar-

tures that occur within the interval h.

Qi(t+ h) = Qi(t) + ⇤i(h)�Mi(h) (4.32)

where ⇤i(h) is the number of arrivals in the time interval (t, t + h), whose

mean is ⇣i [sec�1], and Mi(h) is the number of departures in the time interval
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(t, t + h), whose mean is µi =
E(1{SIR>✓})Wilog2(1+✓)

S
[sec�1]. It is worth high-

lighting that, unlike the spatial-only model studied in the previous sections,

the term E(1{SIR > ✓}) is dependent on the traffic dynamics since a request

being served in a given cluster is interfered only from other clusters that also

have requests to serve. What is more noteworthy is that the mean service

time ⌧i = 1
µi

follows the same distribution as the file size. These aspects will

be revisited later in this section.

2. ⇤i(h) is dependent only on h because the arrival process is Poisson. Mi(h) is

0 if the service time of the file being served ✏i > h. Mi(h) is 1 if ✏1 < h and ✏2+

✏1 > h, and so on. As the service times ✏1, ✏2, . . . , ✏n are independent, neither

⇤i(h) nor Mi(h) depend on what happened prior to t. Thus, Qi(t + h) only

depends upon Qi(t) and not the past history. Hence it is a is a continuous-

time Markov chain (CTMC) which obeys the stability conditions in [111].

The following proposition provides the sufficient conditions for the stability of the

buffers in the sense defined in [111], i.e., {Qi} has a limiting distribution for t!1.

Proposition 4.5.2.1. The D2D and BS-to-Device traffic modeling queues are stable,

respectively, if and only if

�1 < µ1 =
PcdW1log2(1 + ✓)

S
(4.33)

�2 < µ2 =
PcbW2log2(1 + ✓)

S
(4.34)

Proof. We show sufficiency by proving that (4.33) and (4.34) guarantee stability

in a dominant network, where all queues that have empty buffers make dummy

transmissions. The dominant network is a fictitious system that is identical to the

original system, except that terminals may choose to transmit even when their re-

spective buffers are empty, in which case they simply transmit a dummy packet.

If both systems are started from the same initial state and fed with the same ar-

rivals, then the queues in the fictitious dominant system can never be shorter than

the queues in the original system. Similar to the spatial-only network, in the dom-

inant system, the typical receiver is seeing an interference from all other clusters

whether they have requests to serve or not. This dominant system approach yields
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E(1{SIR > ✓}) equal to Pcd and Pcb for the D2D and BS-to-Device communication,

respectively.2 Also, the obtained delay is an upper bound for the actual delay of

the system. The necessity of (4.33) and (4.34) is shown as follows: If ⇣i > µi, then,

by Loynes’ theorem [112], it follows that limt!1Qi(t) = 1 almost surely for all

queues in the dominant network.

Next, we conduct the analysis for the dominant system whose parameters are

as follows. The content size has an exponential distribution with mean S [MBytes].

The service times also obey the same exponential distribution with means ⌧1 =
S
R1

[second] and ⌧2 =
S
R2

[second]. The rates R1 and R2 are calculated from (4.11)

where Pcd and Pcb are from (4.29) and (4.26), respectively. Accordingly, Q1 and

Q2 are two continuous time independent (non-interacting) M/M/1 queues with

service rates µ1 =
PcdW1log2(1+✓)

S
and µ2 =

PcbW2log2(1+✓)

S
[sec�1], respectively.

Proposition 4.5.2.2. The mean queue length Li of the i-th queue is given by

Li = ⇢i +
2⇢2i

2⇣i(1� ⇢i)
, (4.35)

Proof. We can easily calculate Li by observing that Qi are continuous time M/M/1

queues with arrival rates ⇣i, service rates µi, and traffic intensities ⇢i = ⇣i
µi

. Then,

by applying the Pollaczek-Khinchine formula [113], Li is directly obtained.

The average delay per request for each queue is calculated from

D1 =
L1

⇣1
=

1

µ1 � ⇣1
=

1

W1O1 � ⇣tot
PNf

i=1 qi
�
(1� bi)� (1� bi)k

� (4.36)

D2 =
L2

⇣2
=

1

µ2 � ⇣2
=

1

W2O2 � ⇣tot
PNf

i=1 qi(1� bi)k
(4.37)

2It is worth noting that the adopted queuing model of this chapter is different from that of Chapter
3. Particularly, here we assumed that the incoming requests are accumulated in two different queues
based on the serving mode, i.e., D2D of BS-to-device communications. In contrast, Chapter 3 assumed
that all incoming requests are accumulated in the same queue, which has multiple processors with
different serving rates. This approach of Chapter 3 assumes that all requests for contents are handled
based on first come first served even if they might be served from different processors. Hence, the
method adopted in Chapter 3 yields a higher average latency than the the method applied in Chapter.
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where O1 =
Pcd log2(1+✓)

S
, O2 =

Pcb log2(1+✓)

S
for notational simplicity. The weighted

average delay D is then expressed as

D =
⇣1D1 + ⇣2D2

⇣tot

=

PNf

i=1 qi
�
(1� bi)� (1� bi)k

�

O1W1 � ⇣tot
PNf

i=1 qi
�
(1� bi)� (1� bi)k

� +

PNf

i=1 qi(1� bi)k

O2W2 � ⇣tot
PNf

i=1 qi(1� bi)k

(4.38)

One important insight from the delay equation is that the caching probability bi

controls the arrival rates ⇣1 and ⇣2 while the bandwidth determines the service

rates µ1 and µ2. Therefore, it turns out to be of paramount importance to jointly

optimize bi and W1 to minimize the average delay. Subsequently, we formulate the

delay minimization problem as

P4: min
bi,W1

D(bi,W1) (4.39)

s.t. (4.19), (4.20)

0 W1 W, (4.40)

Although the objective function of P4 is convex w.r.t. W1, as derived below, the cou-

pling of the optimization variables bi and W1 makes P4 a non-convex optimization

problem. Therefore, P4 can not be solved directly using standard convex optimiza-

tion techniques. By applying the block coordinate descent optimization technique,

P4 can be solved in an iterative manner as follows. First, for a given caching prob-

ability bi, we calculate the bandwidth allocation subproblem. Afterwards, the ob-

tained optimal bandwidth is used to update bi. The optimal bandwidth for the

bandwidth allocation subproblem is given in the next Lemma.

Lemma 4.5.2.1. The objective function of P4 in (4.39) is convex w.r.t. W1, and the optimal

bandwidth allocation to the D2D communication is given by

W ⇤

1 =
⇣tot

PNf

i=1 qi(bi � b
k
i ) +$

�
O2W � ⇣tot

PNf

i=1 qib
k
i

�

O1 +$O2
, (4.41)

where bi = 1� bi and $ =

s
O1

PN
f

i=1 qi(bi�b
k

i )

O2
PN

f

i=1 qib
k

i
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Proof. The first derivative D(bi,W1|k) can be written as

D(bi,W1|k) =
NfX

i=1

qi(bi � b
k
i )
�
O1W1 � ⇣tot

NfX

i=1

qi(bi � b
k
i )
��1

+

NfX

i=1

qib
k
i

�
O2W2 � ⇣tot

NfX

i=1

qib
k
i

��1
,

The second derivative @2D(bi,W1|k)
@W 2

1
is hence given by

@2D(bi,W1|k)
@W 2

1

= 2O2
1

NfX

i=1

qi(bi � b
k
i )
�
O1W1 � ⇣tot

NfX

i=1

qi(bi � b
k
i )
��3

+ 2O2
2

NfX

i=1

qib
k
i

�
O2W2 � ⇣tot

NfX

i=1

qib
k
i

��3
,

The stability condition requires that O1W1 > ⇣tot
PNf

i=1 qi(bi � b
k
i ) and O2W2 >

⇣tot
PNf

i=1 qib
k
i . Also, bi � b

k
i by definition. Hence, @

2D(bi,W1|k)
@W 2

1
> 0, and the objective

function is a convex function of W1. The optimal bandwidth allocation can be ob-

tained from the Karush-Kuhn-Tucker (KKT) conditions similar to problems P2 and

P3, with the details omitted for brevity.

Given W ⇤
1 from the bandwidth allocation subproblem, the caching probability

subproblem can be written as

P5: min
bi

D(bi,W
⇤

1 ) (4.42)

s.t. (4.19), (4.20) (4.43)

The caching probability subproblem P5 is a sum of two fractional functions, where

the first fraction is in the form of a concave over convex functions while the sec-

ond fraction is in the form of a convex over concave functions. The first fraction

structure, i.e., concave over convex functions, renders solving this problem using

fractional programming very challenging. Instead, we seek a heuristic yet efficient

algorithm to solve for a suboptimal caching solution for P5. Particularly, we use

the interior point method, implemented in Mathematica, to obtain a suboptimal

caching probability b, as done in [114]. The entire proposed algorithm to solve P5

is presented in Algorithm 2 and works as follows.3 Firstly, we start with an initial

caching probability b0 and allocated bandwidth W1 =
W
2 to obtain a suboptimal

caching solution based on the interior point method. Then, the obtained caching
3In the initialization of Algorithm 2, T0 is first set to a large value, then, updated periodically

based on the new b and W1.
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Algorithm 2: BCD algorithm for P5
Input : W , Nf , M , ⌥i, ⌥b, �, S, ✓, p, T0;
Initialization: b b0, W1  W

2 ;
(D) Eq. (4.38) (b0,W1);
while D < D0 do

/* Update D0 with the calculated delay. */
D0 = D;
(b) interior point method(b,W1);
(W1) Eq. (4.41) (b);
(D) Eq. (4.38) (b,W1);

end while
Output: b, W1;

probability b is used to update the bandwidth allocation in (4.41). The explained

procedure, i.e., solving the two subproblems iteratively, is repeated until the value

of P5’s objective function converges to a pre-specified accuracy. Importantly, the

caching probability solution b, given the optimal bandwidth W ⇤
1 , depends on the

initial value input to the interior point algorithm [115]. We use the Zipf caching as

an initial point for this algorithm to obtain a suboptimal caching probability given

the bandwidth calculated from (4.41).

4.6 Results and Discussions

The simulation setup is as follows. W = 20 MHz. Pb = 43 dBm, Pd = 23 dBm,

� = 10 m, � = 1,↵ = 4, Nf = 500 files, M = 10 files, n = 5 devices, �p = 50

clusters/km2, S = 3 Mbits, and ✓ = 0 dB. This simulation setup will be used un-

less otherwise specified. We particularly assume a relatively small cache size per

device and library size. These values, which are close to that used in [116] and

[117], are reasonable in the study of communication and caching aspects of D2D

content delivery networks. Other works in the literature, see, e.g., [118], consid-

ered a much larger size of file library, however, their objective was to conduct the

scaling analysis of caching networks. In addition, any other values for the operat-

ing bandwidth W can be applied and the optimal bandwidth partitioning can be

directly calculated from (4.41).4

4Typical values for the operating bandwidth is 10-20 MHz for Long Term Evolution (LTE) systems
and higher than 50 MHz for 5G systems.
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4.6.1 Offloading Gain Results
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FIGURE 4.4: The probability that the achievable rate is greater than
a threshold R0 versus standard deviation �.

In this subsection, we present the offloading gain performance for the proposed

caching model. In Fig. 4.4, we verify the accuracy of the analytical results for the

probability P(R1 > R0). Monte-carlo simulation is adopted where a clustered D2D

network is realized and the simulation is run for thousands number of iterations,

then, the average probability P(R1 > R0) is calculated based on the statistical av-

erage over all iterations. The theoretical and simulated results are plotted together,

and they are consistent. We can observe that the probability P(R1 > R0) decreases

monotonically with the increase of �. This is because as � increases, the serving dis-

tance increases and the inter-cluster interfering distance between the out-of-cluster

interferers and the typical device decreases, and equivalently, the SIR decreases. It

is also shown that P(R1 > R0) decreases with the SIR threshold ✓ as the channel

becomes more prone to be in outage when increasing the SIR threshold ✓. To show

the effect of p on the caching probability, in Fig. 4.5, we plot the histogram of the

optimal caching probability at different values of p, where p = p⇤ in Fig. 4.5(a) and

p 6= p⇤ in Fig. 4.5(b). It is clear from the histograms that optimal caching proba-

bility bi tends to be more skewed when p 6= p⇤, i.e., when P(R1 > R0) decreases.

This shows that file sharing is more difficult when p is not optimal. For example, if

p < p⇤, the system is too conservative owing to the small access probabilities. How-

ever, for p > p⇤, the outage probability is high due to the aggressive interference.
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(a) p = p
⇤.

(b) p 6= p
⇤.

FIGURE 4.5: Histogram of the caching probability bi when (a) p = p⇤

and (b) p 6= p⇤.
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FIGURE 4.6: The offloading probability versus the popularity of files
�.

In such a low coverage probability regime, each device tends to cache the most

popular files leading to fewer opportunities of content transfer between devices.

Last but not least, Fig. 4.6 manifests the prominent effect of the files’ popular-

ity on the offloading gain. In Fig. 4.6(a), we plot the offloading gain against � at

different rate thresholds R0. We note that the offloading gain monotonically in-

creases with � since fewer files are frequently requested such that the files can be

entirely cached among the cluster devices. Also, we see that offloading gain de-

creases with the increase of R0 since the probability P(R1 > R0) decreases with R0.

In Fig. 4.6(b), we compare the offloading gain of three different caching schemes,

namely, the proposed probabilistic caching (PC), Zipf caching (Zipf), and CPF. We

can see that the offloading gain under the optimized PC scheme attains the best
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performance as compared to other schemes. Also, we note that both PC and Zipf’s

schemes encompass the same energy consumption when � = 0 owing to the uni-

formity of content popularity.

4.6.2 Energy Consumption Results
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FIGURE 4.7: Normalized energy consumption versus popularity ex-
ponent �.

The results in this part are given for the energy consumption. Fig. 4.7 shows

the energy consumption, normalized to the number of devices per cluster, versus

� under different caching schemes, namely, PC, Zipf, CPF, and uniform random

caching (random). We can see that the minimized energy under the proposed PC

scheme attains the best performance as compared to other schemes. Also, it is clear

that, except for the random uniform caching, the consumed energy decreases with

�. This can be justified by the fact that as � increases, fewer files are frequently

requested which are more likely to be cached among the devices under PC, CPF,

and the Zipf caching schemes. These few files therefore are downloadable from the

devices via low power D2D communication. In the random caching scheme, files

are uniformly chosen for caching independently of their popularity.

We plot the normalized energy consumption per device versus the number of

devices per cluster in Fig. 4.8. First, we see that the normalized energy consump-

tion decreases with the number of devices. As the number of devices per cluster
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FIGURE 4.8: Normalized energy consumption versus number of de-
vices per cluster.

increases, it is more probable to obtain requested files via low power D2D commu-

nication. When the number of devices per cluster is relatively large, the normalized

energy consumption tends to flatten as most of the content becomes cached at the

cluster devices. In addition, the optimized PC scheme is shown to achieve the low-

est energy consumption compared to other caching methods.

4.6.3 Delay Results
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FIGURE 4.9: Weighted average delay versus the popularity expo-
nent �.

In Fig. 4.9, we compare the average delay of three different caching schemes
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PC, Zipf, and CPF. We can see that the jointly minimized average delay under PC

scheme attains the best performance as compared to other caching schemes. This

is driven by the joint optimization of content caching (queues’ arrival rates) and

bandwidth allocation (queues’ service rate) so as to minimize the request service

time. Also, we see that, in general, the average delay monotonically decreases with

� when a fewer number of files undergoes the highest demand. Fig. 4.10 manifests

the effect of the files’ popularity � on the allocated bandwidth. Recall first that

W ⇤
1 and W ⇤

2 refer to the D2D and BS-to-device allocated bandwidths, respectively.

It is shown that optimal D2D allocated bandwidth W ⇤
1 continues increasing with

�. This can be interpreted as follows. When � increases, a fewer number of files

become highly demanded. These files can be entirely cached among the devices.

To cope with such a larger number of requests served via the D2D communication,

the D2D allocated bandwidth needs to be increased.
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FIGURE 4.10: Normalized bandwidth allocation versus the popular-
ity exponent �.

4.7 Chapter Summary

In this chapter, we conducted a comprehensive analysis of the joint communication

and caching for a clustered D2D network with random probabilistic caching incor-

porated at the devices. We first maximized the offloading gain of the proposed

system by jointly optimizing the channel access and caching probability. We solved
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for the channel access probability numerically, and the optimal caching probability

is then characterized. We showed that deviating from the optimal access proba-

bility p⇤ makes file sharing more difficult. More precisely, the system is too con-

servative for small access probabilities, while the interference is too aggressive for

larger access probabilities. Then, we minimized the energy consumption of the

proposed clustered D2D network. We formulated the energy minimization prob-

lem and show that it is convex and the optimal caching probability is obtained.

We showed that a content with a large size or low popularity has a small proba-

bility to be cached. Finally, we adopted a queuing model for the devices’ traffic

within each cluster to investigate the network average delay. Two M/G/1 queues

are employed to model the D2D and BS-to-Device communications. We then de-

rived an expression for the weighted average delay per request. We observed that

the average delay is dependent on the caching probability and bandwidth allo-

cated, which control respectively the arrival rate and service rate for the two mod-

eling queues. Therefore, we minimized the per request weighted average delay by

jointly optimizing bandwidth allocation between D2D and BS-to-Device commu-

nication and the caching probability. The delay minimization problem is shown to

be non-convex. Applying the block coordinate descent optimization technique, the

joint minimization problem can be solved in an iterative manner. Results showed

roughly up to 10%, 17%, and 140% improvement gain in the offloading gain, en-

ergy consumption, and average delay, respectively, compared to the Zipf caching

technique.
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Chapter 5

Performance Analysis for

Cache-Assisted CoMP for

Clustered D2D Networks

Caching at mobile devices and leveraging cooperative device-to-device (D2D) com-

munications are two promising approaches to support massive content delivery

over wireless networks while mitigating the effects of interference. To show the

impact of cooperative communication on the performance of cache-enabled D2D

networks, the notion of device clustering must be factored in to convey a realis-

tic description of the network performance. In this regard, this chapter develops

a novel mathematical model, based on stochastic geometry and an optimization

framework for cache-assisted coordinated multi-point (CoMP) transmissions with

clustered devices. Devices are spatially distributed into disjoint clusters and are

assumed to have a surplus memory to cache files from a known library, following a

random probabilistic caching scheme. Desired contents that are not self-cached can

be obtained via D2D CoMP transmissions from neighboring devices or, as a last re-

sort, from the network. For this model, we analytically characterize the offloading

gain and rate coverage probability as functions of the system parameters, namely,

density of clusters, number of devices, and the intra-cluster distance between de-

vices. An optimal caching strategy is then defined as the content placement scheme

that maximizes the offloading gain. For a tractable optimization framework, we

pursue two separate approaches to obtain a lower bound and a provably accu-

rate approximation of the offloading gain, which allows us to obtain optimized
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caching strategies. Remarkably, if we replace the obtained expression for offload-

ing gain with its lower bound, we can find a suboptimal caching strategy that is

not only described via analytical formulas but can also show an improvement over

the state-of-the-art caching schemes. Results reveal that cooperative transmission

becomes more appealing in denser D2D caching networks and adverse interference

conditions, which is the case of the imminent internet of things (IoT) and massive

machine type communications era.

5.1 Introduction

Because of their respective advantages, both caching and cooperative transmission

can be jointly adopted in many practical scenarios, e.g., social networks-related ap-

plications and proximity marketing. For example, ensuring reliable delivery of

ultra-high-definition streaming, such as 360-degree virtual reality, over wireless

networks is very challenging due to the stringent QoS requirements [119]. Lever-

aging D2D CoMP transmission of pre-downloaded frames from multiple devices

to a common requesting device helps reduce communication delays and, in turn,

improve the perceived QoS. Proximity marketing, which is a wireless content

advertising system associated with a particular place, might be another use case

that leverages both caching and CoMP transmission [120]. In particular, exploiting

CoMP transmission to send pre-cached advertising content could lead to increas-

ing the transmission range and mitigating interference among different operators

of proximity marketing systems. Such cooperatively served contents are then de-

livered to the individuals who wish to receive them, provided that they have the

necessary equipment to do so [120].

5.1.1 Motivation and Contribution

Motivated by the aforementioned discussion, it is important to study the role of co-

operative transmission for cache-enabled D2D networks. In this chapter, we con-

duct performance analysis and statistical optimization of cache-assisted coopera-

tive transmissions for a clustered D2D network. In particular, we characterize and

optimize the offloading gain of a network of spatially clustered devices that adopt
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CoMP transmission and probabilistic caching. By maximizing the statistically-

averaged offloading gain, my approach efficiently provides optimal average per-

formance on a long-time scale to reduce signaling and processing overheads [121].

Moreover, the proposed model effectively captures the stochastic nature of chan-

nel fading and the clustered, yet random, network topology aspects, which have

not been studied in the literature, particularly in the context of caching and CoMP

transmission.

5.1.2 Contributions

The main contributions of this chapter are summarized as follows:

• We propose a cooperative transmission scheme via D2D communications for

clustered cache-enabled networks, whereby a device can be collaboratively

served from multiple devices within the same cluster. We analytically char-

acterize the offloading gain and rate coverage probability for the proposed

network. The existence of multi-fold integration in the obtained expressions,

however, yields the offloading gain maximization problem prohibitively com-

plex.

• Using Taylor’s series expansion, we can obtain a tractable lower bound on

the rate coverage probability. Based on the derived bound, we prove that the

interference seen by the typical device of a TCP is upper-bounded by that of

a PPP whose density is the product of the TCP density of clusters times the

average number of devices per cluster.

• To further improve tractability and computational efficiency, we approximate

the cooperatively received signal by two components, which we refer to as

nearest and mean received power terms. Using Chebyshev’s inequality, we

prove that this approximation is remarkably tight and helps turn the multi-

fold integration to a single integral.
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• We obtain two closed-form suboptimal caching solutions for the offloading

gain maximization problem based on the adopted lower bound and approx-

imation of the rate coverage probability. Simulation results quantify the per-

formance gain from the CoMP transmission and show considerable improve-

ments in the offloading gain under the optimized caching strategies com-

pared to other benchmark caching techniques.

5.1.3 Related Works

The joint adoption of wireless caching and collaborative transmissions, where BSs

(or devices) cooperatively serve a content, is widely adopted in literature [122–128].

For instance, the authors in [122] proposed a combined caching scheme whereby

part of the cache space is reserved for caching the most popular content, that is

then cooperatively served from multiple BSs. Moreover, in [123], the authors in-

vestigated the tradeoff between content diversity gain, i.e., serving diverse content,

and cooperative gain, i.e., jointly transmitting the same content. In [124], the au-

thors proposed cooperative transmissions for cache-enabled small cell networks to

reduce the backhaul utilization cost and delay. Meanwhile, the authors in [125]

employed content caching at wireless relays to improve the overall performance of

collaborative relaying for a network consisting of one source, one destination, and

multiple relay nodes.

Following a similar approach, employing cooperative content delivery in D2D

caching networks is discussed in [126–128]. For instance, the authors in [126] pro-

posed a multiple devices to a single device content delivery method via D2D com-

munication. Moreover, an opportunistic cooperation strategy for D2D transmis-

sion is proposed in [127] to mitigate the interference among D2D links. Combining

coded caching along with CoMP transmission is recently studied in [128], wherein

redundantly stored data at caching helpers is utilized to combat wireless channel

impairments due to channel fading and interference.

While interesting, the works in [126–128] did not consider the notion of device

clustering, which is quite fundamental to the D2D network architecture [129] and

[130]. In this regard, the authors in [76] developed a stochastic geometry-based
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model to characterize the performance of content delivery in a clustered D2D net-

work whose devices are distributed according to a PCP. Moreover, the authors

in [77] proposed a cluster-centric content placement scheme where the content of

interest is cached closer to the cluster center. Meanwhile, the authors in [116] pro-

posed hybrid caching strategies to save the energy cost of D2D transmitters, where

the location of these transmitters is modeled as a Gaussian Poisson process (GPP).

However, while the clustering nature of D2D communication is considered in the

prior works [76] and [77], these works assumed that contents are pre-cached, i.e.,

there was no study of the caching problem. Moreover, modeling clustered D2D

networks by means of GPPs, as done in [116], is limited by two facts: (i) The dis-

tance between transmitting and receiving devices within the same cluster is not

captured by this model. (ii) The number of devices per cluster is assumed to be

constant, particularly, fixed to only one (or two) device(s) per cluster. Furthermore,

the content popularity and caching schemes in [116] were assumed to be the same

for all clusters. However, in practice, users in different clusters might have differ-

ent file interest. For instance, users in a library might be interested in a different set

of content from than users in a pub.

5.2 System Model

5.2.1 Network Model

We consider a D2D caching network in which devices are spatially distributed into

disjoint clusters. The devices are assumed to have surplus memory that can be

used to store content such as video files. Such a cached content is needed either

for future use or to participate in content sharing with other devices within the

same cluster. For this network, we model the location of the devices with a TCP

composed of parent and daughter points. Let us denote the parent point process

by �p = {x1,x2, . . . }, where xi = {x1, x2} 2 R2, and i 2 N . Further, let (�i) be

a family of finite point sets representing the untranslated daughter Gaussian PPPs,

i.e., untranslated clusters. The cluster process is then the union of the translated
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clusters:

� = [i2Nxi + �i. (5.1)

We assume that the cluster centers are distributed according to a PPP �p of den-

sity �p. We also assume that, for Gaussian PPPs, the cluster members are normally

scattered with variance �2 2 R around their cluster centers [75]. As in Chapter 4,

given the normal scattering of daughter points, the probability distribution func-

tion (PDF) of the cluster member location relative to its cluster center is given by

fY (y) =
1

2⇡�2
exp

⇣
� kyk

2

2�2

⌘
, y 2 R2, (5.2)

where y 2 R2 is the device location relative to its cluster center, k.k is the Euclidean

norm. If the average number of devices per cluster is n̄, the cluster intensity will

be:

�c(y) =
n̄

2⇡�2
exp

⇣
� kyk

2

2�2

⌘
, y 2 R2, (5.3)

and the intensity of the entire process � will be � = n̄�p. We assume two kind

of devices co-exist within the same cluster, namely, content clients and content

providers, as done in [116]. In particular, the devices that can perform proactive

caching and provide content delivery are called content providers while those re-

questing content, that also have caching capability, are called content clients.

5.2.2 Content Popularity and Probabilistic Caching

We assume that each device has a surplus memory of size M files designated for

caching content from a known file library F . The total number of files is Nf > M

and the set of content indices is denoted as F = {1, 2, . . . , Nf}. Similar to Chapter

4, we assume that the probability that the m-th content is requested follows the

standard Zipf distribution, which is given by:

qm =

 
m�

NfX

k=1

k��
!�1

, (5.4)

Transfer Report RAMY AMER



Chapter 5. Performance Analysis for Cache-Assisted CoMP for Clustered D2D

Networks
95

where � is a parameter reflecting how skewed the popularity distribution is. More-

over, we assume that the content popularity may vary across clusters. For instance,

users in a library may be interested in an entirely different set of files from the users

in a sports center. Therefore, the Zipf distribution models the per-cluster popular-

ity of files. Such a discrepancy of contents of interest can be captured by having

different popularity indices � per different clusters. Ranks of popular contents can

be also different among different clusters. This discrepancy of popular files implies

that the content request and, consequently, caching design models vary across clus-

ters. Such a cluster-specific popularity can be seen as a direct generalization of the

individual user preferences that is modeled in [131].

The cluster-specific popularity model necessitates the design of content place-

ment on a per-cluster basis. Hence, within each cluster, we assume a random con-

tent placement scheme in which file m is cached independently at each cluster de-

vice according to the probability bm, with 0  bm  1, 8m 2 {1, . . . , Nf}. To avoid

duplicate caching of the same file within the memory of the same device, we follow

the PC approach proposed in [132], which requires that
PNf

m=1 bm = M . It is worth

mentioning that the PC is a standard caching technique that is widely adopted in

the literature [107, 133, 134].

5.2.3 Content Request and Delivery Model

Enabling seamless video delivery over cellular networks implies stringent QoS re-

quirements. However, the performance of wireless networks, especially D2D com-

munications, is limited by interference and the effects of small scale fading. There-

fore, cooperative communication turns to be more appealing as a prominent in-

terference mitigation tool. We hence allow multiple devices to jointly serve their

cached content to a common device within the same cluster via non-coherent CoMP

transmission. The underlying reason of assuming a non-coherent transmission is

that it is hard to estimate the channel state information (CSI) for the D2D commu-

nications. We consider out-of-band D2D communication system, i.e., there is no

cross-interference between the cellular network and D2D communication. All de-

vices are equipped with a single transmit-receive isotropic antenna, and they have

no CSI from the device they are serving. Furthermore, each D2D transmission uses
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all the available bandwidth. Transmitted signals experience single-slope path loss

with attenuation exponent ↵ > 2 and small scale fading, which we model as an

independently and identically distributed (i.i.d.) complex Gaussian random vari-

able (RV) with zero mean and unit variance.

Due to the cost of participating in content caching and delivery, e.g., battery

consumption and memory utilization, not all content providers can be active in all

time slots. Hence, within each cluster, we assume that content providers can be

available for content delivery with probability p 2 [0, 1]. In other words, among n̄

average number of devices per cluster, on average only pn̄ devices are willing to

participate in content delivery and caching. Further, we assume a BS-assisted D2D

link setup scheme, where the transmissions of different files in different clusters

are orchestrated by the BS [135]. In detail, a content client first sends its request to

its geographically closest BS, which knows the active content providers within the

same cluster, their cached files, as well as their locations. If there are active content

providers caching the requested file, the BS then establishes direct CoMP D2D links

between the content client and the set of active content providers for this requested

file. Requests for contents are assumed to be of negligible size, so that they are

always successfully decoded at the BS.

Within each cluster, we assume a content client device whose distance to its

cluster center is drawn from a Rayleigh distribution of scale parameter �, according

to the TCP definition [75]. Throughout time, content clients in different clusters

may request files i 2 F with a probability following the assumed per-cluster Zipf

distribution in (5.4). Since each cluster has its own library, a given content client may

either be served via D2D connection(s) from (cooperative) active provider(s) within

the same cluster or, as a last resort, via the nearest geographical BS. To recap, under

the proposed transmission and caching schemes, one content client per cluster is

cooperatively served at a time from neighboring active content providers while

being interfered only from active providers in other (remote) clusters (i.e., inter-

cluster interference).

Notice that, according to the independent thinning theorem [75, Theorem 2.36],

active devices within the same cluster form a Gaussian PPP �cp whose intensity

Transfer Report RAMY AMER



Chapter 5. Performance Analysis for Cache-Assisted CoMP for Clustered D2D

Networks
97

FIGURE 5.1: Illustration of the representative cluster and one inter-
fering cluster, where {x0,y0i,y0j ,x,y} 2 R2 and {v0, hi, hj , v, u} 2

R.

function is �cp(y) = p�c(y). Similarly, the set of active providers that cache a de-

sired content m are modeled as a Gaussian PPP �cpm with the intensity function

given by �cpm(y) = bmp�c(y). Hence, within each cluster, the number of active de-

vices and the number of active devices caching content m are Poisson RVs of means

pn̄ and bmpn̄, respectively. By definition, �cpm ✓ �cp ✓ �c.

The most distinctive advantages of D2D caching networks are alleviating the

burden of the backhaul links and improving the network spectral efficiency. To

leverage these features, it is crucial to intelligently cache and deliver contents to

maximize the percentage of offloaded traffic from the network core to the edge.

The offloading gain is widely-adopted as a key performance metric to quantify this

percentage [122, 123], and [116]. Specifically, the offloading gain is defined as the

probability of obtaining a desired content either from the self-cache or via D2D

communication with a received SIR greater than a target threshold. Hence, my

target in the next sections is to characterize and maximize the offloading gain of

the proposed CoMP-assisted D2D caching network.

5.3 Offloading Gain Characterization

Given stationarity of the parent process and independence of the offspring process,

we can conduct the next analysis for the representative cluster, which is an arbitrary

cluster whose center is located at x0 2 �p, and a typical client, which is a randomly

selected member of the representative cluster that requests the content. Without

loss of generality, we assume the typical client is located at the origin (0, 0) 2 R2.
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When some active content providers jointly transmit a desired content m, the

signal received at the typical client consists of two main components: the desired

signal that represents the joint non-coherent transmissions from active providers

that cache content m in the representative (local) cluster, and the interference com-

ponent that is created by other active providers in remote clusters. This can be

formally stated as:

ym =

X

y0i2�cpm

p
�dGy0i

kx0 + y0ik�↵/2sy0i

| {z }
desired signal

+

X

x2�!
p

X

y2�cp

p
�dGykx+ yk�↵/2sy

| {z }
inter-cluster interference

+z,

where i 2 {1, . . . , |�cpm|}, Gy0i
denotes the power fading between an active provider

at y0i 2 �cpm relative to its cluster center at x0 and the typical client, see Fig. 5.1; �d

denotes the D2D transmission power, and sy0i
is the symbol jointly transmitted by

the active providers y0i 2 �cpm. �!
p = �p \ {x0} denotes the set of remote clusters,

and �cp ✓ �c represents the set of active devices in a remote cluster centered at

x 2 �
!
p. Finally, z denotes the standard additive white Gaussian noise.

Note that representing the set of inter-cluster interferers as �cp corresponds to

the worst case interference scenario, when all active devices in a remote cluster are

caching the required content of their own-cluster content client. This bound is in

line with the analysis and the underlying network model, particularly, the assump-

tion of different content popularity and placement per clusters. This is because,

based on this bound, the inter-cluster interference power, and correspondingly, the

per cluster cache design will be independent of the content demand in other clus-

ters.

We assume that the system operates in the interference limited regime, i.e., the

background noise is negligible compared to the interference and is hence ignored.

Assuming unit power Gaussian symbols, the received SIR at the typical client when
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downloading content m is given by

SIRm =

�d

�����
P

y0i2�cpm
Gy0i
kx0 + y0ik�↵/2

�����

2

Iout
, (5.5)

where Iout is the sum of interfering signal power associated with the downloading

of content m, given by:

Iout =�d
���
X

x2�!
p

X

y2�cp

Gykx+ yk�↵/2
���
2
.

Finally, the offloading gain can be formally stated as:

Po(b) =

NfX

m=1

qmbm + qm(1� bm)⌥m, (5.6)

where b = {b1, . . . , bm, . . . , bNf
}, and ⌥m = P(SIRm > #) is the rate coverage prob-

ability for content m, i.e., the probability that the received SIR via CoMP transmis-

sion is larger than a target threshold #, which we characterize in the sequel. In

(5.6), the first term corresponds to the event of serving a desired content from local

memory, i.e., self-cache [136]. The second term represents the joint event that the

desired content is not locally cached while being cached and downloadable from

active providers in the same cluster, with an SIR greater than the target threshold

#.

5.4 Rate Coverage Probability Analysis

Our objective in this section is to analytically characterize the offloading gain. In

particular, we first derive the exact expression of Po(b) as a function of the system

parameters, namely, density of clusters, number of devices, and the intra-cluster

distance between devices. Then, we seek lower bound and approximation of the

rate coverage probability ⌥m that will result in easy-to-compute expressions of the

offloading gain, and provide useful system design insights.

In the case of CoMP transmissions, active providers in the representative cluster

jointly transmit the requested content to the typical client. The received power at
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the typical client is the sum of the received signal powers from active providers,

and hence, the rate coverage probability ⌥m is:

⌥m = P
"
�d
���
P

y0i2�cpm
Gy0i
kx0 + y0ik�↵/2

���
2

Iout
� #

#
. (5.7)

Since Gy0i
are i.i.d. complex Gaussian RVs, we get

�����
X

y0i2�cpm

kx0 + y0ik�↵/2Gy0i

�����

2

⇠

exp

 
1P

y0i2�cpm
kx0 + y0ik�↵

!
. (5.8)

Hence, from (5.7) and (5.8), we have

⌥m = E
h
exp

⇣
�
#
�
Iout

�

�dS�cpm

⌘i

(a)
= E

"
LIout(t)

�����S�cpm
= s�cpm

#
, (5.9)

where S�cpm
=
P

y0i2�cpm
kx0+y0ik�↵ is a RV that can be physically interpreted as

received signal power from the active providers devices y0i 2 �cpm subject to path

loss only (as we already averaged over the fading based on the PDF in (5.8)), assum-

ing normalized power. (a) follows from the Laplace transform of the interference

Iout evaluated at t = #
�ds�cpm

. We derive the Laplace transform of interference in the

following Lemma to compute the rate coverage probability, and correspondingly,

the offloading gain.

Lemma 5.4.0.1. Laplace transform of the inter-cluster interference, conditioned on a real-

ization of the active providers for content m in the representative cluster, is given by

LIout(t) = exp

⇣
� 2⇡�p

Z
1

v=0

⇣
1� e�pn̄⇣(v,t)

⌘
v dv

⌘
, (5.10)

where t = #
�ds�cpm

, ⇣(v, t) =
R
1

u=0
t�d

u↵+t�d
fU |V (u|v) du, fU |V (u|v) = Rice(u; v,�) is the

Rician PDF modeling the distance U = kx+yk between an interfering device at y relative

to its cluster center at x 2 �p and the origin (0, 0), conditioned on V = kxk = v.

Proof. Please refer to Appendix C.1.
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We continue by characterizing the joint serving distance distribution. For a

given realization S�cpm
= s�cpm

, let us assume that there are k active providers in

the representative cluster. Let us also denote joint distances from the typical client

(origin) to the k content providers in the representative cluster, centered at x0, as

Hk = {H1, . . . , Hk}. Then, conditioning on Hk = hk, where hk = {h1, . . . , hk},

the conditional (i.e., on k) PDF of the joint serving distance is denoted as fHk
(hk).

Hence, conditioning on k, we can express the rate coverage probability as

⌥m|k = E
"
LIout

⇣
t =

#

�d
Pk

i=1 h
�↵
i

⌘�����S�cpm
= s�cpm

#
, (5.11)

where s�cpm
=

Pk
i=1 h

�↵
i , hi = kx0 + y0ik, and y0i 2 �cpm. Since a content

provider i in the representative cluster centered at x0 has its coordinates in R2 cho-

sen independently from a Gaussian distribution with standard deviation �, then,

by definition, the distance from such a content provider to the origin, denoted as

hi = kx0 + y0ik, has Rician distribution fHi|V0
(hi|v0) = Rice(hi; v0,�). Since also

the content providers and the typical client have their locations sampled from a

normal distribution with variance �2 relative to their cluster center x0, then, by

definition, the statistical distance distribution between any two points, e.g., from

the i-th content provider to the typical client, follows Rayleigh distribution with

scale parameter
p
2�, written as

fHi
(hi) = Rayleigh(hi,

p
2�) =

hi
2�2

e�
h
2
i

4�2 . (5.12)

If the serving distances from the typical client to the different points of the clus-

ter were independent from each other, fHk
(hk) would simply be the product of k

independent PDFs, each of which having fHi
(hi) = Rayleigh(hi,

p
2�). However,

there is a correlation between the serving distances due to the common factor x0 in

the serving distance equation hi = kx0+y0ikwith y0i 2 �cpm, see also Fig. 5.1. For

analytical tractability, and similar to [76], we neglect this correlation. Hence, the

conditional PDF of the joint serving distance fHk
(hk) can be obtained from

fHk
(hk) =

kY

i=1

hi
2�2

e�
h
2
i

4�2 . (5.13)
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Conditioning on having k active content providers, i.e., s�cpm
=
Pk

i=1 h
�↵
i , the rate

coverage probability will be:

⌥m|k =

Z
1

hk=0
LIout

 
#

�d
Pk

i=1 h
�↵
i

�����k
!
fHk

(hk) dhk . (5.14)

Given that �cpm is a Gaussian PPP, the number of active content providers for

content m is a Poisson RV with mean bmpn̄. Therefore, the probability that there are

k content providers is equal to (pn̄bm)ke�pn̄bm

k! . Invoking this along with (5.10), (5.13),

and (5.14) into (5.6), Po(b) is given as

NfX

m=1

qm

 
bm +

�
1� bm

�
.

1X

k=1

(pn̄bm)
ke�bmpn̄

k!

Z 1

hk=0
e
�2⇡�p

R1
v=0

⇣
1�e�pn̄(1�⇣(v,t))

⌘
vdv

kY

i=1

hi
2�2

e�
h
2
i

4�2 dhk

!
.

(5.15)

Since the obtained expression in (5.15) involves multi-fold integrals and sum-

mations, this renders the calculation of the rate coverage probability computation-

ally complex. Furthermore, the offloading gain maximization problem turns to be

intractable. Therefore, in the sequel, we focus on tight bound and approximation

of the rate coverage probability that will result in easy-to-compute expressions that

also enable us to formulate a tractable optimization problem to maximize the of-

floading gain.

5.4.1 Lower Bound on Offloading Gain

Next, we obtain a tractable lower bound on the offloading gain based on an upper

bound on the interference power.

Theorem 5.4.1.1. Laplace transform of interference derived in (5.10) can be bounded by

LIout(t) ⇡ exp

⇣
�⇡pn̄�pt2/↵�(1 + 2/↵)�(1� 2/↵)

⌘
, (5.16)

and, correspondingly, a lower bound on the offloading gain P⇠
o (b) is given by

NfX

m=1

qm
⇣
bm +

�
1� bm

�
.

1X

k=1

(bmpn̄)ke�bmpn̄

k!

Z
1

0
e
�⇡pn̄�p(

#P
k

i=1 h
�↵

i

)2/↵�(1+2/↵)�(1�2/↵) kY

i=1

hi
2�2

e�
h
2
i

4�2 dhk

⌘
.

(5.17)
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FIGURE 5.2: The lower bound on ⌥m based on (5.16) versus dis-
placement standard deviation � is plotted for various parent PPP
densities �p (n̄ = 20, p = 0.5, bm = 0.5). ”Exact TCP” in the legend
refers to the exact performance for the TCP while ”PPP approxima-

tion” refers to the lower bound based on Theorem 5.4.1.1.

Remark 5.4.1.1. The obtained expression in (5.16) boils down to the Laplace trans-

form of a PPP with intensity n̄�p. This shows that the inter-cluster interference of

a TCP with density of clusters �p and average number of devices per cluster n̄, i.e.,

with intensity n̄�p, is upper bounded by that of a PPP of the same intensity.

In Fig. 5.2, we plot the exact expression and its lower bound, based on (5.16),

of the rate coverage probability versus displacement variance � for various parent

PPP �p densities �p. The derived lower bound is considerably tight when both �

and �p are relatively small. Also, it is noticeable that ⌥m monotonically decreases

with both � and �p, which reflects the fact that the desired signal is weaker when

the distance between content providers and the typical client is larger, and the effect

of inter-cluster interference increases when the density of clusters increases, respec-

tively. When �p and � increase, the obtained lower bound becomes no longer tight,

however, it still represents a reasonable bound on the exact ⌥m.

Having obtained a lower bound on the offloading gain, next, we seek a further

approximation by replacing the desired signal component by a sum of two compo-

nents, namely, nearest and mean components.
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5.4.2 Serving Power Approximation

From (5.8), S�cpm
=

P
y0i2�cpm

kx0 + y0ik�↵ represents a RV that models the in-

tended signal power from content providers y0i 2 �cpm subject to path loss only.

Next, we adopt the so-called mean plus nearest approximation to approximate this

intended signal power S�cpm
as a sum of two terms. The first term is the received

signal power from the nearest active provider while the second term is the average

over the signal power received from all other active providers conditioning on the

nearest serving distance h1 = kx0+y01k, where y01 = argminy0i2�cpm
{kx0+y0ik}.

As we will see, this approximation yields an easy way to obtain the rate coverage

probability while also being tight. This approach has been similarly adopted to cir-

cumvent intractable analysis in the stochastic geometry literature, see, e.g., [137].

Starting from the Laplace transform expression in (5.9), we approximate S�cpm
as

S�cpm
⇡
���x0 + y01

���
�↵

+ E
h
S�!

cpm
|y0i

i
, (5.18)

where �
!
cpm = �cpm \ y01, and S�!

cpm
=

P
y0i2�

!
cpm

kx0 + y0ik�↵. Next, we de-

rive the distribution of nearest serving distance h1 = kx0 + y01k. Then, we prove

the concentration of the proposed approximation using Chebyshev’s inequality. Fi-

nally, given the distance distribution to the nearest device fH1(h1), and a derived

formula for E
h
S�!

cpm

���H1 = h1
i
, an approximation for S�cpm

is obtained based on

(5.18).

Lemma 5.4.2.1. The PDF of the distance from the typical client to the nearest active

provider in �cm is given by

fH1(h1) = bmpn̄

Z
1

v0=0
fV0(v0)fH1|V0

(h1|v0)e�bmpn̄
R h1
0 fH|V0 (h|v0)dh dv0 , (5.19)

which can be approximated by

fH1(h1) ⇡
bmpn̄h1 exp

⇣
�bmpn̄

⇣
1� exp

⇣
�h2

1
4�2

⌘⌘
� h2

1
4�2

⌘

2�2
. (5.20)

Proof. The proof is provided in Appendix C.3.
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FIGURE 5.3: The derived nearest serving distance CDF in (C.4)
is plotted and compared with simulation and Jensen’s inequality-

based approximation in (C.5) (n̄ = 20, � = 10m, bm = 0.5, p = 1).

The accuracy of the derived cumulative distribution function (CDF) FH1(h1) in

(C.4) and its approximation based on Jensen’s inequality in (C.5) (see Appendix C.3)

are verified in Fig. 5.3. It is clear from (5.20) that the distance to the nearest active

content provider statistically decreases as bm or p increase, i.e., when there is a high

probability of having active and caching content providers within the local cluster.

The distance is also more likely to decrease as n̄ increases since a congested cluster

has shorter distance between the content client and providers.

Next, we show that approximating the desired signal by its nearest and condi-

tional mean components, see (5.18), yields an accurate yet tractable expression for

the rate coverage probability and offloading gain.

Proposition 5.4.2.1. For scenarios of practical interest, the proposed approximation for

S�cpm
in (5.18) is a tractable yet remarkably tight bound, and hence, it introduces a reason-

able approximation for the rate coverage probability and offloading gain.

Proof. The proof of the proposition relies on calculating the concentration bounds

for S�!
cpm

. In other words, we will show that the RV S�!
cpm

concentrates around its

mean. For that purpose, we use Chebyshev’s inequality that can be formulated as

P
⇣���S�!

cpm
� E

h
S�!

cpm

i ��� > a
⌘


Var

h
S�!

cpm

i

a2
, (5.21)

for a > 0, where Var

h
S�!

cpm

i
is the variance of S�!

cpm
. We start by calculating the
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conditional variance Var

h
S�!

cpm
|h1

i
and mean E

h
S�!

cpm
|h1

i
in the next two Lem-

mas.

Lemma 5.4.2.2. The variance of the signal power received from all active providers except

for the nearest device, subject to path loss only, and conditioned on the distance to the

nearest active provider H1 = h1, is expressed as

Var

h
S�!

cpm
|H1 = h1

i
= bmpn̄�

✓
�2↵+ 1,

h21
4�2

◆
, (5.22)

Proof. The proof can be found in Appendix C.4.

Lemma 5.4.2.3. The average over the signal power received from all active content providers

except for the nearest one, subject to path loss only, and conditioned on the distance to the

nearest active provider H1 = h1, is expressed as

E
h
S�!

cpm

���H1 = h1
i
=

bmpn̄

2�2

2

4
exp

⇣
� h2

1
4�2

⌘

2h21
�

�(0,
h2
1

4�2 )

8�2

3

5 . (5.23)

Proof. We can write the conditional mean as

E
h
S�!

cpm
|H1 = h1

i
= E

h X

y0i2�
!
cpm

kx0 + y0ik�↵
i

(a)
= bmpn̄

Z
1

R2

1

kx0 + y0ik↵
fY 0i(y0i) dy0i . (5.24)

where (a) follows from the mean and variance for PPPs [75, Corollary 4.8], along

with the Gaussian PPP assumption �
!
cpm. Following the same methodology as

in Appendix C.4, the conditional mean can be directly obtained. Hence, Lemma

5.4.2.3 is proven.

As an illustrative example, it is reasonable to assume a limited cache-size per

device, which triggers bm < 1, mean number of devices per cluster n̄ from 5 to 10

devices, and small displacement standard deviation � from 1m to 10m. In such

setup, we can observe the tightness of the approximation in Fig. 5.4. Particularly,

we plot the term Var

h
S�!

cpm

i
/a2, measuring how much S�!

cpm
deviates from its

mean, along with the CDF of nearest serving distance FH1(h1) versus the nearest
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FIGURE 5.4: Nearest serving distance CDF FH1(h1) (right side y-
axis) and Var

h
S�!

cpm

i
/a2 (left side y-axis) are plotted versus the

nearest serving distance h1 (� = 1m, a = 1, bm = 0.6, p = 0.5,
n̄ = 10).

distance h1. From the figure, we first note that Var
h
S�!

cpm

i
/a2 is almost zero when

the nearest active provider is farther than � = 1m, which happens with high prob-

ability (from the CDF FH1(h1)). Moreover, Var
h
S�!

cpm

i
/a2 is larger than zero when

the distance to the nearest active provider is shorter than �, which happens with

small probability (from the CDF FH1(h1)). This shows that the ”mean plus nearest”

approximation can yield a remarkably tight bound on S�cpm
, and correspondingly

on Po(b) for scenarios of practical interest. Hence, the proof of Proposition 5.4.2.1

is complete.

Piecing everything together, we get a tight approximation on Po(b) as follows.

We start with (5.9) with the substitution s�cpm
⇡ h�↵1 + E

h
S�!

cpm
|H1 = h1

i
, where

E
h
S�!

cpm
|H1 = h1

i
is derived in (5.23). Then, we proceed by calculating Laplace

transform of the inter-cluster interference before averaging over the nearest dis-

tance h1 using the nearest distance PDF fH1(h1) in (5.19). The approximated of-

floading gain is formally characterized in the next corollary.
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Corollary 5.4.2.1. A tight approximation of the offloading gain can be calculated from

P⇡

o (b) =

NfX

m=1

qm
⇣
bm + (1� bm)

Z
1

h1=0
e�2⇡�p

R1
v=0

�
1�e�pn̄⇣(v,t)

�
vdvfH1(h1)dh1

⌘

(5.25)

(a)
⇡

NfX

m=1

qm
⇣
bm + (1� bm)pn̄bm

Z
1

h1=0

h1
2�2

e�2⇡�p
R1
v=0

�
1�e�pn̄⇣(v,t)

�
vdve�bmpn̄

�
1�e

�h
2
1

4�2
�
�

h
2
1

4�2 dh1
⌘
,

(5.26)

where

t =
#/�d

h�↵1 +
bmpn̄
2�2

h
e
�

h
2
1

4�2

2h2
1
� �(0,

h
2
1

4�2 )

8�2

i . (5.27)

Proof. The above result follows from the nearest plus mean approximation in (5.18),

along with the conditional mean expression obtained in (5.23); (a) follows from the

approximated nearest serving distance PDF obtained in (5.20).

Note that the exponential term inside the integral of (5.25) is a function of h1

since t =
#

�ds�cpm

. It is worth mentioning that with such an approximation, re-

placing s�cpm
with its nearest plus conditional mean approximation converts the

multi-fold integral over hk in (5.15) to a single integral over h1. Furthermore, the

effect of having a random number of active providers is implicitly involved in the

nearest distance PDF as well as in the conditional mean term. This explains why

the condition of having k active content providers in the representative cluster no

longer exists in the approximated rate coverage probability expression.

In Fig. 5.5, we plot the obtained formulas for the rate coverage probability ⌥m

in (5.25) and (5.26) versus the displacement variance � for various density of clus-

ters �p. The derived bound is remarkably tight for the practical values of �p and

�. It starts to slightly diverge only for a system with considerably large �p and

�, which is an impractical scenario given that both the density of clusters and the

intra-distance between devices are high. It is also clear that the approximated ex-

pression of the nearest distance PDF in (5.20) bounds that in (5.19) very tightly.
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FIGURE 5.5: The derived approximations of ⌥m in (5.25) and (5.26)
are plotted versus the displacement standard deviation � for various
parent PPP density �p (n̄ = 20, p = 0.5, bm = 0.5). ”Nearest plus
mean approximation” in the legend refers to the performance based

on the exact nearest serving distance PDF in (5.19).

It is worth mentioning that the importance of the obtained approximation P⇡
o (b)

in (5.25) is two-fold. Firstly, it provides an easy-to-compute approximation for the

rate coverage probability, as shown in Fig. 5.5, and correspondingly, the offloading

gain. Secondly, it allows us to solve for an optimized caching probability, by maxi-

mizing the approximated offloading gain, as will be clear shortly. In this regard, it

is quite important to examine the achievable performance when a requested con-

tent is downloaded only from the nearest active provider. We refer to this as nearest

content provider (NCP) transmission scheme, where its corresponding rate coverage

probability is characterized in the next corollary.

Corollary 5.4.2.2. The rate coverage probability for the NCP transmission scheme is ex-

pressed as

⌥m =

Z
1

0
e�2⇡�p

R1
v=0

�
1�e�n̄⇣(v,t)

�
vdvfH1(h1)dh1

⇡ bmpn̄

2�2

Z
1

0
h1e

�2⇡�p
R1
v=0

�
1�e�n̄⇣(v,t)

�
vdv⇥

e�bmpn̄
�
1�e

(
�h

2
1

4�2 )
�
�

h
2
1

4�2 dh1,

where t = #
�dh

�↵

1
, and ⇣(v, t) is defined in Lemma 5.4.0.1.
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Having obtained a lower bound and approximation of the rate coverage prob-

ability, next, we employ the obtained results to compute optimized caching proba-

bilities b in order to maximize the offloading gain.

5.5 Optimized Caching Probabilities

We first formulate and solve the offloading gain maximization problem based on

the mean plus nearest approximation in (5.26). Then we pursue another approach,

based on the derived lower bound in (5.17), to obtain a low complexity solution.

5.5.1 Optimized Caching Based on the approximation

Here, we aim at maximizing the approximated offloading gain obtained in Corol-

lary 5.4.2.1. We formulate the offloading gain maximization problem as

P1: max
b

P⇡

o (b) (5.28)

s.t.
NfX

n=1

bm = M, bm 2 [0, 1] (5.29)

Since the integral in the approximated offloading gain expression in (5.25) depends

on the caching probability bm, and bm exists as a complex exponential term in the

nearest serving distance PDF fH1(h1), it is hard to analytically characterize (e.g.,

show concavity of) the objective function or find a tractable expression for the

caching probability bm. In order to tackle this, similar to [114], we introduce a

b-independent integral by substituting the caching probability with an arbitrary

caching probability b
0. Denoting this b-independent integral by Ib

0
, it can be easily

verified that

P⇡
b0

o (b) =

NfX

m=1

qm
⇣
bm + (1� bm)pn̄bmIb

0
⌘
, (5.30)

is concave in b. From the Karush-Kuhn-Tucker (KKT) conditions, the optimized

caching probability maximizing P⇡
b0

o (b) under the constraint (5.29) is given by

b⇤m =

h
0.5� v⇤ � qm

2qmpn̄Ib
0

i+
, (5.31)
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where v⇤ satisfies the maximum cache constraint
PNf

i=1

h
0.5� v⇤�qm

2qmpn̄Ib0

i+
= M , and

[x]+ = max(x, 0). For the arbitrary caching probability b
0, a locally optimal caching

probability can be adopted, which can be computed via, e.g., interior point method

[115]. Nonetheless, we can increase the probability of finding the optimal solution

of P1 by using the interior point method with multiple random initial values and

then picking the solution with the highest offloading gain. We refer to this caching

probability in (5.31) as the solution from convex approximation. However, to ob-

tain a caching policy of lower complexity, we maximize a special case of the lower

bound P⇠
o (b) in the sequel.

5.5.2 Optimized Caching Based on the Lower Bound

Although P⇠
o (b) characterized in Theorem 5.4.1.1 is simpler to compute compared

to Po(b), it is still challenging to obtain the optimal caching probability due to the

summation and multi-fold integration in (5.17). Similar to [123], we consider a

special case when downloading content from one active content provider, for which

the offloading gain maximization problem turns out to be convex.

One Content Provider

Next, we solve for the optimized caching probability when considering one serving

content provider (instead of k in (5.17)). Starting from (5.17) with t = #h↵

�d
for one

serving provider, and the void probability of a Poisson RV, we get

⌥m =
�
1� (pn̄bm)

0

0!
e�bmpn̄

�
⇥

Z
1

h=0
e�⇡pn̄�p(#h

↵)2/↵�(1+2/↵)�(1�2/↵) h

2�2
e�

h
2

4�2 dh . (5.32)

Solving the integral in (5.32), and substituting in (5.17), we get P⇠1
o (b) written as

P⇠1
o (b) =

NfX

m=1

qm
⇣
bm +

�
1� bm

��
1� e�bmpn̄

� 1

Z(#,↵,�)

⌘
, (5.33)
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where Z(#,↵,�) = 4�2⇡pn̄�p#2/↵�(1 + 2/↵)�(1 � 2/↵) + 1. Hence, the optimized

caching probability can be computed by solving the following problem

P2: max
b

P⇠1
o (b) (5.34)

s.t.
NfX

n=1

bm = M, bm 2 [0, 1] (5.35)

The optimal solution for P2 is formulated in the following Lemma.

Lemma 5.5.2.1. The lower bound on the offloading gain P⇠1
o (b) in (5.33) is concave w.r.t.

the caching probability, and the optimal probabilistic caching b
⇤ for P2 is given by

bm
⇤
=

8
>>>><

>>>>:

1 , v⇤ < qm � qm(1�e�pn̄)
Z

0 , v⇤ > qm +
pn̄qm
Z

 (v⇤) , otherwise,

where  (v⇤) is the solution of

v⇤ = qm +
qm
Z
�
pn̄(1� bm

⇤
)e�pn̄bm⇤

� (1� e�pn̄bm⇤
)
�
,

that satisfies
PNf

m=1 bm
⇤
= M , and Z = Z(#,↵,�) for ease of presentation.

Proof. It is easy to show the concavity of the objective function P⇠1
o (b) by confirm-

ing that Hessian matrix w.r.t. the caching variables is negative semi-definite. Also,

the constraints are linear, which imply that the necessity and sufficiency conditions

for optimality exist. The detailed proof of finding b
⇤ is omitted for brevity.

It is worth mentioning that the optimal caching solution b
⇤ for P2 is suboptimal

relative to the caching solution of the original problem encompassing cooperative

transmission. However, when substituted in (5.15), it provides useful insights into

the system design and also attains considerable performance improvements over

traditional caching schemes, as quantified in Section 5.6.
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TABLE 5.1: Simulation Parameters

Description Parameter Value
Path loss exponent ↵ 4

SIR threshold # 0 dB

Density of cluster �p 30 km
�2

Displacement standard deviation � 30m

Average number of devices per cluster n̄ 6

Library size Nf 12
Device cache size M 2
Access probability p 0.5

5.6 Numerical Results

In this section, we evaluate the performance of the proposed cache-assisted CoMP

transmission for clustered D2D networks. Unless otherwise specified, results are

obtained for the parameters shown in Table 1, which represent typical values used

in many previous works.1 We refer to both solutions based on convex approxi-

mation in (5.31) and the suboptimal caching of Lemma 5 as optimized PC. We

first verify the accuracy of the derived bound and approximation of the offloading

gain. Then, we compare the achievable performance of the proposed PC and CoMP

transmission, with conventional caching and transmission schemes.

5.6.1 Exact Offloading Gain Versus Approximation and Lower Bound

Fig. 5.6 verifies the accuracy of the obtained lower bound and approximation of

the offloading gain in (5.17) and (5.25), respectively. It is clear that both the de-

rived lower bound and approximation are tight to the exact offloading gain. More-

over, we observe that averaging over the request and caching probabilities, i.e., qm

and bm, makes the adopted lower bound and approximation of the offloading gain

tighter than those for the rate coverage probability ⌥m shown earlier in Fig. 5.2 and

Fig. 5.5, respectively. As shown in Fig. 5.6, the offloading gain monotonically in-

creases with the popularity of files �. This is because when � is large, only a small

portion of content undergoes most of the demand, which can be cached among the

cluster devices.
1In Table 1, we assume a relatively small size of the per device cache and file library. These values,

which are close to those used in [123] and [116], are reasonable in the study of communication and
caching aspects of D2D content delivery networks. Other works in the literature, e.g., [64], considered
a much larger size of file library, however, their objective was to conduct the scaling analysis of
caching networks.
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FIGURE 5.7: The offloading gain versus the popularity of files � un-
der different caching schemes (Nf = 40, M = 8).

5.6.2 Comparison with Other Caching Schemes

Fig. 5.7 compares the offloading gain of the proposed PC with other benchmark

schemes, namely, Zipf caching (Zipf), CPF, and RC against the popularity of files

�. For CPF, the M -most popular files are cached among each cluster device. Simi-

larly, for RC, contents to be cached are uniformly chosen at random while for Zipf

caching, the contents are chosen based on their popularity as in (5.4). Moreover,

in Fig. 5.7, ”convex approximation” refers to the caching solution characterized

in (5.31), whereas ”Lemma 5” refers to the caching probability characterized in

Lemma 5. All the caching schemes are evaluated under CoMP transmissions. We
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FIGURE 5.8: Histogram of the caching solution from Lemma 5.5.2.1
is plotted for different network geometries (� = 0.4).

first see that the offloading gains under the optimized PC schemes outperform con-

ventional caching schemes. Moreover, the PC based on convex approximation in

(5.31) is superior to the suboptimal solution of Lemma 5.5.2.1. As � increases, ex-

cept for RC, the offloading gain increases and gradually, the optimized PC, Zipf,

and CPF schemes tend to achieve the same performance. This shows that when

a small portion of files becomes highly demanded, i.e., for higher �, the optimal

caching probability is attained via caching popular files among all cluster devices.

To show the prominent effect of the network geometry on the optimized caching

probability, we plot the histograms of the solution of Lemma 5.5.2.1 for three dif-

ferent cases in Fig. 5.8. These three cases are ranging from a sparse network (small

intra-cluster distance standard deviation � and density of clusters �p), a relatively

dense network (medium � and �p), and a highly dense network (large � and �p).

Note that smaller � results in higher desired signal power, while smaller �p yields

lower inter-cluster interference power as clusters become sparser. The first case

in Fig. 5.8(a) represents a sparse system with small values of �p and �, i.e., suf-

ficiently good transmission conditions. In this case, we see that the optimized
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FIGURE 5.9: The rate coverage probability versus the SIR threshold
# for different transmission schemes (n̄ = 20, bm = 0.5).

caching probability tends to be more uniform taking advantage of hitting a large

number of files while being served in favorable transmission conditions. The sec-

ond case in Fig. 5.8(b) represents a system with relatively good transmission con-

ditions, i.e., medium values of � and �p. It is clear from the histogram that the

optimized caching solution tends to be more skewed than in the first case. The

third case in Fig. 5.8(c) is then for a highly dense network with large values of both

� and �p. Clearly, the caching probability tends to be very skewed, which implies

that caching popular files is an appropriate choice for such a highly dense net-

work, i.e., a network with poor transmission conditions. Summing up, the results

in Fig. 5.8 reveal interesting dependence of the optimized caching probability in

Lemma 5.5.2.1 on the network geometry.

5.6.3 Comparison with Other Transmission Schemes

To quantify how much CoMP transmission can improve the achievable perfor-

mance, we here compare the rate coverage probability ⌥m for three transmission

schemes, namely, CoMP, NCP, and randomly-selected content provider (RSCP).

Recall that for the NCP scheme, the requested content is served from the the near-

est active provider to the content client within the same cluster while for the RSCP

scheme, an active provider is chosen at random to serve the desired content. Firstly,

Fig. 5.9 plots the exact rate coverage probability versus SIR threshold # for different
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FIGURE 5.10: The rate coverage probability versus the caching prob-
ability bm for different transmission schemes (n̄ = 10, # = 5dB).

density of clusters �p. Intuitively, CoMP transmission achieves higher rate cover-

age probability than those of the other schemes. In particular, at high SIR threshold,

allowing CoMP transmission can provide up to 300% improvement in the rate cov-

erage probability compared to the RSCP scheme. Moreover, for all schemes, the

rate coverage probability is seen to decrease as �p increases since higher interfer-

ence power is encountered at the typical client when D2D clusters are denser.

In light of this comparison, Fig. 5.10 plots the rate coverage probability against

the caching probability bm for the three transmission schemes. As shown in Fig. 5.10,

as the content availability increases, i.e., higher bm, the rate coverage probability im-

proves. Besides, Fig. 5.10 illustrates that while the rate coverage probability for the

RSCP transmission scheme tends to flatten when bm further increases, it keeps on

increasing for CoMP and NCP transmission schemes. This is attributed to the fact

that, for the NCP scheme, the serving distance is more likely to decrease with the

increase of bm, and hence the corresponding performance improves. Similarly, for

the CoMP scheme, the transmission diversity improves with bm since the average

number of active and caching providers increases.

Finally, Fig. 5.11 illustrates the effect of the average number of devices per clus-

ter n̄ on the rate coverage probability. From Fig. 5.11, when n̄ increases, the rate

coverage probability for CoMP and NCP schemes increases. This is due to the fact

that for the NCP scheme, the nearest serving distance is more likely to decrease
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FIGURE 5.11: The rate coverage probability versus average number
of devices per cluster for different transmission schemes (# = 8dB,

bm = 1).

for congested clusters. Moreover, for the CoMP scheme, the transmission diversity

also improves with n̄. However, for the RSCP scheme, the rate coverage probability

first increases driven by the increasing probability of finding a requested content

within the local cluster. Then, the rate coverage probability turns to degrade as

n̄ further increases since, although the requested content can be found within the

local cluster with high probability, the effects of interference also grows with n̄. Fur-

thermore, the rate coverage probability is shown to decrease for all schemes when

�p increases driven by the growing effects of interference. Besides, while the per-

formance of RSCP is very sensitive to the density of clusters, especially when the

average number of devices is high, cooperative transmission attains substantially

better performance. We hence conclude that for such highly dense D2D networks

and adverse interference conditions, cooperative transmission becomes more ap-

pealing.

5.7 Conclusion

In this chapter, we have conducted performance analysis and content placement

optimization for cache-assisted CoMP transmissions in clustered D2D networks. In

particular, we have characterized the rate coverage probability and offloading gain

as functions of the network parameters, namely, the density of clusters, average

Transfer Report RAMY AMER



Chapter 5. Performance Analysis for Cache-Assisted CoMP for Clustered D2D

Networks
119

number of devices per cluster, and the content popularity and placement schemes.

Then, we have sought simple yet tight lower bound and approximation of the rate

coverage probability and offloading gain. Based on the obtained results, we have

showed that the inter-cluster interference of a TCP is upper bounded by that of a

PPP of the same intensity. Moreover, we have formulated the corresponding of-

floading gain maximization problem and obtained optimized caching probabilities

based on the proposed lower bound and approximation. Results showed that al-

lowing CoMP transmission can attain up to 300% improvement in the rate coverage

probability compared to the RSCP scheme. Finally, we conclude by showing that

the proposed optimized PC results in a considerable improvement of the offloading

gain over conventional caching schemes.

Transfer Report RAMY AMER



120

Chapter 6

Content Delivery to the Sky:

Performance of Beamforming with

Down-tilted Antennas for Ground

and UAV User Co-existence

In the previous chapters, we have studied joint caching and communications for

cache-enabled terrestrial networks, particularly, caching for D2D communications.

Motivated by the increasing importance of contemporary aerial users (AUs) (i.e.,

drone users) and their wide range of applications, we extend our discussion in this

chapter to caching and content delivery for co-existing ground and aerial users.

In detail, providing reliable content delivery to aerial users (AUs) such as cellular-

connected UAVs is a key challenge for tomorrow’s cellular systems. In this chapter,

the use of CB for simultaneous content delivery to an AU co-existing with multi-

ple ground users (GUs) is investigated. In particular, a content delivery network

of uniformly distributed massive MIMO-enabled ground BSs serving both aerial

and ground users through spatial multiplexing is considered. For this model, the

successful content delivery probability (SCDP) is derived as a function of the sys-

tem parameters. The effects of various system parameters (such as antenna down-

tilt angle, AU’s altitude, number of scheduled users, and number of antennas) on

the achievable performance are then investigated. Results reveal that whenever

the AU’s altitude is below the BS height, the antennas’ down-tilt angles yield an

inherent tradeoff between the performance of the AU and the GUs. However, if the
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AU’s altitude exceeds the BS height, down-tilting the BS antennas with a consider-

ably large angle improves the performance of both the AU and the GUs.

6.1 Introduction

A tremendous increase in the use of UAVs in a wide range of applications, ranging

from airborne BSs, delivery of goods, to traffic control, is expected in the foreseeable

future [31] and [138]. To enable these applications, UAVs must communicate with

one another and with ground devices. To enable such communications, it is imper-

ative to connect UAVs, seen as AUs, to the ubiquitous wireless cellular network.

Such cellular-connected UAVs have recently attracted attention in cellular network

research in both academia and industry [13, 139–142] due to their ability to perva-

sively communicate. However, cellular networks have been designed to provide

connectivity to GUs rather than AUs [139]. For instance, cellular-connected UAV

communication possesses substantially different characteristics that pose new tech-

nical challenges which include: dominance of LoS interference and reduced ground

base stations (GBSs) antenna gain [139].

6.1.1 Motivation and Contribution

The main contribution of this chapter is to propose a MIMO-CB approach that can

improve the performance of cellular communication links for the AUs and effec-

tively enhance the cellular system spectral efficiency (SE). We consider a network

of one AU co-existing with multiple GUs that are being simultaneously served via

massive MIMO-enabled GBSs. We introduce a novel analytical framework that can

be leveraged to characterize the performance of the spatially multiplexed AU and

GUs. Given the different channel characteristics and the corresponding precoding

vectors among GUs and the AU, we first derive the gain of intended and interfer-

ing channels for both kind of users. We then analytically characterize the SCDP as

a function of the system parameters. To our best knowledge, this is the first work to

perform a rigorous analysis of MIMO CB to simultaneously serve aerial and ground users.
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6.1.2 Related Works

The authors in [139] studied the feasibility of supporting drone operations using ex-

isting cellular infrastructure. Their results revealed that the favorable propagation

conditions that AUs enjoy due to their altitude is also one of their strongest limit-

ing factors since they are susceptible to LoS interference. Meanwhile, the authors

in [141] minimized the UAV’s mission completion time by optimizing its trajectory

while maintaining reliable communication with the GBSs. In [142], through system

simulations, the authors evaluated the performance of the downlink of AUs when

supported by either a traditional cellular network, or a massive MIMO-enabled

network with zero-forcing beamforming (ZFBF). In [13], the authors showed that

cooperative transmission significantly improves the coverage probability for high-

altitude AUs. However, while the works in [139, 141], and [13] have analyzed

the performance of cellular-connected UAVs, their approaches can not be used to

effectively improve the performance of AUs while enhancing SE by spatial multi-

plexing. Also, even though the work in [142] has proposed MIMO beamforming

for an AU co-existing with multiple GUs, this work provides no analytical char-

acterization of the performance of AUs or the impact of the antennas’ down-tilt

angles.

6.2 System Model

Consider a cellular network composed of massive MIMO-enabled BSs bi distributed

according to a homogeneous PPP � of intensity �, where � = {bi 2 R2, 8i 2 N+}.

A three-sectored cell is associated with each BS, with each sector spanning an an-

gular interval of 120 �. Each sector has a large antenna array of M antennas each

of which has a horizontal constant beamwidth of 120
�, and vertical beamwidth

✓B . CB is employed to simultaneously serve a selected set K of K users. These

K users are viewed as an AU that is scheduled with a set KG of K � 1 GUs, as

done in [142]. This assumption is in line with the fact that the number of current

GUs is much larger than the number of AUs. We assume that the GUs are located

according to some independent stationary point process. BSs are deployed at the

same height hBS while AUs and GUs are at altitudes hd and hg, respectively, where
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hd � hg. Given the symmetry of the problem, we consider the performance of

the typical ground and aerial users located at (0, 0, hg), and (0, 0, hd), respectively.

We also refer to the serving BS as tagged BS, which is the nearest BS to the origin

(0, 0) 2 R2, with dig and did being the distances from the GBS to the typical GU and

AU, respectively.

For GUs, we consider i.i.d. quasi-static Rayleigh fading channels. The chan-

nel vector between the M antennas of tagged BS i and GU k is
p
�ikhik, where

hik ⇠ CN (0,�2IM ) for k 2 KG. �2 is the channel variance between each single

antenna and user k, and IM is the M ⇥M identity matrix. �ik = d�↵ig defines the

large-scale channel fading, where ↵ is the large scale fading. We also assume that

the GU channels are dominated by non-line-of-sight (NLoS) transmission. For the

AU, we assume a wireless channel that is characterized by both large-scale and

small-scale fading. For the large-scale fading, the channel between BS i and the

AU includes LoS and NLoS components, which are considered separately along

with their probabilities of occurrence [143]. For small-scale fading, we adopt a

Nakagami-mv model for the channel between each single antenna and the AU, as

done in [13, 143, 144], with the following PDF:

f⌦v
(!, ⌘) =

2(
mv

⌘ )
mv!2mv�1

�(mv)
exp

�
� mv

⌘
!2
�
, (6.1)

where v 2 {l, n}, ml and mn are the fading parameters for the LoS and NLoS

links, respectively, with ml > mn, and ⌘ is a controlling spread parameter. When

mv = ⌘ = 1, Rayleigh fading is recovered with an exponentially distributed in-

stantaneous power, which is the case for GUs or AUs with no LoS communication.

For Nakagami channels, we assume that the phase ✓ng is uniformly distributed in

[0, 2⇡], i.e., ✓ng ⇠ U(0, 2⇡). Given that ! ⇠Nakagami(mv, ⌘), it directly follows that

the channel gain !2 ⇠ �(mv,
⌘
mv

).

3D blockage is characterized by the fraction a of the total land area occupied

by buildings, the mean number of buildings being ⌫ per km
2, and the buildings’

height modeled by a Rayleigh PDF with a scale parameter c. Hence, the probability

of LoS when served from BS i, at a horizontal-distance ri from the typical AU, is
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given as [139]:

Pl(ri) =
pY

n=0

"
1� exp

�
�
�
hBS +

h(n+0.5)
p+1

�2

2c2
�
#
, (6.2)

where h = hd � hBS and p = b ri
p
a⌫

1000 � 1c. In our model, we assume that the AUs

are deployed in an urban environment, where a and ⌫ take relatively large values.

Therefore, the large-scale channel fading for the AU is given by d�↵v

id , where v 2

{l, n}, ↵l and ↵n are the path loss exponents for LoS and NLoS links, respectively,

with ↵l < ↵n.

For a general user k 2 K at altitude hk 2 {hd, hg}, the antenna directivity gain

can be written similar to [139] as G(ri) = Gm, for ri 2 Sbs, and Gs, for ri /2 Sbs,

where ri is the horizontal distance to the BS, Sbs is formed by all the distances ri

satisfying hBS � ritan(✓t +
✓B
2 ) < hk < hBS � ritan(✓t � ✓B

2 ), and ✓t and ✓B denote

respectively the antenna down-tilt and beamwidth angles. Therefore, the antenna

gain plus path loss will be

⇣v(ri) = AvG(ri)d
�↵v

i = AvG(ri)
�
r2i + (hk � hBS)

2
��↵v/2,

where di 2 {dig, did}, v 2 {l, n}, and Al and An are the path loss constants at a

reference distance di = 1m for LoS and NLoS, respectively. For the typical GU,

di = dig, hk = hg and, by NLoS assumption, v = n. Note that, since one AU

is simultaneously scheduled with K � 1 GUs, the K scheduled users encounter

independent small-scale fading. Also, for the K � 1 GUs, the small-scale fading

is i.i.d. Moreover, for the AU, the impact of the channel spatial correlation can be

significantly reduced using effective MIMO antenna design techniques, e.g., using

antenna arrays whose elements have orthogonal polarizations or patterns [145].

Therefore, for analytical tractability, we ignore such spatial correlation.

Next, we introduce our proposed CB framework to spatially multiplex one AU

and K�1 GUs. We develop a novel mathematical framework that can be leveraged

to characterize the performance of aerial and ground users. This, in turn, allows us

to quantify the impact of different system parameters, on the performance of AUs

and GUs.
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6.3 Content Delivery Analysis

We assume that perfect CSI is available at the tagged BS. Linear precoding in terms

of CB creates a K⇥1 transmission vector s0 for M antennas by multiplying the orig-

inal data vector s by a precoding matrix W : s0 = W · s, where [W ]M⇥K consists of

the beamforming weights. Let H be the M⇥K channel matrix between M antennas

of the tagged BS i and its K scheduled users, written as H i =

h
hi1 . . .hik . . .hiK

i
,

where H i 2 CM⇥K , and hik 2 CM⇥1. For CB, tagged BS i creates a precoding

matrix W i =

h
wi1 . . .wik . . .wiK

i
, with wik =

h
H

ik

khikk
, where each beam is normal-

ized to ensure equal power assignment to each user [146]. Moreover, let f jk be the

channel between interfering BS j and typical user k. Neglecting thermal noise, the

received signal at scheduled user k, denoted as yik, is given by

yik == P (ri)hikwiksik +
X

2KG

P (ri)hikwisi +
X

j2�o

KX

l=1

P (uj)f jkwjlsjl,

where �
o
= � \ {i}. The first term in the above equation represents the desired

signal from tagged BS i with P (ri) =
q

Pt

K ⇣v(ri)
0.5 representing the received power

and Pt denoting the BS transmission power. The second and third terms represent

the intra- and inter-cell interference, denoted as Iin and Iout, respectively. The in-

formation signal intended for user k is denoted by a complex scalar sik with unit

average power, i.e., E[|sik|2] = 1.

Since we assume both LoS and NLoS communications for the AU, with corre-

sponding small-scale fading, we need to distinguish between the two communica-

tion paradigms. For the NLoS case, all the K users experience Rayleigh small-scale

fading. For LoS communication, however, only the AU experiences Nakagami-ml

small-scale fading, where ml > 1. We hence start by characterizing the gain of

intended and interfering channels in Table 6.1.

The second and third columns in Table 6.1 list the marginal channel distribu-

tions, i.e., the channel from each single antenna to its intended receiver. We also

use interfering BSs to refer to either intra- or inter-cell BS. The first row in Table

6.1 represents the intended channel gain for GUs. It is shown that the equivalent
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TABLE 6.1: Channel gains for intended and interfering links.

No Precoding for channel Traverse through channel Seen by Intended Channel gain
1 CN (0, �

2

2 ) CN (0, �
2

2 ) GU Yes �(M,�2)
2 Nakagami(mv, ⌘) Nakagami(mv, ⌘) AU Yes �(mvM, ⌘

mv
)

3 CN (0, �
2

2 ) CN (0, �
2

2 ) GU No �(1,�2)

4 CN (0, �
2

2 ) Nakagami(mv, ⌘) AU No �(1, ⌘)

5 Nakagami(mv, ⌘) CN (0, �
2

2 ) GU No �(1,�2)
6 Nakagami(mv, ⌘) Nakagami(mv, ⌘) AU No �(1, ⌘)

channel gain from tagged BS to its associated GU follows �(M,�2) [146]. Simi-

larly, the second row represents the intended channel gain for the AU, which is the

sum of M independent RVs, each of which follows �(mv,
⌘
mv

). Hence, its intended

channel gain follows �(mvM, ⌘
mv

). The third row stands for the interference power

caused by transmission of a single beam from an interfering BS to its associated GU

when seen by the typical GU, which follows �(1,�2) [146]. The fourth (fifth) row

describes cases in which a single beam from an interfering BS to its associated GU

(AU) is transmitted and seen by the typical AU (GU) (this case is not considered

in this chapter as we assume a single AU). Similarly, the sixth row describes cases

in which a single beam from an interfering BS to its associated AU is transmitted

and seen by the typical AU. Next, we derive the channel gain for the fourth case,

whereas the fifth and sixth cases follow in the same way.

Theorem 6.3.0.1. Under the massive MIMO assumption, whenever a single beam from

an interfering BS is received by the typical AU then, the interference channel gain will be

given by �(1, ⌘).

Proof. We write the interfering channel coefficient as

hj = wjf jk =
h
H
jf jk��hj

��
�
=

PM
o=1Xo ⇥ YoqPM

q=1 Zq

(6.3)

(a)
�
=

PM
o=1Xo ⇥ Yop

W

(b)
�
=

PM
o=1Xo ⇥ Yo

Q
, (6.4)

where Xo ⇠ CN (0, �
2

2 ), Yo ⇠ Nakagami(mv, ⌘), Zq ⇠ exp(
1
�2 ), W ⇠ �(M, 1

�2 ), and

Q ⇠ Nakagami(M, M�2 ); (a) follows since W is a sum of M i.i.d. exponential RVs,

hence it follows �(M, 1
�2 ). (b) follows since Q equals the square root of the RV
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W ⇠ �(M, 1
�2 ), hence Q follows Nakagami(M, M�2 ). Denoting the numerator of hj

as z, and writing z as sum of real and imaginary RVs:

Re(z)
�
=

MX

o=1

⇣
Xocos(✓ngo)�Xosin(✓ngo)| {z }

RV#1

⌘
· Yo|{z}

RV#2

, (6.5)

where, by assumption, ✓ngo ⇠ U(0, 2⇡). We hence have a sum of M i.i.d. RVs, each

of which is the product of two independent RVs whose means and variances are

{µ1, µ2} and {�21,�22}, respectively. It can easily be shown that µ1 = 0 and �21 =
�2

2 .

For large M , using the central limit theorem (CLT), we approximate the PDF of

Re(z) to N (µ12,�212), whose mean and variance are respectively µ12 = µ1µ2 = 0,

and �212

= �21�
2
2 + �21µ

2
2 + µ2

1�
2
2

(a)
=
�2

2
⌘
⇣
1� 1

mv

⇣
�(mv + 0.5)

�(mv)

⌘2⌘
+
�2

2

⇣
�(mv + 0.5)

�(mv)

⇣ ⌘

mv

⌘0.5⌘2

=
�2⌘

2
� �2⌘

2mv

⇣
�(mv + 0.5)

�(mv)

⌘2
+
�2⌘

2mv

⇣
�(mv + 0.5)

�(mv)

⌘2
=
�2⌘

2
, (6.6)

where (a) follows from the mean and variance formulas for Nakagami(mv, ⌘). For

the denominator of (6.4), we use the Stirling approximation to approximate the PDF

of Q by

f⌦(!,M,M/�2) =
1

!

⇣ !2

M
�2 e

!2

M/�2�1

⌘M
. (6.7)

The fraction raised to the M -th power is smaller than one, and the integral of f⌦ is

one (since it is a PDF). In fact, the factor raised to the M -th power is one only when

! =

p
M
� . Hence, for large M , from the CLT,

Re(hj) ⇠
N
�
0, �

2⌘
2M

�

�
p
M

�
= N (0,

⌘

2
). (6.8)

Similarly,

Im(hj) ⇠ N (0,
⌘

2
). (6.9)
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Hence, the channel gain |hj |2 =
�q

Re{hj}2 + Im{hj}2
�2 ⇠ �(1, ⌘). This completes

the proof.

Next, we derive the SCDP for the AU, which is defined as the probability of

obtaining a requested content with SIR higher than a target SIR #. This is an impor-

tant performance metric that is widely studied in content delivery and caching net-

works [chaccour2019reliability, 3]. The same methodology can be applied to ob-

tain the SCDP for GUs. We next index the AU as k = 1. Let hiK =
P

2KG
|wif i1|2

denote the intra-cell interference power. From Theorem 6.3.0.1, |wif i1|2 ⇠ �(1, ⌘).

Neglecting the spatial correlation, we have hiK representing sum of K � 1 Gamma

RVs, which yields hiK ⇠ �(K � 1, ⌘). Similarly, the inter-cell interference power

hjK =
PK

l=1 |wilf j1|2 ⇠ �(K, ⌘). Finally, according to the void probability of PPPs

[75], the PDF of the horizontal-distance r to the tagged BS is fR(r) = 2⇡�re�⇡�r
2 .

Theorem 6.3.0.2. The unconditional SCDP for the AU is given by

Pc = P
�
SIR > #

�
=

Z
1

r=0

h
Pl
c|rPl(r) + Pn

c|rPn(r)
i
fR(r) dr , (6.10)

where Pv
c|r = ke

TMv k1, k.k1 denotes the induced `1 norm, and TMv
is the lower triangular

Toeplitz matrix of size Mv ⇥Mv:

TMv
=

2

66666664

t0

t1 t0
...

... . . .

tMv�1 . . . t1 t0

3

77777775

;

where Mv = Mmv, and the non-zero entries for row i and column j are ti�j =
(�sv)i�j

(i�j)! $
(i�j)

(sv);

sv =
#Kmv

⌘Pt⇣v(r)
, $(sv) = �(K � 1)log(1 + sv⌘Pv(r)2) � 2⇡�

R
1

⌫=r

�
1 � Pl(⌫)�l(⌫, sv) �

Pn(⌫)�n(⌫, sv)
�
⌫ d⌫, and $(k)(sv) =

dk

dskv
$(sv); �l(⌫, sv) =

�
1 + sv⌘Pl(⌫)2

��K , and

�n(⌫, sv) =
�
1 + sv⌘Pn(⌫)2

��K .

Proof. Please see Appendix D.1

Remark 6.3.0.1. The main merit of this representation, i.e., Pv
c|r = ke

TMv k1, is that it

leads to valuable system insights. For example, the impact of the shape parameter
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(a) Number of antennas M = 4

(b) Number of antennas M = 32

FIGURE 6.1: PDF of the interfering channel power.

Mv = Mmv on the intended channel gain hiK ⇠ �(Mmv, ⌘/mv), which is typically

related to the antenna size and the Nakagami fading parameter mv, is clearly illus-

trated by the finite sum representation in the above. Although it is not tractable to

obtain closed-form expressions for tk (the entries populating TMv
), special cases of

interest, e.g., LoS or NLoS communications, can lead to closed-form expressions,

following [147].

Remark 6.3.0.2. When K = 1, only the AU is scheduled, i.e., maximal ratio trans-

mission (MRT) beamforming. For MRT, the interfering channel gain is �(1, ⌘). In-

terestingly, this interfering channel gain is reduced as opposed to the typical Nak-

agami channel gain �
�
ml,

⌘
ml

�
when there is neither precoding nor MIMO trans-

mission.

Transfer Report RAMY AMER



Chapter 6. Content Delivery to the Sky: Performance of Beamforming with

Down-tilted Antennas for Ground and UAV User Co-existence
130

6.4 Numerical Results

For our simulations, we consider a network having the following parameters, un-

less otherwise specified. The number of antennas per sector is set to M = 32, which

is a reasonable value for massive MIMO-enabled 5G BSs (minimum number of an-

tennas is four for 5G). We also set K = 4, � = 1km
�2, hBS = 55m, hg = 1m,

↵l = 2.09, ↵n = 3.75, a = 0.6, ⌫ = 500km
�2, c = 25,# = 10dB, Al = �41.1 dB, An =

�32.9 dB, Gm = 10dB, Gs = �3.01 dB,mn = 1,ml = 3, ⌘ = 1,�2 = 1, ✓B = 45
�,

✓t = 30
�. These aforementioned values of the density of buildings (⌫) and average

buildings’ heights (c) represent common values for urban environments. It is also

worth highlighting that the results of this chapter are based on a simple antenna

model where the antenna directivity gain has two distinct values, namely, main-

lobe gain and side-lobe gain. This assumption is adopted for tractability. However,

in the next chapter, we show that accounting for practical antenna models will yield

a degraded performance as opposed to the simple antenna model. Hence, the re-

sults obtains in this chapter, e.g., the SCDP, represent an upper bound on the actual

values.

In Fig. 6.1, we verify the accuracy of the obtained PDF of interfering channel

gain |hj |2 (Table 6.1: row 4) in Theorem 6.3.0.1. Monte-carlo simulation is adopted

where the overall channel gain is obtained from simulating links to ground and

aerial users and accordingly computing and applying the precoding vectors. The

overall channel gain histogram is then plotted and compared with the one from

the formulated analytical expression. The figure shows that the derived PDF is

quite accurate when M is sufficiently large as in Fig. 6.1(b), while for small M in

Fig. 6.1(a), it still provides a reasonable approximation.

Next, we compare the SCDP of AUs with and without MIMO beamforming

to GUs. Fig. 6.2 plots the SCDP as a function of the SIR threshold # for the AU

and the GUs.1 For Fig. 6.2, the AU altitude is set to 90m, which is higher than the
1It is worth mentioning that, without lack of practicality, we choose the UAV-UE altitudes to reflect

the fluctuations of the UAV-UE coverage probability with the antennas’ down-tilt angle of the ground
BSs. Generally speaking, the lowest possible altitude to consider for the UAV-UEs is zero altitude, i.e.,
at the ground level, which is the case for the UAV-UE during the take off and landing. In addition,
the highest possible altitude might be limited by the surrounding environments and can be regulated
so as not to interfere with other aircraft in the sky.
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FIGURE 6.2: Effect of SIR threshold (hBS = 30m, AU altitude hd =

90m)
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FIGURE 6.3: Effect of AU altitude (hBS = 30m, # = 5dB, � =

50 km
�2)
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heights of the ground BSs. Clearly, the achievable performance of GUs consider-

ably outperforms that of an AU. This is because GUs have a superior propagation

environment, driven by the down-tilted BS antennas in the desired signal side, and

the NLoS interfering links. However, Fig. 6.2 also shows that the SCDP for the AU

served by MIMO CB significantly outperforms that of the AU served by single-

antenna GBSs. Moreover, although the ZFBF technique outperforms our proposed

CB approach, the low complexity of CB and its associated performance gain over

traditional single-antenna GBSs make it a good candidate to serve AUs. Fig. 6.3

shows the effect of AU altitude on the AU performance, with that of GUs plotted

for comparison. Fig. 6.3 shows that the AU SCDP (for all transmission schemes)

gradually increases with hd up to a maximum value due to the larger LoS probabil-

ity, before it decreases again due to the stronger LoS interference and higher large

scale fading.

Next, we show the effect of the down-tilt angle ✓t on the performance of both

the AU and the GUs, for different AU altitudes. The AU altitude is assumed be-

tween 0m and 200m so that the impact of the down-tilt angle on the performance

of the AUs can be closely investigated. Recall that hd and hBS are the drone alti-

tude and BS height, respectively. It is worth noting that the LoS probability from

ground BSs to the AUs and the small fading parameters change with the altitude

of the AUs. Such changes of the radio propagation parameters are effectively fac-

tored in from (6.2) where the LoS probability is calculated based on the current AU

altitude and, accordingly, the small fading parameter is identified from (6.1). As

illustrated in Fig. 6.4, for hd < hBS, the performance of the AU is maximized at cer-

tain ✓t, and beyond that it starts to degrade. However, for GUs, their performance

is maximized at a higher ✓t. Hence, adjusting the antennas’ down-tilt angle yields a

tradeoff between the performance of AUs and GUs owing to the difference in their

altitudes. For hd > hBS in Fig. 6.5, the SCDP of the AU first decreases with ✓t to a

minimum value, and then it increases again. This finding can be explained as fol-

lows: when ✓t is small, an AU at an altitude hd > hBS can be served from the main

lobe of tagged BS while also experiencing high interference from the main lobe of

other interfering BSs. Gradually, as ✓t increases, the worst performance is observed

when the AU is no longer served from the main lobe of tagged BS antennas while
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FIGURE 6.4: Effect of antenna down-tilt angle: AU altitude hd =

30m
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FIGURE 6.5: Effect of antenna down-tilt angle: AU altitude hd =

80m

still experiencing high interference from the main lobe of other BSs. Finally, for

very large ✓t, both intended and interfering signals stem from the side-lobes, and

hence the performance is improved again.

Next, we show the prominent effect of the number of scheduled users K and the

number of antennas M on the network performance. Fig. 6.6 shows that the SCDP

monotonically decreases for both AU and GU as K increases due to the effect of

stronger interference. However, it is noticeable that increasing K highly degrades

the AU performance compared to that of GUs. This stems from the fact that AUs

are more sensitive to interference, which often exhibits LoS component.

In Fig. 6.7, we show the system spectral efficiency (SE) versus the number of

scheduled users K. In this figure, K = 1 means that only the AU is scheduled.
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FIGURE 6.6: Effect of the number of scheduled users: number of
antennas M = 32
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FIGURE 6.7: Effect of the number of scheduled users.: number of
antennas M = 32

We show the system spectral efficiency for two different hovering altitudes of the

AUs, namely, 40m and 90m. Evidently, the overall system SE is shown to improve

as K increases, which proves that spatially multiplexing one AU with the GUs

significantly improves the system SE. This is driven by the concurrent transmission

of the data of multiple users (i.e., one AU and K � 1 GUs) over the same physical

radio channel.

Fig. 6.8 shows that increasing the number of antennas M improves the SCDP

for both users with nearly the same rate. This is essentially due to the enhanced

transmission diversity when serving the aerial and ground users’ from large num-

ber of antenna. This behavior shows that serving AUs from MIMO-enabled ground

BSs will be an appealing approach to improve their cellular connectivity.
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FIGURE 6.8: Effect of the number of antennas: number of users K =

4

6.5 Conclusion

In this chapter, we have proposed a novel CB framework for spatially multiplexing

AUs and GUs. In order to analytically express the SCDP, we have derived the

gain of intended and interfering channels. We have shown that exploiting CB from

massive MIMO-enabled BSs to spatially multiplex an AU and GUs substantially

improves the performance of the AU, in terms of SCDP. We have then shown that

the down-tilt of the BS antennas leads to a tradeoff between the performance of

AUs and GUs if the AU’s altitude is below the BS height. Simulation results have

shown the various properties of cellular communications when AUs and GUs co-

exist, namely, the effect of the down-tilt angle on the achievable performance and

the yielded serving and interfering channel gains when digital precoding is applied

for different types of fading channels (i.e., Gaussian fading for GUs and Nakagami

fading for AUs).
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Chapter 7

Performance Analysis of Mobile

Cellular-Connected Drones Under

Practical Antenna Configurations

Providing seamless connectivity and content delivery to unmanned aerial vehicle

user equipment (UAV-UE) is very challenging due to the encountered line-of-sight

interference and reduced gains of down-tilted BS antennas. For instance, as the alti-

tude of UAV-UEs increases, their cell association and handover procedure become

driven by the side-lobes of the BS antennas. In this chapter, the performance of

cellular-connected UAV-UEs is studied under 3D practical antenna configurations.

Two scenarios are studied: scenarios with static, hovering UAV-UEs and scenar-

ios with mobile UAV-UEs. For both scenarios, the UAV-UE coverage probability

is characterized as a function of the system parameters, namely, the number of an-

tenna elements, density of BSs, and speed of UAV-UEs. The effects of the number of

antenna elements on the UAV-UE coverage probability and handover rate of mobile

UAV-UEs are then investigated. Results reveal that the UAV-UE coverage proba-

bility under a practical antenna pattern is worse than that under a simple antenna

model. Moreover, vertically-mobile UAV-UEs are susceptible to altitude handover

due to consecutive crossings of the nulls and peaks of the antenna side-lobes.
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7.1 Introduction

A tremendous increase in the use of UAVs (drones) in a wide range of applications,

ranging from aerial surveillance and safety to product delivery, is anticipated in the

foreseeable future [10, 13, 31, 139]. In such applications, UAVs need to communi-

cate with each other as well as with ground UEs using wireless cellular connectiv-

ity. Cellular-connected UAVs have attracted attention in cellular network research

in both industry and academia due to their ability to ubiquitously communicate

[139–141]. However, the BS antennas of current cellular networks are tilted down-

wards to provide connectivity to ground UEs rather flying UAV-UEs [139]. Hence,

UAV-UEs have to be served from the side-lobes of the BS antennas. Moreover, the

UAV-UEs, especially at high altitudes, are dominated by LoS communication links.

These key characteristics of the UAV-UE communications pose new technical chal-

lenges on their cell association, handover procedure, and the overall achievable

performance [14].

7.2 Motivation and Contribution

The main contribution of this chapter is a rigorous analysis that provides an in-

depth understanding of the performance of UAV-UEs under practical antenna con-

figurations. In particular, we consider a network of ground BSs equipped with

more than two antenna array elements to provide cellular connectivity to UAV-UEs.

For this network, we characterize the coverage probability for two scenarios, specif-

ically, static and mobile UAV-UEs. Moreover, we investigate the handover rate of

mobile UAV-UEs in order to provide important design guidelines and understand

novel handover aspects of UAV-UEs, such as the altitude handover. Our results

show that the number of antenna elements controls the UAV-UE handover rate,

while its impact on the coverage probability is marginal if the handover cost is low

(i.e., when the handover does not yield excessive handover failure and dropped

connections).
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7.3 Related Works

In [148], the authors studied the feasibility of supporting drone operations using

existing cellular infrastructure. It is shown that, under a simple antenna model, the

cell association heavily depends on the availability of LoS links to the serving BS. In

[143], similar results are verified for air-to-ground communication between UAV-

BSs and ground UEs. Moreover, in [14], we showed that coordinated transmissions

can effectively mitigate the effects of LoS interference of high-altitude UAV-UEs.

While the works in [14, 143, 148] considered the possibility of LoS communication,

they assumed a simple antenna configuration that is modeled as a step function of

two gain values, namely, main- and side-lobe gains. However, practical antenna

patterns resemble a sequence of main- and side-lobes with nulls between consecu-

tive lobes. Such a 3D antenna pattern plays a crucial rule on the UAV-UE cell asso-

ciation and handover procedure, which is ignored in most of the prior works [14,

143, 148]. Performance analysis of UAV-UEs under 3D practical antenna models

was done in the recent works [142, 149–151]. For instance, based on system-level

simulations, the authors in [142] showed that the cell association of UAV-UEs is

mainly dependent on the side-lobes. Moreover, in [149], the authors characterized

the association probability and SIR under nearest-distance and maximum-power

based associations.

The performance of mobile UAV-UEs under practical antenna patterns has been

studied in recent works [150] and [151]. For instance, based on system-level sim-

ulation, the authors in [150] showed that, due to the LoS propagation conditions

to many interfering cells, it is difficult for the UAV-UEs to establish and maintain

connections to the network, which also leads to increased handover failure rates.

Moreover, based on experimental trials in [151], the authors showed that drones are

subject to frequent handovers once the typical flying altitude is reached. However,

the results presented in these works are based on simulations and measurements.

Also, although the work in [149] has characterized the signal-to-interference-plus-

noise ratio (SINR) at UAV-UEs served from 3D antennas, there was no character-

ization of important performance metrics such as the coverage probability. More-

over, the work in [149] only considered a static UAV-UE scenario. As a first step
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in the direction of understanding the behavior of mobile drones in practical net-

work setups, this chapter aims to characterize the performance of static and mobile

UAV-UEs under practical antenna configurations.1

7.4 System Model

7.4.1 Network Model

We consider a downlink transmission scenario from a terrestrial cellular network to

cellular-connected UAV-UEs. We assume that ground BSs are distributed according

to a two-dimensional (2D) homogeneous PPP �b = {bi 2 R2, 8i 2 N} with intensity

�b. All BSs have the same transmit power Pt and are deployed at the same height

hBS. We consider a number of UAV-UEs that can be either static or mobile based

on the application. Static UAV-UEs hover at a fixed altitude hd, while mobile ones

can make up and down movements within two altitude thresholds h1, and h2. We

set hd =
h1+h2

2 , i.e., hd is the mean flying altitude of mobile UAV-UEs. As shown in

Fig. 7.1, we consider high-altitude UAV-UEs where h1, hd, and h2 are above the BS

height hBS. Each UAV-UE has a single antenna and receives downlink signals from

a ground BS. Each ground BS is equipped with a directional antenna array com-

posed of Nt vertically-placed elements. Two association schemes are considered for

the UAV-UEs: Nearest and highest average received power (HARP) associations.

7.4.2 Channel Model

We consider a wireless channel that is characterized by both small-scale and large-

scale fading. For the large-scale fading, the channel between a ground BS and an

UAV-UE is described by the LoS and NLoS components, which are considered sep-

arately along with their probabilities of occurrence [139]. This assumption is apro-

pos for such ground-to-air channels that often exhibit LoS communication [139]

and [143]. For small-scale fading, we adopt a Nakagami-mv model as done in [139]

for the channel gain, whose PDF is given by: f(!) = 2mmv
v !2mv�1

�(mv)
e�mv!2 . The fading

1While in this chapter we focus on the performance of vertically mobile UAV-UEs under practical
antenna patterns, in Chapters 6 and 8, we assume simpler antenna models for tractability. In addition,
in contrast to Chapters 6 and 8 where we aimed at improving the performance of UAV-UEs, the
concept of altitude handover introduced in this chapter heavily relies on the underlying antenna
patterns.
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FIGURE 7.1: Illustration of the proposed system model in which 3D
antenna-equipped ground BSs serve high-altitude static (or mobile)
UAV-UEs. Here, h1, h2, and hd refer to the minimum altitude, max-
imum altitude, and average altitude of a mobile UAV-UE, with h
being the altitude difference h2 � h1. In addition, ✓ is the elevation
angle and r is the horizontal distance between the UAV-UE and its

serving ground BS.

parameter mv is assumed to be an integer for tractability, where v 2 {l, n} accounts

for LoS and NLoS communications, respectively. Given that ! ⇠ Nakagami(mv),

it directly follows that the channel gain power � = !2 ⇠ �(mv, 1/mv), which

represents a Gamma RV whose shape and scale parameters are mv and 1
mv

, re-

spectively. Hence, the PDF of channel power gain distribution will be f(�) =

mmv
v �m�1

�(mv)
exp

�
�mv�

�
.

Similar to Chapter 6, we assume a 3D blockage model that is characterized by

the mean number of ⌘ buildings/km2, the proportion a of the total land area occu-

pied by buildings, and the height of buildings (modeled by a Rayleigh PDF with

a scale parameter c). The probability of having a LoS communication from a BS at

horizontal-distance r from an UAV-UE is hence given, similar to [148] and [143], as

Pl(r) =

max(0,o�1)Y

n=0

"
1� exp

⇣
�
�
hBS +

h(n+0.5)
o

�2

2c2

⌘#
, (7.1)

where h is the difference between the UAV-UE altitude and BS height and o =

brpa⌘c.
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7.4.3 Antenna Model

The ground BSs are equipped with directional antennas of fixed radiation patterns

and with a down-tilt angle '. This is typically achieved by equipping the BS with

a uniform linear array (ULA) of Nt vertically-placed elements, that are assumed

to be omni-directional along the horizontal dimension [152]. Along the vertical di-

mension, the power radiation pattern is equal to the array factor times the radiation

pattern of a single antenna. The Nt antenna elements are equally spaced with adja-

cent elements separated by half of the wavelength. With the down-tilt angle ', the

overall array gain in the direction ✓ is given by [149]:

G(✓) =
1

Nt

sin
2Nt⇡

2

�
sin(✓)� sin(')

�

sin
2 ⇡
2

�
sin(✓)� sin(')

�
| {z }

Af (✓)

⇥ 10
min(�1.2( ✓

�
)2,Gm

10 )
| {z }

Ge(✓)

,

where Gm gives the threshold for antenna nulls, Af (✓) is the array factor of the

ULA, Ge(✓) is the element power gain of each antenna along the vertical dimension,

i.e., the elevation angle ✓, and � is the half power beamwidth. For simplicity, we

assume that the gain Ge(✓) is a positive constant on the range of the elevation angle

✓ 2 [0, ⇡2 ], and 0 otherwise (i.e., zero front-to-back power ratio as in [153]).2 From

Fig. 7.1, ✓ = arctan(
h
r ), where r is a realization of the RV R which represents the

horizontal distance between a ground BS and the projection of an UAV-UE. If Ge(✓)

is set to one, and for a zero down-tilt angle, the antenna array gain is simplified to:

G(r, h) =
1

Nt

sin
2Nt⇡

2

�
sin(arctan(

h
r ))

�

sin
2 ⇡
2

�
sin(arctan(

h
r ))

� . (7.2)

Hence, the antenna gain plus path loss for the LoS and NLoS components will

be: ⇣v(r) = AvG(r, h)
�
r2 + h2

��↵v/2, where v 2 {l, n}, ↵l and ↵n are the path loss

exponents, and Al and An are the path loss constants at
p
r2 + h2 = 1m for the LoS

and NLoS, respectively.

Having defined our system model, next, we will study the performance of UAV-

UEs for two scenarios: static and mobile UAV-UEs. For each scenario, we inves-

tigate the UAV-UE coverage probability under two association schemes, namely,
2Note that the elevation angle is bounded as ✓ 2 [0, ⇡

2 ] from the assumption of high-altitude UAV-
UEs, i.e., h1, hd, h2 > hBS.
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nearest and HARP associations. The coverage probability is defined as the proba-

bility that the received SIR is higher than a target threshold #.

7.5 Coverage Probability of Static UAV-UEs

We assume static UAV-UEs hovering at a fixed altitude hd, hence, we have h =

hd�hBS in (7.1). Given that a PPP is translation-invariant with respect to the origin,

we conduct the coverage analysis for a UAV-UE located at the origin in R2, called

the typical UAV-UE [75].

7.5.1 Nearest Association

To simplify the analysis, we only consider probabilistic LoS/NLoS links for inter-

fering BSs, while the serving BS has a dominant LoS component. This is because,

at high altitude, UAV-UEs will have an LoS-dominated channel toward nearby,

serving BSs. However, UAV-UE interference at far-away BSs will not be LoS dom-

inated. Moreover, the study of LoS-based association is considered in prior works,

e.g., [143], while we are particularly focused on the impact of practical antennas.

We denote the horizontal distance from the typical UAV-UE to its ground BS by

r0. By the PPP assumption, fR0(r0) = 2⇡r0�e�⇡�r
2
0 . Conditioning on R0 = r0, and

neglecting the noise, the received SIR at the typical UAV-UE will be:

⌥|r0 =
�0⇣l(r0)

I
, (7.3)

where I is the aggregate interference, �0 is the Nakagami-ml fading power, and

⇣l(r0) represents the antenna gain plus path loss from the serving BS. The serving

and interfering signals in (7.3) are normalized to the transmit power Pt. The UAV-

UE coverage probability is characterized in the next Theorem.

Theorem 7.5.1.1. The static UAV-UE coverage probability under nearest association is

given by:

Pc =

Z
1

r0=0
Pc|r0fR0(r0) dr0 , (7.4)
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where Pc|r0 is the UAV-UE conditional coverage probability:

Pc|r0 =

ml�1X

i=0

(�$l)
i

i!

X

in+il=i

i!

in!il!

$in
l

in!

@in

@$in
l

LIn($l)
$il

l

il!

@il

@$il
l

LIl($l), (7.5)

and$l =
#d

↵
l

0 ml

AlG(r0,h)
, d0 =

p
h2 + r20; LIl and LIn are the Laplace transforms of the LoS and

NLoS interference, respectively. The Laplace transform of LoS interference is then given by

LIl($l) = e��($l), (7.6)

where

�($l) = 2⇡�b

1X

j=br0
p
a⌘c

Pl(
j
p
a⌘

)

Z j+1p
a⌘

max(r0,
jp
a⌘

)

⇣
1�

� ml

ml +$l⇣l(r)

�ml

⌘
r dr ,

and the Laplace transform of NLoS interference is calculated in a same manner.

Proof. The proof proceeds similar to [13, Theorem 1] and [143, Proposition 4].

Since it is hard to directly obtain insights from (7.4) on the effect of the practical

antenna gain, several results based on (7.4) will be shown in Section 7.7 to provide

key design guidelines. Moreover, we show that the coverage probability does not

scale with Nt, which implies that increasing the number of antenna elements has a

marginal effect on the coverage probability.

Corollary 7.5.1.1. The coverage probability of static UAV-UEs does not scale asymptoti-

cally with the number of antenna elements.

Proof. Please see Appendix E.1.

7.5.2 Highest Average Received Power Association

Each UAV-UE is associated to the BS that delivers the highest average power, i.e.,

the effect of small scale fading is averaged. Hence, the received signal power de-

pends on the path loss d�↵v and antenna gain G(r, h), which is, in turn, determined

by the elevation angle ✓. In Fig. 7.2, we plot the path loss, antenna gain, and the

overall link gain, i.e., the path loss times antenna gain, versus the horizontal dis-

tance r. From (7.2), the antenna gain consists of Nt

2 lobes whose peaks increase with
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the horizontal distance r. Fig. 7.2 also shows that the overall link gain (dashed line)

consists of Nt

2 lobes whose maximum gains decrease as r increases.

It is worth highlighting that obtaining the serving distance PDF is not possi-

ble given the non-convexity of the locations of BSs that deliver the highest power

along r (see Fig. 7.2). We hence propose a novel geometry-based approximation that

leverages the relative symmetrical characteristics of the overall link gain. The key

idea behind this approximation is to reproduce an equivalent PPP deployment of

the BS locations in which the distance PDF to the BS delivering the highest average

power (within each lobe) can be obtained. With this in mind, we can then obtain an

expression approximating the UAV-UE coverage probability under HARP associa-

tion. We particularly divide the space r > 0 into Nt

2 regions, each of which corre-

sponds to the boundary of one lobe. Then, for each lobe, we consider the zone from

its peak to the next null, assuming doubled density of BSs. For instance, in Fig. 7.2,

BSs of density � = 2�b only exists within rpj to rnj , j 2 {1, . . . , Nt

2 }. UAV-UEs then

associate to the nearest BS from the reproduced deployment, which delivers the

highest average power within its lobe. However, since this BS might not be the one

that delivers the highest average power among all the BSs, the adopted method is

an approximation.

From (7.2), there are Nt

2 nulls between the lobes that occur at elevation angles

✓nj , where N⇡
2 sin(✓nj) = j⇡. Hence, ✓nj = arcsin(

2j
N ) and the equivalent horizontal

distances at these nulls will be rnj = h/tan
�
arcsin(

2j
N )

�
. For instance, ✓n0 = 0

� and

rn4 =
h

tan(0) = 1. To obtain the locations of peaks rpj , we define the overall link

gain as:

L(✓) = G(✓)⇥ d�↵v

L(✓) =
1

Nt

sin
2Nt⇡

2

�
sin(✓)

�

sin
2 ⇡
2

�
sin(✓)

� ⇥
�
r2 + h2

��↵v/2

(a)
=

1

Nth↵v

sin
2Nt⇡

2

�
sin(✓)

�

sin
2 ⇡
2

�
sin(✓)

��
tan�2(✓) + 1

�↵v/2
,

where (a) follows from tan(✓) = h
r . We find elevation angles ✓pj at which the peaks

occur by taking the first derivative of L(✓) and setting it to zero. The first derivative
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FIGURE 7.2: Illustration of the geometry-based approximation to
calculate the UAV-UE coverage probability under HARP associa-

tion.

is obtained as:

@L(✓)

@✓
= (Nt � 1)sin(

⇡(Nt + 1)

2
sin(✓)) + (Nt + 1)sin(

⇡(1�Nt)

2
sin(✓))+

↵v
�
cos(

⇡(Nt�1)
2 sin(✓))� cos(

⇡(Nt+1)
2 sin(✓)

�

⇡cos(✓)tan(✓)
�
1 + tan2(✓)

� = 0.

The roots of this equation are ✓pj , and equivalent distances are rpj =
h

tan(✓pj)
.

The density of BSs within [rjp, rjn] is � = 2�b, and zero otherwise. From the PPP

definition, the probability that at least one BS exists within [rpj , rnj ] in the repro-

duced deployment is 1� e�⇡�(r
2
nj

�r2
pj
). Hence, the piece-wise serving distance CDF

will be

FRm
(rm) =

8
>>>>>>><

>>>>>>>:

⇣
1� e�⇡�(r

2
m�r2

p1)
⌘⇣

1� e�⇡�(r
2
n1�r2

p1)
⌘
, j = 1

⇣
1� e�⇡�(r

2
m�r2

pj
)
⌘⇣

1� e�⇡�(r
2
nj

�r2
pj
)
⌘
⇥

Qj�1
i=1 e

�⇡�(r2
ni
�r2

pi
), 1 < j  Nt

2

0, otherwise

where the product term represents the probability that no BSs exist in the previous

lobes. Hence, the serving distance PDF will be

fRm
(rm) =

@FRm
(rm)

@rm
=

8
>>>>>>><

>>>>>>>:

2⇡�rme�⇡�(r
2
m�r2

p1)
⇣
1� e�⇡�(r

2
n1�r2

p1)
⌘
, j = 1

2⇡�rme�⇡�(r
2
m�r2

pj
)
⇣
1� e�⇡�(r

2
nj

�r2
pj
)
⌘
⇥

Qj�1
i=1 e

�⇡�(r2
ni
�r2

pi
), 1 < j  Nt

2

0, otherwise.
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It can be easily verified that
R
1

rm=0 fRm
(rm) = 1. Given fRm

(rm), the approximated

coverage probability under HARP association is characterized in the next corollary.

Corollary 7.5.2.1. The coverage probability of static UAV-UEs under HARP association

is approximated as:

Pc =

Z
1

rm=0
Pc|rmfRm

(rm) drm , (7.7)

where Pc|rm is calculated similar to Pc|r0 in Theorem 7.5.1.1, with $l =
#d

↵
l

mml

AlG(rm,h) , dm =

p
h2 + r2m, and �($l) = 2⇡�b ⇥

P
1

j=0 Pl(
j

p
a⌘ )

R j+1p
a⌘

jp
a⌘

⇣
1�

� ml

ml+$l⇣l(r)

�ml

⌘
r dr.

The proof of Corollary 7.5.2.1 follows from Theorem 7.5.1.1. As discussed previ-

ously, the cell association of UAV-UEs and their overall performance is essentially

driven by the availability of LoS links and the encountered antenna gain. Thus far,

we particularly showed that the coverage probability of static UAV-UEs heavily

depends on the antenna pattern, but it does not scale with the number of antenna

elements. Next, we study a scenario in which the UAV-UEs can be mobile.

7.6 Coverage Probability of mobile UAV-UEs

We consider vertically-mobile UAV-UEs that make frequent up and down move-

ments with a fixed velocity ⌫̄ in the finite vertical region [h1, h2]. We refer to it

as vertical 1D random waypoint (RWP) mobility model. Similar stochastic mobility

models are adopted for UAV-BSs and UAV-UEs in the recent works [14, 154], and

[155]. The proposed mobility model works as follows: Initially, at time instant

t0, the UAV-UE is at an arbitrary altitude h0 selected uniformly from the interval

[h1, h2]. Then, at next time epoch t1, this UAV-UE at h0 selects a new random way-

point h1 uniformly in [h1, h2], and moves towards it. Once the UAV-UE reaches

h1, it repeats the same procedure to find the next destination altitude and so on.

Eventually, the steady-state altitude distribution converges to a non-uniform dis-

tribution FZ(z). Note that random waypoints refer to the altitude of a UAV-UE

at each time epoch, which is uniformly-distributed in [h1, h2], while vertical tran-

sitions are the differences in the UAV-UE altitude throughout its trajectory. While

the random waypoints are independent and uniformly-distributed by definition,
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the random lengths of vertical transitions are statistically dependent. This is be-

cause the endpoint of one movement epoch is the starting point of the next epoch.

In [14], we showed that fZ(z) = h1z+h2z�h1h2�z2

~3/6 , 8h1 < z < h2, where ~ = h2 � h1.

It can be easily verified that the mean altitude is E[Z] =
h1+h2

2 .

The coverage mobility of UAV-UEs is studied under nearest and HARP associa-

tions. Vertically-mobile UAV-UEs under nearest association maintain their connec-

tion to the nearest BSs. However, since UAV-UEs under HARP association connect

to the BS delivering the highest average power, the serving BS might change with

the UAV-UE altitude. This is because the elevation angle and, correspondingly, the

BS antenna gain change with the UAV-UE altitude.

7.6.1 Nearest Association

For vertically mobile UAV-UEs, the distance to the nearest BS is denoted as w0 =

p
r20 + (z � hBS)

2, with w0 � h0, and h0 = h1 � hBS. For simplicity, we use fZ(z)

to obtain the steady state 3D distance PDF fW0(w0), rather than averaging over

two RVs Z and R0 in the coverage probability calculation. Since R0 and Z are two

independent RVs, fR0,Z(r0, z) = fR0(r0)fZ(z). Given that, we transform the two

RVs R0 and Z to W0 and find fW0(w0), with the details omitted. The equivalent 3D

distance PDF is obtained as

fW0(w0) = 2⇡�bw0⌦(h1, h2)e
�⇡�bw2

0 , (7.8)

where ⌦(h1, h2) =  (h2)(1�⇠)� (h1)(⇠+1)+2(h1,h2)�2(h2,h1)

2⇡�
3/2
b

~3/3
,  (x) = erfi

�p
⇡
p
�b(x� hBS)

�
,

⇠ = 2⇡�b(h1 � hBS)(hBS � h2), and (x, y) =
p
�b(x� hBS)e⇡�b(y�hBS)2 .

Since w0 replaces both z and r0, we set ✓ to arcsin(
h
w0

) in (7.2) to obtain the an-

tenna gain G(w0, h), where h = hd � hBS and hd = E[Z] =
h1+h2

2 is the mean flying

altitude. The effect of the vertical mobility, i.e., altitude variation, and horizontal

distance randomness are now captured by the RV W0.

We characterize the coverage probability of mobile UAV-UEs under nearest as-

sociation in the next corollary (whose proof follows Theorem 7.5.1.1).
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Corollary 7.6.1.1. The coverage probability of mobile UAV-UEs under nearest association

is given by:

Pc =

Z
1

h0

Pc|w0
fW0(w0) dw0 , (7.9)

where Pc|w0
is calculated as in (7.5), with$l =

#w
↵
l

0 ml

AlG(w0,h)
. The Laplace transform of LoS in-

terference is given by LIl($l) = e��($l), where �($l) = 2⇡�b
P

1

j=j0
Pl(s)

R t
max(w0,s)

⇣
1�

� ml

ml+$lAlG(w,h)w�↵
l

�ml

⌘
w dw, j0 = b

p
w2
0 � h2

p
a⌘c, s =

jp
a⌘+h2

, t = j+1p
a⌘+h2

, and

Pl(j) is calculated from (7.1).

The antenna gain effect on the coverage probability of mobile UAV-UEs can be

interpreted in a similar way to the static scenario in (7.5.1.1). Particularly, condi-

tioning on W0 = w0, the yielded expression holds the same insights as for static

users, i.e., the coverage probability does not scale with Nt.

7.6.2 Highest Average Received Power Association

Mobile UAV-UEs under HARP association are prone to frequent altitude handovers.

This happens when their trajectory crosses multiple peaks and nulls of the anten-

nas’ side-lobes. For instance, Fig. 7.1 shows that the UAV-UE at altitude h1 asso-

ciates to the right BS, while it turns to attach to the left BS at altitude h2. This altitude

handover negatively impacts the performance of UAV-UEs as it results in dropped

connections. In fact, the elevation angle ✓ = arctan

⇣
z�hBS
rm

⌘
plays a crucial role

on determining the serving BS. Hence, it is essential to average over the random

distance Rm (as in Corollary 7.5.2.1) for every possible Z, to correctly account for

the handover and cell selection. Motivated by this fact, we describe the coverage

probability as stated in the next corollary.

Corollary 7.6.2.1. The approximated coverage probability of mobile UAV-UEs under HARP

association is described as:

Pc =

Z h2

z=h1

Z
1

rm=0
Pc|rm,zfRm

(rm)fZ(z) drm dz , (7.10)
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where Pc|rm,z is calculated as Pc|r0 in Theorem 7.5.1.1, with $l =
#(r2m+(z�hBS))

↵
l
/2ml

AlG(rm,z�hBS)
.

The Laplace transform of LoS interference is LIl($l) = e��($l), where �($l) = 2⇡�b
P

1

j=0 Pl(j)
R j+1p

a⌘

jp
a⌘

⇣
1�

� ml

ml+$l⇣l(r)

�ml

⌘
r dr.

To account for the UAV-UE mobility in the coverage probability expression,

similar to [14] and [148], we consider a linear function that reflects the cost of han-

dovers. Particularly, we define the mobile UAV-UE coverage probability as:

Pc(⌫̄,�b,�) = (1� �)Pc + �P(H̄)Pc, (7.11)

where � 2 [0, 1] represents the handover cost and P(H̄) is the probability of no

handover. The handover probability is defined as the probability that an UAV-UE

associates to a new BS rather than the serving BS after a unit time. It is clear from

(7.11) that, if � = 1, the first term vanishes and the UAV-UE will be in coverage

only if there is no handover associated with its mobility.

7.7 Numerical Results

For our simulations, we consider a network having the parameter values indicated

in Table 7.1. Without lack of practicality, the selected values for the UAV-UE lowest

and highest altitudes (h1 and h2) are set considerably above the heights of the BSs

(hBS) such that these UAV-UEs are serviced from the side-lobes of the ground BSs.

This helps us investigate how the side-lobes of the ground BSs can affect the per-

formance of both static and mobile UAV-UEs, which is one of the main objectives

of this chapter. These lowest and highest altitudes would reflect the fluctuations

of the received signal levels by UAV-UEs when crossing the peaks and nulls of the

antennas’ side-lobes.

7.7.1 Nearest Association

We first evaluate the performance of static and mobile UAV-UEs under the nearest

association scheme. We compare the UAV-UE coverage probability under practical

antenna patterns with that adopting simple antenna models, e.g., [14, 143, 148].

Particularly, high-altitude UAV-UEs are essentially served and interfered from the
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TABLE 7.1: Simulation Parameters

Description Parameter Value
LoS and NLoS path-loss exponents ↵l, ↵n 2.09, 3.75
LoS and NLoS path-loss constants Al, An �41.1 dB, �32.9 dB

Number of antenna elements Nt 8
LoS and NLoS fading parameters ml, mn 3, 1
BS height and UAV-UE altitude hBS, hd 30m, 150m

UAV-UE lowest and highest altitudes h1, h2 140m, 160m
Mobile UAV-UE speed ⌫̄ 20 kmh

Environment blocking parameters a, ⌘, c 0.6, 500 km�2, 30m
Density of BSs and SIR threshold �b, # 50 km

�2, �15 dB
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FIGURE 7.3: Coverage probability of static and mobile UAV-UEs un-
der nearest association scheme versus the SIR threshold #.
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FIGURE 7.4: Coverage probability of static and mobile UAV-UEs un-
der nearest association versus the number of antenna elements Nt.

antennas’ side-lobes. Hence, for a simple antenna model, the antenna gain effect

is normalized. Recall that the simple antenna model is defined as a step function

of two gain values, namely, main- and sidelobe, while the practical antenna model
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FIGURE 7.5: Coverage probability of static UAV-UEs under HARP
association (mv = 1, Nt = 4).

resembles a sequence of main- and side-lobes with nulls between consecutive lobes.

Fig. 7.3 first shows that the performance attained under a simple antenna model

is superior to that from a practical antenna pattern. This implies that adopting

practical antenna models is vital to convey a realistic performance evaluation of

the UAV-UEs. Fig. 7.3 also compares the performance of mobile UAV-UEs to static

counterparts under nearest association. The effect of vertical mobility on the UAV-

UE coverage probability is relatively marginal. This is attributed to the fact that

there is no altitude handover associated with the vertical mobility as the UAV-UE

maintains its connection with the nearest BS.

Fig. 7.4 investigates the effect of the number antenna elements Nt on the UAV-

UE coverage probability. Fig. 7.4 shows that an increase in the number of antenna

elements has an intangible effect on the coverage probability of static and mobile

UAV-UEs under nearest association, hence verifying the claim in Corollary 7.5.1.1.

This also can be interpreted by the fact that, while increasing Nt yields a higher

number of lobes, the integrands in the coverage probability expression, which are

functions of the antenna gains, constitute an overall area that does not significantly

change with Nt.

7.7.2 HARP Association

Next, we discuss the performance of UAV-UEs under HARP association. Fig. 7.5

verifies the accuracy of the geometry-based approximation of Corollary 7.5.2.1.
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Fig. 7.5 presents the exact expression and the approximation of the static UAV-

UE coverage probability versus the SIR threshold #. Clearly, the adopted approx-

imation is relatively tight. Fig. 7.5 also shows that the coverage probability of

static UAV-UEs under practical antenna patterns is much reduced compared to the

achievable coverage probability from a simple antenna model. This result shows

that the achievable performance under a simple antenna model is quite optimistic

as compared to the actual achievable performance from under practical antenna

configurations.

In Fig. 7.6, we plot the coverage probability of mobile UAV-UEs versus the num-

ber of antenna elements Nt, at different penalty costs �. Fig. 7.6 shows that the

UAV-UE coverage probability monotonically decreases as both Nt and � increase.

This can be interpreted by the fact that as long as Nt increases, the mobile UAV-UE

becomes more susceptible to handovers, which are penalized by the cost �.

Finally, Fig. 7.7 investigates the relation between the handover rate H (sec�1)

and the number of antenna elements Nt. The handover rate is numerically calcu-

lated from

H = E
h
# handoffs per each movement

movement length

i
⇥ ⌫̄,

where the movement is generated according to the adopted vertical mobility model,

and ⌫̄ is the average speed of a mobile UAV-UE. Fig. 7.7 shows that the handover

rate monotonically grows with the number of antenna elements. This is due to the

higher number of nulls and peaks of the antenna vertical gain that the UAV-UE

crosses through its trajectory. From this result, we conclude that a larger number of

antenna elements yields a higher rate of altitude handovers.

7.8 Conclusion

In this chapter, we have studied the performance of UAV-UEs under practical an-

tenna configurations. The coverage probability of static and mobile UAV-UEs is

characterized as a function of the system parameters, namely, the number of an-

tenna elements, density of BSs, and the UAV-UE altitude for both nearest and
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FIGURE 7.6: Coverage probability of mobile UAV-UEs under HARP
association (hd = 100m, h1 = 80m, h2 = 120m).
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FIGURE 7.7: The handover rate versus the number of antenna ele-
ments (hd = 100m, h1 = 80m, h2 = 120m).

HARP associations. The handover rate is also investigated to reveal the impact

of practical antenna pattern on the cell association of mobile UAV-UEs. We have

shown that the overall performance under practical antenna patterns is worse than

that attained from a simple antenna model, which supports the fact that simple an-

tenna models do not capture the real performance of the UAV-UEs. Moreover, for

static UAV-UEs, or mobile UAV-UEs undergoing nearest association, the increase

of the number of the antenna elements is shown to have a slight impact on their

achievable performance. This is attributed to the fact that as these UAV-UEs do not

tend to change their cell association, there is no accompanied altitude handover.

Conversely, for HARP association, the coverage probability of mobile UAV-UE de-

creases as the number of antenna elements increases due to the excessive rate of
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altitude handover that is penalized by the handover cost �.
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Chapter 8

Caching to the Sky: Performance

and Mobility Analysis for

Cellular-Connected UAVs

Providing connectivity to aerial users, such as cellular-connected unmanned aerial

vehicles (UAVs) or flying taxis, is a key challenge for tomorrow’s cellular systems.

In this chapter, the use of coordinated multi-point (CoMP) transmission along with

caching for providing seamless connectivity to aerial users is investigated. In par-

ticular, a network of clustered cache-enabled small base stations (SBSs) serving

aerial users is considered where requested content is cooperatively transmitted

from collaborative ground SBSs. Two scenarios are studied: scenarios with static,

hovering UAV-UEs and scenarios with mobile UAV-UEs. Under a maximum ra-

tio transmission, a novel framework is developed and leveraged to derive upper

and lower bounds on the UAV-UE coverage probability for both scenarios. Using

the derived results, the effects of various system parameters such as collaboration

distance, UAV-UE altitude, and UAV-UE speed on the achievable performance are

studied. Results reveal that, for both static and mobile UAV-UEs, when the BS an-

tennas are tilted downwards, the coverage probability of a high-altitude UAV-UE

is upper bounded by that of ground UEs regardless of the transmission scheme.

Moreover, for low signal-to-interference-ratio thresholds, it is shown that CoMP

transmission can improve the coverage probability of UAV-UEs, e.g., from 28% un-

der the nearest association scheme to 60% for an average of 2.5 collaborating BSs.
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Meanwhile, key results on mobile UAV-UEs unveil that not only the spatial dis-

placements of UAV-UEs but also their vertical motions affect their handover rate

and coverage probability. In particular, UAV-UEs that have frequent vertical move-

ments and high direction switch rates are expected to have low handover probabil-

ity and handover rate. Finally, the effect of the UAV-UE’s vertical movements on

its coverage probability is marginal if the UAV-UE retains the same mean altitude.

8.1 Introduction

The past few years have witnessed a tremendous increase in the use of UAVs, pop-

ularly called drones, in many applications, such as aerial surveillance, package de-

livery, and even flying taxis [156] and [157]. Enabling such UAV-centric applica-

tions requires ubiquitous wireless connectivity that can be potentially provided by

the pervasive wireless cellular network [31, 69, 158]. However, in order to operate

cellular-connected UAVs using existing wireless systems, one must address a broad

range of challenges that include interference mitigation, reliable communications,

resource allocation, and mobility support [159]. Next, we review some of the works

relevant to the cellular-connected UAV-enabled networks.

8.1.1 Motivation and Contributions

While there exist some approaches in the literature to improve the cellular connec-

tivity for UAV-UEs [10, 160–164], none of these works studied the role of CoMP

transmission as an effective interference mitigation tool to support the UAV-UEs.

Moreover, these works only considered scenarios of static UAV-UEs. Furthermore,

while the authors in [148, 151] studied the performance of mobile UAV-UEs, their

results were based on system simulations and measurement trials. Particularly, a

rigorous analysis for mobile UAV-UEs to quantify important performance metrics

such as coverage probability and handover rate is still lacking in the current state-

of-the-art. To our best knowledge, this chapter provides the first rigorous analysis of CoMP

transmission for both static and 3D mobile UAV-UEs, where a novel 3D mobility model is

also provided.
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The main contribution of this chapter is a novel framework that leverages CoMP

transmissions for serving cellular-connected UAVs, and develops a novel mobil-

ity model that effectively captures the 3D movements of UAV-UEs. We propose a

maximum ratio transmission (MRT) scheme aiming to maximize the desired signal

level at the intended UAV-UE, and, hence, the performance of cellular communica-

tion links for the UAV-UEs can be improved. In particular, we consider a network

of disjoint clusters in which BSs in one cluster collaboratively serve one UAV-UE

within the same cluster via coherent CoMP transmission. For this network, we

consider two key scenarios, namely, static and mobile UAV-UEs. Using Cauchy’s

inequality and Gamma approximations, we develop a novel framework that is then

leveraged to derive tight upper bound (UB) and lower bound (LB) on the UAV-UE

coverage probability for both scenarios. Moreover, for mobile UAV-UEs, we ana-

lytically characterize the handover rate, and handover probability based on a novel

3D mobility model. We further quantify the negative impact of the UAV-UEs’ mo-

bility on their achievable performance.

Our results reveal that the achievable performance of UAV-UEs heavily de-

pends on the UAV-UE altitude, UAV-UE speed, and the collaboration distance, i.e.,

the distance within which the UAV-UE is cooperatively served from ground BSs.

Moreover, while allowing CoMP transmission substantially improves the UAV-

UEs’ performance, it is shown that their performance is still upper bounded by

that of ground UEs due to the down-tilt of the BS antennas and the encountered

LoS interference. Additionally, results on mobile UAV-UEs unveil that the spatial

displacements of UAV-UEs jointly with their vertical motions affect their handover

rate and handover probability. Moreover, while the UAV-UE spatial movements

considerably impact its coverage probability (due to handover), the effect of the

UAV-UE vertical displacements is marginal if the UAV-UE fluctuates around the

same mean altitude. Overall, cooperative transmission is shown to be particularly ef-

fective for high altitude UAV-UEs that are susceptible to adverse interference conditions,

which is the case in a variety of drone applications.
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8.1.2 Related Works

Recently, cellular-connected UAVs have received significant attention, whereby UAVs

as new UEs are integrated into the cellular network in order to ensure reliable and

secure connectivity for the operations of UAV systems. However, it has been es-

tablished that the dominance of LoS links makes inter-cell interference a critical

issue for cellular systems with hybrid terrestrial and UAV-UEs. In this regard, ex-

tensive real-world simulations and fields trials in [140, 159, 165, 166] have shown

that a UAV-UE, in general, has poorer performance than a ground UE. Due to the

down-tilted BS antennas, it is found that UAVs at 40m and higher, will be eventu-

ally served by the side-lobes of the BS antennas, which have reduced antenna gain

compared to the corresponding main-lobes. However, UAV-UEs at 40m and above

experience favorable free-space propagation conditions. Interestingly, the work in

[140] showed that the free-space propagation can make up for the BS antenna side-

lobe gain reduction. However, this benefit of such a favorable LoS channel that

UAV-UEs enjoy vanishes at high altitudes and turns to be one of their key limiting

factors. This is because the free-space propagation also leads to stronger LoS in-

terfering signals. Eventually, UAV-UEs at high altitudes potentially exhibit poorer

communication and coverage compared to ground UEs [139, 140, 159, 165, 166].

While the works in [139, 140, 159, 165, 166] explored the feasibility of providing

cellular connectivity for UAVs, they did not envision new techniques to improve

their performance. In particular, UAVs, at high altitudes, have limited coverage and

connectivity due to the encountered LoS interference and reduced antenna gains.

Moreover, their cell association will be essentially driven by the side-lobes of BS

antennas, which will lead to more handovers and handover failures for mobile

UAV-UEs [140]. This necessitates the need to have sky-aware cellular networks that

can seamlessly cover high altitudes UAV-UEs and support their inevitable mobility.

Next, we review some recently-adopted techniques that aimed to provide reliable

connectivity to the UAV-UEs.

Recently, various approaches have been proposed in [10, 160–164] in order to

improve the cellular connectivity for UAVs using, e.g., massive MIMO, millimeter
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wave (mmWave), beamforming, and power control. For instance, in [10], we pro-

posed a MIMO conjugate beamforming scheme that can improve the cellular con-

nectivity for UAV-UEs and enhance the system spectral efficiency. Moreover, the

authors in [162] incorporated directional beamforming at aerial BSs to alleviate the

strong LoS interference seen by their served UAV-UEs. However, while interesting,

the works in [10, 160–164] only considered scenarios of static UAV-UEs. Moreover,

they did not consider the use of cooperative communication through CoMP trans-

missions for UAV-UEs, which is a prominent interference mitigation tool that can

diminish the effect of LoS interference. For instance, the work in [167] proposed

CoMP transmissions from UAV-BSs in order to spatially multiplex signals from

ground UEs and forward them to a central processor.

Unlike the static UAV assumptions in [10, 139, 160–164], the study of mobile

UAVs has been conducted in [141, 148, 151, 154, 155, 168–171]. Prior works in the

literature followed two main directions pertaining to trajectory design for mobile

UAVs. The first line of work focuses on deterministic trajectories, whereby a UAV

is assumed to travel between two deterministic, possibly known, locations [141,

168, 169]. This type of trajectories can be used for path planning and mission-

related metrics’ optimization, e.g., mission time and achievable rates. For instance,

the authors in [141] studied the problem of trajectory optimization for a cellular-

connected UAV flying from an initial location to a final destination. Moreover, the

work in [169] proposed an interference-aware path planning scheme for a network

of cellular-connected UAVs based on deep reinforcement learning.

The second line of work in [154, 155, 170, 171] considers stochastic trajectories

in which the movements of UAVs are characterized by means of stochastic pro-

cesses. This type of trajectories is usually adopted in the study of communication

and mobility-related metrics such as coverage probability and handover rate. For

example, in [170], the authors proposed a mixed random mobility model that char-

acterizes the movement process of UAVs in a finite 3D cylindrical region. The au-

thors characterized the ground UE coverage probability in a network of one static

serving aerial BS and multiple mobile interfering aerial BSs. The authors extended

their work in [155] such that both serving and interfering aerial BSs are mobile.

Meanwhile, the authors in [171] showed that an acceptable ground UE coverage
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can be sustained if the aerial BSs move according to certain stochastic trajectory

processes. Recently, the work in [154] characterized the performance of several

canonical mobility models for UAV-BSs in an infinite drone network. However,

while interesting, the proposed mobility models in [155, 170, 171] can only describe

the motions of UAV-BSs deployed in a bounded cylindrical region in space. In con-

trast, cellular-connected UAV-UEs such as flying taxis and delivery drones can have

very long trajectories that cross multiple areas served by different BSs. Moreover,

the canonical mobility models in [154] are only suitable for 2D mobile UAV-BSs,

while UAV-UEs are susceptible to inevitable 3D motions.

Ensuring reliable connectivity for such mobile UAV-UEs is of paramount im-

portance for the control and operations of UAV systems. In this regard, the mo-

bility performance of cellular-connected UAVs has been studied in recent works

[148, 151]. In [148], the authors quantified the impact of handover on the UAV-UE

throughput, assuming that no payload data is received during the handover pro-

cedures. Moreover, based on experimental trials, in [151], the authors showed that

under the strongest received power association, drones are subject to frequent han-

dovers once the typical flying altitude is reached. However, the results presented

in these works are based on simulations and measurements while our work goes

beyond this by analytically characterizing important performance metrics such as

coverage probability and handover rate, which are still lacking in the current liter-

ature.

8.2 System Model

We consider a cache-enabled small cell network in which SBSs are distributed ac-

cording to a homogeneous PPP �b = {bi 2 R2, 8i 2 N+} with intensity �b. We con-

sider a cellular-connected UAV-UE flying at an altitude hd and located at (0, 0, hd) 2

R3, where hd is the altitude of the UAV-UE. We assume a user-centric model in

which the SBSs are grouped into disjoint clusters around UAV-UEs to be served

[172]. A cluster is represented by a circle of radius Rc centered at the terrestrial pro-

jection of an UAV-UE, as shown in Fig. 8.1. The area of each cluster is then given

by A = ⇡R2
c .
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(a) Illustration of cooperative transmission
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(b) Snapshot of a cluster-centric UAV-UE topology

FIGURE 8.1: Illustration of the proposed system model where BS co-
operatively serve high-altitude UAV-UEs via CoMP transmission.
UAV-UEs can be either hovering at a fixed altitude hd or flying
within minimum and maximum altitudes h1 and h2, respectively.
In (b), the clusters are defined by a hexagonal grid, wherein BSs (or-
ange diamonds) are distributed according to a homogeneous PPP
and the UAV-UEs (black stars) are hovering above the centers of dis-

joint clusters.

SBSs belonging to the same cluster can cooperate to serve cached content to the

UAV-UE whose projection on the ground is assumed at the cluster center. The UAV-

UE can represent a conventional cellular-connected UAV or a passenger of a flying

drone-taxi [156]. Due to the strong LoS-dominated interference at high altitudes,

we allow multiple SBSs within a certain distance from the UAV-UE to cooperatively

transmit a requested content that they previously cached.

8.2.1 Probabilistic Caching Placement

Each SBS has a surplus memory designated for caching content from a known file

library. These files represent the content catalog that an UAV-UE may request, and
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are indexed in a descending order of popularity. We adopt a random content place-

ment policy in which each content f is cached independently at each SBS according

to a probability cf , 0  cf  1. Note that SBSs caching content f can be modeled

as a PPP �bf with the intensity function given by the independent thinning theo-

rem as �bf = cf�b [75]. Similarly, SBSs not caching a content f can be modeled as

another PPP �
!
bf with intensity function ��bf = (1 � cf )�b, where �b = �bf [ �

!
bf .

The probability mass function (PMF) of the number of SBSs caching content f in a

cluster is given by:

P(n = ) =
(cf�bA)

e�cf�bA

!
, (8.1)

which represents a Poisson distribution with mean cf�bA.

8.2.2 Serving Distance Distributions

Under the condition of having  caching SBSs in the cluster of interest, the distri-

bution of such in-cluster caching SBSs will follow a binomial point process (BPP).

This BPP consists of  uniformly and independently distributed SBSs in the cluster.

The set of cooperative SBSs providing content f is defined as �cf = {bi 2 �bf \

B(0, Rc)}, where B(0, Rc) denotes the ball centered at the origin with radius Rc.

Considering the UAV-UE located at the origin in R2, i.e., (0, 0, hd) 2 R3, the 2D dis-

tances from the cooperative SBSs to the UAV-UE are denoted by R = [R1, . . . , R].

Then, conditioning on R = r, where r = [r1, . . . , r], the conditional PDF of

the joint serving distances’ distribution is denoted as fR
(r). The  cooperative

SBSs that cache a content f can be seen as the -closest SBSs to the cluster center

from the PPP �bf . Since the  SBSs are independently and uniformly distributed in

the cluster approximated by B(0, Rc), we have the PDF of the horizontal distance

ri from SBS i to the UAV-UE at (0, 0, hd) given as [75]

fRi
(ri) =

8
><

>:

2ri
R2

c

, 0  ri  Rc,

0, otherwise,

for any i 2 Kf = {1, . . . ,}, where Kf is the set of SBSs that cache a content f

within the ball B(0, Rc). From the i.i.d. property of BPP, the conditional joint PDF
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of the serving distances R = [R1, . . . , R] is

fR
(r) =

Y

i=0

2ri
R2

c
. (8.2)

We consider a content delivery from ground SBSs having the same height hSBS

to an UAV-UE located at altitude hd. The SBS vertical antenna pattern is directional

and down-tilted for ground UEs. The vertical antenna beamwidth and down-tilt

angle of the SBSs are denoted respectively by ✓B and ✓t. The side and main lobe

gains of the antennas are denoted by Gs and Gm, respectively. Since the horizontal

distance between the UAV-UE and SBS i is ri, the communication link distance will

be di =
q

r2i + (hd � hSBS)2 for all i 2 Kf .

8.2.3 Channel Model

For the CoMP transmission between SBSs and the UAV-UE, we consider a wireless

channel that is characterized by both large-scale and small-scale fading. For the

large-scale fading, the channel between SBS i and the aerial user is described by

the LoS and NLoS components, which are considered separately along with their

probabilities of occurrence [173]. This assumption is apropos for such ground-to-

air channels that are often dominated by LoS communication [139]. Therefore, the

antenna gain plus path loss for each component, i.e., LoS and NLoS, will be

⇣v(ri) = AvG(ri)d
�↵v

i = AvG(ri)
�
r2i + (hd � hSBS)

2
��↵v/2, (8.3)

where v 2 {l, n}, ↵l and ↵n are the path loss exponents for the LoS and NLoS

links, respectively, with ↵l < ↵n, and Al and An are the path-loss constants at the

reference distance di = 1m for the LoS and NLoS, respectively. G(ri) is the total

antenna directivity gain between SBS i and the aerial UE, which can be written

similar to [174] as

G(ri) =

8
><

>:

Gm, for ri 2 Sbs,

Gs, for ri /2 Sbs,

where Sbs is formed by all the distances ri satisfying hSBS � ritan(✓t +
✓B
2 ) < hd <

hSBS� ritan(✓t� ✓B
2 ). In other words, the horizontal distance between a SBS and an
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UAV-UE along with the antenna height, antenna beamwidth and down-tilt angles,

and the altitude of this UAV-UE determine whether it is served by a mainlobe or

sidelobe of a SBS antenna.

For the small-scale fading, we adopt a Nakagami-m model utilized in [139] and

[174] for the channel gain, whose PDF is given by:

f(!) =
2
m
⌘
m!2m�1

�(m)
exp

�
� m

⌘
!2
�
, (8.4)

where ⌘ is a controlling spread parameter, and the fading parameter m is assumed

to be an integer for analytical tractability. Since the communication links between

an UAV-UE and SBSs are LoS-dominated, e.g., suburban environments with hd >

40m [140], it is assumed to have m > 1. Given that ! ⇠ Nakagami(m, ⌘/m), it

directly follows that the channel gain power � = !2 ⇠ �(m, ⌘/m), where �(k, ✓) is

a Gamma RV with k and ✓ denoting the shape and scale parameters, respectively.

Hence, the PDF of channel power gain distribution will be:

f(�) =
(
m
⌘ )

m�m�1

�(m)
exp

�
� m

⌘
�
�
. (8.5)

3D blockage is characterized by the fraction a of the total land area occupied

by buildings, the mean number of buildings e per km
2, and the buildings height

modeled by a Rayleigh PDF with a scale parameter c. Hence, the probability of LoS

of a caching SBS at a distance ri from the UAV-UE is given by [175]:

Pl(ri) =

max(p�1,0)Y

n=0

"
1� exp

⇣
�
�
hSBS +

h(n+0.5)
m+1

�2

2c2

⌘#
, (8.6)

where h = hd�hSBS and p = b ri
p
ae

1000 c. Different terrain structures and environments

can be considered by varying the set of (a, e, c).

As discussed previously, the performance of a high-altitude UAV-UE is limited

by the LoS interference they encounter. We hence propose a multi-SBSs cooperative

transmission scheme aiming at mitigating inter-cell interference and improving the

performance of such high-altitude aerial UEs. Under this setting, in the next section

we develop a novel mathematical framework to characterize the performance of
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TABLE 8.1: Mathematical Notations

Description Notation
LoS and NLoS path-loss exponents ↵l, ↵n

LoS/NLoS path-loss constants Al, An

Nakagami LoS/NLoS fading parameters ml, mn

UAV-UE 3D cylindrical displacement Xt

UAV-UE velocity at epoch t Vt

UAV-UE 3D transition length Ut

UAV-UE 2D transition length ⇢t
Mobility parameter µ

UAV-UE average speed ⌫̄
Vertical displacement Zt

Probability of handover P(H)

SIR threshold #
BSs’ intensity �b

Inter-cluster center and collaboration distances 2Rh, Rc

Antenna main and side-lobe gains Gm, Gs

Gamma shape and scale parameters K, ✓
BS antenna height hBS

UAV-UE hovering altitude hd
UAV-UE upper and lower altitudes h1, h2

Handover rate H
Handover cost �

Mean altitude of mobile UAV-UEs E[Z1]

cache-assisted CoMP transmission for cellular-connected UAVs. The performance

of UAVs is then contrasted to their terrestrial counterparts.

Having defined our system model, next, we will consider two scenarios: Static

UAV-UEs and mobile UAV-UEs. For each scenario, we will characterize the cov-

erage probability of high altitude UAV-UEs that are collaboratively served from

BSs within their cluster. The performance of collaboratively-served UAV-UEs is

then compared to their terrestrial counterparts and to UAV-UEs under the nearest

association scheme. Moreover, we will characterize the handover rate for mobile

UAV-UEs and quantify the negative impact of mobility on their achievable perfor-

mance. For the reader’s convenience, Table 8.1 summarizes our commonly-used

notations hereinafter.

8.3 Coverage Probability Analysis

In this section, we characterize the network performance in terms of coverage prob-

ability. We assume that the SBSs have the same transmit power Pt. Without loss of
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generality, we consider a typical UAV-UE located at (0, 0, hd) 2 R3. Conditioning

on having  SBSs serving a content f , the received signal at the UAV-UE will be:

P =

X

i=1

P (ri)!iwiXf

| {z }
desired signal

+

X

j2�!
bf

\B(0,Rc)

P (uj)!jwjYj

| {z }
Iin

+

X

k2�b\B(0,Rc)

P (uk)!kwkYk

| {z }
Iout

+ Z, (8.7)

where the first term represents the desired signal from  transmitting SBSs with

P (ri) =
p
Pt⇣v(ri)0.5, v 2 {l, n}, !i being the Nakagami-m fading variable of the

channel from SBS i to the aerial UE, wi is the precoder used by SBS i, and Xf is the

channel input symbol that is sent by the cooperating SBSs. The second and third

terms represent the in-cluster interference Iin, and the out-of-cluster interference

Iout, respectively. Yj is the transmitted symbol from interfering SBS j and

P (uj) =

8
><

>:

Pl(uj) =
p
Pt⇣l(uj)0.5, for LoS,

Pn(uj) =
p
Pt⇣n(uj)0.5, for NLoS,

where uj is the horizontal distance between interfering SBS j and the aerial UE. Z

is a circular-symmetric zero-mean complex Gaussian RV modeling the background

thermal noise. In-cluster interference occurs only for the case in which not all of

the collaborative SBSs (within distance Rc) have the cached content (i.e., cf < 1).

In this case, the set of interfering SBSs will be characterized by �b \ �cf =

n
bi 2

�
�b\B(0, Rc)

 
[
�
�
!
bf\B(0, Rc)

 o
. For ease of notation, we denote

�
�
!
bf\B(0, Rc)

 

as �
!
cf . Otherwise, for cf = 1, there is no in-cluster interference and the set of

interfering SBSs will then be �b \ �cf = {bi 2 �b \ B(0, Rc)}.

We assume that the CSI is available at the serving SBSs, i.e., the precoder wi can

be set as !⇤
i

|!i|
, where !⇤

i is the complex conjugate of !i. Assuming that Xf , Yj , and

Yk in (8.7) are independent zero-mean RVs of unit variance, and averaging over all

LoS and NLoS configurations for the  caching SBSs, the SIR at the UAV-UE will
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then be:

⌥|r
=

X

o=0

✓


o

◆ oY

i=0

Pl(ri)
Y

j=o+1

Pn(rj)·

Pt

�����
Po

i=1 ⇣
1/2
l (ri)!i +

P
j=o+1 ⇣

1/2
n (rj)!j

�����

2

Iin + Iout
. (8.8)

In (8.8), we have
��Po

i=1 ⇣
1/2
l (ri)!i +

P
j=o+1 ⇣

1/2
n (rj)!j

��2 representing the square

of a weighted sum of  Nakagami-m RVs. Since there is no known closed-form

expression for a weighted sum of Nakagami-m RVs, we use the Cauchy-Schwarz’s

inequality to get an upper bound on a square of weighted sum as follows:

�����

oX

i=1

⇣1/2l (ri)!i +

X

j=o+1

⇣1/2n (rj)!j

�����

2

=

 
X

i=1

Qi

!2

 
 

X

i=1

Q2
i

!
, (8.9)

where Qi = ⇣1/2v (ri)!i, is a scaled Nakagami-m RV, with v 2 {l, n} and i 2 Kf .

Since !i ⇠ Nakagami(m, ⌘/m), from the scaling property of the Gamma PDF,

Q2
i ⇠ �

�
ki = m, ✓i = 2⌘⇣v(ri)/m

�
. To get a statistical equivalent PDF of a sum

of  Gamma RVs Qi with different shape parameters ✓i, we adopt the method of

sum of Gammas second-order moment match proposed in [176, Proposition 8]. It

is shown that the equivalent Gamma distribution, denoted as J ⇠ �(k, ✓), with the

same first and second-order moments has the parameters k =

⇣P
i ki✓i

⌘2
/
P

i ki✓
2
i

and ✓ =
P

i ki✓
2
i /
P

i ki✓i. To showcase the accuracy of the second-order moment

approximation in our case, for an arbitrary realization of the network, we plot in

Fig. 8.2 the PDF of the equivalent channel gain. As evident from the plot, approxi-

mating a sum of  Gamma RVs with an equivalent Gamma RV whose parameters

are

k =
m
�P

i ⇣v(ri)
�2

P
i

�
⇣v(ri)

�2 and ✓ =
⌘
P

i ⇣v(ri)

m
P

i ⇣v(ri)
, (8.10)
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FIGURE 8.2: Monte Carlo simulation of the PDF of the equivalent
gain of channels between cooperating SBSs and the aerial UE, in-
cluding path loss and fading. A PPP realization of density �b = 20

SBS/km2 is run for a simulated area of 20 km
2 with m = 3 and

Rc = 200m.

is quite accurate. For tractability, we further upper bound the shape parameter k in

(8.10):

k = m

⇣P
i ⇣v(ri)

⌘2

P
i

⇣
⇣v(ri)

⌘2  m

P

i

⇣
⇣v(ri)

⌘2

P
i

⇣
⇣v(ri)

⌘2 = m, (8.11)

where m is integer.

Next, we derive UB and LB expressions on the UAV-UE coverage probability.

Our developed approach is novel in the sense that it adopts the Cauchy-Schwarz’s

inequality and moment match of Gamma RVs to derive an UB on the coverage

probability, which is difficult to obtain exactly. A bound on the UAV-UE coverage

probability conditioned on R = r is expressed as:

Pc|r

(a)
 P

⇣Pt
�P

i=1Qi
�2

Iout
> #

⌘ (b)
⇡ P

⇣PtJ

Iout
> #

⌘
, (8.12)

where (a) follows from the Cauchy-Schwarz’s inequality, (b) follows from the Gamma

approximation and rounding the shape parameter K = ml, and # is the SIR

threshold. The coverage probability can be obtained as a function of the system pa-

rameters, particularly, the Nakagami fading parameter and collaboration distance,

as stated formally in the following theorem.
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Theorem 8.3.0.1. An UB on the coverage probability of UAV-UEs cooperatively served

from BSs within a collaboration distance Rc can be derived as follows:

Pc =

1X

=1

P
Z 1

r=Rc

Pl
c|r

Y

i=0

2ri
R2

c
dr , (8.13)

where P =
(2
p
3R2

h
�bcf )e

�2
p
3R2

h
�
b
c
f

! is the probability that there are  in-cluster collabo-

rating BSs. The conditional coverage probability is given by Pl
c|r = keTKk1, where k.k1

represents the induced `1 norm and TK is the lower triangular Toeplitz matrix:

TK =

2

66666664

t0

t1 t0
...

... . . .

tK�1 . . . t1 t0

3

77777775

;

K = ml, ti = (�$)i

(i)! ⌦
(i)
($), ⌦(i)

($) =
di

d$i⌦($)|r
, ⌦($)|r

= �2⇡�b
R
1

�=Rc

⇣
1 �

�lPl(�) � �nPn(�)
⌘
� d�, �l =

⇣
1 +

$Pl(�)2

ml

⌘�ml

, �n =

⇣
1 +

$Pn(�)2

mn

⌘�mn

, and $ =

#/Pt✓.

Proof. Please see Appendix F.1.1

The main steps towards tractable coverage are summarized as follows [147]: We

first derive the conditional log-Laplace transform ⌦($)|r
of the aggregate interfer-

ence. Then, we calculate the i-th derivative of ⌦($)|r
to populate the entries ti of

the lower triangular Toeplitz matrix TK . The conditional coverage probability can

be then computed from Pl
c|r = keT kk1.

Important insights on the coverage probability can be obtained from (8.13).

First, if the collaboration distance Rc increases, both the probability P and the

integrand value in (8.13) increase, and, thus, the coverage probability grows ac-

cordingly. Furthermore, the effect of the BS density �b on the coverage probabil-

ity is two-fold. On the one hand, the average number of BSs increases with �b

as characterized by P, which results in a higher desired signal power. On the

other hand, this advantage is counter-balanced by the increase in (LoS) interfer-

ence power when �b increases, as captured in the decaying exponential functions
1Although there exists an infinite sum in (8.13), this sum vanishes for a small number of serving

BSs that is determined by the collaboration distance Rc and the BSs’ density �b.
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in (F.3). Additionally, this compact representation, i.e., Pl
c|r = keTKk1, leads to valu-

able system insights. For instance, the impact of the shape parameter K = ml on

the intended channel gain Gamma(K, ✓) is rigorously captured by the finite sum

representation in (F.1) of Appendix F.1, which is typically related to the collabora-

tion distance Rc and the Nakagami fading parameter ml.

Next, we derive an LB on the coverage probability, which will lead to closed-

form expressions for tk, i.e., the entries populating TK in (8.13). Given the high-

altitude assumption of UAV-UEs, we will consider a special case when interfering

BSs have dominant LoS communications to the typical UAV-UE, i.e, Pl(�) = 1 and

Pn(�) = 0 in (8.13). Since this case results in higher interference power, this yields

the derived coverage probability LB.

Corollary 8.3.0.1. An LB on the coverage probability of the UAV-UEs can be computed

from (8.13), where Pl
c|r = keTKk1, and the entries of TK are given in closed-form expres-

sions as

tk = ⇡�bR
2
ch

⇣
1{k = 0}� ck2F1(k +ml, k � �l; k + 1� �l;�$&R�↵l/2

ch ml)

⌘
, (8.14)

where ck =
�lak�(k+ml)m

�k

l

(�l�k)�(k+1)�(ml)
, ak = ($&R�↵l/2

ch )
k, & = PtAlGs, �l = 2

↵l

, R2
ch = R2

c + h2,

1{.} is the indicator function, and 2F1(·, ·; ·; ·) is the ordinary hypergeometric function.

Proof. Please see Appendix F.2.

For comparison purposes, next, we derive the UAV-UE coverage probability

under the nearest association scheme.

Corollary 8.3.0.2. The coverage probability of the UAV-UEs under the nearest association

scheme is:

Pc =

Z
1

0
Pl
c|r0

fR0(r0) dr0 , (8.15)

where Pl
c|r0

= keTm
lk1, Tml

is defined as TK in (8.13), with ⌦($) = �2⇡�b
R
1

�=r0

⇣
1�

�lPl(�) � �nPn(�)
⌘
� d�, $ =

#ml

Pt⇣l(r0)
, and fR0(r0) = 2⇡�br0e�⇡�br

2
0 is the 2D serving

distance PDF.
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FIGURE 8.3: The derived upper and lower bounds on the coverage
probability of UAV-UEs are plotted versus the SIR threshold # and
collaboration distance Rc: �b = 20 km

�2, Rsim = 20 km
2, ↵l = 2.09,

↵n = 3.75, hBS = 30m, ml = 3, Al = 0.0088, An = 0.0226, hd =

120m, a = 0.3, b = 300 km
�2, and c = 20m.

Proof. The proof follows directly from [139] and Theorem 8.3.0.1, and hence is omit-

ted.

To verify the accuracy of our proposed approach, in Fig. 8.3, we show the the-

oretical UB and LB on the coverage probability of the UAV-UEs, and simulation

of the UB based on (8.9). Monte-carlo simulation is adopted where the overall

channel gain is obtained from simulating the aerial users and accordingly calculat-

ing the coverage probability of the UAV-UEs. Fig. 8.3(a) shows that the Cauchy’s

inequality-based UB is remarkably tight. Moreover, although the obtained UB ex-

pression in (8.13) is less tight, it still represents a reasonably tractable bound on the
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exact coverage probability. Hence, (8.13) can be treated as a proxy of the exact re-

sult. Recall that (8.9) is based on an UB on a square of a sum of Nakagami-ml RVs

while the expression in (8.13) goes further by two more steps. First, we approxi-

mate the sum of Gamma RVs to an equivalent Gamma RV. Then, we round the

shape parameter of the yielded Gamma RV to an integer ml. Finally, the LB based

on (8.14) can be also seen as a relatively looser bound than the UBs. As evident from

Fig. 8.3, allowing CoMP transmission significantly enhances the coverage probabil-

ity, e.g., from 28% for the baseline scenario with nearest serving BSs to 60% at # =

�5 dB (for an average of 2.5 cooperating BSs). In Fig. 8.3, the performance of UAV-

UEs is also compared to that of their ground counterparts experiencing Rayleigh

fading and NLoS communications. We assume that the BSs’ antennas are ideally

down-tilted accounting for the ground UEs, i.e., the antenna gains for desired and

interfering signals are Gm and Gs, respectively. Under such a setup, we observe

that the coverage probability of ground UEs substantially outperforms that of UAV-

UEs, especially at high SIR thresholds. Fig. 8.3(b) shows the prominent effect of the

collaboration distance Rc on the coverage probability of ground and UAV-UEs. We

can see that for both kind of UEs, the coverage probability monotonically increases

with Rc since more BSs cooperate to serve the UEs when Rc increases. Moreover,

due to the down-tilt of the BSs’ antennas and LoS-dominated interference for UAV-

UEs, the coverage probability of ground UEs outperforms that of the UAV-UEs.

However, we can see that the rate of coverage probability improvement with Rc,

i.e., the slope, is slightly higher for the UAV-UE. This can be interpreted by the

fact that increasing Rc yields more LoS signals on the desired signal side and sub-

tracts them from the interference. Conversely, for ground UEs, the transmission is

dominated by NLoS signals and Rayleigh fading.

To show the effect of content availability, i.e., content caching, in Fig. 8.4, we plot

the coverage probability versus the SIR threshold # for different cf . We observe that

the coverage probability decreases as the caching probability cf decreases. This

stems from the fact that the average number of caching SBSs decreases as cf de-

creases. This in turn reduces the cooperative transmission gain. Note that the value

cf is, in fact, a parameter that can be designed based on various factors such as the

memory size of SBSs, the popularity of files, and file library size.
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FIGURE 8.4: Coverage probability versus SIR threshold # for differ-
ent content caching probability cf .

Having characterized the performance of static UAV-UEs, next, we turn our at-

tention to applications in which the UAV-UEs can be mobile. It is anticipated that

mobile UAV-UEs will span a wide variety of applications, e.g., flying taxis and de-

livery drones. Hence, it is quite important to ensure reliable connections in the pres-

ence of UAV-UE mobility by potentially mitigating the LoS interference through

CoMP transmissions. Moreover, unlike the ground UEs that can only move hor-

izontally, UAV-UEs can fly in 3D space. Hence, a 3D mobility model is essential

to convey a realistic description of the performance of mobile UAV-UEs. As a first

step in this direction, we develop a novel 3D RWP mobility model that effectively

captures the vertical displacement of UAV-UEs, along with their typical 2D spatial

mobility. The use of RWP mobility is motivated by its simplicity and tractabil-

ity that is widely adopted in the mobility analysis in cellular networks [177–180].

Moreover, as we will discuss shortly, it has tunable parameters that can be set to

appropriately describe the mobility of different mobile nodes, ranging from walk-

ing or driving users to 3D UAVs, [155] and [180]. For simplicity of analysis, we

next assume that the required content is always available at the ground BS, i.e., we

assume that cf = 1.

8.4 3D Mobility and Handover Analysis

Recently, the support of mobile drones such as UAV-UEs and UAV-BSs has been

explored in 3GPP standardization efforts [152]. Particularly, there has been an
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increasing interest in the community to characterize the effect of the mobility of

drones on their performance, whether they are cellular-connected UAVs or aerial

BSs [148, 151, 154, 155, 170, 171]. Motivated by this, we develop a novel stochastic

3D mobility model for multiple mobile UAV-UEs in random networks. Our pro-

posed model provides a rich set of combinations to study various real-world UAV-

UE deployment scenarios. Particularly, the proposed mobility framework could

effectively model scenarios in which the information about the locations of UAVs

exhibits randomness or uncertainty. For instance, in applications such as target

scanning for reconnaissance, search and rescue, or random arrival of package de-

livery drones, the precise information about different strategic locations of multiple

drones might be unavailable [155]. Moreover, in applications that rely on mobile,

autonomous UAV-UEs in which drones intelligently update their locations based

on the dynamics of their environments, the trajectories of the UAVs can neither be

pre-planned nor fully deterministic [169]. This indeed resembles another scenario

that is effectively characterized by stochastic mobility models.

Next, we illustrate the various elements of our proposed model. Then, we char-

acterize the handover rate and handover probability for mobile UAV-UEs. Since

we introduce the first study on 3D mobile UAV-UEs, for completeness, we con-

sider two cases: UAV-UEs under CoMP transmissions, and UAV-UEs served by the

nearest ground BS.

In the classical 2D mobility model, the spatial motion is considered only through

a displacement and an angle. However, for the UAV-UE, due to the mission re-

quirements, and environmental and atmospherical conditions, the UAV-UEs must

change their altitude and make vertical motions. For instance, due to variations

in the altitudes of buildings, UAV-UEs might have frequent up and down displace-

ments along their trajectories. Indeed, the vertical motion is always associated with

the take-off and landing of UAV-UEs. This inherently triggers the concept of 3D

mobility in 3D space.2

First, recall that in a classical RWP mobility model [177–180], the movement

trace of a node (e.g., the UAV-UE) can be formally described by an infinite sequence
2We assume that the UAV-UEs are sparsely deployed such that there are no imposed constraints

on the trajectories of different UAV-UEs. The analysis of multiple trajectories with such constraints is
interesting but beyond the scope of this chapter.
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FIGURE 8.5: A sample trace of the proposed 3D RWP mobility
model, and an illustration of the 1D RWP vertical mobility of [155].

of tuples: {(Xt�1,Xt, Vt)}, 8Xt 2 R3, and t 2 N, where t is the movement epoch

and Xt = (%t,�t, zt) is the 3D cylindrical displacement of the UAV-UE at epoch

t, see Fig. 8.5. During the t-th movement epoch, Xt�1 denotes the starting way-

point, Xt denotes the target waypoint, and Vt is the UAV-UE speed that follows

a generalized PDF fVt
(⌫t). Given the current waypoint Xt�1, the next waypoint

Xt is chosen such that the included angle �t between the projection of the vector

Xt�1�Xt on the x-y plane and the abscissa is uniformly distributed on [0, 2⇡]. We

define the transition length as the Euclidean distance between two 3D successive

waypoints, i.e., ut = kxt � xt�1k =

p
%2t + (zt � zt�1)

2. Furthermore, the vertical

displacement between two consecutive points, i.e., the change in z-axis, is also dis-

tributed according to a RV. We also let 't be the acute angle of ut = kxt � xt�1k

relative to the horizontal line ⇢t.

The selection of waypoints is assumed to be independent and identical for

each movement epoch, and there is no pause time at these waypoints [178]. Par-

ticularly, similar to [180], the horizontal transition lengths {⇢1, ⇢2, . . . } are cho-

sen to be i.i.d. with the CDF F⇢t(%t) = 1 � exp(�⇡µ%2t ), i.e., the spatial transi-

tion lengths are Rayleigh distributed in R2 with mobility parameter µ. The cor-

responding displacement PDF is hence f⇢t(%t) =
@F⇢t

(%t)
@%t

= 2⇡µ%te�⇡µ%
2
t . As also

done in [155] and [170], we adopt a uniform distribution for the vertical displace-

ment, however, the analysis for generalized PDFs can readily follow. In particular,

we assume that Zt is uniformly distributed on [h1, h2], i.e., Zt ⇠ U(h1, h2) and

fZt
(zt) =

1
h2�h1

, 8h1  zt  h2. We henceforth refer to ~ = h2�h1 as altitude differ-

ence. Since the major restrictions of all drones’ operations are their flying altitudes,
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it is reasonable to assume that Zt is bounded by h1 and h2. For instance, UAVs can-

not fly higher than certain altitudes (above ground level (AGL)) that are typically

chosen below the cruising altitude of manned aircrafts. The UAVs also have an

inherent minimum altitude of zero AGL. However, due to mission requirements

as well as environmental and atmospherical conditions, it is reasonable to assume

h1 > 0. We further assume that h1 > hBS for a high altitude UAV-UEs scenario. For

simplicity, we assume that the UAV-UE moves with a constant speed ⌫̄. However,

the analysis for generalized PDFs fVt
(⌫t) of the speed can be done by using the same

methodology. Finally, for the 3D displacement, we have ut =
p
%2t + (zt � zt�1)

2.

Under the proposed mobility model, several mobility patterns can be captured

by choosing different mobility parameters and altitude thresholds. For example,

larger values of µ statistically imply that the 2D and, consequently, 3D transition

lengths are shorter. This means that the movement direction switch rates are higher.

These values of the mobility parameter appropriately describe the motion of UAV-

UEs frequently traveling between nearby hovering locations such as for the use

case of aerial surveillance cameras. In contrast, a smaller µ statistically implies

that the 2D and 3D transition lengths are longer and the corresponding movement

direction switch rates are lower. These values of µ would be suitable to describe the

motion of UAV-UEs traveling large distances such as for the use case of flying taxis

and delivery drones. As a special case, if there is no change in the UAV-UE altitude

along its trajectory, i.e., h1 = h2 = hd, then the UAV-UE would move along straight

lines in random directions with a constant speed, which is perhaps the simplest

mobility model. This model is known to provide performance bounds and useful

insights in wireless networks [154] and [181]. This model has also been recently

adopted to model drone mobility in 3GPP studies related to drone networks [152].

In contrast, if the vertical mobility is solely considered, our model can efficiently

describe the UAV-UE movements during take off and landing [11] and [182].

Given the independence assumption between Zt and ⇢t, we obtain their joint

PDF from f⇢t,Zt
(%t, zt) = f⇢t(%t)fZt

(zt) =
2⇡µ%t

~ e�⇡µ%
2
t , 8h1  z  h2, 0  %  1.

Consequently, the PDF of the 3D displacement fUt
(ut) is readily obtained in the

next lemma.
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Lemma 8.4.0.1. The PDF of the 3D transition lengths Ut is given by fUt
(ut) = 2⇡µute�⇡µu

2
t⌦(µ, ~),

where ⌦(µ, ~) = ⇡~pµerfi(
p
⇡µ~)�e⇡µ~2+1

⇡µ~2 , and erfi(.) = �2i
p
⇡

R x
0 e�t2dt.

Proof. We can reach this result by transforming the RVs Zt, Zt�1, and ⇢t to Ut, where

ut =
p
%2t + (zt � zt�1)

2, with the details omitted.

Remark 8.4.0.1. If h1 = h2, it can be easily verified that lim~!0⌦(µ, ~) ! 1, and

fUt
(ut) = 2⇡µute�⇡µu

2
t . This shows that if the UAV-UE moves only along a horizon-

tal plane, the PDF of the 3D displacement distance is reduced to its 2D counterpart,

which verifies the correctness of the obtained 3D displacement distribution fUt
(ut).

Having described the various elements of our proposed 3D RWP model, our

immediate objective is to characterize the handover rate and handover probability

for mobile UAV-UEs under CoMP transmissions and nearest association.

8.4.1 Handover Rate and Handover Probability for Nearest Association

Assume that a mobile UAV-UE is located at Xt�1 and let Xt�1 and Xt be two

arbitrary successive waypoints. The handover rate is defined as the expected num-

ber of handovers per unit time. Hence, inspired from [180], we can compute the

handover rate as follows. We first condition on an arbitrary position of the mobile

UAV-UE Xt = xt, and a given realization of the Poisson-Voronoi tessellation �b.

Subsequently, the number of handovers will be equal to the number of intersec-

tions of the UAV-UE trajectory and the boundary of the Poisson-Voronoi tessella-

tion. Then, by averaging over the spatial distribution of Xt and the distribution

of Poisson-Voronoi tessellation, we derive the expected number of handovers. Al-

ternatively, we notice that the number of handovers is equivalent to the number of

intersections of the Poisson-Voronoi tessellation and the horizontal projection of the

segment
⇥
Xt�1,Xt

⇤
on the x-y plane. Therefore, following [180, 183, 184], the ex-

pected number of handovers during one movement epoch will be: E
⇥
N
⇤
=

2
⇡

q
�b
µ .

The handover rate is then the ratio of the expected number of handovers during

one movement E
⇥
N
⇤

to the mean time of one transition movement E
⇥
T
⇤
. Since we

have E[T ] = E[Ut

V ] =
E[Ut]
⌫̄ =

⌦(µ,~)
2
p
µ⌫̄ , where E[Ut] =

⌦(µ,~)
2
p
µ , then, the handover rate
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will be:

H =
E[N ]

E[T ] =
2

⇡

s
�b
µ

,
⌦(µ, ~)
2
p
µ⌫̄

=
4⌫̄
p
�b

⇡⌦(µ, ~) . (8.16)

Remark 8.4.1.1. Unlike the handover rate for 2D RWP [180, 183, 184], H in (8.16) is a

function of the mobility parameter µ through ⌦(µ, ~). This captures the fact that, in

the case of an UAV-UE, since each stochastically generated horizontal displacement

is accompanied with a vertical one, the handover rate depends on µ that affects the

vertical displacement switch rates.

Next, to characterize the coverage probability of mobile UAV-UEs, we use the

concept of handover probability. Similar to [184] and [185], given the current location

of a mobile UAV-UE, the handover probability is defined as the probability that

there exists a BS closer than the serving BS after a unit time. From Fig. 8.6(a), for

two arbitrary consecutive waypoints Xt�1 = (%t�1,�t�1, zt�1) and Xt = (%t,�t, zt),

the horizontal speed of the UAV-UE from waypoint Xt�1 to waypoint Xt is a RV

whose realization is Vh = ⌫̄cos('t), where 't = arccos

⇣
%tp

%2
t
+(zt�zt�1)2

⌘
. It is also

assumed that the angle �t is taken with respect to the direction of connection as

shown in Fig. 8.6(a). Define qt�1 and qt in R2 as the horizontal projections of Xt�1

and the location reached by the UAV-UE after a unit time, respectively. Fig. 8.6(a)

illustrates that the UAV-UE is first associated with its nearest BS located at q0, i.e.,

there are no BSs in the ball of radius r0 = kqt�1 � q0k centered at qt�1. Using the

law of cosines, qt is at distance R =

p
r20 + (⌫̄cos('t))

2 + 2r0(⌫̄cos('t))cos(�t) from

the BS located at q0.3

The handover occurs only if another BS becomes closer to qt than the serving

BS located at q0, i.e., when there is at least one BS in the shaded area in Fig. 8.6(a).

Therefore, given {r0, zt�1, zt, %t,�t}, the conditional probability of handover is P(H|r0, zt�1, zt, %t,�t)

= P
⇣
B(qt, R) \ B(qt�1, r0) > 0|r0, zt�1, zt, %t,�t

⌘
(a)
= 1� e��b

��B(q
t
,R)\B(q

t�1,r0)
��

= 1� e�⇡�b(R
2
�r20) = 1� e�⇡�b

�
r20+(⌫̄cos('t))2+2r0⌫̄cos('t)cos(�t)�r20

�
, (8.17)

3Since the UAV-UE starts from waypoint Xt�1, we assume that it does not change its direction
in a time shorter than the unit time. Hence, qt is assumed to be within the segment [Xt�1,Xt] in
Fig. 8.6.

Transfer Report RAMY AMER



Chapter 8. Caching to the Sky: Performance and Mobility Analysis for

Cellular-Connected UAVs
179

(a) Nearest association handover scenario (b) Inter-CoMP handover scenario

FIGURE 8.6: The probability of handover is computed based on the
network geometry.

where (a) follows from the void probability of PPP. B(qt, R) represents the ball with

radius R centered at qt and B(qt�1, r0) is excluded from B(qt, R) since the BS lo-

cated at q0 is the nearest BS to qt�1. Finally, averaging over Zt�1, Zt, ⇢t, and �t,

where �t ⇠ U(0, 2⇡), we get

P(H|r0) = 1� E⇢t,Zt,Zt�1,�t

h
e�⇡�b

�
(⌫̄cos('t))2+2r0(⌫̄cos('t))cos(�t)

�i
. (8.18)

For the special case in which the UAV-UE moves radially away from the serv-

ing BS, i.e., �t = 0, next, we obtain a tractable yet accurate UB on the conditional

handover probability. This assumption is reasonable, particularly, if the UAV-UE

follows a horizontally-direct path subject only to vertical fluctuations due to mis-

sion, environmental, and atmospherical conditions.

Lemma 8.4.1.1. An UB on the conditional probability of handover is given by

P(H|r0) = 1� e
�

2�
b
r0⌫̄p

⇡µ~2  (µ,~)e�⇡�b⇣(µ,~), (8.19)

where  (µ, ~) = ⇡~2µG2,2
2,3

⇣
~2⇡µ

���
1
2 ,

1
2

0, 1,�1
2

⌘
�G2,2

2,3

⇣
~2⇡µ

���
1, 32

1, 2, 0

⌘
, Gm,n

p,q denotes the

Meijer G function, defined as

Gm,n
p,q =

⇣
x
���
a1, . . . , ap

b1, . . . , bq

⌘
=

1

2⇡i

Z Qm
j=1 �(bj + s)

Qn
j=1 �(1� aj + s)

Qp
j=n+1 �(aj + s)

Qq
j=m+1 �(1� bj + s)

xs ds ,

(8.20)
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and ⇣(µ, ~) = ⌫̄2
⇣
1� 2⇡µ

~2
R ~
0 (~� p)p2e⇡µp

2
�
�
0,⇡p2µ

�
dp

⌘
.

Proof. Please see Appendix F.3.

From (8.19), it is intuitive to see that P(H|r0) increases with ⌫̄ and �b because

there will be a higher probability of handover when the UAV-UE speed is higher,

and the network is denser. Moreover, P(H|r0) decreases as the term µ~2 increases.

This reveals important insights on the effect of the altitude difference ~ and the den-

sity µ. Particularly, the handover probability decreases when the UAV-UE jointly

has higher direction switch rates (higher µ) and larger altitude difference ~. Next,

we obtain the handover rate for UAV-UEs under CoMP transmissions.

8.4.2 Inter-CoMP Handover Rate and Handover Probability

We define the number of handovers E[N ] as the number of intersections of the hori-

zontal projection of the segment
⇥
Xt�1,Xt

⇤
and the boundaries of disjoint clusters

whose inter-cluster center distance is 2Rh, as discussed in Section 8.2. The hexago-

nal cell has six sides of length ` = 2Rhp
3

. Following the Buffon’s needle approach for

hexagonal cells [184], we next obtain the inter-CoMP handover rate.

Proposition 8.4.2.1. The inter-CoMP handover rate for a network of disjoint clusters

whose inter-cluster center distance is 2Rh is given by

H =
E[N ]

E[T ] = 2

⇡~2µG2,2
2,3

⇣
~2⇡µ

��
1
2 ,

1
2

0, 1,�1
2

⌘
�G2,2

2,3

⇣
~2⇡µ

�� 1, 32

1, 2, 0

⌘

⇡
p
⇡Rh~2µ

⌫̄. (8.21)

Proof. Please see Appendix F.4.

We now characterize the UAV-UE inter-CoMP handover probability. To keep

the analysis simple, we consider a special case in which the UAV-UE moves per-

pendicularly to the inter-cluster boundaries, as shown in Fig. 8.6(b). As discussed

in Section 8.4.1, this is a practical assumption for a UAV-UE that follows a hor-

izontally straight path subject only to vertical fluctuations. Moreover, since these

boundaries represent virtual borders between disjoint clusters, the assumption that

such boundaries are in a direction perpendicular to the UAV-UE trajectory is quite

Transfer Report RAMY AMER



Chapter 8. Caching to the Sky: Performance and Mobility Analysis for

Cellular-Connected UAVs
181

20 40 60 80 100 120 140
0

0.05

0.1

0.15

0.2

0.25

0.3

(a) Nearest association scenario
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(b) CoMP transmission scenario

FIGURE 8.7: The probability of handover is plotted versus network
parameters for nearest association and CoMP transmission schemes

(⌫̄ = 30 kmh, µ = 300 km
�2, h1 = 100m).

reasonable. Hence, the UAV-UE moves by a horizontal distance ⌫̄cos('t) in a unit

of time in a direction perpendicular to the inter-cluster boundaries. A handover oc-

curs if the traveled distance in the horizontal direction is larger than the distance o

to the cluster side, which is a realization of RV O whose PDF is fO(o). Conditioning
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on O = o, the handover probability is formally stated as:

P(H|o) = P
� ⌫̄%tp

%2t + (zt � zt�1)
2
> o

�
= P

�
%t >

o(zt � zt�1)p
⌫̄2 � o2

�

= EZt,Zt�1

Z
1

%t=
o(zt�zt�1)p

⌫̄2�o2

2⇡µ%te
�⇡µ%2

t d%t (8.22)

(a)
= EZt,Zt�1e

�⇡µ
�

o
2(zt�zt�1)

2

⌫̄2�o2

�

(b)
= Epe

�⇡µp2 o
2

⌫̄2�o2

(c)
=

1

~2
~
q

µo2

⌫̄2�o2 erf

⇣p
⇡~
q

o2

⌫̄2�o2
p
µ
⌘
+

e
�⇡µ~2 o

2

⌫̄2�o2 �1
⇡

µo2

⌫̄2�o2

(8.23)

=
1

~

erf

✓p
⇡~
q

µo2

⌫̄2�o2

◆

q
µo2

⌫̄2�o2

+
1

⇡~2
e
�⇡µ~2 o

2

⌫̄2�o2 � 1

µo2

⌫̄2�o2

, (8.24)

where (a) follows from solving the integral of (8.22), (b) follows from change of

variables p = zt � zt�1, with fP (p) =
~�|p|
~2 ,�~  p  ~, and (c) follows from taking

the expectation with respect to (w.r.t.) p. Note that O is a uniform RV in [0, 2Rh]

that models the distance between the UAV-UE and the inter-cluster boundaries,

see Fig. 8.6(b). Averaging over O given that fO(o) =
1

2Rh

, 0 < o < 2Rh, we get

P(H). However, we observe that if o > ⌫̄, the handover probability will be zero

since the UAV-UE can not travel the distance o in a unit of time, hence, we have

P(H) =
1

2Rh~

Z ⌫̄

o=0

erf

✓p
⇡~
q

µo2

⌫̄2�o2

◆

q
µo2

⌫̄2�o2

+
1

2⇡Rh~2

Z ⌫̄

o=0

e
�⇡µ~2 o

2

⌫̄2�o2 � 1

µo2

⌫̄2�o2

. (8.25)

Fig. 8.7 verifies the accuracy of the obtained handover probabilities. Fig. 8.7(a)

presents the handover probability versus BSs’ intensity �b under the nearest associ-

ation scheme. The figure shows that the obtained UB in (8.19) is quite tight. It is also

noted that as long as the UAV-UE has frequent vertical movements, i.e., larger ~,

the handover probability is lower since the effective horizontal travelled distance

becomes shorter. The handover probability also monotonically increases with �b

since a higher rate of handover occurs for denser networks. Fig. 8.7(b) shows the

inter-CoMP handover probability versus the inter-cluster center distance 2Rh. The
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handover probability monotonically decreases with Rh since a lower rate of han-

dover is anticipated when the cluster size increases. Next, we will use our proposed

RWP model to obtain the coverage probability of 3D mobile UAV-UEs.

8.5 Coverage Probability of Mobile UAV-UEs

Next, we will employ the handover probabilities in (8.19) and (8.25) to quantify the

coverage probability of mobile UAV-UEs under the nearest association and CoMP

transmissions, respectively. It is worth highlighting that (8.13) represents the prob-

ability that a static UAV-UE is in coverage with neither mobility nor handover con-

sidered. However, mobile UAV-UEs are susceptible to frequent handovers that

would negatively impact their performance. For instance, handover typically re-

sults in dropped connections and causes longer service delays. In fact, higher han-

dover rates lead to a higher risk of QoS degradation.

To account for the user mobility, similar to [184–186], we consider a linear func-

tion that reflects the cost of handovers. Under this model, the UAV-UE coverage

probability can be defined as:

Pc(⌫̄, µ,�) = P(⌥ � #, H̄) + (1� �)P(⌥ � #, H), (8.26)

where the first term represents the probability that the UAV-UE is in coverage and

no handover occurring. The second term is the probability that the UAV-UE is

in coverage and handover occurs penalized by a handover cost, where � 2 [0, 1]

represents the probability of connection failure due to handover. The coefficient

�, in effect, measures the system sensitivity to handovers, which highly depends

on the hysteresis margin and ping-pong rate [183–186]. Our goal is to obtain the

coverage probability of a mobile UAV-UE for a given handover penalty � [184].

After some manipulations, we can rewrite (8.26) as

Pc(⌫̄, µ,�) = (1� �)P(⌥ � #|r0) + �P(⌥ � #, H̄|r0). (8.27)

To obtain Pc(⌫̄, µ,�), we first need to calculate the statistical distribution of the

UAV-UE altitude for our proposed 3D mobility model. As shown in Fig. 8.5, the
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3D mobility model defines the vertical movement of the UAV-UE in a finite re-

gion [h1, h2], referred to as vertical one-dimensional (1D) RWP as in [155]. Initially, at

time instant t0, the UAV-UE is at an arbitrary altitude h0 selected uniformly from

the interval [h1, h2]. Then, at next time epoch t1, this UAV-UE at h0 selects a new

random waypoint h1 uniformly in [h1, h2], and moves towards it (along with the

spatial movement characterized by f⇢t(%t)). Once the UAV-UE reaches h1, it re-

peats the same procedure to find the next destination altitude and so on. After a

long running time, the steady-state altitude distribution converges to a nonuniform

distribution FZ1(z1) [177], where Z1 is a RV representing the steady state verti-

cal location of the UAV-UE. Note that random waypoints refer to the altitude of a

UAV-UE at each time epoch, which is uniformly-distributed in [h1, h2], while verti-

cal transitions are the differences in the UAV-UE altitude throughout its trajectory.

While the random waypoints are independent and uniformly distributed by defi-

nition, the random lengths of vertical transitions are not statistically independent.

This is because the endpoint of one movement epoch is the starting point of the next

epoch. In [177], it is shown that FZ1(z1) =
E[Lz1 ]
E[L] , where Lz1 and L denote the

length kz1�h1k, and the entire movement length at any given epoch, respectively.

From [177], we have E[L] = ~
3 and E[Lz1 ] can be similarly derived from:

E[Lz1 ] =

Z h2

s=h1

Z h2

d=h1

lz1(s, d)fS(s)fD(d) dd ds , (8.28)

where s and d refer to the source and destination of a movement, respectively;

fS(s) = fD(d) =
1
~ , h1  s, d  h2, see the right side of Fig. 8.5. lz1(s, d) denotes

the value of the random variable Lz1 if S = s and D = d. Because of the symmetry

of s and d, it is sufficient to restrict the calculation to epochs with s < d, and then

multiply the result by a factor of two. A necessary condition for lz1(s, d) 6= 0 is that

s  z1. From Fig. 8.5, if d  z1, we have lz1(s, d) = d� s, however, if d > z1, we

get lz1(s, d) = z1 � s, which yields

E[Lz1 ] =
2

~2

Z z1

s=h1

Z z1

d=s
(d� s) dd ds+

2

~2

Z z1

s=h1

Z h2

d=z1

(z1 � s) dd ds

=
2

~2
�
� h31

6
+

h21h2
2
� h1h2z1 +

h1z21
2

+
h2z21
2
� z31

3

�
. (8.29)
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Therefore, the PDF of Z1 is given by

fZ1(z1) =
@FZ1(z1)

@z1

=
@

@z1

E[Lz1 ]

E[L]

=
h1z1 + h2z1 � h1h2 � z21

~3/6 8h1 < z1 < h2, (8.30)

and the corresponding mean is given by E[Z1] =
1

2~3
�
h42�h41+2h31h2�2h1h32

�
. Next,

we will use the derived PDF fZ1(z1), along with the probability of handover from

the previous section, to fully characterize Pc(⌫̄, µ,�) under the nearest association

and CoMP transmissions.

8.5.1 Coverage Probability for Nearest Association

Next, we derive the coverage probability of a mobile UAV-UE under the nearest as-

sociation scheme. Observing (8.27), for a given �, we must compute P(⌥ � #, H̄|r0)

to obtain Pc(⌫̄, µ,�). The former probability is basically the joint event of being in

coverage and no handover occurs. We adopt the tight UB on the handover proba-

bility obtained in (8.19), where P(H̄, r0) = 1�P(H, r0) is the conditional probability

of no handover. Unlike static UAV-UEs, under the 3D RWP model, both the alti-

tude of the UAV-UE and the horizontal distance R0 to the nearest BS are RVs. Since

R0 and Z1 are two independent RVs, we have fR0,Z1(r0, z1) = fR0(r0)fZ1(z1).

We assume that the UAV-UE has an arbitrary long trajectory that passes through

nearly all SIR states. Therefore, the average SIR through a randomly selected UAV-

UE trajectory is inferred from a stationary PPP analysis. This assumption, which is

adopted in [184–186] for ground UEs, is practically reasonable for mobile UAV-UEs

such as flying taxis and delivery drones that typically have sufficiently long trajec-

tories. Given the handover probability in (8.19) and the linear function in (8.27), the

coverage probability under the nearest association scheme is given below.
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Theorem 8.5.1.1. The coverage probability of a 3D mobile UAV-UE associated with its

nearest BS is

Pc(⌫̄, µ,�) = 2(1� �)⇡�b ⇥
Z h2

h1

Z
1

0
r0e

�⇡�br20Pl
c|r0,z1

fZ1(z1) dr0 dz1+

2�⇡�be
�⇡�b⇣(µ,~) ⇥

Z h2

h1

Z
1

0
r0e

�⇡�br20e
�

2�
b
r0⌫̄p

⇡µ~2  (µ,~)Pl
c|r0,z1

fZ1(z1) dr0 dz1 ,

(8.31)

where Pl
c|r0,z1

= keTm
lk1, Tml

is defined as TK in (8.13), with ⌦($)|r0,z1 = �2⇡�b
R
1

�=r0

�
1�

�lPl(�)��nPn(�)
�
� d�, �l =

⇣
1+

$PtAlGs(�2+z21)�↵
l
/2

ml

⌘�ml

, �n =

⇣
1+

$PtAnGs(�2+z21)�↵n/2

mn

⌘�mn

,

and $ =
#ml

PtAlGs(r20+z21)�↵
l
/2 ;  (µ, ~) and ⇣(µ, ~) are given in Lemma 8.4.1.1.

Proof. The first term in (8.31) is obtained directly from (8.27) and Corollary 8.3.0.2,

where the UAV-UE altitude hd is replaced with the RV z1 whose PDF is given

in (8.30). Additionally, the second term in (8.31) represents the joint event of no

handover and being in coverage, which is computed based on P(H|r0,�) in (8.19).

It is clear from (8.31) that, if � = 1, the first term vanishes and the UAV-UE

will be in coverage only if there is no handover associated with its mobility. This

is because the handover will always cause connection failure. Moreover, since it

is hard to directly obtain insights from (8.31) on the effect of the altitude z1 and

the altitude difference ~, several numerical results based on (8.31) will be shown in

Section 8.6 to provide key practical insights. Next, we similarly derive the coverage

probability of a mobile UAV-UE under CoMP transmission.

8.5.2 Coverage Probability for CoMP Transmission

Similar to Section 8.5.1, we employ the handover probability in (8.25) and the linear

function in (8.27) to obtain the coverage probability under CoMP transmission. The

probability of inter-cluster handover P(H) is derived in (8.25) assuming that the

UAV-UE moves perpendicular to the cluster boundaries. To compute P(⌥ � #, H̄)

in (8.27), the joint PDF of the serving distances needs to be characterized given the

random location of the UAV-UE along its trajectory. However, for tractability, we

consider the joint serving distances when the UAV-UE horizontal projection is at
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the cluster center. Therefore, the obtained performance can be seen as an UB on

the performance of a randomly located UAV-UE. This assumption is in line with

prior work [41] and the analysis for static UAV-UEs, where we sought an UB on the

coverage probability.

Since R = [R1, . . . , R] and Z1 are independent RVs, their joint PDF is fR,Z1(r, z1) =

fR
(r)fZ1(z1). Given (8.25) and (8.27), an UB on the coverage probability of a

mobile UAV-UE under CoMP transmissions is obtained in the next theorem.

Theorem 8.5.2.1. An UB on the coverage probability of a 3D mobile UAV-UE coopera-

tively served via CoMP transmission from BSs within a collaboration distance Rc is given

by:

Pc =
�
1� � + � ⇥ P(H̄)

� 1X

=1

P
Z h2

h1

Z 1

r=Rc

Pl
c|r,z1fZ1(z1)

Y

i=0

2ri
R2

c
dr dz1 ,

(8.32)

where P(H̄) = 1 � P(H) from (8.25), Pl
c|r,z1

= keTKk1, and TK is as defined in

(8.13), with ⌦($)|r,z1 = �2⇡�b
R
1

�=Rc

⇣
1 � �lPl(�) � �nPn(�)

⌘
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�
r2i + z21

��↵l/2.

Proof. The proof follows from (8.27) and Theorem 8.3.0.1, and is analogous to The-

orem 8.5.1.1.

The effect of � on the coverage probability in (8.32) can be interpreted in a sim-

ilar way to the nearest association scheme in (8.31). Moreover, conditioning on

Z1 = z1, and for a given � in (8.32), the yielded expression holds the same in-

sights as for static UAV-UEs. In particular, what the Nakagami fading parameter

ml, antenna down-tilting angle, and the collaboration distance Rc entail for the

performance of mobile UAV-UEs is similar to the that of static UAV-UEs. Finally, a

simple lower bound on the mobile UAV-UE coverage probability can be obtained

similar to Corollary 8.3.0.1, with the details omitted.
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TABLE 8.2: Simulation Parameters

Description Parameter Value Description Parameter Value
LoS path-loss exponent ↵l 2.09 SIR threshold # 0 dB

NLoS path-loss exponent ↵n 3.75 BSs’ intensity �b 20 BSs/km2

LoS path-loss constant Al �41.1 dB Inter-cluster center distance 2Rh 380m

NLoS path-loss constant An �32.9 dB Antenna main-lobe gain Gm 10 dB

Nakagami fading parameter (LoS) ml 3 Antenna side-lobe gain Gs �3.01 dB
Nakagami fading factor (NLoS) mn 1 BS antenna height hBS 30m

Area fraction occupied by buildings a 0.3 UAV-UE altitude hd 120m

Density of buildings ⌘ 300 km
�2 Simulation area Rsim 20 km

2

Buildings height Rayleigh parameter c 20m Mean altitude of mobile UAV-UEs E[Z1] 150m
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(a) UAV-UE coverage probability versus its altitude hd

10 20 30 40 50
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(b) UAV-UE coverage probability versus BS’s intensity �b

FIGURE 8.8: The derived upper and lower bounds on the static
UAV-UE coverage probability are plotted versus the UAV-UE alti-

tude hd and BS’ intensity �b.

8.6 Simulation Results and Analysis

For our simulations, we consider a network having the parameter values indicated

in Table 8.2. It is worth recalling that we here assume high altitude UAV-UEs where

their altitudes are set higher than the height of the ground BSs (for instance, the
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(a) ⌫̄ = 50 kmh, µ = 300 km�2
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(c) � = 0.5, µ = 100 km�2, # = �10 dB

FIGURE 8.9: Effect of the 3D mobility on the performance of aerial
and ground UE when they are associated with their nearest BSs. In
(c), H-static refers to a UAV-UE that only moves in the vertical di-

rection within an altitude difference ~.

UAV-UE altitude hd is set 120m in Table 8.2 while the BS height hBS is 30m). For this

setup, we can quantify the poor cellular connectivity the UAV-UEs undergo and

show how this degraded performance can be mitigated by means of cooperative

communications from the ground BS.

In Fig. 8.8, we show the effect of the UAV-UE altitude and BSs’ intensity on the

coverage probability of static UAV-UEs, with that of ground UEs plotted for com-

parison. Fig. 8.8(a) shows that the coverage probability of high-altitude UAV-UEs

monotonically decreases as hd increases. This is because, as the altitude of UAV-

UEs increases, the received interference power substantially increases due to the

dominance of LoS links. Fig. 8.8(a) also shows that the derived UB on the cover-

age probability in (8.13) is considerably tight. Meanwhile, Fig. 8.8(b) illustrates the

effect of BSs’ intensity �b on the performance of UAV-UEs. Except for the near-

est association scheme, the coverage probability improves with �b since more BSs

cooperate to serve the aerial (and ground) UEs. However, when the UAV-UE asso-

ciates to its nearest BS, the effect of interference increases as the network becomes

denser.

Next, we study the impact of 3D mobility on the performance of UAV-UEs.

We further compare the performance of UAV-UEs with their ground counterparts

moving horizontally with the same speed ⌫̄. In Fig. 8.9, the handover rate and

coverage probability of mobile aerial and ground UEs associated with their nearest

BSs are investigated. Fig. 8.9(a) plots the handover rate versus �b at different values
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(a) ⌫̄ = 30 kmh, µ = 300 km�2

20 40 60 80 100 120
0

0.2

0.4

0.6

0.8

1

1.2

(b) µ = 100 km�2, ~ = 50m

100 200 300 400 500 600 700
0

0.2

0.4

0.6

0.8

1
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FIGURE 8.10: Effect of the 3D mobility on the performance of aerial
and ground UE when they are served via CoMP transmission with
the inter-cluster center distance set equal to 2Rh. In (c), H-static
refers to an UAV-UE that only moves in the vertical direction within

an altitude difference ~.

of the altitude difference ~. Fig. 8.9(a) shows that the analytical result in (8.16)

matches the simulation result quite well. As is the case for typical Poisson-Voronoi

models, the handover rate grows linearly with the square root of the BS’s intensity
p
�b. Moreover, the handover rate decreases as ~ increases, which implies that a

UAV-UE having frequent up and down motions along its trajectory is susceptible

to lower rates of handover. We also note that the handover rate of UAV-UEs is

upper bounded by that of ground UEs with ~ = 0. Fig. 8.9(b) shows the effect of

the UAV-UE speed ⌫̄ on its handover rate.4 Intuitively, the handover rate increases

as ⌫̄ increases since the UAV-UE stays shorter time in the area covered by each BS,

i.e., it experiences a shorter sojourn time. Finally, Fig. 8.9(c) investigates the effect of

mobility on the UAV-UE coverage probability given an arbitrary handover penalty

�. Notice that the coverage probability decreases as ⌫̄ increases since this leads to

higher handover probability (penalized by �). Moreover, the altitude difference ~

has a marginal effect on the coverage probability of UAV-UEs. This is attributed

to the fact that the increase of the altitude difference ~ for mobile UAV-UEs while

keeping the same average flying altitude E[Z1] relatively yields the same average

coverage probability.
4Low values of the speed ⌫̄ suits the motion of UAV-UEs operating surveillance cameras while

higher velocities would be suitable for UAV-UEs operating flying taxis.
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FIGURE 8.11: Comparison of the UAV-UE coverage probability un-
der different setups and assumptions. Specifically, the proposed
mathematical model is evaluated versus the channel models of [152]

and [142], and also assessed for known and unknown CSI.

In Fig. 8.10, we evaluate the effect of the 3D mobility on the UAV-UE perfor-

mance under CoMP transmissions. Fig. 8.10(a) shows that the inter-CoMP han-

dover rate monotonically decreases as Rc increases since the UAV-UE would have

a longer sojourn time in each cluster. Moreover, the handover rate is shown to

decrease as ~ increases, i.e., when the UAV-UE has frequent up and down motions

along its trajectory, which also yields a longer sojourn time in each cell (cluster). We

also note that the handover rate of UAV-UEs is upper bounded by that of ground

UEs, with ~ = 0. Fig. 8.10(b) shows the effect of the UAV-UE speed ⌫̄ on the inter-

CoMP handover. We note that the handover rate increases as ⌫̄ increases since the

UAV-UE will have a shorter sojourn time in each cluster. Finally, Fig. 8.10(c) shows

the effects of the UAV-UE speed and altitude difference on the UAV-UE coverage

probability. Fig. 8.10(c) shows that the UB on the coverage probability, character-

ized in Theorem 8.5.2.1, slightly decreases as ⌫̄ increases, which corresponds to a

higher handover rate (penalized by �). This slight decrease is essentially because

as the inter-cluster distance becomes larger, the probability of handover decreases

and its effect gradually vanishes. Similar to the nearest association scheme, the al-

titude difference ~ has a minor effect on the coverage probability of UAV-UEs. In

addition to its impact on the coverage probability, the mobility of UAV-UEs can de-

crease their throughput, particularly, when accounting for the handover execution

time [186].
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TABLE 8.3: Channel Model for Urban-Micro with UAV-UEs [152]
and [142]

Channel Model Description
Channel fading Table B-2 in [152]

Shadowing effect Log-normal (standard deviation from Table B-3 in [152])
Thermal noise and frequency �174 dBm/Hz power spectral density, 700MHz [142]

Probability of LoS Table B-1 in [152]
System bandwidth 10MHz [142]
Channel estimation Known CSI

Finally, we compare the obtained upper and lower bounds on the coverage

probability with the results based on measurements and system level simulations

that are found in [152] and [142]. We consider a system setup whose channel pa-

rameter values are indicated in Table 8.3. For a fair comparison, we consider a

cooperative transmission scheme from nearest BSs within a collaboration distance

Rc according to the proposed deployment of ground BSs, whose parameter values

are from Table 8.2. In particular, Fig. 8.11 plots the UAV-UE coverage probabil-

ity versus the SIR threshold # resulting from the proposed channel models of [152]

and [142]. From Fig. 8.11, we can see that the proposed mathematical model gives a

performance that is relatively close to the system evaluations based on the channel

models of [152] and [142]. Fig. 8.11 also shows that the UAV-UE coverage proba-

bility under the assumption of known CSI at the serving BSs surpasses that of the

non-coherent transmission (i.e., unknown CSI).

8.7 Conclusion

In this chapter, we have proposed a novel framework for cooperative transmission

and probabilistic caching that can be leveraged to provide reliable connectivity and

ubiquitous mobility support for UAV-UEs. In order to analytically characterize the

performance of UAV-UEs, we have employed Cauchy’s inequality and moment

approximation of Gamma RVs to derive upper and lower bounds on the UAV-UE

coverage probability. Moreover, we have developed a novel 3D RWP model that

allowed us to explore the role of UAV-UEs’ mobility in cellular networks, particu-

larly, to quantify the handover rate and the impact of their mobility on the achiev-

able performance. For both static and mobile UAV-UEs, we have shown allow-

ing CoMP transmission significantly improves the achievable coverage probability,
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e.g., from 28% for the baseline scenario with nearest serving BSs, to 60% for static

UAV-UEs (see Fig. 8.3(a)). Furthermore, comparing the performance of UAV-UEs

to ground UEs, it is shown that the coverage probability of a UAV-UE is always

upper bounded by that of a ground UE owing to the down-tilted antenna pattern

and LoS-dominated interference for UAV-UEs. Our results for the case of mobile

UAV-UEs have also revealed that their handover rate and handover probability de-

crease as the altitude difference increases, i.e., in the case of frequent up and down

motions of the UAV-UEs along their trajectory. Moreover, while the altitude differ-

ence has a minor effect on the coverage probability of mobile UAV-UEs, their speed

noticeably degrades their coverage probability.
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Chapter 9

Conclusions and Future Directions

There has been a trend in the fifth generation of telecommunication systems to-

wards enabling services at the edge of the networks, as discussed in Chapter 2.

These services include edge caching and edge computing. Such key enablers of the

5G technology will help alleviate the heavy burden on the core networks, reduce

the overall service delay, and improve the perceived QoE. While prior works in the

literature studied the concept of wireless caching and content delivery from var-

ious points of views, the work discussed in the thesis stands out with regards to

the following aspects. First, we have shown in this thesis that the joint design and

optimization of content caching and content delivery (i.e., communication) is vi-

tal for improving key application and network KPIs such as average service delay,

throughput, offloading gain, energy consumption. Moreover, we have conducted

preliminary studies and analysis of content delivery and service communication for

contemporary aerial users (i.e., cellular-connected UAVs). By proposing prominent

solutions to mitigate the effect of LoS interference and improve the connectivity to

the sky, and conducting novel analysis for aerial users under practical antenna and

mobility models, the road is paved to envision proper content caching schemes to

adequately serve the contemporary sky user.

In the next section, we summarize the key findings of the thesis.
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9.1 Summary of the Findings

9.1.1 Inter-cluster Cooperation for D2D Caching Networks

In Chapter 3, we have shown that D2D caching with inter-cluster collaboration

as an appealing approach to reduce the network average delay. More specifically,

we proposed a novel D2D caching architecture where devices in the same clus-

ter exchange cache content via D2D communication, while the devices in different

clusters cooperate by exchanging their cache content via cellular transmission. We

formulated the delay minimization problem in terms of the content cache place-

ment and efficiently solved for a local optimal caching solution that is provably

showed to be within a factor (1� e�1
) of the global optimum. We have also shown

that the average throughput can be improved by allowing inter-cluster content

sharing. Moreover, by conducting the network throughput scaling analysis, we

could explore the asymptotic behavior of the network when the content library size

goes asymptotically large. We particularly showed that the network average sum

throughput decreases with the library size increase, and the rate of this decrease is

controlled by the popularity exponent. We verified the analytical results by simu-

lations and our results proved that the network average delay could be effectively

reduced by more than 45% when allowing inter-cluster cooperation.

9.1.2 Joint Caching and Communication for Clustered D2D networks

The study in Chapter 3 is carried out based on the so-called simple protocol model,

where the underlying operations of the physical and MAC layers are not consid-

ered in the analysis. To provide a more practical study and consider the prominent

role of the joint design of caching and communications, we adopted the so-called

physical interference analysis in Chapter 4 and Chapter 5. This allowed us to factor

in the operation of the MAC and physical layers and jointly design content caching

and wireless resource allocation.

First, in Chapter 4, we have conducted a comprehensive analysis of the joint

communication and caching for a clustered D2D network undergoing random prob-

abilistic caching. We have first maximized the offloading gain of the proposed net-

work by jointly optimizing the channel access and caching probability. We have
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showed that deviating from the optimal access probability yields file sharing more

difficult. More precisely, we showed that the underlying system is too conservative

for small access probabilities, while the interference is too aggressive for larger ac-

cess probabilities. Then, we have minimized the overall energy consumption of the

proposed network as a function of the caching scheme. The yielded insights have

showed that a content with a large size or low popularity has a small probability to

be cached.

Lastly, we have proposed a joint spectrum partitioning and content caching op-

timization framework that is then leveraged to reduce the average service delay

for clustered D2D networks. Based on a developed spatiotemporal model, we have

characterized the network coverage probability and the content arrival and service

rates. We have then formulated the delay joint optimization problem whose de-

cision variables are the content caching and bandwidth allocation. Employing a

block coordinate descent (BCD) optimization technique, we have obtained the op-

timal allocated bandwidth in a closed-form expression, and a suboptimal caching

scheme is also provided. Our results have revealed that the joint optimization of

spectrum partitioning and caching could substantially reduce the average service

delay compared to the legacy caching techniques, e.g., Zipf and uniform caching.

Moreover, we have showed that the traffic load and content popularity play an

important role in the design of resource allocation and content placement schemes.

Second, in Chapter 5, we have explored the role of cache-assisted CoMP trans-

missions for clustered D2D networks. We particularly have characterized the cov-

erage probability and offloading gain of the considered clustered D2D network

whose devices adopt cooperative transmissions and probabilistic caching scheme.

For an improved tractability, we have sought simple yet tight lower bound and

approximation of the obtained coverage probability and offloading gain. We have

then formulated the offloading gain maximization problem and obtained optimized

caching probabilities based on the proposed lower bound and approximation. Our

results have showed that allowing CoMP transmission for clustered D2D caching

networks can attain up to 300% improvement in the rate coverage probability com-

pared to the single transmission scheme. Finally, we have showed that the pro-

posed PC yields a considerable improvement of the offloading gain over legacy
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caching schemes.

9.1.3 The Advantages of MIMO Beamforming for Content Delivery to

the Sky

In the second part of the thesis, we have turned our attention to a new architecture

of content delivery networks where the ground BSs serve static and mobile aerial

UAVs. In order to maintain seamless content transmission and adequate network

coverage to such temporary sky users, we have proposed several novel approaches

to cancel out the effect of LoS interference that is considered the key limiting factor

hindering their performance.

In detail, in Chapter 6, we have proposed a new framework for successful con-

tent delivery for multiple ground users co-existing with one aerial user. We have

leveraged the independence between the channel to the aerial users w.r.t. of their

ground counterparts, so as to efficiently multiplex their transmitted data over the

same channel. We have first derived the gain of intended and interfering channel

gains. We have then derived an analytical expression for the successful content de-

livery probability (SCDP). Our results have showed that CB from massive MIMO-

enabled BSs can substantially improve the performance of the aerial users in terms

of SCDP. For completeness, we have explored the impact of the down-tilt angle of

the BS antennas and showed that it yields to a tradeoff between the performance of

aerial user and ground users only if the aerial user altitude is below the BS height.

The analysis in this chapter is carried out assuming a simple antenna model for

simplicity.

9.1.4 The effect of 3D Antenna Pattern on Mobile UAV-UEs

We have continued our study of the content delivery and communication to mobile

aerial users in Chapter 7 and Chapter 8. Particularly, motivated by the dominant

impact of the antenna patterns on the aerial users, we have studied their perfor-

mance under practical antenna configurations in Chapter 7. We have particularly

characterized the coverage probability of static and mobile aerial users, served from

3D practical antenna patterns as functions of the system parameters, namely, the
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number of antenna elements, density of BSs, and the aerial users’ altitude. We have

also investigated the handover rate of mobile aerial users to reveal the impact of

practical antenna patterns on their cell association. The achieved performance un-

der practical antenna patterns have showed to be worse than that attained from

a simple antenna model. More importantly, the performance of static and mobile

aerial users undergoing nearest association is shown to be slightly impacted by the

increase of the number of the antenna elements. In contrast, if mobile aerial users

are associated to the ground BS that delivers the highest average signal power,

their coverage probability is shown to decrease as the number of antenna elements

increases due to the excessive rate of altitude handover that results in frequent han-

dover failure.

9.1.5 Caching and Mobility in the Sky

In Chapter 8, we have proposed a novel framework for cooperative transmission

and probabilistic caching that can be applied to provide adequate connectivity and

mobility support for aerial users. We have first derived upper and lower bounds on

the UAV-UE coverage probability by employing Cauchy’s inequality and moment

approximation of Gamma RVs. We have showed the impact of several system pa-

rameters such as collaboration distance and content availability on the achievable

performance of static aerial users. We have further developed a novel 3D mobility

model with the aim of exploring the effect of UAV-UEs’ mobility in cellular net-

works and quantifying their handover rate. For both static and mobile aerial users,

we have shown that CoMP transmission can significantly improve the achievable

coverage probability. By comparing the performance of aerial users to that of their

ground counterparts, we have showed that the coverage probability of aerial users

is always upper bounded by that of ground users owing to the down-tilted antenna

pattern and LoS-dominated interference in the sky. For mobile aerial users, we have

also found that their handover rate and handover probability decrease when the al-

titude difference increases, i.e., in the case of frequent up and down motions of the

aerial users. In addition, even though the altitude difference has a slight impact on

the coverage probability of mobile UAV-UEs, their speed noticeably deteriorates

their coverage probability.
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Next, we discuss possible future extensions of the work presented in this thesis.

In the discussion below, we detail a possible general and rich research area, tar-

geting joint communication, caching, and computing for terrestrial and aerial (i.e.,

UAV) mobile networks.

9.2 Joint Caching, Communication, and Computing

With software defined networking (SDN) and network function virtualization (NFV)

in place, communication and computing functionalities are converging in 5G net-

works [187]. Following these developments, jointly optimizing caching and com-

puting capabilities in mobile networks may provide higher efficiency for users’ ap-

plications with extensive computation demands and continuous content delivery.

However, the caching capacity improvement brought by smart computing resource

consumption is always neglected. In augmented reality (AR) applications, it is

common practice to extract some key features from the originally captured videos

in order to save caching and transmission resources [188]. It is therefore crucial

to exploit computing resources to alleviate the strain on caching resources for the

nodes with poor storage resources. As such, with the virtualized functions of both

caching and computing, the coupling of edge caching and edge computing in a

joint problem becomes inevitable for 5G networks.

We already discussed in the previous chapters the emergence of edge caching as

a promising approach to alleviate the heavy burden on data transmission through

caching and forwarding contents to the edge of networks. However, existing stud-

ies always treat storage and computing resources separately. Driven by this issue,

a new computation-aided edge caching architecture for 5G networks can be pro-

posed where the mobile edge computing (MEC) resources are utilized for enhanc-

ing edge caching capability. For instance, files could be compressed into smaller

sizes to shorten the delivery time. In such an architecture, we propose to jointly

schedule the caching and computing resources at the wireless network edge.

MEC, as a key technology toward 5G, provides cloud computing capabilities

and task offloading service at the edge of mobile networks [189]. Due to the prox-

imity of MEC servers to end users, tasks can be offloaded and accomplished with
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low latency. Although MEC resources seem different from caching resources, they

are closely coupled. For instance, the size of a cached file may be reduced if com-

pressed by MEC resources. Thus, some storage space can be saved. From another

perspective, the caching capability of nodes is enhanced. Another example is AR,

where the key elements of the captured video can be extracted from the original

data through information processing and computing. As the size of key elements

is small, they can be cached and distributed easily. Based on the received key ele-

ments, end users may reconstruct the original image or video files.

9.2.1 Recent Works

We now discuss few recent works that study both edge caching and computing

from different perspectives [190–197], and the stream of more recent works as in

[48, 192, 198–201]. For instance, in [190], the MEC is introduced for providing com-

puting capabilities at the edge of networks to improve the latency performance

of wireless networks. A MEC-enabled HetNet is composed of the multi-tier net-

works with access point (AP) (i.e., MEC servers), which have different transmis-

sion power and different computing capabilities. In this framework, the authors

considered multiple-type mobile users with different sizes of computation tasks,

and they offload the tasks to a MEC server, and receive the computation resulting

data from the server. The successful edge computing probability considering both

the computation and communication performance is introduced as a KPI.

The concept of MEC has been recently introduced to supplement cloud com-

puting by deploying MEC servers at the network edge so as to reduce the network

delay and alleviate the load on cloud data centers. However, compared to a re-

sourceful cloud, a MEC server has limited resources. When each MEC server oper-

ates independently, it cannot handle all of the computational and big data demands

stemming from the users’ devices. Consequently, the MEC server cannot provide

significant gains in overhead reduction due to data exchange between users’ de-

vices and remote cloud. The integration of MEC with a mobile network raises a

number of challenges related to the coordination and control of joint communica-

tion, computation and caching. Therefore, joint computing, caching, communica-

tion, and control (4C) at the edge with MEC server collaboration is strongly needed
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for big data applications.1 In order to address these challenges, in [191], the prob-

lem of joint 4C in big data MEC is formulated as an optimization problem whose

goal is to maximize the bandwidth saving while minimizing delay, subject to the

local computation capability of user devices, computation deadline, and MEC re-

source constraints.

In [192], the authors envisioned a collaborative joint caching and computing

strategy for on-demand video streaming in MEC networks. The design aims at

enhancing the widely used Adaptive BitRate (ABR) streaming technology, where

multiple bitrate versions of a video can be delivered so as to adapt to the hetero-

geneity of user capabilities and the varying network condition. This strategy faces

two main challenges: (i) not only the videos but their appropriate bitrate video ver-

sions have to be effectively selected to store in the caches, and (ii) the transcoding

relationships among different versions need to be taken into account to effectively

utilize the computing capacity at the MEC servers. Specifically, owing to their real-

time computing capability, MEC servers can perform transcoding of a video to dif-

ferent variants to satisfy the user requests. Each variant is a bitrate version of the

video and a higher bitrate version can be transcoded to a lower bitrate version. The

collaborative joint caching and computing problem is formulated as an Integer Lin-

ear Program (ILP) that minimizes the backhaul network cost, subject to the cache

storage and computing capacity constraints.

In [193], the authors designed a novel information-centric heterogeneous net-

works framework aiming at enabling content caching and computing. Due to the

virtualization of the whole system, communication, computing, and caching re-

sources can be shared among all users associated with different virtual service

providers. A virtual resource allocation optimization problem is formulated, where

the gains of not only virtualization but also caching and computing are taken into

consideration. In contrast to previous works on MEC, which mainly focuses on

computation offloading, the authors in [194] introduced a new concept of task

caching. Task caching refers to the caching of completed task application and their
1The meaning of control in the 4C context is to coordinate and integrate the communication, com-

putation, and caching models in a distributed manner.
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related data in edge cloud. The authors investigated the problem of joint optimiza-

tion of task caching and offloading on edge cloud with the computing and storage

resource constraint.

The key enablers of the caching and computing paradigms are content caching

and computation offloading strategies, respectively. In order to jointly tackle these

issues in MEC-enabled cellular networks, the authors in [195] formulated the com-

putation offloading decision, resource allocation and content caching strategy as an

optimization problem, considering the total revenue of the network. This revenue

is formulated in terms of assigning radio resources and allocating computation re-

sources to the users. The authors transformed the original problem into a convex

problem and then decomposed it in order to solve it in a distributed and efficient

way. Finally, with recent advances in distributed convex optimization, an alternat-

ing direction method is used to develop a multipliers-based algorithm to solve the

optimization problem.

The problem of distribution and proactive caching of computing tasks in fog

networks under latency and reliability constraints is studied in [196]. In such a sce-

nario, computing can be executed either locally at the user device or offloaded to

serving edge computing nodes (cloudlets). Moreover, cloudlets exploit both their

computing and storage capabilities by proactively caching popular task compu-

tation results to minimize computing latency. To this end, a clustering method

to group spatially proximate user devices with mutual task popularity interests

and their serving cloudlets is proposed. Then, cloudlets can proactively cache the

popular tasks’ computations of their cluster members to minimize computing la-

tency. Additionally, the problem of distributing tasks to cloudlets is formulated as

a matching game in which a cost function of computing delay is minimized under

latency and reliability constraints.

Most existing studies focus on cache allocation and coding design for caching

[197]. However, grid power supply with fixed power might be costly and possibly

infeasible, especially when the load changes dynamically over time. In [197], the

authors investigated the energy consumption of the MEC server problem in cellu-

lar networks. Given the average download latency constraints, the authors took

the MEC servers’ energy consumption, backhaul capacities and content popularity
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distributions into account and formulate a joint optimization framework to mini-

mize the energy consumption of the system. A genetic algorithm is applied to solve

such a complicated joint optimization problem.

9.2.2 Future Directions

Many new challenges will arise when joint caching, communication, and compu-

tation are considered. For instance,

1. New KPIs need to be developed to account for the reward/cost from computation-

assisted caching, and to balance the trade-off between, caching, serving or

computing. For instance, the trade-off between caching and computing arises

when the MEC decides either to cache plain files or perform compression to

reduce the size of a cached content. Similarly, sending compressed content or

plain files entails another trade-off between computing and communication.

Typically, the offloading gain is adopted in edge caching research, and re-

cently, successful edge computing probability [190] is used for MEC-enabled

heterogeneous networks.

2. Although individual computing and caching resources of the edge nodes can

be collaboratively used to improve the content caching performance, the co-

operative approach also brings in several issues. The first one comes into

effect because of the variability in computing and caching capabilities of dif-

ferent nodes, which make the joint resource scheduling a complicated task.

Machine learning is a feasible approach to address the problem. For instance,

a reinforcement learning algorithm is adopted in [202] to adaptively arrange

serving capabilities of carrier nodes (vehicles) in a vehicular ad-hoc networks.

A data carrier node has to handover the data to the next data carrier node be-

fore moving out of the interest region. More precisely, a fuzzy logic is used

to evaluate the next data carrier node (vehicle), and the reinforcement learn-

ing is used to evaluate the possible future reward after selecting the next data

carrier node.

3. Coded caching can be used along with coded computing where many (co-

operative) MECs can share the computation of the offloaded tasks, and then
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the computed data is encoded into segments before being transferred among

them. A collaborative distributed computing framework might be an interest-

ing topic for investigation where resource-constrained end-user devices out-

source their computation to the upper-layer computing resources at the edge

and cloud layers. This framework extends the standard MEC originally for-

mulated by European Telecommunications Standards Institute (ETSI), which

focuses only on individual MEC entities.

4. One possible architecture for applying both caching and computing is a net-

work of mobile BSs, e.g., mobile UAVs or moving terrestrial BSs. For instance,

it is shown in [203] that significant communication throughput gains can be

achieved by mobile UAVs over static UAVs/fixed terrestrial BSs by optimiz-

ing the UAV’s trajectory. However, adopting the framework of caching and

computing for such architectures has not been addressed yet in the litera-

ture. Moreover, when dealing with aerial users (i.e., UAV-UEs as shown in

the previous chapters), adopting joint content caching and task offloading

might pose new challenges. For instance, aerial users have unique chan-

nel characteristics that drastically impact their cell association and thereby

identifying the content caching computing offloading strategies. Moreover,

as aerial users are usually (3D) mobile, the effect of their trajectories on the

content caching and computing offloading schemes need to be factored in.2

2Other potential research directions might also include the use of machine learning for edge
caching and adoption of security, bloackchain, and cognitive radio for such caching networks, e.g.,
see a few relevant works [204–206], [207–212], and [213–227].
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Appendix A

A.1 Proof of Lemma 3.5.2.1

We define the ground set that describes the cache placement elements in all clusters

as

S = {s11, ..., s
f
k , ..., s

m
k , ..., s1K , ..., smK} (A.1)

where sfk is an element denoting the placement of file f into the VCC of cluster k.

This ground set can be partitioned into K disjoint subsets {S1, S2, ..., SK}, where

Sk = {s1k, s2k, ..., smk } is the set of all files that might be placed in the VCC of cluster

k.

Let us express the cache placement by the adjacency matrix X = [xk,f ]K⇥m 2

{0, 1}K⇥m. Moreover, we define the corresponding cache placement set A ✓ S such

that sfk 2 A if and only if xk,f = 1. Hence, the constraints on the cache capacity of

the VCC of cluster k 2 K can be expressed as A ✓ S , where

H = {A ✓ S : |A \ Sk|  N for all k = 1, . . . ,K} (A.2)

The above expression is derived directly from the constraint that the maximum

cache size per cluster is N files, i.e.,
Pm

f=1 xk,f  N . Comparing H in (A.2) with

the definition of partition matroid in (3.17), it is clear that our constraints form a

partition matroid with l = K and ki = N . Additionally, since ki = N for all

i = {1, 2, . . . ,K}, it is easy to see that our constraints also form a uniform partition

matroid. This proves Lemma 1.
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A.2 Proof of Lemma 3.5.2.2

We consider two cache placement sets A and A0, where A ⇢ A0. For a certain cluster

k 2 K, we consider adding the caching element sfk 2 S \ A0 to both placement sets.

This means that a file f is added to cluster k, where the corresponding cache place-

ment element has not been placed in either A or A0. The marginal value of adding

an element sfk to a set is defined as the change in the file download time after adding

this element to the set. The average download time for a file f with mean size S

is S
RD

, S
RWL/Na

, or S
RBH/Nb

if the file is obtained from the local cluster, a randomly

chosen remote cluster, or the backhaul, respectively. As shown in Section 3.5.1, Na

and Nb are random variables that are functions of the cluster cache size, popularity

exponent, and the library size. For our work, we assume that RWL

Na
> RBH

Nb

always

holds. For the sake of simplicity, we replace RWL

Na
and RBH

Nb

with their averages,

RWL and RBH , respectively. Now, the aggregate transmission rate assumption is

RD > RWL > RBH .

For Dk in (3.6) to be a supermodular function, the difference in the marginal

values between the two sets A and A0 must be non-positive. For a user u belonging

to cluster k and requesting content f 2 F , we distinguish between these different

cases: as RWL, similarly, we denote RBH

Nb

as RBH . Now, the aggregate transmission

rate assumption is RD > RWL > RBH .

1. According to placement A0, user u obtains file f from a remote cluster j0, i.e.,

sfj0 2 A0 and j0 6= k. In this case, the marginal value with respect to A0 is

G(A0 [ {sfk})�G(A0
) = 0 (A.3)

According to placement A, user u obtains file f from a remote cluster j, i.e.,

sfj 2 A, again the marginal value is zero. However, if sfj /2 A, the marginal

value is given by

G(A [ {sfk})�G(A) = Pk,f

⇣ S

RWL
� S

RBH

⌘
(A.4)

2. In this case, we assume that sfi = smk , i.e., the requested file f is cached in
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cluster k. According to placement A0, user u obtains file f from the local

cluster k. Hence, the marginal value is given by

G(A0 [ {sfi })�G(A0
) = Pk,f

⇣ S

RD
� S

RWL

⌘
(A.5)

According to placement A, user u obtains file f from a remote cluster j when

sfj 2 A, again the marginal value is given by

G(A [ {sfi })�G(A) = Pk,f

⇣ S

RD
� S

RWL

⌘
(A.6)

However, if sfj /2 A, the marginal value is written as

G(A [ {sfi })�G(A) = Pk,f

⇣ S

RD
� S

RBH

⌘
(A.7)

Accordingly, the difference in marginal values between A and A0 in all cases is

G(A [ {sfi })�G(A)� (G(A0 [ {sfi })�G(A0
))  0 (A.8)

It is clear that g(A)  g(A0
) for A ✓ A0 ✓ S , or equivalently, g(A)� g(A0

)  0. From

the definition of supermodularity, it is clear that the delay per request in the k�th

cluster, Dk, is a supermodular set function. The weighted sum of supermodular

functions is also a supermodular function [95], and so the network average delay

D in (3.8) is a supermodular function. For the monotone non-increasing property,

it is intuitive to see that the delay will never increase by caching new files. Hence,

Lemma 2 proves that problem (3.8) is a monotonically non-increasing supermodu-

lar set function minimized under uniform partition matroid constraints.
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B.1 Proof of lemma 4.3.0.1

Laplace transform of the inter-cluster aggregate interference I�!
p
, evaluated at s =

✓r↵

Pd

, can be evaluated as

LI
�!
p

(s) = E
"
e
�s

P
�!
p

P
y2Bp gyxkx+yk�↵

#

= E�p

"
Y

�!
p

EBp,gyx

Y

y2Bp

e�sgyxkx+yk�↵

#

= E�p

"
Y

�!
p

EBp

Y

y2Bp

Egyxe
�sgyxkx+yk�↵

#

(a)
= E�p

"
Y

�!
p

EBp

Y

y2Bp

1

1 + skx+ yk�↵

#

(b)
= E�p

Y

�!
p

exp

⇣
� pn

Z

R2

⇣
1� 1

1 + skx+ yk�↵
⌘
fY (y) dy

⌘

(c)
= exp

 
� �p

Z

R2

⇣
1� exp

⇣
� pn

Z

R2

⇣
1� 1

1 + skx+ yk�↵
⌘
fY (y) dy

⌘
dx

!

(d)
= exp

 
� �p

Z

R2

⇣
1� exp

⇣
� pn

Z

R2

⇣
1� 1

1 + skzk�↵
⌘
fY (z � x) dy

⌘
dx

!

(e)
= exp

 
� 2⇡�p

Z
1

v=0

⇣
1� exp

⇣
� pn

Z
1

u=0

⇣
1� 1

1 + su�↵

⌘
fU (u|v) du

⌘
v dv

!
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� 2⇡�p

Z
1
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⇣
1� exp

�
� pn

Z
1

u=0

s

s+ u↵
fU (u|v) du

�
v dv

⌘!

= exp

⇣
� 2⇡�p

Z
1

v=0

⇣
1� e

�pn'(s,v)
⌘
v dv

⌘
, (B.1)
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where '(s, v) =
R
1

u=0
s

s+u↵ fU (u|v) du. (a) follows from the Rayleigh fading assump-

tion, (b) follows from the probability generating functional (PGFL) of PPP �
p
c , (c)

follows from the PGFL of the parent PPP �p, (d) follows from change of variables

z = x + y, and (e) follows from converting the cartesian coordinates to the polar

coordinates. Hence, Lemma 1 is proven.

B.2 Proof of lemma 4.3.0.2

Laplace transform of the intra-cluster aggregate interference I�c
, evaluated at s =

✓r↵

Pd

, is written as

LI�c
(s|v0) = E

"
e�s

P
y2Ap gykx0+yk�↵

#

= EAp,gy

Y

y2Ap

e�sgykx0+yk�↵

= EAp

Y

y2Ap

Egye
�sgykx0+yk�↵

(a)
= EAp

Y

y2Ap

1

1 + skx0 + yk�↵

(b)
= exp

⇣
� pn

Z

R2

⇣
1� 1

1 + skx0 + yk�↵
⌘
fY (y) dy

⌘

(c)
= exp

⇣
� pn

Z

R2

⇣
1� 1

1 + skz0k�↵
⌘
fY (z0 � x0) dz0

⌘

(d)
= exp

⇣
� pn

Z
1

h=0

⇣
1� 1

1 + sh�↵

⌘
fH(h|v0) dh

⌘

= exp

⇣
� pn

Z
1

h=0

s

s+ h↵
fH(h|v0) dh

⌘

= exp

⇣
� pn

Z
1

h=0

s

s+ h↵
fH(h|v0) dh

⌘

LI�c
(s) ⇡ exp

⇣
� pn

Z
1

h=0

s

s+ h↵
fH(h) dh

⌘
(B.2)

where (a) follows from the Rayleigh fading assumption, (b) follows from the PGFL

of the PPP �
p
c , (c) follows from changing of variables z0 = x0 + y, (d) follows from

converting the cartesian to polar coordinates, and the approximation comes from

neglecting the correlation of the intra-cluster interfering distances, i.e., the common

part v0, as in [76]. Hence, Lemma 2 is proven.
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B.3 Proof of lemma 4.3.0.3

First, to prove concavity, we proceed as follows.

@Po

@bi
= qi + qi

�
n(1� bi)e

�nbi � (1� e�nbi)
�
P(R1 > R0)

@2Po

@bi@bj
= �qi

�
ne�nbi + n2

(1� bi)e
�nbi + ne�nbi

�
P(R1 > R0) (B.3)

It is clear that the second derivative @2Po

@bi@bj
is negative. Hence, the Hessian ma-

trix Hi,j of Po(p⇤, bi) w.r.t. bi is negative semidefinite, and the function Po(p⇤, bi)

is concave with respect to bi. Also, the constraints are linear, which imply that the

necessity and sufficiency conditions for optimality exist. The dual Lagrangian func-

tion and the KKT conditions are then employed to solve P2. The KKT Lagrangian

function of the energy minimization problem is given by

L(bi, wi, µi, v) =

NfX

i=1

qibi + qi(1� bi)(1� e�bin)P(R1 > R0) + v(M �
NfX

i=1

bi) +

NfX

i=1

wi(bi � 1)�
NfX

i=1

µibi

(B.4)

where v, wi, µi are the dual equality and two inequality constraints, respectively.

Now, the optimality conditions are written as,

rbiL(b⇤i , w⇤

i , µ
⇤

i , v
⇤
) = qi + qi

�
n(1� bi)e

�nbi � (1� e�nbi)
�
P(R1 > R0)� v⇤ + w⇤

i � µ⇤

i = 0

(B.5)

w⇤

i � 0 (B.6)

µ⇤

i  0 (B.7)

w⇤

i (b
⇤

i � 1) = 0 (B.8)

µ⇤

i b
⇤

i = 0 (B.9)

(M �
NfX

i=1

b⇤i ) = 0 (B.10)
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1. w⇤

i > 0: We have b⇤i = 1, µ⇤

i = 0, and

qi � qi(1� e�n
)P(R1 > R0) = v⇤ � w⇤

i

v⇤ < qi � qi(1� e�n
)P(R1 > R0) (B.11)

2. µ⇤

i < 0: We have b⇤i = 0, and w⇤

i = 0, and

qi + nqiP(R1 > R0) = v⇤ + µ⇤

i

v⇤ > qi + nqiP(R1 > R0) (B.12)

3. 0 < b⇤i < 1: We have w⇤
i = µ⇤

i = 0, and

v⇤ = qi + qi
�
n(1� b⇤i )e

�nbi � (1� e�nbi)
�
P(R1 > R0) (B.13)

By combining (B.11), (B.12), and (B.13), with the fact that
PNf

i=1 b
⇤

i = M , Lemma 3 is

proven.

B.4 Proof of lemma 4.5.0.1

Under the assumption of one active D2D link within a cluster, there is no intra-

cluster interference. Also, the Laplace transform of the inter-cluster interference is

similar to that of the PPP [108] whose density is the same as that of the parent PPP.

In fact, this is true according to the displacement theory of the PPP [110], where

each interferer is a point of a PPP that is displaced randomly and independently of

all other points. For the sake of completeness, we prove it here. Starting from the
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third line of the proof of Lemma 1, we get

LI
�!
p

(s)
(a)
= exp

 
� 2⇡�pEgu

Z
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v=0
Eu|v

h
1� e�sPdguu�↵

i
v dv

!
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� 2⇡�pEgu
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Z
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u=0

�
1� e�sPdguu�↵�

fU (u|v) du v dv
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(b)
= exp

 
� 2⇡�pEgu

Z
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v=0
v dv �

Z
1

v=0

Z
1

u=0
e�sPdguu�↵

fU (u|v) du v dv
| {z }

R(s,↵)

!

(B.14)

where (a) follows from the PGFL of the parent PPP [108], and (b) follows from
R
1

u=0 fU (u|v) du = 1. Now, we proceed by calculating the integrands of R(s,↵) as

follows.

R(s,↵)
(c)
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Z
1

v=0
v dv �

Z
1

u=0
e�sPdguu�↵

Z
1

v=0
fU (u|v)v dv du
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e�sPdguu�↵

u du
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)u du
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(sPdgu)2/↵
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Z
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(1� e�t

)t�1� 2
↵du

(g)
=

(sPd)
2/↵

2
g2/↵u �(1 + 2/↵), (B.15)

where (c) follows from changing the order of integration, (d) follows from
R
1

v=0 fU (u|v)v dv =

u, (e) follows from changing the dummy variable v to u, (f) follows from changing

the variables t = sguu�↵, and (g) follows from solving the integration of (f) by parts.

Substituting the obtained value for R(s,↵) into (B.14), and taking the expectation

over the exponential random variable gu, with the fact that Egu [g
2/↵
u ] = �(1� 2/↵),

we get

LI
�!
p

(s) = exp

⇣
� ⇡�p(sPd)

2/↵
�(1 + 2/↵)�(1� 2/↵)

⌘
, (B.16)
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Substituting this expression with the distance probability density function fR(r)

into the coverage probability equation yields

Pcd =

Z
1

r=0
e
�⇡�p(sPd)2/↵�(1+2/↵)�(1�2/↵) r

2�2
e

�r
2

4�2 dr,

(h)
=

Z
1

r=0

r

2�2
e
�⇡�p✓2/↵r2�(1+2/↵)�(1�2/↵)

e
�r

2

4�2 dr,

(i)
=

Z
1

r=0

r

2�2
e
�r2Z(✓,�,↵)

dr,

=
1

4�2Z(✓,↵,�)
(B.17)

where (h) comes from the substitution (s = ✓r↵

Pd

), and (i) from Z(✓,↵,�) = (⇡�p✓2/↵�(1+

2/↵)�(1� 2/↵) + 1
4�2 ).
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C.1 Proof of Lemma 5.4.0.1

In the following, by saying u 2 �cp, we mean that y 2 �cp, where u = kx+ yk.

LIout(t) = E
"
e
�t�d

P
�!
p

P
u2�cp

Guu�↵

#

= E�p

"
Y

�!
p

E�cp,Gu
e
�t�d

P
u2�cp

Guu�↵

#
(C.1)

= E�p

hY

�!
p

E�cp

Y

u2�cp

Eu,Gu
e�t�dGuu�↵

i
, (C.2)

where Gu = Gy for ease of exposition; from the Rayleigh fading assumption, we

get

LIout(t) = E�p

hY

�!
p

E�cp

Y

u2�cp

Eu
1

1 + t�du�↵

i

(a)
= E�p

hY

�!
p

exp

⇣
� pn̄

Z
1

u=0

⇣
1� 1

1 + t�du�↵

⌘
fU (u|v) du

i
,

where (a) follows from the probability generating functional (PGFL) of the Gaus-

sian PPP �cp. Notice that, in step (a), the PGFL of the Gaussian PPP �cp is adopted

for the intensity function given in polar coordinates rather than Cartesian coordi-

nates, i.e., v = kxk and u = kx+yk. Substituting
R
1

u=0

�
1� 1

1+t�du�↵

�
fU |V (u|v) du =
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R
1

u=0
t�d

u↵+t�d
fU |V (u|v) du = ⇣(v, t), we get

LIout(t) = E�p

hY

�!
p

exp
�
� pn̄⇣(v, t)

�i

(b)
= exp

 
� 2⇡�p

Z
1

v=0

⇣
1� exp

�
� pn̄⇣(v, t)

�⌘
v dv

!
, (C.3)

where (b) follows from the PGFL of the PPP �p. Hence, Lemma 5.4.0.1 is proven.

C.2 Proof of Theorem 5.4.1.1

By conditioning on S�cpm
= s�cpm

=
Pk

i=1 h
�↵
i , we derive a bound on Laplace

transform of inter-cluster interference based on Taylor’s series expansion. Starting

from equation (C.2) in Appendix C.1, we have

LIout(t|k) = E�p

"
Y

�!
p

E�cp

Y

u2�cp

Eu,Gu
exp

�
� tGuu

�↵
⌘#

(a)
= EGu

exp

⇣
� 2⇡�p

Z
1

v=0

�
1� exp

�
� pn̄(1� ⇣ 0(v, t))

��
v dv

⌘

(b)
⇡ EGu

exp

⇣
� 2⇡�p

Z
1

v=0

�
1� (1� pn̄(1� ⇣ 0(v, t))

�
v dv

⌘

= exp

⇣
� 2⇡pn̄�p

J(t)z }| {
� Z 1

v=0
v dv � EGu

Z
1

v=0
⇣ 0(v, t)v dv

�⌘
,

where ⇣ 0(v, t) =
R
1

u=0 e
�t�dGuu�↵

fU |V (u|v) du and Gu = Gy for ease of notation; (a)

follows from tracking the proof of Lemma 5.4.0.1 up until equation (C.3), (b) follows

from Taylor series expansion for exponential function e�x ⇡ 1� x when x is small.

It is worth mentioning that the obtained LIout(t|k) in the above is Laplace transform

of an upper bound on the interference. Correspondingly, the resulting rate cover-

age probability ⌥m and offloading gain P⇠
o (c) are lower bounds on their exact val-

ues. We proved in [amer2018minimizing] that J(t) = (t�d)2/↵

2 �(1+2/↵)�(1�2/↵),

which proves (5.16). Plugging the result obtained in (5.16) into (5.6) yields the lower

bound on the offloading gain in (5.17), which completes the proof.
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C.3 Proof of Lemma 5.4.2.1

With reference to Fig. 5.1, the nearest serving distance h1 is defined as the distance

from the typical client at (0, 0) to its nearest provider within the same cluster. Fol-

lowing [228], we define the point generating function (PGF) of the number of ac-

tive clients that cache content m within a ball b(o, h1) with radius h1 and centered

around the origin o as:

GN (#) = E
h
#
P

y0i2�cpm
1{kx0+y0ik<h1}

i

= E�c,x0

Y

y0i2�cpm

h
#1{kx0+y0ik<h1}

i

(a)
= Ex0exp

⇣
� cmpn̄

Z

R2
(1� #1{kx0+y0ik<h1})fY 0i(y0i)dy0i

⌘

(b)
= Ex0exp

⇣
� cmpn̄

Z

R2
(1� #1{kz0k<h1})fY 0i(z0 � x0)dz0

⌘
,

where 1{.} is the indicator function, and x0 2 R2 is a RV modeling the location

of representative cluster center relative to the origin o, with a realization X0 =

x0; (a) follows from the PGFL of the PPP �cpm along with its intensity function

cmpn̄fY 0i(y0i), and (b) follows from change of variables z0 = x0 + y0i. By convert-

ing Cartesian coordinates to polar coordinates with h = kz0k, we get

GN (#) = EV0exp

⇣
� cmpn̄

Z
1

h=0
(1� #1{h<h1})fH|V0

(h|v0) dh
⌘

(c)
= EV0exp

⇣
� cmpn̄

Z h1

h=0
(1� #)fH|V0

(h|v0) dh
⌘

(d)
=

Z
1

v0=0
fV0(v0)exp

⇣
� cmpn̄

Z h1

h=0
(1� #)fH|V0

(h|v0) dh
⌘
dv0 ,

where V0 2 R is a RV modeling the distance from representative cluster’s center to

the origin o, with a realization V0 = v0 = kx0k; (c) follows from the definition of the

indicator function 1{h < h1}, and (d) follows from unconditioing over v0. To clarify

how the normal distribution fY 0i(z0 � x0) is converted to the Rician distribution

fH|V0
(h|v0), consider first the representative cluster centered at x0 2 �p, with a

distance v0 = kx0k from the origin. A randomly-selected active provider belonging

to the representative cluster has its coordinates in R2 chosen independently from

Gaussian distributions with standard deviation �. Then, by definition, the distance
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h from such an active provider to the origin has Rician PDF denoted as fH|V0
(h|v0).

Recall that fV0(v0) = Rayleigh(v0,�) from the definition of Gaussian PPP.

Now, the CDF of nearest serving distance FH1(h1) can be derived as

FH1(h1) = 1�GN (0) = 1�
Z

1

v0=0
fV0(v0)exp

⇣
� cmpn̄

Z h1

0
fH|V0

(h|v0) dh
⌘
dv0 .

(C.4)

Applying Leibniz integral rule, we obtain the nearest distance PDF as

fH1(h1) = �
@

@h1

Z
1

v0=0
fV0(v0)e

�cmpn̄
R h1
0 fH|V0 (h|v0)dh dv0

= �
Z

1

v0=0
fV0(v0)

@

@h1
e�cmpn̄

R h1
0 fH|V0 (h|v0)dh dv0

= cmpn̄

Z
1

0
fV0(v0)

@

@h1

h Z h1

0
fH|V0

(h|v0) dh
i
e�cmpn̄

R h1
0 fH|V0 (h|v0)dh dv0

= cmpn̄

Z
1

v0=0
fV0(v0)fH1|V0

(h1|v0)e�cmpn̄
R h1
0 fH|V0 (h|v0)dh dv0 ,

The distance PDF fH1(h1) can be calculated numerically from (5.19). However, a

tractable yet accurate approximation can be obtained using Jensen’s inequality as

follows:

fH1(h1) =
@

@h1
FH1(h1)

(a)
⇡ @

@h1

 
1� e�cmpn̄

R h1
0

R1
0 fV0 (v0)fH|V0 (h|v0)dv0dh

!

(b)
=

@

@h1

 
1� exp

⇣
� cmpn̄

�
1� exp(� h21

4�2
�⌘
!

(C.5)

=
cmpn̄h1e

�cmpn̄
�
1�e

�h
2
1

4�2
�
�

h
2
1

4�2

2�2
, (C.6)

where (a) follows from Jensen’s inequality applied to the CDF, and (b) follows from

FH1(h1) =

Z h1

0

Z
1

v0=0
fV0(v0)fH|V0

(h|v0) dv0 dh = 1� exp(
�h21
2�2

). (C.7)

This completes the proof.
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C.4 Proof of Lemma 5.4.2.2

The conditional variance Var

h
S�!

cpm
|H1 = h1

i
can be expressed as

Var

h
S�!

cpm
|H1 = h1

i
= Var

h X

y0i2�
!
cpm

kx0 + y0ik�↵
i

(a)
=

Z
1

R2

1

kx0 + y0ik2↵
cmpn̄fY 0i(y0i) dy0i

(b)
= cmpn̄

Z
1

R2

1

kz0k2↵
fY 0i(z0 � x0) dz0 , (C.8)

where (a) follows from the mean and variance for PPPs [75, Corollary 4.8], along

with the Gaussian PPP assumption �cm; (b) follows from the substitution z0 = x0+

y0i, where {x0,y0i, z0} 2 R2. By converting the Cartesian coordinates coordinates

to polar coordinates, where h = kz0k, and unconditioning over vo, we get

Var

h
S�!

cpm
|H1 = h1

i
= cmpn̄

Z
1

h1

h�2↵fH|V0
(h|v0) dh

= cmpn̄

Z
1

v0=0
fV0(v0)

Z
1

h=h1

h�2↵fH|V0
(h|v0) dh dv0

(c)
= cmpn̄

Z
1

h=h1

h�2↵
Z

1

v0=0
fV0(v0)fH|V0

(h|v0) dv0 dh , (C.9)

where (c) follows from changing the order of integration. Finally, we proceed as

follows:

Var
⇥
S�!

cpm
|H1 = h1

⇤
= cmpn̄

Z
1

h=h1

h�2↵
Z

1

0

v0
�2

e
�v

2
0

2�2
h

�2
e

�(v20+h
2)

2�2 I0(
hv0
�2

) dv0 dh

=
cmpn̄

�2

Z
1

h=h1

h1�2↵
Z

1

v0=0

v0
�2

e
�v

2
0

2�2 e
�(v20+h

2)

2�2 I0(
hv0
�2

) dv0 dh

=
cmpn̄

�2

Z
1

h=h1

h1�2↵e
�h

2

2�2

Z
1

v0=0

v0
�2

e
�v

2
0

�2 I0(
hv0
�2

) dv0 dh (C.10)

(d)
=

cmpn̄

2�2

Z
1

h1

h1�2↵e
�h

2

4�2 dh
(e)
= cmpn̄

Z
1

h
2
1

4�2

⌧�2↵e�⌧ d⌧ (C.11)

(f)
= cmpn̄�

✓
�2↵+ 1,

h21
4�2

◆
, (C.12)

where (d) follows from solving the inner integratal of (C.10), (e) follows from the

substitution ⌧ =
h2

4�2 , and (f) follows from solving the integration of (C.11), where

�(·, ·) denotes the upper incomplete gamma function. This completes the proof.
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Appendix D

D.1 Proof of Theorem 6.3.0.2

The SCDP is defined as the probability of downloading content with a received SIR

higher than a target threshold #, i.e.,

Pv
c|r = P

⇣ Pt

K ⇣v(r)
��wi1hi1

��2

I
> #

⌘

= P
⇣���wi1hi1

���
2
>

#K

Pt⇣v(r)
I
⌘

(a)
= EI

"
Mv�1X

i=0

siv
i!
Iie�svI

#

(b)
=

Mv�1X

i=0

(�sv)i
i!

L(i)
I|r(sv), (D.1)

where I = Iin + Iout, (a) follows from |wi1hi1|2 ⇠ �(Mv,
⌘
mv

), and (b) follows from

the Laplace transform of interference, along with the assumption of independence
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between the intra- and inter-cell interference. Next, we derive the Laplace trans-

form of interference from:

LI|r(sv) = EI

h
e�svI

i

= EhiK
e�svhiKP (r)2E�

Y

j2�o

EhjK
e�svhjKP (uj)2

(a)
=

⇣
1 + sv⌘Pv(r)

2
⌘�(K�1)

e
�2⇡�EhjK

R1
⌫=r

⇣
1�exp

�
�svhjKP (⌫)2

�⌘
⌫d⌫

(b)
= e�(K�1)log(1+sv⌘Pv(r)2)e

�2⇡�EhjK

R1
⌫=r

⇣
1�exp

�
�svhjKP (⌫)2

�⌘
⌫d⌫

(c)
= e�(K�1)log(1+sv⌘Pv(r)2)e�2⇡�

R1
⌫=r

�
1�Pl(⌫)�l(⌫,sv)�Pn(⌫)�n(⌫,sv)

�
⌫d⌫

= e$(sv),

where (a) follows from hiK ⇠ �(K � 1, ⌘) and the PGFL of PPP � [75]. (b) follows

from the fact that x = elog(x), and (c) follows since hjK ⇠ �(K, ⌘). In [147], it is

proved that
PMv�1

i=0
(�sv)i

i! L(i)
I|r(sv) =

PMv�1
i=0 pi, with pi =

(�sv)i

i! L(i)
I|r(sv) computed

from the recursive relation: pi =
Pi�1

l=0
i�l
i plti�l, where tk =

(�sv)k

k! $(k)
(sv). Af-

ter some algebraic manipulation, Pv
c|r can be expressed in a compact form Pv

c|r =

keTMv k1 as in [147]. In summary, we first derive the conditional log-Laplace trans-

form $(sv) of the aggregate interference. Then, we calculate the n-th derivative of

$(sv) to populate the entries tn of the lower triangular Toeplitz matrix TMv
. The

conditional SCDP can be then computed from Pv
c|r = ke

TMv k1.
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Appendix E

E.1 Proof of Corollary 7.5.1.1

To study scalability, we consider a simple case with mv = Av = 1, v 2 {l, n}, hence,

$l =
#d

↵
l

0
G(r0,h)

. We also assume that Nt is small and h
r ! 0, which is a reasonable

assumption for sparsely-deployed networks. The conditional coverage probability

Pc|r0 is then simplified to:

Pc|r0 = e
�2⇡�b

R1
r=r0

$
l
⇣v(r)r

1+$
l
⇣v(r)

dr

(a)
� 1� 2⇡�b

Z
1

r0

#d
↵
l

0 G(r,h)d�↵v

G(r0,h)

1 +
#d

↵
l

0 G(r,h)d�↵v

G(r0,h)

r dr

= 1� 2⇡�b

Z
1

r0

#d↵l

0 G(r, h)d�↵v

G(r0, h) + #d↵l

0 G(r, h)d�↵v

r dr , (E.1)

where (a) follows from e�x � 1 � x. Recall that G(r, h) =
1
Nt

sin2 Nt⇡

2 (sin(arctan(h
r
)))

sin2 ⇡

2 (sin(arctan(
h

r
)))

.

From [229], we have arctan(
h
r ) '

4h
⇡r and sin(

4h
⇡r ) '

4h
⇡r for h ⌧ r, since sin(x) ' x

for small x. Also, sin2Nt⇡
2 (

4h
⇡r ) ' (

2Nth
r )

2 for small Nt and h⌧ r.

Pc|r0 ' 1� 2⇡�b

Z
1

r0

#(d↵l

0 /d↵v)Nt

Nt + #(d↵l

0 /d↵v)Nt
r dr

= 1� 2⇡�b

Z
1

r0

#(d↵l

0 /d↵v)

1 + #(d↵l

0 /d↵v)
r dr . (E.2)

Since Pc|r0 in (E.2) is not a function of Nt, the UAV-UE coverage probability does

not scale asymptotically with Nt, and the effect of Nt on the coverage probability is

minor.
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F.1 Proof of Theorem 8.3.0.1

We proceed to obtain an UB on the coverage probability as follows:

P
⇣PtJ

Iout
> #

⌘
= P

⇣
PtJ > #Iout

⌘

= EIout

"
P
⇣
PtJ > #Iout

⌘#

(a)
⇡ EIout

hK�1X

i=0

(#/Pt✓)i

i!
Iioutexp

⇣
� #

Pt✓
Iout

⌘i

(b)
= EIout

hK�1X

i=0

(�$)
i

i!

di

d$i
LIout|r

($)

i
, (F.1)

where (a) follows from the PDF of Gamma RV whose shape and scale parameters

are ✓ from (8.10), and K = ml, respectively. (b) follows from $ =
#

Pt✓
, along with

the Laplace transform of interference, i.e., the RV Iout. Next, we derive the Laplace

transform of interference:

LIout|r
($) = EIout

h
e�$Iout

i
= E

"
e�

P
j2�

b
\B(0,Rc)

$�jP (uj)2
#

= E�b,�j

"
Y

j2�b\B(0,Rc)

e�$�jP (uj)2

#

(a)
= exp

 
� 2⇡�b

Z
1

�=Rc

⇣
1� E�e�$�P (�)2

⌘
� d�

!
(F.2)

(b)
= exp

 
� 2⇡�b

Z
1

�=Rc

⇣
1� �lPl(�)� �nPn(�)

⌘
� d�

!
(F.3)

(c)
= e⌦($)|r , (F.4)
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where �l =

⇣
1 +

$Pl(�)2

ml

⌘�ml

, and �n =

⇣
1 +

$Pn(�)2

mn

⌘�mn

; (a) follows from the

PGFL of PPP along with Cartesian to polar coordinates conversion [75], (b) follows

from the moments of the Gamma RV � ⇠ Gamma(mv, 1/mv) modeling the inter-

fering channel gain, and (c) follows from ⌦($)|r
= �2⇡�b

R
1

�=Rc

⇣
1 � �lPl(�) �

�nPn(�)
⌘
� d�. In [147], it is proved that

PK�1
i=0

(�$)i

i! L(i)
I|r

($) =
PK�1

i=0 pi, where

pi =
(�$)i

i! L(i)
I|r

($) can be computed from the recursive relation: pi =
Pi�1

l=0
i�l
i plti�l,

with ti�1 =
(�$)i�1

(i�1)! ⌦
(i�1)

($), and ⌦
(i�1)

($) =
di�1

d$i�1⌦($)|r
. After some algebraic

manipulation as in [147], Pl
c|r can be expressed in a compact form Pl

c|r = keT kk1,

where k.k1 represents the induced `1 norm, and TK is the lower triangular Toeplitz

matrix whose entries are ti, i = |{1, . . . ,K}. This completes the proof.

F.2 Proof of Corollary 8.3.0.1

We first write the exponent power of (F.2) as

⌦($)|r
= �2⇡�bE�

Z
1

�=Rc

�
1� e�$�P (�)2

�
� d�

(a)
= �2⇡�bE�

Z
1

�=Rc

�
1� e�$&�(�

2+h2)�↵
l
/2�
� d� ,

where (a) follows from P (�)2 = PtAlGs
�
�2+h2

��↵l/2 and substituting & = PtAlGs.

Let g = �2 + h2, and dg = 2� d�, we hence get

⌦($)|r
= �⇡�bE�

Z
1

g=R2
c+h2

�
1� e�$&�g

�↵
l
/2�

dg . (F.5)

By changing the variables y = g�↵l/2, g = y�2/↵l , and dg =
�2
↵l

y
�2
↵
l

�1
dy, and

solving the reproduced integrals as in [230], we get

⌦($)|r
= ⇡�bR

2
ch � �l⇡�b($&)�lE�

h
��l�(��l,$&�R�↵l/2

ch )

i

(a)
= ⇡�bR

2
ch � �l⇡�b($&)�lE�

h
��l✏1F1(��l; 1� �l;�$&�R�↵l/2

ch )

i
, (F.6)

where R2
ch = R2

c + h2, �l = 2
↵l

, ✏ = ($&�)��
lR2

ch

�l
, and �(s, x) =

R x
0 ts�1e�t is the lower

incomplete Gamma function; (a) follows from 1F1(s; s + 1;�x) = s
xs �(s, x), where

1F1(·; ·; ·) is the confluent hypergeometric function of the first kind. By rearranging
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(F.6), we can obtain
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= ⇡�bR

2
ch

 
1� E�

h
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. (F.7)

The non-zero terms in T k can be then determined from:
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(b)
= ⇡�bR

2
ch

 
1{k = 0}�

($&R�↵l/2
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�l
(�l � k)

E�
h
�k

1F1(k � �l; k + 1� �l;�$&�R�↵l/2
ch )

i!
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where (b) follows from the derivatives for hypergeometric functions: dk

dzk 1F1(a; b; z) =
Q

k�1
p=0(a+p)

Q
k�1
p=0(b+p)

⇥ 1F1(a+ k; b+ k; z). By letting ak = ($&R�↵l/2
ch )

k, we get

tk = ⇡�bR
2
ch
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(�l � k)�(k + 1)
E�

h
�k

1F1(k � �l; k + 1� �l;�$&�R�↵l/2
ch )

i!
.

Lastly, to get a closed-form expression for tk, we average over � ⇠ Gamma(ml, 1/ml)

as follows:

tk = ⇡�bR
2
ch

 
1{k = 0}� bk

Z
1

�=0
�k+ml�1e�ml�
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where bk =
�lakm

m
l

l

(�l�k)�(k+1)�(ml)
, ck =

m
m

l

l

�(ml)
bk =

�lak�(k+ml)m
�k

l

(�l�k)�(k+1)�(ml)
, and (c) follows from

solving the integral in (F.8) [231, Eq. 7.525] and rearranging the right hand side.

This completes the proof.
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F.3 Proof of Lemma 8.4.1.1

When 't = 0, the conditional probability of handover can be expressed as

P(H|r0) = 1� E⇢t,Zt,Zt�1

h
e�⇡�b

�
(⌫̄cos('t))2+2r0⌫̄cos('t)

�i
(F.9)

(a)
 1� e
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2
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2
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2
)2
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| {z }
P(H̄|r0)

, (F.10)

where (a) follows from Jensen’s inequality, which implies that E[e�x
] � eE[�x] as

e�x is a convex function of x. P(H̄|r0) is an LB on the probability of no handover

conditioned on r0. We obtain P(H̄|r0) in (F.10) as follows:

P(H̄|r0) = e
�⇡�bE⇢t,Zt,Zt�1

�
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2
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2
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2
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,

where (b) follows from averaging over ⇢t whose PDF is f⇢t(%t). By changing the

variables: p = zt � zt�1, with fP (p) =
~�|p|
~2 , 8 � ~  p  ~, we get

P(H̄|r0) = e�
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where (c) follows from solving the left integral of (F.11) [231, Section 7.8], and the

substitution

⇣(µ, ~) = ⇡µ⌫̄2
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dp . (F.13)
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where (d) follows from the symmetry of the integrand. From (F.12) and (F.13), with

the fact that P(H|r0) = 1� P(H̄|r0), the proof is completed.

F.4 Proof of Proposition 8.4.2.1

Following the Buffon’s needle approach for hexagonal cells [184], we have

E[N ] =
4
p
3

3⇡`
E[Vh]E[T ] =

2

⇡Rh
E[Vh]E[T ], (F.14)

where E[Vh] represents the average horizontal speed of the UAV-UE. Given the con-

stant speed assumption, E[Vh] = ⌫̄E[cos('t)], where 't = arccos
� %tp

%2
t
+(zt�zt�1)2

�
.

We hence have

E[Vh] = E⇢t,Zt,Zt�1

h ⌫̄%tp
%2t + (zt � zt�1)

2

i

(a)
=

p
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2
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h
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; 0;⇡(zt � zt�1)

2µ
�i

(F.15)

where (a) follows from averaging over the RV ⇢t. By proceeding similar to Ap-

pendix F.3 to obtain E[Vh], the handover rate can be obtained from H =
E[N ]
E[T ] . This

completes the proof.
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[37] I. Bucaille, S. Héthuin, A. Munari, R. Hermenier, T. Rasheed, and S. Allsopp,

“Rapidly deployable network for tactical applications: Aerial base station

with opportunistic links for unattended and temporary events absolute ex-

ample”, in Milcom 2013-2013 ieee military communications conference, IEEE,

2013, pp. 1116–1120.

Transfer Report RAMY AMER



BIBLIOGRAPHY 232
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of the random waypoint mobility model”, Wireless networks, vol. 10, no. 5,

pp. 555–567, 2004.

[179] E. Hyytia, P. Lassila, and J. Virtamo, “Spatial node distribution of the ran-

dom waypoint mobility model with applications”, Ieee transactions on mobile

computing, vol. 5, no. 6, pp. 680–694, 2006.

[180] X. Lin, R. K. Ganti, P. J. Fleming, and J. G. Andrews, “Towards understand-

ing the fundamentals of mobility in cellular networks”, Ieee transactions on

wireless communications, vol. 12, no. 4, pp. 1686–1698, 2013.

[181] M. J. Neely and E. Modiano, “Capacity and delay tradeoffs for ad hoc mobile

networks”, Ieee transactions on information theory, vol. 51, no. 6, pp. 1917–

1937, 2005.

[182] P. K. Sharma and D. I. Kim, “Coverage probability of 3D UAV networks

with RWP mobility-based altitude control”, in Ieee international conference on

communications workshops (icc workshops), 2018, pp. 1–6.

[183] X. Xu, Z. Sun, X. Dai, T. Svensson, and X. Tao, “Modeling and analyzing the

cross-tier handover in heterogeneous networks”, Ieee transactions on wireless

communications, vol. 16, no. 12, pp. 7859–7869, 2017.

[184] H. Tabassum, M. Salehi, and E. Hossain, “Mobility-aware analysis of 5G and

B5G cellular networks: A tutorial”, Arxiv preprint arxiv:1805.02719, 2018.

Transfer Report RAMY AMER



BIBLIOGRAPHY 247

[185] S. Sadr and R. S. Adve, “Handoff rate and coverage analysis in multi-tier

heterogeneous networks”, Ieee transactions on wireless communications, vol.

14, no. 5, pp. 2626–2638, 2015.

[186] R. Arshad, H. ElSawy, S. Sorour, T. Y. Al-Naffouri, and M. Alouini, “Velocity-

aware handover management in two-tier cellular networks”, Ieee transac-

tions on wireless communications, vol. 16, no. 3, pp. 1851–1867, 2017.

[187] S. Andreev, O. Galinina, A. Pyattaev, J. Hosek, P. Masek, H. Yanikomeroglu,

and Y. Koucheryavy, “Exploring synergy between communications, caching,

and computing in 5G-grade deployments”, Ieee communications magazine,

vol. 54, no. 8, pp. 60–69, 2016.

[188] X. Wang, T. Kwon, Y. Choi, H. Wang, and J. Liu, “Cloud-assisted adaptive

video streaming and social-aware video prefetching for mobile users”, Ieee

wireless communications, vol. 20, no. 3, pp. 72–79, 2013.

[189] P. Mach and Z. Becvar, “Mobile edge computing: A survey on architecture

and computation offloading”, Arxiv preprint arxiv:1702.05309, 2017.

[190] C. Park and J. Lee, “Mobile edge computing-enabled heterogeneous net-

works”, Arxiv preprint arxiv:1804.07756, 2018.

[191] A. Ndikumana, N. H. Tran, T. M. Ho, Z. Han, W. Saad, D. Niyato, and C. S.

Hong, “Joint communication, computation, caching, and control in big data

multi-access edge computing”, Arxiv preprint arxiv:1803.11512, 2018.

[192] T. X. Tran, P. Pandey, A. Hajisami, and D. Pompili, “Collaborative multi-

bitrate video caching and processing in mobile-edge computing networks”,

in Wireless on-demand network systems and services (WONS), 2017 13th annual

conference on, IEEE, 2017, pp. 165–172.

[193] Z. Tan, F. R. Yu, X. Li, H. Ji, and V. C. Leung, “Virtual resource allocation

for heterogeneous services in full duplex-enabled scns with mobile edge

computing and caching”, Ieee transactions on vehicular technology, vol. 67, no.

2, pp. 1794–1808, 2018.

Transfer Report RAMY AMER



BIBLIOGRAPHY 248

[194] Y. Hao, M. Chen, L. Hu, M. S. Hossain, and A. Ghoneim, “Energy efficient

task caching and offloading for mobile edge computing”, Ieee access, vol. 6,

pp. 11 365–11 373, 2018.

[195] C. Wang, C. Liang, F. R. Yu, Q. Chen, and L. Tang, “Computation offloading

and resource allocation in wireless cellular networks with mobile edge com-

puting”, Ieee transactions on wireless communications, vol. 16, no. 8, pp. 4924–

4938, 2017.

[196] M. S. Elbamby, M. Bennis, and W. Saad, “Proactive edge computing in latency-

constrained fog networks”, in Networks and communications (EuCNC), 2017

european conference on, IEEE, 2017, pp. 1–6.

[197] Z. Luo, M. LiWang, Z. Lin, L. Huang, X. Du, and M. Guizani, “Energy-

efficient caching for mobile edge computing in 5G networks”, Applied sci-

ences, vol. 7, no. 6, p. 557, 2017.

[198] K. Zhang, S. Leng, Y. He, S. Maharjan, and Y. Zhang, “Cooperative content

caching in 5G networks with mobile edge computing”, Ieee wireless commu-

nications, vol. 25, no. 3, 2018.

[199] R. Wang, J. Yan, D. Wu, H. Wang, and Q. Yang, “Knowledge-centric edge

computing based on virtualized D2D communication systems”, Ieee commu-

nications magazine, vol. 56, no. 5, pp. 32–38, 2018.

[200] M. Chen, Y. Qian, Y. Hao, Y. Li, and J. Song, “Data-driven computing and

caching in 5G networks: Architecture and delay analysis”, Ieee wireless com-

munications, vol. 25, no. 1, pp. 70–75, 2018.

[201] S. Wang, X. Zhang, Y. Zhang, L. Wang, J. Yang, and W. Wang, “A survey on

mobile edge networks: Convergence of computing, caching and communi-

cations”, Ieee access, vol. 5, pp. 6757–6779, 2017.

[202] C. Wu, T. Yoshinaga, Y. Ji, T. Murase, and Y. Zhang, “A reinforcement learning-

based data storage scheme for vehicular ad hoc networks”, Ieee transactions

on vehicular technology, vol. 66, no. 7, pp. 6336–6348, 2017.

Transfer Report RAMY AMER



BIBLIOGRAPHY 249

[203] J. Lyu, Y. Zeng, and R. Zhang, “Cyclical multiple access in uav-aided com-

munications: A throughput-delay tradeoff”, Ieee wireless communications let-

ters, vol. 5, no. 6, pp. 600–603, 2016.

[204] R. Amer, A. A. El-Sherif, H. Ebrahim, and A. Mokhtar, “Stability analysis for

multi-user cooperative cognitive radio network with energy harvesting”,

in Ieee international conference on computer and communications (iccc), 2016,

pp. 2369–2375.

[205] R. Amer, A. A. El-sherif, H. Ebrahim, and A. Mokhtar, “Cooperation and

underlay mode selection in cognitive radio network”, in International confer-

ence on future generation communication technologies (fgct), 2016, pp. 36–41.

[206] R. Amer, A. A. El-Sherif, H. Ebrahim, and A. Mokhtar, “Cooperative cog-

nitive radio network with energy harvesting: Stability analysis”, in Inter-

national conference on computing, networking and communications (icnc), 2016,

pp. 1–7.

[207] T. A. Odetola, H. R. Mohammed, and S. R. Hasan, “A stealthy hardware tro-

jan exploiting the architectural vulnerability of deep learning architectures:

Input interception attack (iia)”, Arxiv preprint arxiv:1911.00783, 2019.

[208] T. A. Odetola, O. Oderhohwo, and S. R. Hasan, “A scalable multilabel clas-

sification to deploy deep learning architectures for edge devices”, Arxiv

preprint arxiv:1911.02098, 2019.

[209] H. Mohammed, T. A. Odetola, S. R. Hasan, S. Stissi, I. Garlin, and F. Awwad,

“(hiadiot): Hardware intrinsic attack detection in internet of things; lever-

aging power profiling”, in 2019 ieee 62nd international midwest symposium on

circuits and systems (mwscas), IEEE, 2019, pp. 852–855.

[210] O. Oderhohwo, H. Mohammed, T. Odetola, T. N. Guo, S. Hasan, and F.

Dogbe, “An edge intelligence framework for resource constrained commu-

nity area network”, in 2020 ieee 63rd international midwest symposium on cir-

cuits and systems (mwscas), IEEE, 2020, pp. 97–100.

[211] O. Oderhohwo, T. A. Odetola, H. Mohammed, and S. R. Hasan, “Deploy-

ment of object detection enhanced with multi-label multi-classification on

Transfer Report RAMY AMER



BIBLIOGRAPHY 250

edge device”, in 2020 ieee 63rd international midwest symposium on circuits and

systems (mwscas), IEEE, 2020, pp. 986–989.

[212] H. Mohammed, T. A. Odetola, and S. R. Hasan, “How secure is distributed

convolutional neural network on iot edge devices?”, Arxiv preprint arxiv:2006.09276,

2020.

[213] M. Baza, N. Lasla, M. Mahmoud, G. Srivastava, and M. Abdallah, “B-ride:

Ride sharing with privacy-preservation, trust and fair payment atop public

blockchain”, Ieee transactions on network science and engineering, 2019.

[214] M. Baza, A. Sherif, M. Mahmoud, S. Bakiras, X. Lin, and M. Abdallah, “Pri-

vacy preserving blockchain-based energy trading schemes for electric vehi-

cles”, Ieee transactions of vehicular technology, 2021.

[215] M. Baza, J. Baxter, N. Lasla, M. Mahmoud, M. Abdallah, and M. Younis,

“Incentivized and secure blockchain-based firmware update and dissem-

ination for autonomous vehicles”, in Connected and autonomous vehicles in

smart cities, CRC press, 2020.

[216] M. Baza, M. Mahmoud, G. Srivastava, W. Alasmary, and M. Younis, “A light

blockchain-powered privacy-preserving organization scheme for ride shar-

ing services”, Proc. of the ieee 91th vehicular technology conference (vtc-spring),

antwerp, belgium, May 2020.

[217] M. Baza, “Blockchain-based secure and privacy-preserving schemes for con-

nected vehicles”, PhD thesis, Tennessee Technological University, 2020.

[218] W. Al Amiri, M. Baza, K. Banawan, M. Mahmoud, W. Alasmary, and K.

Akkaya, “Towards secure smart parking system using blockchain technol-

ogy”, in 2020 ieee 17th annual consumer communications and networking confer-

ence (ccnc), 2020, pp. 1–2.

[219] M. Baza, R. Amer, M. Mahmoud, G. Srivastava, and W. Alasmary, “A privacy-

preserving energy trading scheme for electric vehicles”, in 2021 ieee 18th an-

nual consumer communications and networking conference (ccnc), 2021, pp. 1–

6.

Transfer Report RAMY AMER



BIBLIOGRAPHY 251

[220] M. Baza, A. Salazar, M. Mahmoud, M. Abdallah, and K. Akkaya, “On shar-

ing models instead of data using mimic learning for smart health applica-

tions”, in 2020 ieee international conference on informatics, iot, and enabling tech-

nologies (iciot), 2020, pp. 231–236.

[221] M. Baza, R. Amer, G. Srivastava, M. Mahmoud, W. Alasmary, and M. You-

nis, “Efficient privacy-preserving charging coordination with linkabilty-resistance

in the future smart grid”, in Ieee international conference on communications

workshops (icc workshops), 2021, pp. 1–6.

[222] W. Al Amiri, M. Baza, M. Mahmoud, b. K. Banawan, W. Alasmary, and K.

Akkaya, “Privacy-preserving smart parking system using blockchain and

private information retrieval”, Proc. of the ieee international conference on smart

applications, communications and networking (smartnets 2019), 2020.

[223] R. Amer, M. Baza, M. M. Butt, and N. Marchetti, “Optimizing joint proba-

bilistic caching and channel access for clustered d2d networks”, Arxiv preprint

arxiv:2003.02676, 2020.

[224] M. Baza, R. Amer, G. Srivastava, M. Mahmoud, W. Alasmary, and M. You-

nis, “Efficient privacy-preserving charging coordination with linkability-resistance

in the future smart grid”, Proc. of ieee international conference on communica-

tions workshops (icc workshops), montreal, canada, 2021.

[225] F. Amsaad, A. Razaque, M. Baza, and G. Srivastava, “An efficient and re-

liable lightweight puf for iot-based applications”, Proc. of ieee international

conference on communications workshops (icc workshops), montreal, canada, 2021.

[226] A. Sherif, M. Baza, M. Mahmoud, and G. Srivastava, “Efficient search over

encrypted medical cloud data with known-plaintext/background and un-

linkability security”, Ieee transactions on industrial informatics, 2021.

[227] A. Sherif, M. Baza, and M. Mahmoud, “Cses: Customized searchable en-

cryption scheme with efficient key management over medical cloud data”,

2021 international symposium on networks, computers and communications (is-

ncc), 2021.

Transfer Report RAMY AMER



BIBLIOGRAPHY 252

[228] M. Afshang, C. Saha, and H. S. Dhillon, “Nearest-neighbor and contact dis-

tance distributions for thomas cluster process”, Ieee wireless communications

letters, vol. 6, no. 1, pp. 130–133, 2017.

[229] S. Rajan, S. Wang, R. Inkol, and A. Joyal, “Efficient approximations for the

arctangent function”, Ieee signal processing magazine, vol. 23, no. 3, pp. 108–

111, 2006.

[230] J. G. Andrews, F. Baccelli, and R. K. Ganti, “A tractable approach to coverage

and rate in cellular networks”, Ieee transactions on communications, vol. 59, no.

11, pp. 3122–3134, 2011.

[231] I. S. Gradshteyn and I. M. Ryzhik, Table of integrals, series, and products. Aca-

demic press, 2014.

Transfer Report RAMY AMER


