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ABSTRACT

In this work we explore methods for allowing advanced colour
editing on light field images to be performed. This investigation
is twofold. First we look at soft colour algorithms to decompose
images into colour layers and the various ways it could be ap-
plied to light field data in order to ensure spatially consistent
results. Then, with the purpose of colour editing in mind, we
present an object-based layer separation method so that editing
a layer does not wrongly affect specific objects. We further dis-
cuss the advantages and drawbacks that light field data present
over regular single-view images for this purpose. Finally we
present some editing results to show that our methods allow us
to obtain visually appealing images that remain consistent across
all light field views and minimise the colour artefacts inherent to
layer decomposition methods.

Index Terms— Light Fields, Soft Colour Segmentation, Ob-
ject Segmentation, Colour Editing

1. INTRODUCTION

Light fields are a way of representing the light information
contained in a finite volume of space [1]. They are an extension
of traditional single view images and are typically represented
by the 4D plenoptic function with two spatial and two angular
dimensions. The most common methods of capturing real light
field images are camera arrays [2], single cameras on a moving
gantry [3], or consumer-grade plenoptic cameras [4].

While most of the research has been focused on applications
such as rendering, depth estimation, or super-resolution, there is
less work on image editing to take advantage of the higher di-
mensionality of light field data. In this work, we investigate the
possibility of applying colour decomposition algorithms on light
fields and detail the advantages and drawbacks of such methods.
As far as we are aware, this is the first work looking at using these
methods on light field images. Additionally we propose taking
advantage of light fields to counteract one of the drawbacks of
decomposition methods. Since the output of such algorithms is
generally a number of colour layers based on a pre-computed
palette, these layers can contain object and background informa-
tion that have no semantic relation to each other. As a result
any editing done on a single layer would affect all these objects,
perhaps at the risk of causing unwanted artefacts, e.g. apply-
ing unnatural colours to human skin. In this work we present an
automatic depth-based object-aware layer separation method to
allow for easier colour editing.

This publication has emanated from research conducted with the finan-
cial support of Science Foundation Ireland (SFI) under the Grant Number
15/RP/2776.

2. RELATED WORK

2.1. Soft colour segmentation

Soft colour segmentation is a method of image decomposi-
tion which consists of separating the image into several semi-
transparent layers containing pixel information close to a colour
from a pre-computed palette. Initial works by Aksoy et al. used
colour unmixing to satisfy minimisation functions, in which the
colour palettes were computed by probability distributions ob-
tained through pixel voting [5]. Tan et al. obtain a colour palette
by simplifying a RGB convex hull of all observable colours [6].
The simplification can be adjusted to obtain a different number
of colours in the palette.

Aksoy et al. further improved upon their previous techniques
by implementing a more efficient voting scheme [7]. In order to
obtain more consistent colour layers, Tan et al. use spatial co-
herence by extending their palette extraction method through a
RGBXY convex hull [8]. A new technique by Koyama et al. de-
composes images based on editing software blending modes [9].
The resulting layers may contain colour that do not appear in
the original image and only using the proper blending modes for
reconstruction to ensure a stable result.

One of the drawbacks of Tan et al.’s method is that by sim-
plifying a RGB convex hull, it is quite possible to obtain palette
colours that do not appear in the image. Feeling that obtaining a
palette that would not be representative enough of the image can
make editing work less intuitive for the user, Wang et al. use a
similar method where a polyhedron is placed around the image
colours in 3D space [10]. However they do not necessarily com-
press it to the convex hull and the palette they extract through
an optimisation problem ends up being more accurate. Jeong et
al. first sample pure colours, then build a hierarchical model by
splitting each layer, and all the possible colours within it, into two
layers where the colour variance is much smaller and the domi-
nant colours are as distinct from each other as possible. [11]

2.2. Object Segmentation for Light Fields

Object segmentation on light field images has had a variety of
techniques proposed. Mihara et al. propose a graph-cut method
that works on sub-aperture views to find object edges and seg-
ments objects by enforcing a global consistency [12]. Hog et al.
developed a method to exploit the redundancy of light fields to re-
duce the graph size of Markov random fields by using a ray bun-
dle structure [13]. Their method is interactive and ensures stabil-
ity and consistency across all light field views. Zhu et al. propose
a super-pixel segmentation method which uses ray-tracing in the
light field volume and accounts for the disparity between each
super-pixel to provide a refocus-invariant segmentation [14]. A
more recent method proposed by Khan et al. improves upon the



previous one by using a clustering step to enforce better con-
sistency across the light field instead of simply propagating the
results from the central view [15].

2.3. Light Field Editing

Jarabo et al. provided a comprehensive overview of different
techniques used for light field editing, which included colour
editing, inpainting, adding objects at various depth layers or
drawing on partially occluded surfaces [16]. Le Pendu et al.
propose a novel method for inpainting using low rank matrix
completion which takes advantage of the redundancy of light
field views [17]. Frigo et al. developed a method using epipolar
planes to propagate edits, colour or inpainting, to the entire light
field in a consistent manner. Zhang et al. created a method al-
lowing object manipulation such as resizing or moving through
depth planes [18]. They first decompose the central image in
different depth layers, allowing the user to edit any of them. The
patch-based method then reconstructs the image by transforming
all possibly affected layers. Finally these edits are propagated
from the centre view to the rest of the light field views. In this
work we wish to provide another level of editing for artists and
other light field users.

3. SOFT COLOUR SEGMENTATION

We base our investigations on our implementation1 of the
more recent method by Aksoy et al. [7]. This decision was mo-
tivated by the output of the method, providing layers of colours
present in the image, which allows for more intuitive editing. As
the method was developed for single images, we require a new
strategy to apply it on light field data in the sub-aperture image
representation, in order to enforce consistency in both the colour
palette and the segmentation between all the views. In this sec-
tion we describe some of the methods we used in achieving this
goal.

3.1. Naive approach

For this initial approach, we apply the entire soft colour seg-
mentation method to each individual sub-aperture view. That
means a colour palette is computed for each image and the layer
separation is done based on this palette. Because of slight vari-
ations in colour distribution caused by the disparity, the com-
puted palette is not consistent across all views. This is visible
in Fig. 1, where we show the layer decomposition of two con-
secutive views in a light field row. In many of the examples we
worked on, the palette size varies by one or even two colours,
leading to layers inconsistent in number and representation. Any
kind of editing done with layers like these would result in erro-
neous results with flickering between views and artefacts clearly
visible no matter which method is used to represent or view the
light field.

3.2. Global approach

After seeing the output of our first method, we investigated
ways of ensuring global consistency, especially regarding the
computation of the colour palette. To this end, we first construct
a mosaic image containing all the views from the light field, and
perform an initial computation of a single global colour model,

1https://github.com/V-Sense/soft_segmentation

Fig. 1: Results of our naive approach to perform soft colour segmen-
tation on two consecutive views of images bee_2 and chicken, with
associated colour palettes. The original view is on the left. In both
cases, as with most images we studied, the number of layers can be
different across views. In the top row of image bee_2 the last two
layers end up mostly in a single layer in the decomposition of the
bottom row, and in the top row of chicken the additional layer is
composed mostly of pixels that end up in layers 2 and 3 in the de-
composition on the bottom row. This results in major inconsistencies
in these layers.

before applying the soft colour segmentation to each individual
view using that single colour palette. The reasoning behind this
was to ensure all colours from the light field would be repre-
sented in the colour palette, including some that might appear
only in specific views due to occlusions. This method, as we can
see in Fig. 2, produces more spatially consistent results with less
variation between views, although some minor flickering can still
be detected upon closer inspection (zoom in). The colour distri-
bution in each layer is also generally more consistent and useful
in comparison with the results of the naive method where we ob-
tain a different number of layers. When using this global method
we enforce consistency in both colour palette size and within the
composition of each layer.

Using a global colour model additionally ensures all the
views have the same number of layers and allows for situations
where some objects could suffer from occlusion in some views
but not others. In the case where the object is occluded, the layer
would simply appear nearly empty. This is preferable to having
the occluded objects appear in unrelated colour layers because
of their low representation ratio.

3.3. Epipolar plane images

We additionally attempted to perform soft colour segmenta-
tion on epipolar plane images (EPI) instead of the sub-aperture
views. We compute the colour palette using information from
the whole light field rather than from a select view. Similar to
the global method, the results are much more consistent globally,
since the EPIs contain exactly the same colour information as the
related views, even though the distribution is different. As this
method offers no advantage while adding an extra computational
step to generate the EPIs, we decide to use the method described
in section 3.2 as our base for the rest of this paper.

https://github.com/V-Sense/soft_segmentation


Fig. 2: Results of our global approach to perform soft colour seg-
mentation on the same consecutive views as in Fig. 1. Compared to
the naive approach here the number of layers is equal, and the colour
distribution within layers is more consistent.

4. OBJECT-BASED LAYER SEPARATION

In this section we present a method to separate objects in lay-
ers based on their depth. When analysing the results of traditional
soft colour segmentation, it appears that many layers contain in-
formation from different objects which do not necessarily have a
semantic relation. Editing the entire layer will affect all these ob-
jects and may cause some undesirable artefacts. Our intuition is
to separate some of these layers into semantically relevant ones,
which should make some editing tasks easier to perform.

As light fields give us additional depth information, we chose
to use it to separate objects that may appear in the same colour
layers. We use the Spinning Parallelogram Operator method of
Zhang et al. [19] to obtain a depth map of the light field. Using
this information, we compute a histogram of the depth values
of the image, as in Fig. 3. Once we obtain the histogram, we
assume each peak represents a specific object, or at the least a
depth layer containing mostly information from a single object.
Values in and around the minima typically mark the separation.
However to get the most precise split we use a gradient-based
method described in the next paragraph. For instance in Fig. 3,
it would appear there are three potential separate objects based
on the histogram. Visual inspection, however, only shows two
objects, while the values near zero belong to the background.

To rectify this as well as cases where there exists some over-
lap in depth between separate objects, we use a gradient-based
metric which looks at continuity between the approximate cen-
troids of the objects and the rest of the pixels. Starting from these
centroids, we go outward and measure the difference in depth
values until we detect sudden changes larger than a user-defined
threshold typically chosen based on the range of depth values.
Experimentation shows that setting this value as half the spread
of depth values for the current object gives satisfying results. If
that threshold is exceeded we determine the pixels belong to an-
other object. Some visual results of layer splitting based on this
can be observed in Fig. 4.

Even though the method splits the layer into separate, seman-

Fig. 3: Depth map of synthetic image greek (see Fig. 4). On the
right, the histogram of depth values, cleaned to ignore the white
values around the left statue and the black values belonging to the
background.

Fig. 4: Examples of layer splitting using depth information on syn-
thetic image greek and real image chicken The original view is on
the left.

tically coherent layers, some artefacts may occur. For instance in
the image greek the layer containing the right statue still contains
some background information. This is due to the depth estima-
tion method incorrectly handling this boundary. Similarly in the
image chicken some information from the metal boxes end up
in the same layer as the background wall, instead of being in a
separate layer, since the depth estimation puts them both on the
same level.

5. EXPERIMENTAL RESULTS

In this section we briefly detail the run time of the different
parts of our work. We additionally present edited results taking
advantage of our contributions. The images in this paper have
been taken from the INRIA dataset [17], the HCI dataset [20] and
some are our own Lytro images [21]. All of the Lytro data has
been decoded, colour corrected and denoised using the methods
of Matysiak et al. [21]. More information and additional results
are available online2.

5.1. Computation time

The computation time for a single light field view using the
naive approach, i.e. computing the colour palette and doing the
segmentation, takes on average 12 minutes for our C++ imple-
mentation of the method, which has not been optimised. This
needs to be multiplied by the number of usable views in a light
field, which can go up to 209 for Lytro images.

Computing a colour palette using our global method takes
roughly 2.5 minutes on an image tile of size 5000x5000. While

2https://v-sense.scss.tcd.ie/research/soft-
colour-segmentation-on-light-fields/

https://v-sense.scss.tcd.ie/research/soft-colour-segmentation-on-light-fields/
https://v-sense.scss.tcd.ie/research/soft-colour-segmentation-on-light-fields/


Fig. 5: Editing results on the main red layers (the first one in Fig.1 or 2) of several sub-aperture images of a light field row; each column
represents the same view. On the top row we use layers obtained using our naive approach, and inconsistencies can be observed between the
views, on the chicken figurine or the background. In the middle row we use the layers from our global approach, the results are consistent
across views but editing the wall colour results in changes affecting the red portions of the figurine. The last row shows editing on the global
approach layers, done after separating the first red layer to isolate the wall from the figurine. Here the results are consistent across views, the
figurine is unaltered, and we obtain the effect we were aiming for.

long, this step has to be done only once per light field and the
results can be saved for later use. To put this in perspective,
computing the individual palettes takes on average 14 minutes
for a Lytro image (4.05 seconds x 209 views) and produces in-
consistent results. However, the more computationally intensive
part to perform the soft colour segmentation on each view still
takes 12 minutes on average. An intended future work will look
at ways to initialise the segmentation using results from already
processed central views and propagate them toward the edges of
the light field, in an attempt to reduce the time needed by the
optimisation method of the soft segmentation to reach a solution.

Splitting the layers to contain only one object is done through
a MATLAB script and is a much faster process, taking on average
2 seconds per view, regardless of the number of objects.

5.2. Layer editing

We present results of colour editing on specific colour layers
obtained with both the naive and global methods, before and after
splitting them, shown in Fig. 5. Here the edit was to change the
background colour to increase the contrast with the foreground
object being the centre of the image. Editing using the layers
from our naive approach results, as expected, in visible incon-
sistencies between the views. When using the layers from our
global approach, as the main red layer contains pixels from both
the background and the chicken figurine, editing the background
without splitting the layer results in unwanted alterations, as it
changes the colour of the object as well. However, when the rel-
evant layer is properly segmented to contain only the chicken fig-
urine (or the background), edits are easier to perform and avoid
unwanted side-effects. We obtain the intended effect to increase
the colour contrast and enhance the focus on the object.

5.3. Failure cases

Unfortunately there are cases where our method for split-
ting a layer is not robust enough. One such case is when non-
Lambertian objects are present, such as glass, see Fig. 6. Here
the pink layer contains pixels from the pen, some items in the
background, and reflection and refraction from all of these on

Fig. 6: Example of a failure case (real image guinness), where
the pink reflection and refraction on the glass coming from different
objects is difficult to separate from the pen using our method. For
readability not all segmented layers are shown, as many objects in
the image contain shades of pink.

the glass itself. Splitting the layer using our method puts both the
pen and the glass in the same layer, and the background objects
in their own layer. Editing either of those layers would result in
inconsistencies between the background objects and their refrac-
tion in the glass. A future work will be to look at better methods
to handle these cases.

6. CONCLUSION AND FUTURE WORK

We present a new method to perform soft colour segmen-
tation on light field data. We have shown that our global ap-
proach is well-suited to create high quality colour layers consis-
tent across all views of a light field. We also took advantage
of light field data to further separate colour layers based on their
content, using depth information, in order to allow for easier edit-
ing while reducing the amount of side effects.

We have also explained that these methods are unfortunately
very costly in computing time and future investigations will
look at ways to use disparity-adjusted layer decomposition re-
sults from neighbouring views as an initialisation step, in order
to bring the minimisation algorithm closer to a solution. This
should hopefully lead to a significant reduction in computing
time when the method is applied over the whole light field. In
future work we will also look at more robust and automatic
methods for object-based layer separation and ways to extend
this concept to light field videos.
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[7] Yağiz Aksoy, Tunç Ozan Aydin, Aljoša Smolić, and Marc
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