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Abstract

Since the experimental isolation of graphene nearly two decades ago, the research into two-dimensional materials has accelerated at a tremendous rate across a vast range of scientific and engineering fields. Liquid phase exfoliation, a common production method, has progressed in recent years with studies reported on a variety of materials including graphene, transition metal dichalcogenides and layered double hydroxides. While the collection of liquid exfoliated crystals is substantial and growing year on year, the spectroscopy of hexagonal-boron nitride (h-BN) nanosheets, a widely used insulator, and the effect of stabilizers on the exfoliation process have yet to be explored in detail.

Spectroscopy of two dimensional h-BN, unlike many other nanomaterials, contains relatively little information due to the fact that both the absorption and Raman spectra consist of only one feature each. By size-selecting liquid exfoliated h-BN nanosheets the dependence of h-BN optical spectra on nanosheet dimension is analysed. After decoupling the light to separate the absorbance from the scattering, the size-dependence is removed apart from a well-defined variation in the energy of peak absorbance with nanosheet thickness. Furthermore, while the position of the h-BN Raman G band remains constant with nanosheet dimension, the linewidth appears to vary weakly with nanosheet thickness. Through the analysis of solvatochromatic effects in the liquid environment, the behaviour of the h-BN Raman G band width with nanosheet thickness is modelled. The size-dependent spectroscopic properties from both spectroscopic techniques can be used as metrics to estimate nanosheet thickness.

During exfoliation, surfactants are commonly used to stabilize nanosheets against reaggregation. Using WS$_2$ as a model system, the effect of varying surfactant type and concentration on the yield and dimensions of exfoliated nanosheets is explored. This study shows that for ionic surfactants, the mass of nanosheets decreases sharply past $\sim$10
mM, regardless of surfactant. Very similar dependences were observed for both nanosheet length and thickness. In contrast to previous studies, this data implies that the optimum surfactant concentration is not linked to the critical micelle concentration. In addition, surfactant concentrations as low as 0.07 mM yielded stable nanosheet dispersions with zeta potentials above 40 mV. By decoupling the exfoliation and stabilization effects of the surfactant, it is the (de)stabilization process, rather than the exfoliation process, that is shown to link nanosheet concentration, size and thickness to surfactant concentration.

In addition to frequently used 2D materials such as h-BN and WS$_2$, novel materials have been predicted in recent databases. The need to improve the performance of lithium ion batteries is ever-increasing due to the current climate crisis and these previously unexplored materials might hold the key. In this work, liquid phase exfoliation was used to produce nanosheets of SnP$_3$ and SiP, two novel materials with extremely high theoretical capacity of 1670 mAh g$^{-1}$ and 3060 mAh g$^{-1}$ respectively for Li storage. Nanosheet-nanotube composite thin films were formed for use as lithium storing anodes. Active-mass-normalised capacities of 1657 mAh g$^{-1}$ for SnP$_3$ and 2654 mAh g$^{-1}$ for SiP were measured, close to the theoretical values and state-of-the-art for 2D-based electrodes.

Apart from new materials, scalable techniques are important in the production of nanomaterials for applications. Bubble collapse, the mechanism behind the exfoliation of material in a sonicator, is replicated through boiling graphite and surfactant in an everyday kitchen kettle. Two techniques were demonstrated, the first a standard kitchen kettle producing very low yields of graphene after multiple cycles and the second a modification of the kettle, where a cooling coil maintains a rolling boil for long periods of time, increasing the number of bubbles. The increased heating time in the optimised setup resulted in a 10-fold increase in nanosheet concentration. EDX, XPS and Raman measurements revealed characteristic graphene signatures but also oxidation peaks and a high D band (Raman) indicative of a defective final product. Two regimes were proposed to exist in the kettle exfoliation. In the first regime, only partial exfoliation of graphite occurred resulting in thick graphitic platelets, mostly observed in a standard kettle. In the second regime large, thin nanosheets were exfoliated through the cleavage of neighbouring basal-plane defective sheets as a result of the increased energy input from the optimised set up.
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To Mum and Dad
Advances in materials over thousands of years have altered human society, where defining discoveries and shifts in thought have paved the path for emerging technologies. In fact, ages in human history have been divided based on the dominant material of that period, from the Stone age to the Silicon age. In the latter half of the 20th century, the acceleration of new technology has been tremendous, the Silicon Chip becoming perhaps the most influential invention of this time. Materials are the fundamental building blocks of any device or application and so while Moore predicted an upward trend in transistors per chip,1 Feynman proposed the design of materials on the atomic scale,2 inspiring the emergence of a new field of research, nanoscience.

Nanoscience is a broad term, combining physics, chemistry and engineering and encompassing both materials and technology on the nanoscale. The use of nanomaterials in society is not a new idea. The Lycurgus Cup, a 4th century artefact made of dichroic glass, contains gold-silver alloy nanoparticles (∼70 nm) appearing red in transmitted light and green in reflected light3 while Damascus saber blades forged in the 17th century contained carbon nanotubes and cementite nanowires, together forming an ultrahigh-carbon steel that gave them unparalleled strength and flexibility.4 The ability to characterise these materials however came hundreds of years later in 1981 when Gerd Binnig and Heinrich
Rohrer invented the Nobel prize winning scanning tunnelling microscope (STM) at IBM’s Zürich lab, allowing for the direct imaging of individual atoms for the first time. A few years later Binnig would also invent the atomic force microscope (AFM), another crucial characterisation tool that revealed the topography of a surface on the nanoscale. It was not long after that Buckminsterfullerene (C60, bucky balls) and carbon nanotubes emerged as new forms of carbon materials, propelling nanotechnology to the forefront of scientific research that would continue throughout the 90s and early 2000s. The experimental isolation of single layer of graphite known as graphene in 2004 by Geim and Novoselov, triggered an avalanche of publications on graphene and other novel two-dimensional materials, exhibiting a range of fascinating properties including exceptional strength, thermal and electrical conductivity.

2D materials have been proposed for a range of applications from electronic and optoelectronic devices to catalysts, supercapacitors and energy storage. The production method of nanomaterials must be scalable if they are to compete with conventional and existing materials. Liquid-phase exfoliation (LPE) is a relatively simple technique, developed over a decade ago, that generates high yields of material at low cost. Since the initial liquid-exfoliation of graphene, a vast number of other 2D materials have been successfully exfoliated and characterised including h-BN, transition metal dichalcogenides, layered double hydroxides, transition metal oxides and black phosphorous. The aim of this work is to examine in detail the dimension of nanosheets produced by LPE including probing dispersions spectroscopically and studying the effect of altering the stabilisation medium. Furthermore, the LPE process is applied to two novel nanomaterials with potential applications as battery electrodes. The final aim is to take the fundamental mechanism underpinning the technique, cavitation, and investigate whether a similar bubble collapse can be replicated through boiling.

Hexagonal boron nitride is liquid exfoliated and size-selected in Chapter 4. By analysing each sample spectroscopically using both UV-Vis and Raman, nanosheet dimension is linked to systematic spectral changes leading to the establishment of metrics. These metrics allow for h-BN thickness to be estimated through spectroscopy much quicker than statistical analysis of nanosheets with microscopy.
In Chapter 5, surfactants, the stabilisation method of choice for much of this thesis are examined in detail. The effect of surfactant choice and concentration on nanosheet dimension is comprehensively and systematically studied using WS\textsubscript{2} as a model system. The stabilisation of nanosheets produced by LPE is also investigated, related to the ionic conductivity induced by the liquid environment.

Two novel materials SnP\textsubscript{3} and SiP were selected from 2D databases in Chapter 6 based on their high levels of silicon and phosphorous. These elements are predicted to have very high theoretical capacities as electrodes in lithium ion batteries\cite{27}, the development of which are crucial in combating the climate crisis. Both materials are liquid exfoliated and characterised using microscopy and spectroscopy, revealing systematic spectral changes with nanosheet size. SnP\textsubscript{3} and SiP nanosheets are mixed with carbon nanotubes to create nanosheet-nanotube composite electrodes that reach extremely high specific capacities when tested, the highest capacities for 2D materials reported to date.

Ultrasonication, the process that shears crystals during liquid-phase exfoliation, relies on the creation and violent collapse of bubbles. Another scalable and common method of bubble formation is through boiling. In Chapter 7 a novel exfoliation technique is demonstrated in which graphite is exfoliated to few layer graphene in a kitchen kettle. The graphene produced is characterised spectroscopically and microscopically to reveal a large amount of defects.

The main results of this thesis are concluded in the final chapter with some possible avenues for future development suggested. It is hoped that the metrics developed, insights into the exfoliation process reported, and novel materials demonstrated, add value to the field as a whole.
Two-dimensional Materials: Properties and Production

Two-dimensional materials have emerged at the forefront of materials science research since the isolation of graphene over a decade ago. Their novel physical properties have inspired an enormous number of publications with proposed applications in scaled-down electronics, energy storage and biological sensing. Understanding the properties of this new class of materials along with the ability to produce and characterise them in a quick, efficient manner will inevitably lead to the faster application realisation. This chapter describes layered materials, the properties and structure of their two-dimensional form and methods of their production. In particular, liquid phase exfoliation and nanosheet stabilisation are examined in detail as the primary production method of nanomaterials in this work.

2.1 Nanomaterials

Layered van der Waals crystals, the parent structure to two-dimensional nanosheets, can be classified as solids that have very strong in-plane bonds between atoms but weak van der Waals bonds between layers. The advantage of this bonding system is that the layers...
in these materials can be sheared apart and crystals that were once macroscopic can be reduced to the nanoscale, the basis behind any top-down production method. It is this idea that has inspired a range of multi-layered 2D materials known as van der Waals heterostructures\textsuperscript{28}. Nanomaterials can possess enhanced mechanical and electrical properties compared to their bulk counterparts, giving way to many exciting applications from electronic\textsuperscript{11,29,30} to biomedical devices.\textsuperscript{31,32} The electronics industry has been particularly targeted due to the fact that in the two-dimensional world electrons are confined to a 2D wavefunction, resulting in a change in band structure and sometimes bandgap compared to bulk.

![Figure 2.1: An overview of 2D materials grouped in accordance with their bandgap shows the variation and multitude of possibilities.](image)

The research into 2D materials in the last decade or two has grown exponentially from the initial isolation of graphene in 2004.\textsuperscript{9} To date, there are a vast number of materials which vary from conducting to insulating to semiconducting and even superconducting (Figure 2.1). A selection of materials used in this thesis are described in more detail below.

### 2.1.1 Graphene

First conceptualised in 1947 by P.R. Wallace,\textsuperscript{33} graphene has risen to become a material of great interest in the world of condensed matter physics and materials science. This two-dimensional sheet of sp\textsuperscript{2}-hybridised carbon forms a honeycomb lattice, an elementary building block for other allotropes from nanotubes and fullerenes to graphite. While graphene had been used as a theoretical model for quantum electrodynamic studies...
throughout the latter half of the twentieth century\textsuperscript{34–36} it wasn’t until 2004 that graphene was experimentally isolated for the first time by Geim and Novoselov using the scotch tape technique.\textsuperscript{9} This discovery sparked the beginnings of a major exploration into the field of stable 2D crystals as the material’s extraordinary thermal, mechanical and electrical properties became a topic of interest in the scientific community.

Graphene’s atomic structure consists of sp\textsuperscript{2} hybridized carbon atoms arranged in a honeycomb, hexagonal lattice (Figure 2.2A). The 2s orbital and two of the 2p (p\textsubscript{x} and p\textsubscript{y}) orbitals of carbon mix to form hybrid orbitals resulting in three strong, in-plane σ bonds between neighbouring atoms, forming the hexagonal lattice structure.\textsuperscript{37,38} The p\textsubscript{z} orbital, perpendicular to the plane, binds covalently with neighbouring carbon atoms, leading to the formation of a π band, similar to aromatic benzene. Each p\textsubscript{z} orbital contains only 1 electron for binding, leading to a half filled band, underpinning the unusual electronic structure of graphene.\textsuperscript{38} However in the 1930s, Peierls\textsuperscript{39} and Landau\textsuperscript{40} proposed that graphene and other strictly 2D materials could not exist due to thermodynamic instabilities at finite temperatures. However, in recent years it has been reported that graphene is not a completely flat 2D crystal but rather wrinkled with undulations on the order of approximately 10 nm, suppressing thermal vibrations and therefore stabilizing the crystal.\textsuperscript{41,42}

In reality, any 2D honeycomb lattice of graphene will contain a number of structural defects,\textsuperscript{43–47} imperfections arising naturally from thermodynamics of solids at any finite temperature.\textsuperscript{48} The break in symmetry can be as a result of edges, vacancies, substitutional atoms (dopants), grain boundaries or defects from changes in hybridization e.g. sp\textsuperscript{2} to sp\textsuperscript{3}.\textsuperscript{44} In terms of exfoliated material, the type and concentration of defects depends both on the starting graphite and method of exfoliation (mechanical, liquid phase etc.) with the properties of the resulting graphene varying significantly. On the one hand, atomic-sized defects so-called resonant scatterers have been shown to greatly limit the carrier mobility of graphene, a hindrance for electronic devices.\textsuperscript{49} On the other, defects in graphene layers enable routes for chemical functionalization and can increase chemical reactivity, making defective graphene a potential catalyst.\textsuperscript{50} Raman spectroscopy has shown to be a powerful tool in probing the nature of defects in graphene,\textsuperscript{44,51,52} with the evolution of new peaks and the intensity ratio of existing D and G peaks giving a measure
of the defect content, used in Chapter 7 of this work and discussed in more detail below.

Figure 2.2: (A) Honeycomb lattice structure of a graphene monolayer with a carbon-carbon bond length of 0.142 nm.\(^{42}\) The unit cell of is composed of 2 carbon atoms with basis vectors \(\vec{a}_1\) and \(\vec{a}_2\). (B) The electronic band structure of graphene. The conduction band and the valence band form conical shaped valleys that meet at the six corners of the Brillouin zone (indicated by axes). These points are known as Dirac points and in undoped graphene the Fermi level passes through. Image adapted from Beenaker\(^{53}\) (C) Raman spectra of pristine and defective graphene. Both spectra exhibit large 2D bands compared to G bands, indicative of monolayer graphene. The defective sample shows large D and D’ bands used to measure disorder and defects in graphene. A two phonon defect-assisted process leads to the D+D’ peak (\(\sim 2880\) cm\(^{-1}\)) measured in the defective spectrum. Adapted from Ferrari et al.\(^{54}\) (D) A gas sensor fabricated with monolayer graphene, demonstrating one of its many prospective applications. The concentration of chemically-induced charge carriers in the device increases with increasing concentration of NO\(_2\). Image adapted from Schedin et al.\(^{55}\)

The electronic band structure of graphene is unique, the out-of-plane p\(_z\) orbitals creating delocalized \(\pi\) and \(\pi^*\) states and forming the valence and conduction bands. These degen-
erate bands meet at the K and K’ points (Dirac points) of the Brillouin zone (Figure 2.2B) and as such graphene can be thought of as a zero-band gap semiconductor but strictly speaking, it is a semi-metal since conduction is only possible with thermally excited electrons at finite temperature.\textsuperscript{56} Graphene’s remarkable electronic transport properties stem from the unusual nature of its charge carriers which mimic relativistic particles, unlike other materials where carriers are described using the Schrödinger equation as electrons moving in a periodic lattice potential. The motion of electrons in the honeycomb structure of graphene generates new quasiparticles known as massless Dirac fermions. These quasiparticles are best represented by the \((2+1)\) dimensional Dirac equation\textsuperscript{34–36} leading to a Fermi velocity \(v_F \approx \frac{1}{100}c\). Massless Dirac fermions can be viewed as either electrons that have lost their rest mass or neutrinos that have gained the electron charge, viewing the neutrinos as massless.\textsuperscript{57} Electronic transport in monolayer graphene is governed by these particles, giving rise to interesting quantum electrodynamic phenomena including atypical quantum Hall effects.\textsuperscript{58} Bilayer graphene, where periodic honeycomb structures stack, contain massive Dirac fermions. This increase in mass leads to the change in the unusual linear dispersion relation \((E = \hbar v_F k)\) of single layer graphene to a standard parabolic one. In fact, gating bilayer graphene has been shown to induce a non-zero, tunable bandgap.\textsuperscript{56,59,60} In multilayer graphene (3-10 layers) several charge carriers appear and the conduction and valence bands start overlapping at many points.\textsuperscript{9,61}

Graphene can be characterised in a fast and non-destructive manner through Raman spectroscopy, a powerful tool used to probe many other 2D materials. An abundance of information can be extracted from a spectrum including the number and orientation of layers, edge type, material quality and the effects from electric and magnetic fields, doping, strain, disorder and functionalization.\textsuperscript{54,62,63} There are four main peaks in the Raman spectrum of graphene: D band \((\sim 1350 \text{ cm}^{-1})\), G band \((\sim 1582 \text{ cm}^{-1})\) D’ \((\sim 1620 \text{ cm}^{-1})\) and 2D band \((\sim 2700 \text{ cm}^{-1})\) related to a number of Raman-active phonons,\textsuperscript{63} shown in Figure 2.2C. The D and D’ peaks are disorder-activated Raman bands indicating the number of defects, with very low intensity for pristine graphene.\textsuperscript{62} The G band is comparable in intensity for both graphite and graphene,\textsuperscript{64} a first order signature of the E\(_{2g}\) mode at the \(\Gamma\)-point arising from the stretching of the C-C bond.\textsuperscript{54} The 2D band (also known as G’ like other graphitic materials) is a second order mode involving phonons near the K point. The position blueshifts and the intensity of the 2D band increases for decreasing
number of layers with a very large 2D peak (compared to G band) for monolayer graphene stemming from its linear dispersion relation. Meanwhile, Eckmann et al. have reported that the intensity ratios ID/ID’ and ID/IG can differentiate between defect types in a sample. Moreover, Backes et al. have shown that LPE graphene exhibits a number of spectroscopic changes with decreasing nanosheet size including an increase in D and D’ and 2D bands along with the narrowing of the 2D FWHM.

The abundance of graphite starting materials as well as exciting physical properties make graphene a suitable material for a wide range of applications. Graphene is a low-noise electronic material demonstrated by Schedin et al. who fabricated micron-level gas sensors that can detect adsorption and desorption of individual molecules of NO₂ through changes in resistance based on changes in the chemically induced charge concentration (Figure 2.2D). Other sensors have been shown by Boland et al. by embedding multilayer graphene in a soft polymer matrix to form a material known as G-putty. The mobility of the graphene nanosheets in the low viscosity matrix led to a very sensitive electromechanical sensor with gauge factors (ratio of relative change in electrical resistance to the mechanical strain) of over 500. Graphene, like CNTs have very impressive mechanical properties with a Young’s modulus of 1 TPa which can be used to mechanically reinforce plastics. Field effect transistors (FETs) using monolayer graphene was perhaps the earliest application, chosen due to the unique band structure supplying electrons and holes that can be continuously tuned by a gated electrical field. Since then, mobilities of over 200,000 cm² V⁻¹ s⁻¹ have been reported to date for a suspended graphene devices. However as a result of the zero bandgap, these devices have low on:off ratios, not ideal for transistors. More work is needed in the field of graphene-based electronics for them to compete with standard materials such as silicon. The high mobility, superlative chemical stability and intrinsic flexibility of graphene has led to its potential as a conductive ink for flexible electronics. In a similar vein, graphene materials have shown promise as transparent conducting films for use in optoelectronic devices. Other applications include graphene-based catalysts, supercapacitors, hydrogen storage and biological sensors and scaffolds.
2.1.2 One-dimensional Carbon Nanotubes

Carbon nanotubes (CNTs) can be described as graphene sheets rolled up to form one dimensional cylindrical tubes, first discovered by Iijima and coworkers in 1991 after a high current arc discharge process used to evaporate graphite. The material produced was imaged using high resolution electron microscopy and showed multiple concentric tubes of graphene-like structures with nanoscale diameters which would later become known as multiwalled carbon nanotubes (MWCNTs). A few years later Iijima and colleagues produced 1 nm diameter single walled carbon nanotubes (SWCNTs) utilising the same arc discharge method. Since then, carbon nanotubes have been mainly synthesised using arc discharge and chemical vapour deposition (CVD) methods, producing entangled bundles of tubes 10-30 nm in diameter and micrometers in length. Given this large aspect ratio, as high as $10^4$-$10^5$, nanotubes can be considered one dimensional nanostructures.

Depending on the orientation of the hexagonal carbon in the lattice relative to the axis of the nanotube, they can exhibit either metallic or semiconducting behaviour. The chirality of the nanotube, defining the type, is given by a chiral vector $C_h = n\mathbf{a}_1 + m\mathbf{a}_2 = (n, m)$ where $\mathbf{a}_1$ and $\mathbf{a}_2$ are lattice vectors and $n$ and $m$ are integers (Figure 2.3A). Based on the angle of chirality ($0 \leq \theta \leq 30^\circ$) the nanotubes form in one of three types. Achiral nanotubes, those whose mirror image is identical, are known as zigzag $(n,0)$ and armchair $(n,n)$ where the chiral angle is $0^\circ$ and $30^\circ$ respectively. Chiral nanotubes $(n,m)$ have an angle between $0^\circ$ and $30^\circ$ (Figure 2.3B). Through calculations of the electronic density of states, using the chiral vector for boundary conditions, all armchair nanotubes are reported to be metallic. In fact Dresselhaus et al. have shown that metallic nanotubes occur when $n - m = 3q$, where $n$ and $m$ are the nanotube specific integers described above and $q$ is an integer. A third of zig zag and chiral tubes are noted to be metallic with others semiconductors. Recent reports however have shown that highly monochiral dispersions ($>84\%$) of $(6,5)$ semiconducting SWCNTs can be produced through shear force mixing with conjugated polymers.

Among the interesting properties of CNTs is the remarkable electronic transport. Given the one-dimensional electronic structure, transport in metallic SWNTs and MWNTs occurs
ballistically with essentially no electron scattering over long nanotube lengths and so very
large currents can be carried without any heating of the system.\textsuperscript{94,95} As a result, nan-
otube field effect transistors (FETs) have been constructed showing near ballistic levels
of transport when nanotubes are contacted across palladium or gold contacts.\textsuperscript{96–98} Logic
gates\textsuperscript{99,100} have also been constructed with CNTs, demonstrating their promise for a range
of nanoelectronic devices.

Figure 2.3: (A) An unrolled honeycomb lattice of a nanotube showing the chiral vector, $C_h$, a
sum of multiples of the unit cell lattice vectors $\vec{a}_1$ and $\vec{a}_2$, defining the type of nanotube formed.
Image from Wu et al.\textsuperscript{101} (B) Three types of nanotubes with their chiral vectors (n,m): Armchair,
chiral and zig zag from top to bottom, adapted from Tserpes et al.\textsuperscript{102} (C) Silicon phosphide-CNT
composite used in a lithium ion battery application, Chapter 6. The addition of CNTs increases
the conductivity and mechanically strengthens the electrode. (D) Examples of nanotube function-
alization used in a range of optoelectronic and biological applications, adapted from Hirsch et
al.\textsuperscript{89}

Moreover, CNTs have extremely high tensile strengths (up to 63 GPa\textsuperscript{103}) and Young’s mod-
uli ($\sim$ 1 TPa\textsuperscript{104}) and so have great potential for integration in polymer matrices as mecha-
nical reinforcement. In Chapter 6 CNTs are mixed with novel 2D materials SnP$_3$ and SiP to
improve the conductivity and mechanically reinforce electrodes (Figure 2.3C). High elec-
trical and thermal conductivities of nanotubes along with an extremely large surface area enhance the electrochemical capabilities of both cathode and anode nanomaterials. CNTs with their small diameters and increased lengths offer a much larger degree of accessibility for Li insertion than other conventional additives such as carbon black. Furthermore, highly conductive networks of CNTs are flexible, an important property for reversible Li cycling and controlling volume expansion of electrodes. CNTs can also be functionalized to varying degrees with a wide range of chemical compounds (Figure 2.3D). Nanotubes are often difficult to disperse and dissolve in many organic media but functionalization can help solubility and processing, increasing the material's compatibility with a chosen biological molecule, polymer or solvent. Functionalization may also change the mechanical and electrical properties of the nanotubes which can be tuned for specific applications.

2.1.3 Transition Metal Dichalcogenides

Transition metal dichalcogenides (TMDs) are a subclass of layered 2D materials that increased in popularity after Geim and Novoselov isolated graphene in 2004. The history of TMDs dates much further back however, with studies of MoS\textsubscript{2} crystals from 1923 that inspired further explorations in the area. In 1965, MoS\textsubscript{2} was micromechanically cleaved down to the nanoscale with thicknesses as low as 10 nm reported. By 1970 there were about 60 TMD compounds reported with various elemental compositions and properties. The production of a single layer of suspended MoS\textsubscript{2} was shown by Joensen et al. in 1986 through lithium intercalation of the bulk crystal followed by a reaction with water. Depending on the metal, chalcogen and thickness of the material, the properties of each TMD vary, making this category of nanomaterials used in a range of applications from electronics to catalysis.

A TMD has a stoichiometry of MX\textsubscript{2}, where M is a transition metal of groups 4-10 and X is chalcogen atom, such as sulfur, selenium or tellurium (Figure 2.4A). TMDs from groups 4-7 are generally layered crystals while groups 8-10 tend to be non-layered. The transition metal layer is sandwiched between two chalcogen layers and like graphene is characterized by weak interlayer van der Waals bonding between chalcogen (sandwich) layers and strong M-X covalent bonding making TMDs readily cleavable. Each metal atom provides four electrons for bonding with the chalcogen layers resulting in oxidation...
states of +4 for the metal and -2 for the chalcogen atoms. Furthermore every chalcogen atom has a lone-pair of electrons that terminates the surfaces of the layers, making them free of any dangling bonds and therefore stable against any chemical reactions with the environment.\textsuperscript{111}

Depending on the coordination of the transition metal, TMDs can be one of three common polymorphs: 1T tetragonal (D\textsubscript{3d} group), 2H hexagonal (D\textsubscript{3h} group) or 3R rhombohedral (C\textsubscript{5}\textsubscript{3v} group) symmetry. Both the 2H and 3R polymorphs have trigonal prismatic coordination of the metal atoms whereas the 1T polymorph has an octahedral coordination.\textsuperscript{113} The 3R phase is mainly found in bulk crystal and relaxes to the 2H phase after mild heating,\textsuperscript{114} however 3R-WS\textsubscript{2} and WSE\textsubscript{2} phases have also been reported.\textsuperscript{115} The integer indicates the number of layers X-M-X in the unit cell of each polymorph.\textsuperscript{116} A variation in stacking sequence between layers produces different polytypes. For example, MoS\textsubscript{2} is naturally found in the 2H phase where the stacking sequence is AbA-BaB (capital and lower case letters stand for chalcogen and metal atoms respectively). Monolayer TMDs, on the other hand, only have a stacking sequence between metal and chalcogen sublayers within the monolayer structure itself, shown in Figure 2.4B. The 2H phase has a stacking sequence of ABA while the 1T phase stacks in ABC. Depending on the transition metal, one of the two phases will be more thermodynamically stable, the other phase being described as metastable. The most studied TMDs, MoS\textsubscript{2} and WS\textsubscript{2}, are found in the 2H phase but the 1T phase can be obtained through lithium intercalation and exfoliation.\textsuperscript{117,118}
TMDs with different phases will exhibit different electronic properties, MoS$_2$ in the 2H phase is semiconducting while the 1T phase is metallic. The transition metal coordination along with number of valence electrons in the d orbitals determine the electronic structure of each TMD. If the d-band is partially filled, for example in 2H-NbSe$_2$ or 2H-TaS$_2$, the Fermi level is within the band and the compound is metallic. In contrast, completely filled orbitals, such as those in 2H-MoS$_2$, 2H-WS$_2$ and 1T-PtS$_2$, give a Fermi level in the bandgap between bonding ($\sigma$) and antibonding ($\sigma^*$) states leading these TMDs to exhibit semiconducting characteristics. The bulk bandgap decreases slightly with increasing atomic number of the chalcogen atom for semiconducting TMDs from 1.3 eV for 2H-MoS$_2$ to 1 eV for 2H-MoTe$_2$. 

The bandgap for multilayer TMDs like MoS$_2$ and WS$_2$ is indirect at the $\Gamma$ point of the
Brillouin zone with the conduction band minimum at a different point to the valence band maximum. MoS$_2$ is used as a model system in many studies of the Group VI TMDs but the behaviour of each other compounds is similar, differing only in bandgap. When exfoliated down to the monolayer, the bandgap transitions from indirect to direct with the valence band maximum and conduction band minimum at the K point of the Brillouin zone, shown for 2H-MoS$_2$ in Figure 2.4C. This change in band structure with decreasing layer number is a result of quantum confinement leading to a change in hybridization between p$_z$ orbitals on S atoms and d orbitals on Mo atoms.$^{121-123}$ The direct transition manifests in a greatly enhanced photoluminescence (PL) signature from monolayer MoX$_2$ and WX$_2$ type TMDs. Heinz et al.$^{121}$ demonstrated this behaviour with mechanically exfoliated MoS$_2$ layers (from monolayer to 6L) reporting that monolayers exhibit PL around 1.84 eV. The PL was quenched for bilayer and multilayer (bulk) samples.

In fact, spectroscopic techniques such as UV-Visible, photoluminescence, Raman spectroscopy and optical second harmonic generation (SHG) measurements can help identify the number of layers in TMD nanosheets based on photoluminescence and exciton fingerprints, unique to their electronic band structures.$^{19,124-127}$ WS$_2$ monolayers have been reported to generate a second-order Raman resonance involving the longitudinal acoustic mode (LA(M)) using 514 nm laser excitation.$^{124}$ Strong PL peaks from PL spectroscopy have been shown for mechanically exfoliated monolayer MoS$_2$$^{128}$ and CVD grown monolayer WS$_2$.$^{129}$ Raman spectroscopy can also be used to detect photoluminescence in liquid exfoliated WS$_2$ and MoS$_2$ samples, the peak intensity indicative of the monolayer volume fraction in a liquid dispersion.$^{19,20}$ Li et al.$^{130}$ reported strong second harmonic generation for odd numbers of MoS$_2$ layers where the material’s structure is noncentrosymmetric compared to a negligible response from even layers of the same material.

The dimensionality of Group VI TMDs are noted to have an effect on excitonic transitions.$^{131,132}$ The A exciton, in common TMDs MoS$_2$ and WS$_2$, is the lowest excitation energy exciton, a strongly bound electron-hole pair formed upon optical excitation.$^{133,134}$ The exciton binding energies of monolayer TMDs are very large, on the order of 0.5 eV$^{135,136}$ meaning that these excitons are in fact more stable at room temperature than those in conventional bulk semiconductors and quasi-2D quantum well systems like GaAs.$^{137,138}$ As stated previously, decreasing the number of layers causes an increase in
bandgap as a result of quantum confinement effects that occur from the hybridization of electron orbitals when excitons are confined to a size smaller than the exciton Bohr radius.\textsuperscript{121,123,133} Furthermore, both the quantum confinement and weak dielectric screening effects results in an increase in the effective Coulomb interaction.\textsuperscript{134} The changes in Coulomb interaction are reflected in the renormalization of both the exciton binding energy effects and free particle band gap which manifests itself experimentally in shifts of the A-exciton position in optical absorbance spectra.\textsuperscript{133,139,140} This phenomenon has been reported by Backes et al.\textsuperscript{19,20} for both MoS\textsubscript{2} and WS\textsubscript{2} liquid exfoliated nanosheets. Similarly, Castellanos-Gomez et al.\textsuperscript{141} found a blueshift in A-exciton position with decreasing number of MoS\textsubscript{2} layers through differential reflectance measurements of mechanically exfoliated nanosheets. Many group VI-TMDs have been reported to show excitonic spectral shifts including WSe\textsubscript{2},\textsuperscript{142} MoSe\textsubscript{2}\textsuperscript{143} and MoTe\textsubscript{2}\textsuperscript{144} among others.

TMDs range from being semiconducting (MoS\textsubscript{2} and WS\textsubscript{2}) to semi metallic (WTe\textsubscript{2} and TiSe\textsubscript{2}) and metallic (NbS\textsubscript{2} and VSe\textsubscript{2}) so there are an abundance of possible applications. Semiconducting MoS\textsubscript{2} has been used for transistors with effective mobilities reported as high as 700 cm\textsuperscript{2} V\textsuperscript{−1} s\textsuperscript{−1} for a backgated device.\textsuperscript{10} The true mobility is likely much lower due to the higher effective mass of its charge carriers. To put this in perspective, graphene has mobilities on the order of 200,000 cm\textsuperscript{2} V\textsuperscript{−1} s\textsuperscript{−1} \textsuperscript{11} but lacks a bandgap and therefore does not have the on/off ratios of a semiconducting material. In contrast, single layer MoS\textsubscript{2} has shown to exhibit on/off ratios of $\sim 10^8$.\textsuperscript{145} Improvement in the field is still needed but TMDs show promise as electronic device materials. MoS\textsubscript{2} has been reported to exhibit impressive hydrogen evolution reaction (HER) activity\textsuperscript{146} from high surface area MoS\textsubscript{2} mesoporous networks as a low-cost replacement for traditional catalytic elements such as Pt and Ir.\textsuperscript{14} In the optoelectronics world, thin films of MoS\textsubscript{2} and WS\textsubscript{2} exhibit photosensitivity\textsuperscript{147} and phototransistors constructed with monolayer MoS\textsubscript{2} have shown potential for photodetectors.\textsuperscript{12} Other examples include flexible photovoltaic devices\textsuperscript{148} made by sandwiching WS\textsubscript{2} between other 2D layers to form heterostructures.\textsuperscript{149,150} The electrical conductivity of semiconducting TMDs alone is too low to be used as electrodes in Li ion battery applications, however when mixed with a carbonaceous material such as graphene, 2D MoS\textsubscript{2}-graphene composite electrodes have shown relatively high specific capacities of 1,200-1,300 mAh g\textsuperscript{−1} along with good cycling stability and high-rate capability.\textsuperscript{151–153}
Other materials used in this thesis include hexagonal boron nitride (h-BN), SnP$_3$ and SiP. h-BN is a widely used 2D insulator while SnP$_3$ and SiP show potential for energy storage applications. Detailed literature reviews on these materials can be found in their respective experimental chapters: Chapter 4 for h-BN and Chapter 6 for SnP$_3$ and SiP.

### 2.2 Production of 2D Materials

#### Micromechanical Cleavage

MoS$_2$ was the first material to be synthesised by micromechanical cleavage using the scotch-tape method in 1965,\textsuperscript{108} a technique that gives high quality, low defect nanosheets. It was also used by Geim and Novoselov to isolate graphene in recent years, catapulting it back into the limelight as a means of producing 2D materials. By exerting a normal force to the crystal via peeling the tape, the van der Waals interlayer bonds are broken. Repeating this process multiple times leads to thinner and thinner pieces and eventually single layer material is produced. This method is labour-intensive and time-consuming with very low yields compared to others on the exfoliation side of production. However, due to the high quality of the nanosheets produced coupled with easy transferability, mechanical exfoliation is ideal for studying more fundamental physics such as quantum Hall effect,\textsuperscript{154} thermal conductivity,\textsuperscript{155} electron-hole transport,\textsuperscript{156} spin-orbit coupling\textsuperscript{157} and photovoltaic effects.\textsuperscript{156}

#### Chemical Vapour Deposition

Chemical vapour deposition (CVD) is a technique in which thin solid films are deposited on a substrate from chemical precursors in the vapour phase. Precursors are evaporated and transported in the gas flow region in the high temperature furnace. In the reaction zone, gas phase reactions of precursors produce reactants which are mass transported to the substrate surface and adsorbed. Once adsorbed on the surface, the precursors diffuse to growth sites, initiating nucleation and chemical reactions, leading to the formation of a thin film.\textsuperscript{158} The film growth rate depends on the substrate temperature, reactor pressure and the composition and chemistry of the gas-phase. Graphene can be produced by CVD methods\textsuperscript{159–161} using a heated (1035°C\textsuperscript{162}) metal substrate, usually copper. The elevated temperature of the substrate increases the domain size\textsuperscript{162} of both the metal and thin film.
The methane precursor decomposes at high temperatures and carbon is deposited on the substrate. Similar methods are used to grow TMDs such as MoS\(_2\) and WS\(_2\) where a metal oxide precursor is heated to produce the atomic metal and then treated with the gaseous chalcogen (S) precursor.\(^{163}\) In recent years, large scale growth of monolayer graphene,\(^{164}\) MoS\(_2\)\(^{165}\) and WS\(_2\)\(^{166}\) has become common in the field with films grown transferred to other substrates using mechanical or chemical treatments after the furnace.\(^{167}\) Furthermore, the technique is more easily integrable to current industrial processes than many other production methods, making it the method of choice for numerous giants in the world of micro-electronics. Large scale-up of the CVD process is difficult however with expensive equipment and low production rate hindering its use for certain industrial applications.

**Ball milling**

Ball milling is a type of mechanical cleavage that has been used to reduce the size of graphite particles since the 1950s.\(^ {168,169}\) A partially filled chamber of steel or ceramic balls, the grinding medium, along with the chosen material is rotated around a fixed axis. Impact and attrition of the rapidly moving balls with the powder material causes a size reduction in the particles down to the nanoscale. The rate of grinding depends on the particle size such that there is a decreasing rate for decreasing particle size, eventually it becomes very difficult to achieve smaller sized particles.\(^ {170}\) Wet ball milling using a dispersing agent can help produce a higher volume of small particles. The shape and size of the mill along with the density of both balls and powder as well as milling rate will all affect the material produced. Usually, longer milling times with a larger ball to powder ratio will produce better results.\(^ {171}\) This method generally does not use any toxic chemicals, is cost effective and scalable and has been used to create a wide range of 2D materials including BN,\(^ {172}\) graphene nanocomposites\(^ {173}\) and TMDs.\(^ {174,175}\) On the other hand, the balls can introduce defects and impurities to the nanomaterial produced and it can take days to create small nanosheets.

**Chemical Exfoliation**

Chemical exfoliation is a scalable, top-down approach that is achieved by intercalation of a chemical species followed by a chemical reaction or exchange of ions already present
Intercalants ranging from acids/bases and oxidizing agents to inorganic salts and reactive functional molecules can be used for exfoliation. The role of the intercalant is to decrease the van der Waals bonding between layers by increasing the interlayer spacing, thus making the cleavage of single or few layers more accessible while preventing reaggregation and in some cases functionalizing for applications. A common intercalant that lowers the energy barrier for exfoliation of MoS$_2$ is n-butyllithium$^{110,111,177,178}$ which transfers electrons from the guest (Li) to the unoccupied energy levels of the host (MoS$_2$).$^{179}$ The intercalated crystal is then exfoliated via ultrasonication or thermal shock with nanosheets stabilized using surfactants, functional groups or intercalant charges that were transferred. An example of this process is shown in Figure 2.5 by Knirsch et al.$^{178}$ where bulk MoS$_2$ crystal is intercalated with n-butyllithium, sonicated to exfoliate and then functionalised with a diazonium salt that quenches the negative charges present post-lithiation, forming C-S bonds on the basal plane. Similar chemical exfoliation and functionalisation has been reported for graphite using a sodium/potassium alloy for intercalation followed by organic diazonium salt functionalisation.$^{180}$

![Figure 2.5: Schematic representation of the chemical exfoliation and intercalation of MoS$_2$ using n-butyllithium and diazonium salts to produce basal-plane functionalized MoS$_2$ nanosheets, image from Knirsch et al.$^{178}$](image)

In general, residual impurities from intercalants and oxidizing/reducing agents can adsorb chemically or physically to the exfoliated nanosheets leading to structural defects and changes in phase.$^{111}$ As an example, the Li charge transfer to MoS$_2$ induces a phase transition from semiconducting 2H to metallic 1T polytype. However, the 2H to 1T phase change in MoS$_2$ can be stopped or reversed through modified intercalation protocols$^{178}$ or IR-laser induced reversal respectively.$^{181}$ Other 2D materials exfoliated after intercalation...
include MXenes, TMDs, LDHs, black phosphorous and metal chalcogens. The intercalated lithium, potassium or sodium ions and subsequent exfoliation can result in promising electrode materials for energy storage applications. Layered double hydroxides, metal oxides and clays possess an exchangeable interlayer of cationic counterions that can be used in ion exchange exfoliation. Mixing layered materials with acids for example leads to protons being exchanged for bulky organic ions, resulting in swelling. Once the ions have been exchanged, the material can be easily exfoliated through ultrasonication or shear mixing, producing negatively charged nanosheets.

2.3 Liquid Phase Exfoliation

Layered crystals can be exfoliated down to mono and few layer nanosheets through the versatile method of liquid phase exfoliation (LPE). First demonstrated by Hernandez et al. a few years after Geim and Novoselov’s scotch tape technique, this method involves the dispersion of a layered crystal in a stabilizing solution with the application of ultrasonic energy to separate layers into nanosheets. LPE has proven successful for many different 2D materials in a variety of solvent and surfactant environments, while being relatively cheap and scalable compared to other methods such as chemical vapour deposition (CVD), mechanical exfoliation and thermally assisted conversion. LPE produces a polydisperse dispersion with lateral sizes that vary from material to material but are typically 40-1000 nm with thicknesses of 1-30 monolayers. The resulting dispersion can then be processed to narrow the range of sizes required through centrifugation.

Liquid phase exfoliation involves the application of either shear forces or ultrasound to a layered crystal in a chosen solvent or surfactant dispersion. The basic idea is that ultrasonic energy imparts a high frequency vibration (> 15 kHz) to the layered crystal material. Micro cavities are formed which collapse and emit a high energy micro-jet, the force of which shears the material into nanosheets (Section 3.1.1). Interactions between the surfactant/solvent and nanosheets in the liquid medium (Section 2.4) account for their stability and prevent reaggregation of the material.
The mechanism for exfoliation of graphite has recently been reported in detail by Li et al.\textsuperscript{199} LPE consists of two simultaneous processes: exfoliation and fragmentation, that happen in three stages (Figure 2.7A). Exfoliation reduces the crystallites in the $z$ plane i.e. thickness while fragmentation reduces the lateral dimensions in the $xy$ plane ($L$ and $W$).\textsuperscript{18,200–203} Li et al. noted that the preference for exfoliation over fragmentation or vice versa was related to the ratio of the surface energy of edges and basal planes of the graphite along with the ratio of the out-of-plane and in-plane mechanical properties. The parent graphite was reported to initially be fragmented by ultrasound induced cavitation along naturally existing basal plane defects, as suggested previously by Coleman et al.\textsuperscript{18} to be topological rather than vacancies or impurities. Other statistical models have suggested that larger flakes are fragmented first followed by an “erosion” process in which smaller flakes are separated from the edges of larger flakes as result of peeling.\textsuperscript{204–208} The fragmentation of the parent crystallites leads to the formation of kink bands that peel off in the second stage of exfoliation to form graphite strips. This hypothesis is consistent with increased surface roughness in the form of partial terraces/ridges which can be
viewed microscopically in any liquid exfoliated sample. The graphite strips are fragmented further in a third stage to produce thin nanosheets. Crucially, the defect density of the starting material governs the degree of exfoliation and fragmentation. Higher defect density graphite will result in a quicker drop in thickness and lateral dimension of exfoliated flakes. The choice of solvent is reported to the effect the exfoliation rate while an increased sonication time narrows the lateral size distribution.

![Diagram of exfoliation process](image)

**Figure 2.7:** (A) Stages of fragmentation and exfoliation during LPE. The parent graphite is fragmented by ultrasound induced cavitation along existing defects in Stage 1. In stage 2, graphite with kink bands are peeled into graphitic strips which are then further exfoliated by tearing and peeling into graphene nanosheets in Stage 3. Image from Li et al. (B) $D_{ML}/h_0$, the characteristic monolayer length divided by the theoretical monolayer height versus ratio of the in-plane to out-of-plane Young’s moduli shows that all 2D materials providing evidence for the equi-partition of energy of tearing and peeling. This plot gives a measure of the exfoliation efficiency of a number of materials. Image adapted from Backes et al.

The physics of exfoliation was also examined by Ji et al. and Backes et al., both authors reporting that nanosheet dimension depends on the ratio of the in-plane and out-of-plane Young’s moduli of the layered material. Backes et al. provided strong evidence for the equi-partition of energy between the tearing and peeling during exfoliation. The interlayer binding energy, unique and intrinsic to each material, was found to play an important role in the exfoliation efficiency. A characteristic monolayer length (as a fraction of theoretical monolayer height) was plotted versus the ratio of its Young’s moduli (Figure 2.7B), giving a measure of the exfoliation efficiency and importantly following a slope of $a \approx 1$ showing that there is in fact a balance between the tearing and peeling energies during exfoliation. Each material showed different size distributions linked to the interlayer
binding energy, for example, WS$_2$ nanosheets were found to be significantly smaller than graphene but had a comparable thickness. However, it was noted that in general, larger nanosheets tend to be thicker than smaller ones due to the fact it costs more energy to exfoliate a larger area nanosheet of a given thickness. As such the authors suggest there may be a fundamental limitation of the aspect ratio of an exfoliated nanosheet that is determined by the starting material itself rather than the exfoliation conditions, a possible limitation for certain applications. The exfoliation efficiency for two novel 2D materials is calculated in Chapter 6 based on this study. Moreover, the exfoliation yields were attributed to solvent-nanosheet interactions which in fact govern stabilization rather than exfoliation, in agreement with other studies,\textsuperscript{17,199,209} and also examined in Chapter 5 for surfactant-based dispersions.

One of the main advantages of LPE is the ease at which nanosheets can be solution processed and analysed. The liquid environment of a sample can be readily changed through redispersal of the sediment produced after centrifugation (Section 3.1.2). Centrifuging also allows nanosheets to be selected by lateral size and thickness, depending on the application required. Spectroscopic techniques like Raman and UV-Visible spectroscopy probe the ensemble in solution and so millions of nanosheets can be statistically characterized at once.\textsuperscript{19,20,67} LPE dispersions are therefore ideal for solution-based processing techniques such as freeze drying,\textsuperscript{210} ink-jet printing,\textsuperscript{211,212} spray coating,\textsuperscript{73,213} and spin coating.\textsuperscript{214} The method can be scaled-up through shear force mixing, a branch of liquid exfoliation that produces industrial scale quantities of nanomaterial.\textsuperscript{215} LPE nanosheets have been utilised in a range of structures and devices including transistors,\textsuperscript{72} supercapacitors,\textsuperscript{25,216} optoelectronics,\textsuperscript{217,218} catalysts,\textsuperscript{23} gas barrier composites,\textsuperscript{219,220} strain sensors,\textsuperscript{68,221} and battery components.\textsuperscript{222}

### 2.4 Dispersion Stabilisation

Nanosheets can be stabilized thermodynamically with appropriate solvents or by using surfactants which prevent reaggregation electrostatically or by steric hindrance, each method described in more detail below. The choice between surfactant and solvent stabilisation generally tends to be made based on the prospective application. However it is sometimes the case that the material may be chemically unstable in an aqueous environment,
e.g. black phosphorous. For any nanosheets that are being further processed for electronics a low boiling point solvent is ideal. Printing and spraying, common techniques utilised in fabricating nanosheet networks for transistors as an example, \cite{72,73} require solvents that don’t clog nozzles and evaporate easily post-deposition. Surfactants are not easily removed once deposited and can inhibit transport in nanosheet networks. On the other hand, aqueous surfactant solutions are a less toxic and cheaper alternative. Moreover, surfactant dispersions tend to contain more small/thin nanosheets along with a nearly 4-fold increase in yield (5\% for solvent, 19.5\% for surfactant\cite{202}) compared to solvent-stabilised dispersions using the same centrifugation parameters. Smaller, thinner nanosheets are reported to be as a result of differences in interfacial stress transfer at surfactant nanosheet versus solvent-nanosheet interfaces.\cite{202} Therefore aqueous surfactant stabilisation is utilised for more fundamental scientific investigations where a larger range of nanosheets is probed and solvent stabilisation for applications-based studies, as is indeed the case in this thesis. Nanosheets are stabilised with surfactants in Chapters 4, 5 and 7 where fundamental aspects of liquid exfoliation are examined in detail while solvents are used for nanosheet-composite batteries in Chapter 6.

2.4.1 Solvent stabilisation

Depending on the liquid environment exfoliated nanosheets may either be drawn towards each other or the liquid molecules, leading to reaggregation or stabilisation respectively. For nanosheets exfoliated in organic solvents, stabilisation can be understood through solubility theory. The mixing interaction between the solvent and material must be taken into account, defined thermodynamically by the Gibb’s free energy of mixing, \( \Delta G_{mix} \)

\[ \Delta G_{mix} = \Delta H_{mix} - T \Delta S_{mix} \]  

(2.1)

where \( \Delta H_{mix} \) is the enthalpy of mixing, T is temperature and \( \Delta S_{mix} \) is entropy of mixing. The mixture must have a negative Gibb’s energy to be energetically favourable, otherwise nanosheets will aggregate.\cite{37,223} Mixtures with small molecules may have very large entropies but 2D nanosheets are considered as relatively large and rigid meaning entropy is small. Cao et al.\cite{224} report that entropic effects may in fact be non-negligible in stabilising LPE nanosheets but that changes in entropy change depending on material rigidity and
solvent. In general however, minimising the enthalpy of mixing leads to a stable solvent dispersion. A rough approximation in the early years of LPE development related the enthalpy of mixing to solvent and graphene surface energies

$$\frac{\Delta H_{\text{mix}}}{V} \approx \frac{2}{T_{NS}} \left( \sqrt{E_{S,S}} - E_{S,G} \right)^2 \phi_G$$  \hspace{1cm} (2.2)

where $E_{S,S}$ and $E_{S,G}$ are the solvent and graphene surface energy respectively, $T_{NS}$ is nanosheet thickness, and $\phi_G$ is the graphene volume fraction dispersed in solvent. This behaviour is demonstrated graphically in Figure 2.8 where the nanosheet concentration peaks for solvent energies close to that of the material.

For a more thorough approach however, the enthalpy of mixing can be broken down into several interactions: solute-solvent, solute-solute and solvent-solvent, encompassed by what is known as the Flory-Huggins parameter $\chi^{225-227}$

$$\chi = -\frac{z}{2} \left( \frac{2\epsilon_{AB} - \epsilon_{AA} - \epsilon_{BB}}{kT} \right)$$  \hspace{1cm} (2.3)

where $k$ is the Boltzmann constant, $z$ is the coordination number of solute and solvent and $\epsilon$ represents the strength of the inter-molecular pairwise interaction energies of solute, A, and solvent, B. From equation 2.3 above, it is clear the strength of the solvent-solute interaction, $\epsilon_{AB}$ compared to the other interactions energies is critical in the value of this parameter. If nanosheets are more attracted to each other than the solvent, $\chi$ becomes large indicating that the nanosheets will reaggregate and sediment.
Figure 2.8: Nanosheet concentration as a function of solvent surface energy for a range of solvents adapted from Coleman et al.\textsuperscript{196} When the solvent energy is closely matched to the nanosheet surface energy (graphene $\approx 68$ mJ/m$^2$\textsuperscript{196}), the concentration is maximised indicating more efficient exfoliation.

The stronger the solvent-solute interaction energy, the smaller the value of $\chi$ leading to a more stable dispersion. Indeed the enthalpy of mixing can be related to the Flory-Huggins parameter by\textsuperscript{227}

$$ \frac{\Delta H_{mix}}{V_{mix}} = \chi \phi (1 - \phi) \frac{kT}{v_0} \tag{2.4} $$

where $\phi$ is the solvent volume fraction and $v_0$ is the solvent molecular volume. The interaction energies between solute and solvent can be described by Hildebrand solubility parameters,\textsuperscript{228} indicative of the relative solvency of a solvent. The parameter is derived from the cohesive energy density, $\Delta E_c$

$$ \Delta E_c = \Delta H_V - RT = -z \frac{\varepsilon}{v_0} \tag{2.5} $$

The cohesive energy density reflects the degree of van der Waals forces between the molecules in a solvent and is derived from the heat of vaporisation $\Delta H_V$.\textsuperscript{229,230} The Hildebrand solubility parameter, $\delta$, is related to the cohesive energy density by $\delta = \sqrt{\Delta E_c/V}$. The Flory-Huggins parameter can then be written, converting the interaction energies to
Hildebrand solubility parameters

\[ \chi = \frac{3\nu_0}{kT} (\delta_A - \delta_B)^2 \]  

(2.6)

Similar to the surface energies in Equation 2.2, equating the Hildebrand solubility parameters leads to a minimisation of the enthalpy of mixing, giving stable dispersions. The energy cost per unit volume of mixing as a function of nanosheet thickness was modelled and approximated, taking into account the energy required to separate individual layers in a van der Waals crystal and the solvent molecules in a dispersion.223 This equation is approximated as

\[ \frac{\Delta H_{mix}}{V_{mix}} \approx \frac{2}{T NS} (\delta_{nanosheet} - \delta_{solvent})^2 \phi \]  

(2.7)

This expression is rather generalised and does not differentiate between polar and non-polar contributions, a fact which was corrected by Hansen229 who defines the Hildebrand solubility parameter to be a combination of Hansen solubility parameters representing dispersion (\(\delta_D\)), polar (\(\delta_P\)) and hydrogen bonding (\(\delta_H\)) interactions.

\[ \delta^2 = \delta_D^2 + \delta_P^2 + \delta_H^2 \]  

(2.8)

The Hansen solubility parameters are based on the ‘like dissolves like’ term. The more similar one molecule is to another, the more likely it is to bond and dissolve. It should be noted however that nanosheets do not dissolve in liquid and are not solutions. Rather they are stabilised colloidal dispersions that are not at thermodynamic equilibrium but stable for long periods if the right solvent is chosen. The dispersion parameter \(\delta_D\) is a measure of the atomic London dispersion forces between molecules correlating to the polarizability and van der Waals forces. The polar term defines the permanent dipole-dipole interactions, from polar solvents. For example methanol and acetone will have a large polar Hansen solubility because of their polar -OH and -C=O groups respectively. The hydrogen parameter accounts for hydrogen bonding which at first glance one would assume would be zero for all aprotic solvents. However recent reports231 have suggested many of these solvents, like formaldehyde for example, can accept protons and form hydrogen bonds when mixed resulting in non-zero \(\delta_H\) values. Both solvent and solute can therefore be thought of as a point in three-dimensional Hansen solubility space with XYZ coordinates corresponding to \(\delta_D\), \(\delta_P\) and \(\delta_H\) terms respectively.229 The closer the distance between
solvent and solute, the more miscible the system will be. The Flory-Huggins parameter can be re-written in terms of Hansen solubility parameters as

$$\chi = -\frac{\nu_0}{kT} \left[ (\delta_{D,A} - \delta_{D,B})^2 + (\delta_{P,A} - \delta_{P,B})^2 + (\delta_{H,A} - \delta_{H,B})^2 \right]$$

(2.9)

Ideally, each Hansen solubility parameter would be matched between solute and solvent to minimise the enthalpy of mixing and optimise nanosheet concentration. N-methyl-2-pyrrolidone (NMP) was the main solvent used for exfoliation in Chapter 6, a low boiling point solvent whose energy tends to match the surface energy of many 2D materials leading to efficient exfoliation (Figure 2.8).

### 2.4.2 Surfactant stabilisation

For the majority of this work (Chapters 4, 5 and 7) nanosheets are stabilised in surfactant solutions of various types and concentrations. Surfactants (surface-active agents) are stabilising molecules that usually consist of a long hydrophobic alkyl chain known as the tail with a hydrophilic ionic head group at one end, known as an amphiphatic structure. In aqueous dispersions, the surfactant molecules are adsorbed to the surface of the nanosheet via London dispersion interactions with the non-polar tail group. There is a subsequent electrostatic interaction of the polar head group, oriented outwards, with surrounding water molecules. Due to the amphiphilic nature of the surfactant, they allow for the solubility of non-polar compounds that may not otherwise be soluble in water.

Surfactants can be classified into three types based on their ionicity; anionic, cationic and non-ionic. Anionic surfactants have a positively charged head group (e.g. Na\(^+\)) while cationic surfactants have a negatively charged headgroup (e.g. Br\(^-\)). Non-ionic surfactants don’t have a charged group but stabilise nanosheets physically through steric hindrance. Each surfactant type will self-assemble on a hydrophobic surface in individual monomers at low concentration. At a certain point, known as the critical micelle concentration (CMC), any additional molecules form micelles (aggregates), leaving the monomer concentration more or less unchanged at this point. The formation of micelles is energetically favourable, minimising the interaction between the hydrophobic tail and solvent. As the concentration increases beyond the CMC, both the average size and number of micelles increases. Each surfactant has a different critical micelle concentra-
A representative nanosheet coated by surfactant molecules adsorbed via tail group is displayed in Figure 2.9. At room temperature, the surfactant is assumed to be dissociated/ionised. The positive head groups are repelled from the negative tail groups, bound to the nanosheet surface, via Brownian motion. These head group ions (e.g. Na\(^+\)) are so called mobile counterions that diffuse through solution. However they remain close to the nanosheet because of the attractive force pulling them back to the oppositely charged tail groups. As stated above, the sign of the counterions depends on the head group of the surfactant, anionic surfactants such as sodium cholate have a positive Na\(^+\) counterion while cationic surfactants such as cetyltrimethylammonium bromide (CTAB) have a negative Br\(^-\) counterion. An environment is maintained around the nanosheet called the electrical double layer (EDL). First modelled by Helmholtz\(^{235}\) and then superseded by Gouy\(^{236,237}\), Chapman\(^{238}\) and Stern\(^{239}\), the EDL consists of a layer of strongly held counterions adsorbed close to the oppositely charged surface followed by a diffuse layer of mobile counterions, analogous to a parallel plate capacitor model.\(^{232,233}\) The thickness of this potential layer is known as the Debye length (Equation 2.13), \(\kappa^{-1}\) as seen in Figure 2.9. More commonly used and measured is the zeta potential \(\zeta\), a value for the electric potential at the edge of the bound ions. The theory and instrumentation of zeta potential is discussed in more detail in Section 3.2.7. Each nanosheet in a dispersion will be electrostatically repelled from each other as a result of charged surfactants adsorption.

![Figure 2.9](image)

**Figure 2.9:** A surfactant coated nanosheet forms a diffuse double layer: bound negative effective charge with a diffuse double layer of positive counterions. The Debye length \(\kappa^{-1}\) is a measure of the thickness of mobile counterions from the charged surface.
The physics behind the electrostatic behaviour of particles in solution can be described by DLVO theory. Pioneered by Derjaguin and Landau (1941), and Verwey and Overbeek (1948) it combines both the attractive van der Waals and repulsive double layer interactions. For nanosheets to be dispersed evenly in solution and not reaggregate, the repulsive force must be greater than the attractive force. The total potential energy will be a sum of the attractive and repulsive interaction energies

\[ V_T = V_{rep} + V_{vdW} \]  

(2.10)

All particles are attracted to each other via van der Waals forces. These forces are a result of fluctuating dipoles in atoms or molecules. The attractive interaction potential of two surfactant coated nanosheets can be derived similar to that of Hamaker for two spheres. The total attractive interaction energy, \( V_{vdW} \) is given by

\[ V_{vdW}(D) = -\frac{A\pi\rho^2C}{2D^4} \]  

(2.11)

where \( A \) is the sheet area, \( \rho \) is the number of atoms per unit area in a sheet, \( D \) is the separation distance and \( C \) is a constant from the van der Waals potential \( V = -C/r^6 \). It can be shown that \( \rho^2C \) can be related to the van der Waals minimum separation distance between two sheets (\( d_0 \)) and the surface energy (\( \gamma \)) of the material such that

\[ \rho^2C = -\frac{2d_0^3\gamma}{\pi} \]  

(2.12)

Using BN as a model material (Chapter 4), \( d_0 \) is approximately 0.33 nm and \( \gamma \approx 50 \text{ mJ/m}^2 \). \( \rho^2C \) is estimated to be \( 3.77 \times 10^{-40} \text{ J m}^2 \). This is a rough estimation due to the fact that the surface energy of BN is the value for vacuum rather than liquid where van der Waals interactions may be screened.

The repulsive component of the total potential, from DLVO theory, takes into account the potential of the bound ions at the nanosheet surface as well as the Debye length \( \kappa^{-1} \). Firstly, the Debye length \( \kappa^{-1} \) needs to be defined as a measure of the thickness of mobile counterions from the charged surface, largely dependent on the properties of the liquid and given by

\[ \kappa^{-1} = \left( \frac{\varepsilon\varepsilon_0kT}{2e^2n_0} \right)^{1/2} \]  

(2.13)
where $\varepsilon_r$ is the dielectric constant of dispersing liquid, $\varepsilon_0$ is the vacuum permittivity, $k$ is Boltzmann’s constant, $T$ is temperature, $e$ is electron charge and $n_0$ is the number of surfactant molecules per volume. Sodium cholate (SC) is taken as a model surfactant, used in Chapters 4, 5 and 7. Estimating the number of SC surfactant molecules per m$^3$, $n_0$ (using $C_{SC} = 2 \text{ g L}^{-1}$), to be $2.8 \times 10^{24}$ molecules m$^{-3}$ and $\varepsilon_r = 80$, at room temperature the Debye length is calculated to be 4.52 nm. The Debye length will clearly change with each surfactant and concentration used for exfoliation.

The repulsive potential $V_{rep}$ accounts for the electrostatic repulsion between charged nanosheets, multiplied by 2 for two nanosheets charged on both sides, given by$^{233,246}$

$$2V_{rep}(D) \approx 4A\varepsilon_r\varepsilon_0\kappa\zeta^2e^{-\kappa D}$$

This expression is strictly valid for low zeta potential values of $|\zeta| < 25 \text{ mV}$. However it gives a good approximation for the general behaviour of colloidal dispersions and as with the attractive potential is a rough, numerical estimation. The addition of both the attractive (Equation 2.11) and repulsive (Equation 2.14) potentials gives the overall potential interaction energy per unit area of two parallel nanosheets $V_T(D)$ as

$$\frac{V_T(D)}{A} \approx 4\varepsilon_r\varepsilon_0\kappa\zeta^2e^{-\kappa D} - \frac{\pi\rho^2 C}{2D^4}$$

A graphical representation of this expression is displayed for a BN-sodium cholate model system in Figure 2.10 below for increasing zeta potential. The estimations calculated above are used to add function plots (with the interaction energy, $V_T/A$, as a function of separation distance, D) on the graph where parameters are as follows: $\rho^2C = 3.77 \times 10^{-40}$ J m$^2$, $n_0 = 2.8 \times 10^{24}$ molecules m$^{-3}$, $\varepsilon_r = 80$ at room temperature, the Debye length $\kappa = 4.52$ nm.

As the nanosheets come closer together they are repelled from each other due to the rising potential barrier $V_{T,max}$. If they have enough energy to overcome the barrier they will fall into a deep potential well and never separate, a term known as coagulation. As seen in the graph for lower zeta potentials, the barrier is lowered. At $|\zeta| < 20 \text{ mV}$, the barrier falls so low that there is a net attraction between particles rather than a repulsion and so the nanosheets stick together.
The ideal system is one in which this barrier height is large so the nanosheets remain stable in a dispersion. A zeta potential of $|\zeta| > 30$ mV is considered to be a stable dispersion.\cite{Lotya19} This is achieved by changing the surfactant type and concentration which will alter the values for $n_0$ and $\zeta$. Since the Debye length is a function of $n_0$, a lower $\kappa^{-1}$ will result in lower barrier height as counter ions are closer to the bound ions adsorbed to the nanosheet, negating the repulsion they experience. DLVO theory only holds for electrostatic interactions present when using ionic surfactants. Non-ionic surfactants will also stabilise nanosheets by producing steric barriers to aggregation.

In this chapter layered materials were reviewed including an analysis of their properties and structure. An overview of various production methods of 2D materials was given, describing both bottom-up and top-down approaches. In particular, liquid phase exfoliation and nanosheet stabilisation were explained in further detail as the primary production method of nanomaterials in this work.
Methods and Characterisation

This chapter outlines the production and characterisation methods used in this thesis to exfoliate the layered materials described previously. The main production method of nanomaterials in this work is liquid phase exfoliation via ultrasonication and centrifugation of layered crystals. The resulting dispersions are then characterised using a variety of material characterisation tools including UV-Visible and Raman spectroscopy, atomic force, transmission electron and scanning electron microscopies and electrophoresis. The combination of multiple characterisation techniques aims to give a comprehensive picture of the material’s physical and electronic structure, nanosheet size, defect content, stability and level of oxidation. Each technique utilised in this work, from production to characterisation, is examined in more detail below. Photographs of the experimental setups and equipment used can be found in Appendix A.1.

3.1 Production of 2D Materials

3.1.1 Sonication

Ultrasonic energy is used to exfoliate bulk crystals and form two-dimensional nanosheets that are stabilized through solvent or surfactant interactions. Conventional power ultra-
sound has a frequency range of 20-100 kHz, above human hearing which is between 16 Hz and 18kHz.\textsuperscript{247,248} In LPE, an ultrasonicator probe is immersed in a liquid mixture containing the bulk crystal and stabilizer. As the ultrasound wave propagates through the liquid medium bubbles are created, a phenomenon known as acoustic cavitation. Cavitation occurs when periodic expansion and contraction cycles caused by the wave produces a negative pressure, pulling the molecules apart and creating voids commonly known as bubbles.\textsuperscript{247–249} A schematic of bubble formation and collapse is shown in Figure 3.1. After formation, the bubble undergoes volume oscillations due to time varying local sound pressure.\textsuperscript{250} The bubble increases in size until it reaches a point where it can no longer absorb the energy and it violently collapses, with enough energy to exfoliate crystals into nanosheets. The localised temperature at the point of collapse has been reported to reach 5000 °C along with an extremely high pressure of 2000 atm.\textsuperscript{251} The bubbles are small compared to the total volume of liquid so this heat is quickly dissipated and does not affect the overall environment significantly. Cavitation is sometimes known as cold boiling due to this very fact. The rate of localised cooling is estimated to be around $10^{10}$ °C s\textsuperscript{-1}.\textsuperscript{251}

![Cavitation bubble formation and collapse](image)

**Figure 3.1:** Cavitation bubble formation and collapse pictured schematically as a function of time. Image from Luque de Castro and Capote\textsuperscript{247}
There are many factors that influence cavitation including the solvent viscosity, temperature, applied frequency and intensity. An increase in viscosity means the cohesive forces binding the liquid are stronger, raising the threshold for cavitation.\textsuperscript{247,252} In contrast, the cavitation threshold has been reported to decrease with increasing temperature as a result of the rise in vapour pressure from heating a liquid.\textsuperscript{247} The sonication intensity is proportional to the source vibration amplitude squared so in general increasing the intensity will increase sonication effects. However this is limited by the amount of energy the system can take. The cavitation bubble size is dependent on the pressure amplitude and so intensity cannot be increased indefinitely.\textsuperscript{247} Moreover, at high frequencies (>20 MHz) cavitation becomes increasingly difficult because the intensity must be increased to ensure the voids (bubbles) are formed.\textsuperscript{249} At very high frequencies the compression and expansion cycle becomes so short that the molecules of the liquid can no longer create these voids and no cavitation occurs.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{sonics_vibra_cell.png}
\caption{Image of a Sonics\textsuperscript{R} VibraCell VCX 750 ultrasonic processor used for liquid exfoliation.\textsuperscript{253}}
\end{figure}

A Sonics\textsuperscript{R} VibraCell VCX 750 ultrasonic processor was used for exfoliation in this thesis, pictured in Figure 3.2 above. The mains voltage is converted to high frequency electrical energy (20 kHz) through a generator. A piezoelectric ultrasonic converter then transforms the electrical energy into mechanical vibrations at a fixed amplitude. A standard horn
probe attached to a booster horn transmits the ultrasonic energy to the sample at magnified power intensity. The intensity is dependent on the shape of the probe. A tapered probe was also used in this thesis for small volume samples (\(<30\) mL). An ultrasonic probe applied at a high power and frequency to a liquid will increase its temperature. As discussed above, cavitation is most effective at low temperature. Furthermore, increasing the temperature of nanosheets may cause degradation effects depending on the material. Photoluminescence may be quenched at high temperatures, problematic for many future applications. To combat these potential effects, the sample is placed in an ice bath or chilled jacketed beaker while sonicating to ensure the rapid dissipation of heat. In addition to cooling techniques, the ultrasonic processor is set to pulse mode where the amplifier switches the power on and off repeatedly to avoid increasing temperatures. A standard sonication time (\(t\)) is 5 hours with a pulse of 6 seconds on and 2 seconds off. The concentration of nanosheets produced has been founded to scale with \(t^{1/2}\) while there is no considerable change in mean nanosheet dimension (Appendix A.6). A trade-off is made between the power and time costs versus the concentration produced.

### 3.1.2 Centrifugation

Centrifugation, although most widely used in biological sciences, is a method employed in this work to separate nanosheets in a liquid dispersion based on size. The principles underlining the technique are based on sedimentation theory, describing the movement of particles in a viscous medium in a gravitational field. Sedimentation theory assumes a spherical structure and so should not strictly hold for 2D nanosheets. As a first approximation however, it should roughly describe the behaviour, given that, to date, there is a lack of studies completed on the sedimentation of 2D systems. A particle in solution experiences three forces; gravitational (\(F_g\)), buoyancy (\(F_B\)) and frictional drag (\(F_D\)) as shown with their respective equations in Figure 3.3 where \(d\)=particle diameter, \(\rho_p\)= particle density, \(\rho_l\)=liquid density, \(\mu\)= liquid viscosity, \(v\)= sedimentation velocity and \(g\)=gravitational force.
Figure 3.3: Forces acting on a particle suspended in a fluid, used in sedimentation theory, the basis of centrifugation.

The net force on the particle is equal to the force resisting its motion through the liquid if the particle reaches a constant terminal velocity \(v_T\) and so

\[
\frac{1}{6}\pi d^3 (\rho_p - \rho_l) g = 3\pi d \mu v_T \tag{3.1}
\]

Rearranging equation 3.1, gives the terminal velocity \(v_T\) as a function of all other parameters, one of the most common in sedimentation studies

\[
v_T = \frac{d^2 (\rho_p - \rho_l) g}{18 \mu} \tag{3.2}
\]

It is clear that sedimentation depends on the difference in densities between the particle and liquid but also the particle diameter and liquid viscosity. A particle will sediment if \(\rho_p > \rho_l\) and will float if \(\rho_p < \rho_l\), since \(v_T\) becomes negative. In general, there is not much of a difference between liquid and particle densities and so the particle diameter is the most important factor in sedimentation.\(^{255}\)

Centrifugation increases the magnitude of the gravitational field by spinning a tube containing a dispersion about a fixed axis at very high speeds (Figure 3.4). This greatly accelerates any natural sedimentation process that may occur or forces one that might not otherwise under Earth’s gravitational field. The particles experience a radial centrifugal
force of magnitude \( F \) such that

\[
F = m\omega^2r
\]

(3.3)

where \( m \) is the effective particle mass, \( \omega \) is the angular velocity and \( r \) is the distance of the particle from the axis of rotation. This force is usually expressed relative to Earth’s gravitational force called the relative centrifugal field (RCF), given in terms of \( g \) units. RCF can be interchanged with the instrumentation standard RPM (revolutions per minute) through

\[
RCF = 1.18r\left(\frac{RPM}{1000}\right)^2
\]

(3.4)

where \( r \) is the rotor radius in cm. The sedimentation rate of a particle per unit of centrifugal force is known as the sedimentation coefficient, \( S \), with units of seconds given by\textsuperscript{256,257}

\[
S = \frac{v_T}{a} = \frac{v_T}{\omega^2r} = \frac{2d(\rho_p - \rho_l)}{18\mu\omega^2}
\]

(3.5)

where \( a \) is the acceleration provided by the centrifuge. Normally a sedimentation coefficient is expressed in Svedberg units (S) where 1S=1×10\textsuperscript{-13} s.\textsuperscript{255} Equation 3.5 is used for spherical particles but this equation can be modified to account for arbitrary shapes\textsuperscript{256} by applying a frictional coefficient term, \( f/f_0 \)

\[
S = \frac{2d_{equiv}(\rho_p - \rho_l)}{18\mu\omega^2}\left(\frac{f}{f_0}\right)^{-1}
\]

(3.6)

where the diameter, \( d_{equiv} \) is the diameter of a sphere of equivalent volume. The frictional coefficient term, \( f/f_0 \), for an arbitrary shape is estimated numerically and describes the translational hydrodynamic friction on rigid Brownian particles, first described by Hubbard and Douglas.\textsuperscript{258} \( f \) is the frictional coefficient of the arbitrary shape while \( f_0 \) is the frictional coefficient of a sphere of equivalent volume. The authors note that the frictional contribution increases as particles are distorted further from symmetric shapes.

When LPE nanosheets are centrifuged, large and thick nanosheets will sediment out at a faster rate and a lower centrifugal forces while small, thin nanosheets will remain in the liquid dispersion in line with equation 3.5. The pellet or mass formed at the bottom of the vial after centrifugation is known as the sediment while the remaining liquid containing smaller nanosheets is the supernatant (Figure 3.4). The liquid viscosity also has an effect on the sedimentation rate and therefore depending on the solvent or aqueous sur-
factant solution used, the size distribution of nanosheets in sediment may change slightly. Typically nanosheets in this work were centrifuged between 25 and 32,000 g in standard bench-top centrifuges however, an ultracentrifuge was also used with an RCF of 270,000 g.

**Figure 3.4:** Schematic of a standard centrifuge, vials are spun about a fixed axis in a rotor at high speeds. The sediment will contain large particles while small particles remain in the supernatant.

Ordinarily, an LPE dispersion will be centrifuged at least twice after sonication to produce what is known as a standard sample. Large unexfoliated material is removed in the first step by centrifuging at low speed (26 g) and discarding the sediment. The supernatant is subject to further centrifugation at a high speed (2600 g). The sediment after the high speed step contains nanosheets with the unwanted bulk material removed. The supernatant generally consists of very small nanosheets (< 50 nm) and ionic impurities. The sediment is known as a trapping and labelled by the lower and upper bounds of centrifugation, for example 0.026-2.6k g for the scenario described above. Relative centrifugal force, expressed in terms of earth’s gravitational field, g, is an important parameter used to express the centrifuge speed of a trapped sample. It is taken to be the midpoint between the lower and upper bounds of the sample, for example the RCF of the 0.026-2.6k g sample would be 1.313 k g.

Liquid cascade centrifugation\textsuperscript{20} is a variation in which an LPE dispersion is subject to
increasing centrifugation speeds to select narrow fractions decreasing both lateral size and thickness as shown schematically in Figure 3.5 above. The smaller the step in centrifugation speed, the narrower the resultant size distribution will be. Typically samples are selected in 1000 rpm increments. In general, multiple sizes are selected by performing an 8-10 step cascade of increasing centrifugation speed however the user has an option to produce a specific size distribution by trapping the desired nanosheets between just two fixed speeds. Various secondary cascades can also be performed to increase the monolayer population in a dispersion or to decouple the lateral size and thickness relationship as discussed in Chapter 4.

Figure 3.5: Schematic of Liquid Cascade Centrifugation (LCC). A dispersion is subject to iteratively higher centrifugation speeds so that narrow distributions can be selected with decreasing size nanosheets.

There are a number of advantages to this technique, and to centrifugation in general. Firstly, the sediment can be redispersed in a range of liquid environments, not just its sonication medium, offering flexibility in further processing. Moreover, the volume of liquid for redispersing is entirely user dependent and so the concentration of nanosheets can be easily altered. Finally there is very little material wasted in cascade centrifugation and so relatively large masses of size-selected nanosheets can be obtained. An example of the range of mean lateral sizes and layer numbers of nanosheets obtained in a standard cascade can be seen in Figure 3.6A and B respectively below. The mean lateral size and thickness measured by statistical microscopy is plotted as a function of the relative cen-
trifugal force, the midpoint between the lower and upper bounds of each trapping in the cascade.

Figure 3.6: Examples of the range of (A) lateral size and (B) nanosheet thickness plotted for relative centrifugal force (RCF, in g) obtained from a standard LCC cascade of WS$_2$ nanosheets in sodium cholate. Image adapted from Backes et al.$^{20}$

### 3.2 Characterisation of 2D Materials

#### 3.2.1 Optical spectroscopy

The interaction of light with matter is one of the most fundamental characterisation techniques and especially useful for probing colloidal samples such as LPE nanosheet dispersions. As a beam of light travels through a medium, the intensity can change as a result of absorption and scattering processes that are characteristic of the material under examination. The energy input by the incident light can supply a molecule with enough energy to be excited from its ground state to a higher energy state. One would therefore expect any transition to appear as a very narrow spectral line. However, if molecules are sufficiently close together (high concentration), they can impact each other's energy levels in such a way there is a loss of fine structure that blurs any sharp spectral lines into bands (peak broadening).$^{259}$ Moreover, solute-solvent interactions can also increase the broadening of absorption bands.$^{260}$ Characteristic electronic transitions at specific wavelengths give important insights into the chemical makeup of a material and are studied throughout this
thesis.

A dual spectrophotometer was used for work carried out, a schematic of which is represented in Figure 3.7 below. Two light sources are used to cover the entire UV-Visible range, a deuterium lamp for low wavelengths 200-400 nm and tungsten lamp for the visible and near-IR wavelengths (400-1500 nm). The emitted light travels through a filter and monochromator to select a narrow waveband from the continuous source. The monochromator is series of slits, diffraction gratings and curved mirrors, producing a parallel beam through a single exit slit. Ideally, a monochromator would select a single wavelength i.e. monochromatic light, however instrumental limitations mean that a narrow range of wavelengths is output, defining the spectral resolution of the spectrometer. The narrower the slit, the higher the spectral resolution but at a cost of increased measurement time. The beam then passes through a beam splitter (chopper) that switches the beam between reference and sample cuvettes several times per second, correcting for changes in lamp intensity. The absorbance of the sample is measured by comparing its intensity output to that of the reference output. This absorbance is detected using an InGaAs photodiode. When the light strikes the semiconducting material, the charge in embedded capacitor(s) is depleted. The amount of charge required to recharge the capacitor(s) is proportional to the light intensity and this variation in intensity is recorded as absorbance.

Figure 3.7: A schematic of a standard dual-beam spectrophotometer used.

The transmittance $T$ (the light that has passed through the sample without being absorbed or scattered) can be related to the extinction via $T = 10^{-\frac{E_{ext}}{\text{m}}/I_0}$, where $I$ is the output
intensity and \( I_0 \) is the initial intensity of the beam. As a beam of light travels through the sample, its intensity decreases due to absorption and scattering. This increase in absorption is detected by the spectrometer. The Beer-Lambert law is used to relate the absorbance to the concentration of a sample. The change in intensity when light, \( dI \) passes a given thickness of a material, \( dl \) is proportional to the concentration of the absorbing species, \( C \), the input light intensity, \( I \), and the thickness of the layer such that

\[
dI = -\kappa CI dl
\]  

where \( \kappa \) is a material-dependent constant. Rearranging equation 3.7 and integrating over the thickness of the sample, the output intensity that emerges from a sample of thickness \( l \), can be estimated as

\[
\int_{I_0}^{I} \frac{dI}{I} = -\kappa \int_0^l C dl
\]  

Assuming the concentration is uniform across the sample, \( C \) is independent of length and so the expression becomes

\[
\ln \frac{I}{I_0} = -\kappa Cl
\]  

By converting this expression to log base 10 and letting the constant, \( \kappa = \varepsilon \ln 10 \), the Beer-Lambert law is given as

\[
Ext = -\log_{10}(T) = -\log_{10} \left( \frac{I}{I_0} \right) = \varepsilon Cl
\]  

where \( \varepsilon \) is the extinction coefficient, \( l \) is the path length of the cuvette and \( C \) is the concentration. Once the extinction coefficient is known, a simple extinction spectrum can be used to calculate the concentration of a given dispersion.

In practice two measurements are run in succession in the same quartz cuvette rather than using the dual beam feature to acquire both the solvent and sample at the same time. Firstly, the baseline (solvent or surfactant solution) is measured followed by a second measurement containing the sample using the same experimental conditions. The cuvette sides are wiped down after handling, between samples, to ensure that any reflectance differences from the cuvette interface are kept to a minimum. Moreover, the baseline spectrum is subtracted post measurement from the sample. It is assumed that the
reflectivities of the cuvette are similar in both measurements (air-cell wall-liquid interfaces in both cases) and therefore a subtraction of the baseline spectrum would ideally negate most of these effects, though some discrepancies cannot be ruled out.

Theoretically speaking, the extinction ($\varepsilon$) is a sum of the absorbance ($\alpha$) and scattering ($\sigma$) of light through a sample:

$$\varepsilon(\lambda) = \alpha(\lambda) + \sigma(\lambda)$$

(3.11)

In general, most small molecules in liquid do not scatter light and so the extinction can be approximated as the absorbance and used interchangeably (Equation 3.11). However, this is not the case with nanosheets when the particle size is generally greater than 50 nm. An integrating sphere allows for measurement of the absorbed part of the extinction. Scattering of nanosheets can vary greatly depending on particle size, so it is vital that the scattering contribution is separated from measurements. The walls of the integrating sphere, represented in Figure 3.8 below, are fabricated with a white reflective coating. This coating reflects incident light throughout the sphere until the intensity is at a steady state i.e. the reflectance is uniform inside the sphere.\textsuperscript{262,263} Measuring the absorbance in this way means that excitonic spectral changes with nanosheet size can be observed that would otherwise be masked by broad scattering backgrounds.

Figure 3.8: Representation of the integrating sphere, used to separate the scattering component from transmitted light.
Once the absorbance is separated from the extinction with the integrating sphere, the scattering component can then be subtracted as the difference between the extinction and absorbance spectra. Scattering effects can vary depending on particle size and until recently\textsuperscript{264} were not well understood for LPE nanosheets. Scattering in general can be described by two regimes; Rayleigh\textsuperscript{265} and Mie\textsuperscript{266} scattering, represented in Figure 3.9 below. Rayleigh scattering occurs when particle size is much smaller than the wavelength of incident light ($< \lambda/10$) and light is scattered uniformly in forward and backward directions with a decrease in intensity perpendicular to the incident light (Figure 3.9A).\textsuperscript{267} As the particle size increases, light is scattered more intensely in the forward direction, with the forward bias even further emphasized for large particles (Figure 3.9B,C).\textsuperscript{266,267} The particles at this point are at a size comparable with the wavelength of incident light. When the particle size is much larger than the wavelength, the majority of the incident light is reflected and follows geometrical optics.\textsuperscript{267}

![Figure 3.9: Light scattering of particles, increasing in particle size from left to right, described by (A) Rayleigh\textsuperscript{265} and (B,C) Mie\textsuperscript{266} theory.](image)

LPE nanosheets generally have a broad size distribution in the range 50-1500 nm and the type of scattering measured by a spectrometer will depend both on nanosheet size and the spectral wavelength. Experimentally, scattering has been found to increase with increasing nanosheet size,\textsuperscript{264} $<L>$, with the scattering coefficient, $\sigma \propto (\lambda/ < L >)^{-m}$.
where $\lambda$ is the wavelength of light and $m$ is what is known as the scattering exponent. As nanosheet size increases, the scattering exponent transitions from $m=4$ to $m=2$ indicative of a change from Rayleigh to van de Hulst scattering, where the latter is an approximation of Mie theory for small particles described by van de Hulst.\textsuperscript{268}

Furthermore, as a general note on the optical spectra of 2D materials, UV-Vis transmission spectroscopy is a powerful tool that gives insights to a material’s structure as electrons are excited upon exposure to ultra-violet and visible wavelength light. Many layered inorganic materials have characteristic excitonic transitions\textsuperscript{109} that can be seen in UV-Vis extinction spectra. When a layered crystal is exfoliated it undergoes a change in band structure as electrons are confined to a 2D wavefunction. Edge and confinement effects resulting from this change are visible in optical extinction spectra through the position and magnitude of excitons in layered materials.\textsuperscript{19}

### 3.2.2 Raman spectroscopy

Raman spectroscopy is a technique used to examine inelastic light scattering due to molecular vibrations in a material. While UV-Vis spectroscopy measures elastic Rayleigh scattering, Raman scattering is an inelastic process i.e. the scattered radiation is at a different frequency than was originally input, an overview of which is represented in Figure 3.10. About 1 in $10^7$ incident photons are scattered inelastically,\textsuperscript{37} an inherently weak effect compared to optical spectroscopy. An incident photon induces polarization in the molecule in the form of an oscillating dipole moment as a result of its oscillating EM (electromagnetic) field.\textsuperscript{269,270} These polarized electrons relax and radiate photons at three oscillating frequencies. The first frequency is the same frequency as the incident light (monochromatic laser),\textsuperscript{269} an elastic process known as Rayleigh scattering. This occurs when a scattered photon transitions from a virtual state back to the ground state with no change in energy. If the collision between the incident photon and the molecule is inelastic, the scattered photon has a different energy and frequency giving rise to two types of Raman scattering.
The Raman shift ($\bar{\nu}$) can be expressed in terms of wavenumber (inverse wavelength) as

$$\bar{\nu} = \bar{\nu}_i - \bar{\nu}_s = \frac{1}{\lambda_i} - \frac{1}{\lambda_s} \quad (3.12)$$

where $\lambda$ is the photon wavelength with subscripts $i$ and $s$ denoting incident and scattered photons respectively. As shown in Figure 3.10, Stokes Raman scattering occurs with a transition from the ground state and terminates in the molecule in an excited vibrational state while Anti-Stokes is the opposite. In this case, the molecule is initially in an excited vibrational state and transitions to its ground state. The Stokes and Anti-Stokes peaks are symmetric about the Rayleigh peak at 0 cm$^{-1}$ however their intensities are generally not the same with the Anti-Stokes appearing much weaker. This is due to the fact that very few molecules are initially in an excited vibrational state at room temperature. Sometimes a molecular vibration induced by a photon will not change a molecule’s polarizability. When this is the case, the molecule is said to be Raman inactive and other techniques such as infrared (IR) spectroscopy may be required for characterisation. Molecular
symmetry in liquids or point group symmetry in solids determines which vibrations are Raman and IR active.\(^{270,271}\)

The vibrational energy levels are unique to each molecule and so each transition is associated with a particular molecular lattice vibration, making this characterisation method invaluable for analysing 2D materials. As well as a “fingerprint” indication of chemical composition, Raman spectroscopy can be used to assess defect content, doping level, stress and sample degradation in nanomaterials.

In terms of instrumentation, a Raman spectrometer is a combination of an optical microscope, laser and series of optical mirrors, lenses and gratings. A schematic representation is shown in Figure 3.11 below. Monochromatic light is produced by a laser most commonly at 532 and 614 nm wavelengths. The laser beam is deflected by a series of mirrors to a sample placed on the optical microscope stage. In this thesis, Raman measurements were performed both on solid state samples and in liquid. For the measurement of liquid samples, the beam was focused approximately 5 \(\mu\)m above the surface of the droplet to minimize reabsorption and inner-filter effects.\(^{19,198}\) Laser power can be adjusted depending on the sample. While high laser power leads to an increase in signal, the higher power density hitting the sample can cause thermal damage and so a balance between the two needs to be found.\(^{269}\) The scattered light passes through a series of lenses, a Rayleigh filter (to eliminate dominant elastic scattering) and diffraction grating and subsequently detected. The integration time and number of spectral acquisitions can be increased to increase the quality of spectra but this both increases measurement time.
3.2.3 Atomic force microscopy

First invented by Binnig, Quate and Gerber\textsuperscript{6} in 1986, atomic force microscopy (AFM) has since become an essential characterisation tool for materials research. The technique is unique in that it probes the topography of sample, giving a three dimensional representation down to the nanoscale. Interaction forces between a sharp probe (tip) rastered across the sample surface are used to create a 3D model of the surface. AFM can be called a ‘blind microscopy technique’ since the surface height is measured at each point of a 2D array to create an image of the surface topography, each ‘image’ essentially a long list of XYZ data points.

In a standard AFM, represented schematically in Figure 3.11, a sharp tip is connected to a flexible cantilever that can bend subject to forces.\textsuperscript{272} The behaviour of the tip and cantilever in tandem interacting with a surface is akin to a classical spring system (cantilever acting as the spring) described by Hooke’s Law as

\[ F = -kz \]  

(3.13)

where \( F \) is the spring force, \( k \) is the cantilever spring constant and \( z \) is tip displacement from its equilibrium position (undeflected cantilever).\textsuperscript{272,273} A laser beam is focused on the cantilever and reflected in a photodetector such that any deflections of the cantilever
arising from objects on the surface are recorded. In static (contact) mode this feedback is sent to the software and the piezoelectric scanner adjusts the height of the cantilever so that it remains at a constant height from the sample. The voltage required by the piezo to keep the tip-sample distance constant is converted to the sample height.\textsuperscript{274}

**Figure 3.12:** Schematic representation of an atomic force microscope, similar to that used in this work.

There are three standard operation modes in total; contact (described above), non-contact and tapping mode. All three modes are best represented on a force-distance curve that follows a Lennard-Jones potential (Figure 3.13); over short distances the forces are repulsive due to overlapping electron orbits in the form of Pauli repulsion whereas at longer distances, attractive van der Waals and dispersion forces dominate. Contact mode was the original mode in the first development of AFM and perhaps the simplest. The force-distance curve shows that contact mode is in the repulsive regime where tip-sample separation is roughly kept constant. Contact mode is best used for hard samples, not prone to distortion or degradation since the tip and sample risk being damaged by the scanning process.\textsuperscript{272,274} However it does have the advantage in that the close contact leads to very high resolution imaging. Non-contact mode is a type of oscillating mode used for mainly for delicate biological samples. In this case, the cantilever is set to oscillate with a small amplitude at its resonant frequency. As the oscillating cantilever comes close to the sample surface, the frequency changes due to the interaction between the tip and the
surface. The feedback set up detects reductions in oscillation amplitude and frequency and sends signals to the piezo to maintain the tip at a fixed distance from the surface.\textsuperscript{274} Tapping (intermittent contact) mode is similar to non-contact in that it is also a dynamic, oscillating mode. A large oscillation amplitude is applied to the cantilever compared with non-contact, moving back and forth between repulsive and attractive regimes with every cycle (Figure 3.13).\textsuperscript{274} The piezo scanner reactively changes the tip to sample distance so that the amplitude of the oscillation is kept constant.\textsuperscript{272} Due to the large oscillation amplitude the tip passes through any surface contamination (water, solvent) layer as well eliminating lateral friction forces making tapping mode perhaps the most utilised mode.\textsuperscript{274}

\textbf{Figure 3.13:} The force-distance curve can be described Lennard-Jones potential with different z ranges defining three standard AFM modes.

ScanAsyst\textsuperscript{TM} mode was used for the majority of the AFM imaging in this thesis, although standard tapping mode was also used. Designed by Bruker, an intelligent feedback algorithm quickly measures a force-distance curve at each pixel and adjusts the scan parameters to optimise the image in real-time. There is less user input, without the need to tune the cantilever, however parameters may still need to be monitored or changed to enhance image quality from time to time.

To measure the dimensions of liquid exfoliated nanosheets, diluted dispersions are dropcast on pre-heated Si/SiO\textsubscript{2} wafers (~15 \(\mu\)L). Wafers with a 200-300 nm oxide layer
are used enabling nano-sized material to be seen with an optical microscope as blue areas. By heating the wafer to 190-210 °C (\( \sim 50-70 ^\circ C \) above the boiling point of the solvent), it immediately evaporates resulting in more uniform deposition and preventing reaggregation. During image acquisition, the field of view must be adjusted depending on nanosheet size. Ideally, the area measured should be small enough that there is minimal pixilation of nanosheets but also large enough to accumulate a sufficient number of counts. If the sample is polydisperse, both low and high magnification images are required to avoid biasing the statistics towards larger, more apparent nanosheets in wide view images.

**Figure 3.14:** (A) AFM image of a liquid exfoliated SiP nanosheet showing the length and width measured for statistical analysis. (B) Example of a typical log-normal histogram of nanosheet length. If the histogram does not follow log-normal distribution the counting and/or imaging may be biased.

For statistical analysis of AFM images, three dimensions of each individual nanosheet are recorded: the length (taken as the longest dimension), the width (perpendicular to the length) and the thickness (Figure 3.14A). If the thickness is not homogenous, the mean value is taken. Every nanosheet in an image should be counted to avoid bias. Typically a minimum of 100 nanosheets are counted for size selected samples and a minimum of 200 for polydisperse samples to obtain a relatively accurate mean value. Once the nanosheets are counted, population distributions are represented through histograms. These histograms typically follow a log-normal shape\(^{203}\) as shown in Figure 3.14B. If reaggregated nanosheets or impurities are counted or if there is biased counting by the user, a deviation from the log-normal distribution appears. Mean arithmetic values can then be
extracted from the counted data. The standard error of the mean (the standard deviation divided by the number of counts) is the error used for the mean values discussed in the thesis. The full width at half maximum of the log-normal distribution (FWHM) is also displayed for each population distribution. For a further discussion about the use of standard deviation, error and FWHM see Appendix A.3. After counting, the nanosheet thickness can be converted to number of layers through step height analysis, discussed below.

**Step Height Analysis**

The apparent monolayer step height is larger than the theoretical monolayer height of liquid exfoliated nanosheets due to residual surfactant and/or solvent. Through the step height analysis method, explained in detail in Chapter 4, the step height of an LPE monolayer is calculated and then used to convert the counted thickness data in terms of layer number.

Nanosheet thicknesses with terraces of partially exfoliated material are recorded and are displayed in increasing step height, an example of which is shown in Figure 3.15 for LPE MoS$_2$. Adsorbates, residual surfactant and water make the first layer appear thicker than the theoretical height at 1.9 nm. To confirm that this thickness correlates to a single layer, Raman/PL spectroscopy was performed on the same flakes, exhibiting characteristic photoluminescence signature of a semiconducting monolayer. It is assumed that there residual surfactant/solvent both underneath and on top of each nanosheet but it remains unclear whether adsorbates are trapped between layers.

![Figure 3.15: Heights of steps observed for LPE MoS$_2$. Inset: Example of a terraced nanosheet used. Image adapted from Backes et al.](image)

The authors suggest that the step height is found to be a multiple of 1.9 nm.
Smaller steps of approximately 0.3-0.5 nm can also been seen in Figure 3.15. These may be due to user errors in counting heights or inaccuracies in the instrument while measuring. Nanosheets partially covered in adsorbates can be difficult to measure using AFM tapping mode as capillary and adhesion forces are dependent on both the scanning parameters and the material itself. Image feedback settings and surface chemistry and tip-sample interactions will all play a role in the measured height. A possible alternative for future experiments would be to measure in contact mode AFM. In fact, Nemes-Ince et al. have shown that the step height of graphene shows less variation using contact mode than tapping mode but a 0.2 nm change in lateral forces when scanning left to right as opposed to right to left, not present in tapping mode (Figure 3.16).

Another possibility for the small steps may be that while there is a thick adsorbate layer under the nanosheet (between the substrate surface and nanosheet), a near-theoretical monolayer height may be measured for any subsequent layers. If this is the case, the LPE method could in fact be preferentially exfoliating nanosheets in certain multilayers. This behaviour could be related to the intrinsic crystallographic structure of a material where different stacking sequences are predicted. For sample an energetically favourable ABC type stacking may be more stable in liquids leading to nanosheets that are multiples of trilayers.

Figure 3.16: Tapping and contact modes for step height determination. Image from Nemes-Ince et al. (A) Tapping mode AFM of few layer graphene gives varied step heights at different amplitudes (B) Contact mode AFM of few layer graphene shows that the step height does not depend on the contact force but lateral forces in scans from left to right and right to left differ by approximately 0.2 nm.
It may however be the case that each layer in a measured nanosheet is many times thicker than the theoretical height as suggested by the authors in Figure 3.15 where the apparent height of a single layer is predicted to be 1.9 nm in height. In this scenario, trapped solvent and residues between the layers may widen the interlayer distance, making each layer appear thicker than the theoretical height by a fixed factor. This has been reported for many liquid-exfoliated 2D materials to date.\textsuperscript{20,26,67,191,191} The step height roughly scales with the crystallographic height of these materials. Materials with a larger theoretical height have been found to have thicker step heights than those with a relatively smaller theoretical height and corresponding step height. For example, LPE GaS has a step height of 1.5 nm\textsuperscript{191} and theoretical height of 0.75 nm\textsuperscript{276} compared to graphene with a step height of 0.9 nm\textsuperscript{67} and theoretical height of 0.34 nm.\textsuperscript{277} Unfortunately, it remains unclear as to why this trend exists. Annealing samples and comparing AFM step heights may provide insights into the behaviour of adsorbates with LPE nanosheets, a possible avenue for further investigations.

### 3.2.4 Transmission electron microscopy

Transmission electron microscopy (TEM) is a powerful characterisation tool with the ability to generate nanoscale resolution of materials through a sample’s interaction with an electron beam. Similar in operation to an optical microscope, a TEM operates using an electron beam instead of light. The resolution (\(d\)) of an optical microscope is limited by the wavelength (\(\lambda\)) of light and in a system is described by Rayleigh’s criterion\textsuperscript{278}

\[
d = \frac{1.22\lambda}{2NA}
\]  

(3.14)

where \(NA\) is the numerical aperture, a measure of the amount of light captured by the objective. In practice, the resolution of an optical microscope is about half the wavelength of visible light, typically 250 nm.\textsuperscript{279} In an electron microscope, the resolution is governed by the wavelength of an electron related to its momentum (\(p\)) through De Broglie’s wave-particle equation

\[
\lambda = \frac{\hbar}{p}
\]

(3.15)

where \(\hbar\) is Planck’s constant. Momentum is imparted to the electron by accelerating through a potential difference, \(V\), resulting in a kinetic energy of \(eV\) which must equal
the potential energy such that
\[ eV = \frac{m_0v^2}{2} \quad (3.16) \]

The momentum can then be equated to the electron mass times velocity and substituting \( v \) from equation 3.16
\[ p = m_0v = (2m_0eV)^{1/2} \quad (3.17) \]

Finally, replacing \( p \) in the De Broglie wavelength equation (3.15), the relationship between the electron wavelength and the acceleration voltage of the microscope \( V \) can be defined as
\[ \lambda = \frac{h}{(2m_0eV)^{1/2}} \quad (3.18) \]

There is an inverse relationship between the electron wavelength and the acceleration voltage up until relativistic effects become non-negligible \( (> \sim 100 \text{ keV}) \). An acceleration voltage of 100 kV gives an electron wavelength of 4 pm, extremely small compared to the light microscope. In reality, this resolution is typically 0.3 nm due to limitations of the lens system in correcting aberrations. After being accelerated through an electromagnetic lens system, the electrons pass through a very thin sample. Samples need to be transparent so that they can transmit enough electrons to be detectable on the imaging screen. The electrons interact with the sample in a number of ways. Some are completely transmitted straight through to the detector while others are scattered both elastically and inelastically to produce Auger, backscattered and secondary electrons as well as characteristic X-rays of the material. In addition to an image of the sample, TEM also constructs a diffraction pattern containing information on the crystal structure, dislocations and defects.

In a typical microscope (Figure 3.17) electrons are produced by an electron gun source that can be either field emission or thermionic depending on the resolution required. Higher resolution microscopes generally use field emission guns, Schottky and cold FEG are the most common. Lower resolution electron gun sources are made with thermionic materials, either tungsten or LaB\(_6\) filament. A set of condenser lenses and apertures then focus the beam on the sample. The lenses in the system create spherical and chromatic aberrations that decrease the resolution but can be corrected to a certain extent with multipole aberration correctors giving resolutions of around 0.1 nm.
Upon striking the sample, some electrons are transmitted depending on its thickness and transparency. The transmitted beam then passes through a set of projection lenses that magnify and focus the image on a fluorescent viewing screen or detector. In standard bright-field imaging, the darker regions of the image represent areas of the corresponding sample where fewer electrons are transmitted through while the lighter regions represent sample spots where more electrons were transmitted through.\textsuperscript{280,281}

### 3.2.5 Energy Dispersive X-Ray Spectroscopy

Energy dispersive x-ray spectroscopy (EDX) was performed alongside TEM for work in this thesis and was used to quantify the elemental composition of nanosheets viewed in the TEM. EDX uses the characteristic x-rays scattered when the electron beam interacts with the sample. The high-energy beam excites an inner shell electron in an atom of the specimen to a higher level, leaving a positively charged hole behind.\textsuperscript{283} An electron from an outer shell is attracted by the hole to fill the vacancy and moves from its outer higher-energy shell to the inner lower energy shell. This transition emits energy in the form of x-rays. This energy is relative to the number of shells the electron has moved.\textsuperscript{284}
x-rays are converted into a voltage by a silicon drift detector. Characteristic X-rays, as the name suggests, have specific energy corresponding to each element thus the element can be identified from the peak energy measured. The amount of a certain element present in a material can be quantified through integrating the peak intensity. The emission probability of characteristic x-rays is noted to increase with increasing atomic number.\textsuperscript{283}

### 3.2.6 Scanning electron microscopy

Similar to the TEM, a scanning electron microscope (SEM) utilises an electron beam to form a high resolution image. The beam energy is generally lower than TEM, operating between 2 and 5 kV and rastered across the sample surface systematically. Interactions between the electron beam and specimen are detected and used to create an image. There are two primary interactions when the electron beam scans the surface leading to two products; backscattered electrons and secondary electrons.\textsuperscript{285} Backscattered electrons are elastically scattered electrons, experiencing negligible energy loss after being scattering and deflected by the electric fields of a sample atom. Secondary electrons meanwhile are electrons that have been ejected from the specimen atom after excitation from the electron beam. This inelastic scattering process produces electrons with very low kinetic energy, typically below 5 eV.\textsuperscript{285} Other signals produced include Auger electrons, characteristic x-rays, and cathodoluminescence. Insulating samples develop surface electrical charge on impact with the electron beam in the vacuum of the SEM column. These samples therefore require a conductive coating so that any surface charges are dissipated through grounding.\textsuperscript{285}

Mirroring the TEM, a thermionic electron gun with a tungsten or LaB\textsubscript{6} filament emits electrons in the form of a small beam that is accelerated through a magnetic field and focused by a condenser lens system. In order to form an image from a series of XY spots, the beam is rastered across the specimen surface. Scanning coils deflect the electron beam so it can scan along the x or y axis.\textsuperscript{286} Backscattered and secondary electrons are then detected for each point scanned by their respective detectors. The signal is digitized and an image is formed. The number of backscattered electrons increases with increasing atomic number allowing for the elemental composition of a sample to be analysed through the relative intensity of signal detected.\textsuperscript{286}
3.2.7 Electrophoresis: Zeta Potential

The zeta potential is a fundamental parameter describing electrostatic interactions in a system and gives important information of the stability of colloidal dispersions such as surfactant-stabilized LPE nanosheets. Although nanosheets themselves are neutrally charged, they gain a charge on the adsorption of ionic surfactants in dispersions in the form of an electrical double layer, as represented in Figure 3.19 below. The double layer is made up of two parts; a Stern layer and a slipping plane. The Stern layer is a layer of oppositely charged ions compared to the particle surface, bound by electrostatic forces. Beyond this is a diffuse layer of balanced ions and counterions the composition of which depends on the pH, concentration and ionic strength of the liquid.287 Upon movement of the charged particle in an electric field, the ions within the slipping plane (outer layer) boundary move with the particle. The potential at this particle-liquid interface is known as the zeta potential (ζ),288 represented schematically in Figure 3.19. Nanosheets with absolute values of >30 mV are noted to be stable against aggregation.289

A Malvern Zetasizer instrument was used for the work in this thesis which measures laser Doppler electrophoresis. The zeta potential, while not measured directly, is then
estimated using a mathematical approximation. A voltage is applied across a pair of elec-
trodes at either end of a capillary cell containing a nanosheet dispersion. A folded capillary
cell is shown in Figure A.5, containing contacts to apply the voltage across the cell, and
is compatible with the Malvern Zetasizer system and equipment. The sample concentra-
tion must be similar to that used for UV-Vis spectroscopy. If the concentration is too high,
no scattered light is detected. The movement of these charged particles in an electric
field causes an incident laser beam to shift in frequency ($\Delta f$) proportional to the particle
speed, scattering light at an angle $\theta$.

\[
\Delta f = 2v \frac{\sin(\theta/2)}{\lambda}
\]

where $v$ is the particle velocity and $\lambda$ is the laser wavelength.

**Figure 3.19:** Schematic representation of the electrostatic interactions of a charged particle in a
colloidal dispersion. The zeta potential is a measurement of the electric potential of a charged
particle at the electrical double layer boundary.

The electrophoretic mobility $\mu_e$ is then expressed as a ratio of the particle velocity to the
applied electric field $E$

\[
\mu_e = \frac{v}{E}
\]
The zeta potential is related to the electrophoretic mobility by Henry’s equation

\[ \mu_e = \frac{2\varepsilon \zeta f(\kappa a)}{3\eta} \]  

(3.21)

where \( \varepsilon \) is the dielectric constant, \( f(\kappa a) \) is Henry’s constant (ratio of particle radius to electrical double layer thickness) and \( \eta \) is viscosity. If the particle is large with a thin double layer, Henry’s equation can be approximated to Smoluchowski’s equation\(^{292}\) for electrophoretic mobility by letting \( f(\kappa a) = 1.5 \),\(^{287,288}\) giving

\[ \mu_e = \frac{\varepsilon \zeta}{\eta} \]  

(3.22)

The Smoluchowski approximation was used for all zeta potential measurements in this thesis.

In this chapter, the methods of both production and characterisation of liquid phase exfoliated nanosheets were described in detail. A discussion of ultrasonication and centrifugation showed how nanosheets are synthesised and size-selected while a variety of material characterisation tools including UV-Visible and Raman spectroscopy, atomic force, transmission electron and scanning electron microscopies and electrophoresis were described including theory, instrument operation and the specific treatment of LPE samples.
Basic research is like shooting an arrow into the air and, where it lands, painting a target

–Homer Burton Adkins

Spectroscopic Metrics for hexagonal Boron Nitride

PE produces nanomaterials from a wide range of van der Waals crystals.¹¹ Nanosheets can be dispersed in a range of liquid environments and can easily be transferred from one solvent or aqueous surfactant solution to another via centrifugation at high speed. Moreover, LPE samples show promise in terms of scalability and yield compared to other top-down methods. However, optical characterisation of nanosheets in dispersion through UV-Vis spectroscopy can be problematic due to a large scattering background that very sensitively depends on nanosheet size. The scattering is linked to the intrinsic extinction coefficient and so even measuring nanosheet concentration becomes difficult. In addition, LPE produces polydisperse samples with a wide range of nanosheet lengths and thicknesses. Samples can be size selected by centrifugation at iteratively higher speeds to roughly divide the original polydisperse sample into distinct size fractions. However, measuring these size fractions through statistical atomic force microscopy (AFM) is tedious and time-consuming. While optical or transmission electron microscopy will give an estimation of mean lateral size, it cannot probe nanosheet thickness. Each sample needs to be deposited on silicon substrates and statistically analysed via AFM with information on over 200 nanosheets required for an accurate representation.
By relating the optical and Raman spectroscopy to statistical microscopy information we can establish metrics as completed successfully for other 2D materials. Metrics provide a quick and facile way of estimating nanosheet dimension without the need for repeated, time-consuming microscopy.

Hexagonal boron nitride (h-BN), the material in question, has yielded much less information than other materials when using optical spectroscopy. For example, TMDs including WS$_2$ and MoS$_2$ have information-rich absorption spectra that allow for the estimation of nanosheet dimension. In contrast, the absorption spectrum of h-BN appears, on first look, to be information-poor, displaying a single peak relating to the band edge at approximately 6 eV. Similarly with Raman spectroscopy, the spectra of MoS$_2$ and graphene give information about defect content$^{54}$ and nanosheet dimensions.$^{67,293}$ The h-BN Raman spectrum contains a single feature (the G-band mode).$^{294}$ There have not been any connections made between this feature and any physical dimension or properties to h-BN. Cathodoluminescence is a technique that can give information about nanosheet thickness and defectiveness$^{295}$ however it isn’t widely used. Furthermore, this method is highly specialised, making measurement challenging while also involving costly equipment. In this chapter, it is shown that there is significant information in both the absorption and Raman spectra. By measuring size selected h-BN samples it is found that the extinction spectra are dependent on nanosheet lateral size and that metrics can be established for the nanosheet thickness from both absorption and Raman spectra.

Hexagonal boron nitride is isostructural to graphene, alternating boron and nitrogen atoms form a hexagonal (honeycomb) lattice in the 2D plane with unit cell lattice parameter $a_1^* = a_2^* \approx 2.5\text{Å}$ as seen in Figure 4.1 below. In-plane consists of sp$^2$ hybridised boron and nitrogen atoms that form strong $\sigma$ bonds in contrast to the out of plane interactions consisting of weak van der Waals forces.$^{296,297}$ Although the carbon-carbon bonds in graphene are isoelectronic to the boron-nitrogen bonds in h-BN, there is a localisation of charge at the more electronegative nitrogen site leading to a more ionic type of hybridised bonds.$^{298}$
Like any other van der Waals crystal, exfoliation is possible due to the relative weakness of the out of plane bonds compared to the ionic in plane bonds. Electron delocalisation is reduced in h-BN compared to graphene producing a large band gap (5.97 eV\textsuperscript{299}). Strong in-plane covalent bonding between boron and nitrogen in the hexagonal lattice makes for a relatively inert material with very few charged surface states. Therefore, BN is a good candidate for use as an encapsulating layer or substrate in a 2D electronic device.\textsuperscript{72,300–303} Other applications include reinforcing\textsuperscript{304} and gas-barrier\textsuperscript{219} fillers in polymer-based composites as well as thermally conductive inclusions\textsuperscript{305} in oils.

4.1 Experimental Methods

4.1.1 Sample Preparation

Liquid Phase Exfoliation

Boron nitride powder (Sigma Aldrich ~1 um, 98%) was probe sonicated (VibraCell CVX, 750W) at a concentration of 30 g L\textsuperscript{−1} powder dispersed in a 6 g L\textsuperscript{−1} aqueous sodium cholate solution (Sigma Aldrich BioXtra, ≥ 99%) for 1 h with 60% amplitude. The dispersion was then centrifuged in a Hettich Mikro 220R centrifuge at 2260 g for 2 h using a fixed angle rotor (model no. 1016). After centrifugation the supernatant was separated and discarded, allowing for the removal of impurities. The sediment was redispersed in
fresh aqueous surfactant solution (SC, 2 g L$^{-1}$) and sonicated again for 6 h at 60% amplitude and a pulse of 6 seconds on and 2 off. The resulting dispersion was centrifuged at 27 g for 2 h, sediment discarded and the supernatant kept for subsequent size selection.

Size Selection

A centrifugation cascade$^{20}$ (Section 3.1.2) was used to separate the sample into a range of sizes. At each iteration the supernatant was decanted from the sediment and subjected to an increased speed. Meanwhile, the sediment was collected and redispersed in fresh surfactant solution (SC, 2 g L$^{-1}$). The centrifugal speeds used were 0.1k g, 0.4k g, 1k g, 5k g, 10k g, 22k g. The time for each centrifugation step was 2 h at 15°C. For low speed (<3k g) a fixed-angle 1016 rotor was used in a Hettich Mikro 220R centrifuge (4x 50 mL vials filled with 20 mL dispersion). For speeds over 3k g, a Beckman Coulter Avanti XP centrifuge was used with a JA25.15 rotor (8x 14 mL vials filled with 10 mL dispersion each). Samples were labelled according to the lower and upper centrifugation limits used to produce each size. For example, a supernatant was produced after centrifuging at RCF=1,000 × g-force (1k-g) and the resultant supernatant was centrifuged at 5,000 g. The sediment collected after the 5k-g step was referred to as the 1-5k g fraction. Further to the standard centrifugation cascade, two additional samples were prepared by taking the samples 0.1-0.4k g and 0.4-1k g and centrifuging for 16 h at 50 g (Hettich Mikro 220R centrifuge, fixed angle rotor 1195-A, 1.5 mL vials). The aim of this extra centrifugation was to decouple the quantitative relationship between layer number and lateral size.

The concentration of BN nanosheets in each size fraction was determined by filtration and weighing using alumina membranes with pore size of 0.02 µm. Alumina membranes were weighed before the addition of any nanomaterial. Each membrane was then placed on a vacuum filter setup. 10 mL of each size fraction was added to an individual membrane and the liquid allowed to filter through. Each membrane was then washed with 600 mL of deionised water. Once the water was completely filtered through, the membranes were removed and placed in a vacuum oven at 70°C overnight to dry completely. Finally each membrane’s final mass was measured. The concentration of each size fraction was obtained by dividing the change in mass of the membrane (post filtration - pre filtration) by the 10 mL of each nanosheet volume added.
4.1.2 Characterisation of Nanosheets

Atomic force microscopy was completed using a Bruker Icon Dimension Atomic Force microscope in ScanAsyst mode with Bruker OLTESPA-R3 cantilevers. Each liquid sample was diluted until the sample was transparent (optical density of approximately 0.2). 10 µL of each sample was drop cast onto a pre-heated (180 °C) Si/SiO₂ (300 nm oxide layer) wafer. The wafer was then washed with water to remove excess surfactant on the surface. Individually deposited nanosheets were analysed through measurement with the AFM. Previously established length corrections²⁰ were applied to correct nanosheet length from tip broadening effects.

A Cary 6000i spectrometer along with quartz cuvettes (path length 4mm) were used for optical extinction and absorbance measurements. Each size selected dispersion was diluted by an appropriate factor for the spectrometer (optical density approx. 1). Samples that are too concentrated can cause saturation of the detector. Each spectra was measured at 0.5 nm increments with a 1 nm bandwidth for higher resolution at lower energy. For absorbance measurements, an integrating sphere was fitted to the spectrometer, allowing all scattered light to be transmitted (for more details see Section 3.2.1). For these measurements, the cuvette was placed in the centre of the sphere and the absorbance was measured with a bandwidth of 2 nm and increment of 10 cm⁻¹. For absorbance, the optical density of the BN was adjusted to 0.3-0.4 at the peak by dilution. By measuring both the extinction and absorbance it was possible to calculate the scattering through Ext - Abs = Sca.

A Renishaw InVia-Reflex Confocal Raman microscope was used with a 532 nm excitation laser in air under ambient conditions. The Raman emission was collected by a 50 × objective lens in streamline mode and dispersed by a 2400 l/mm grating with 10% laser power (<1.4 mW). Liquid dispersions (~ 20 µL) were dropped onto Si/SiO₂ wafers (300 nm oxide layer) and left to dry in air before measuring. A minimum of 5 spectra at different positions were recorded and averaged for final values. In streamline mode, where a larger sample area is sampled we did not observe spot to spot variations except for absolute intensities.
4.2 Results and Discussion

4.2.1 Size Selection of Boron Nitride

Liquid phase exfoliation yields polydisperse samples with a broad distribution of nanosheet thickness and lateral size. In order to observe any spectral changes in nanosheet dimension it is necessary to separate the polydisperse sample into size fractions. Liquid cascade centrifugation (Section 3.1.2) is a coarse size control method yielding fractions of decreasing size and thickness with increasing centrifugation speed and used in this study. After each iteration, the supernatant was subjected to higher centrifugation speed and the sediment was collected and redispersed in fresh aqueous surfactant solution.

To determine the mean lateral size and thickness of nanosheets in each fraction, statistical analysis of AFM topographic images was used with 200-350 nanosheets measured for each fraction. The length (longest lateral dimension), width (dimension perpendicular to length) and thickness of each flake were recorded using Gwyddion, data visualisation and analysis software for scanning probe microscopy. Pixelation and tip broadening effects result in an overestimation of nanosheet length and width. To adjust for these effects, a correction formula was applied in line with previous work for LPE nanosheets.

Due to intercalated/adsorbed water and surfactant, the apparent height of a single BN layer appears thicker than the theoretical value of 0.34 nm. Step height analysis is used to determine the apparent thickness of a single monolayer, in line with previous studies. Nanosheet thicknesses with terraces of partially exfoliated material were recorded (Figure 4.2A) and are displayed in increasing step height in Figure 4.2B. Terraces of similar heights were grouped and averaged to give a mean step height for a group. The slope of a plot of mean step height versus step height group gave the apparent monolayer height of 0.99 nm +/- 0.01 nm as seen in Figure 4.2C. This value is similar to the 0.9 nm observed for LPE graphene which is believed to be reasonable given the similar hexagonal atomic structure of these 2D materials.
Figure 4.2: (A) Height profile along the line of the nanosheet (inset) showing clear, resolvable steps each consisting of multiple monolayers. (B) Step heights of \( > 70 \) BN nanosheets in ascending order. The step height clustered in groups and is always found to be a multiple of \( \sim 1 \) nm, which is the apparent height of one monolayer. (C) The mean height for each group (the error is the sum of the mean step height error and the standard deviation in step height within a given group) is plotted in ascending order with the slope giving a mean monolayer step height of \( 0.99 \pm 0.01 \) nm.

These values are thicker than those seen with mechanical or CVD exfoliated graphene/BN because of the exfoliation medium. A hotplate was used to evaporate water after dropcasting the sample. In addition, the wafer was washed with both water and IPA to dislodge underlying surfactant present, however it is clear some still remains between layers. This is evident in both the step height (larger than predicted) and in Raman spectroscopy measurements where we see a consistent surfactant peak in dried films of LPE BN in sodium cholate solution (Section 4.2.3 for more quantitative details on the surfactant Raman peak). A large apparent monolayer height is not material-dependent but rather method dependent. Although it is difficult to judge the difference between mono and bi-layer BN, in WS\(_2\) for example, the step height analysis is validated from the presence of a monolayer photoluminescence peak in Raman spectroscopy. Based across a number of LPE 2D materials\(^{19,20,67,191,196}\) the dropcasting method for AFM gives apparent monolayer heights of approximately 2-3 times predicted theoretical heights. Using this information the number of layers, \( N \), of the nanosheets can be determined and in turn, the mean number of layers \( \langle N \rangle \) for each size selected sample. Histograms can then be constructed for nanosheet \( N \) and \( L \) for each size fraction, a selection of which is displayed in Figure 4.3 below. For all other sizes see Appendix B.1. The histograms show a narrowing in the log-normal distributions of both \( N \) and \( L \) with increasing centrifugation speed. As larger, thicker nanosheets remain in the sediment with each step at higher centrifugal force, there is an increase in monolayer and few layer BN.
AFM probes both the lateral dimensions and thickness of the nanosheets, therefore the volume can be estimated as length $\times$ width $\times$ thickness. Using the volume of each nanosheet, the volume fraction weighted mean nanosheet thickness $\langle N \rangle_{Vf} = \Sigma N^2 LW/\Sigma NLW$ can be calculated. This takes into account the fact that the majority of the mass in each fraction is concentrated on thicker nanosheets. The volume fraction weighted mean nanosheet thickness is analogous to the weight-average-molecular-weight in polymer physics as opposed to arithmetic $\langle N \rangle$ comparable to the number-average-molecular-weight. $\langle N \rangle_{Vf}$ is directly proportional to $\langle N \rangle$ in a 1.5:1 ratio as seen in Appendix B.2.

![AFM images](image)

**Figure 4.3:** Representative AFM images (top row), layer number (middle row) and length (bottom row) distribution histograms on three trappings produced from the standard size selection cascade. $\Gamma$ is the width of each lognormal distribution. From left to right: 0.1-0.4k g, 1-5k g, 10-22k g.

Arithmetic and volume-fraction weighted mean values of nanosheet layers $\langle N \rangle$ and $\langle N \rangle_{Vf}$ for each fraction are plotted as a function of relative centrifugal force (in units of earth's gravitational field, $10^3$g) in Figure 4.4 below. The midpoint of the pair of centrifugal accelerations of the cascade is used. The volume fraction weighted mean layer results in large layer number for the same central g-force, as predicted by the ratio. A power law
decay that scales as $g^{-0.4}$ can be observed in Figure 4.4A.

Similarly, the mean nanosheet length $<L>$ is plotted versus central $g$ force. Experimental values found for other 2D materials $^{20,202,310}$ predict a scaling of $g^{-0.5}$. The dashed line is a guide to expected behaviour in Figure 4.4B rather than a fit to the actual data. Peukert et. al $^{311}$ define a ‘cut size’ as the maximum particle diameter remaining in the supernatant after centrifugation. The cut size is inversely proportional to the rotation rate and so we would expect that smaller nanosheets for increasing centrifugation speed as shown. It is clear the data presented here does not scale clearly with $g^{-0.5}$. However, a fit of all data points except the first gives a scaling of $-0.39 \pm 0.09$. Conversely fitting the last three data points gives a scaling of $-0.60 \pm 0.07$. Meanwhile, fitting the last 4 data points gives a scaling of $-0.44 \pm 0.08$. These values come in close agreement to the $g^{-0.5}$ within standard error. It should also be noted that the standard error is reduced when taking into account the last three data points only. The error bars in Figure 4.4 are the standard error of each sample i.e. the standard deviation divided by the square root of the number of counts. Due to the large number of counts (200-300) for each sample, the error appears rather small, however the lowest $g$-force data point (0.1-0.4 k $g$) deviates from $-0.5$ scaling, possibly due to an underestimation in $<L>$.

Figure 4.4: (A) Mean layer number $<N>$ and volume-fraction-weighted mean layer number $<N>_{Vfweighted}$, both plotted versus central centrifugal force, $10^3$ $g$. (B) Mean nanosheet length, $<L>$ as a function of central centrifugal force, $10^3$ $g$. The dashed line is a guideline of the expected behaviour of nanosheet length with central $g$ force as seen with previously studied 2D materials $^{19,20,67}$ and is the line $10^{2.6} x^{-0.5}$. It fits the last 4 data points within standard error.
4.2.2 Dependence of Optical Spectra on Nanosheet Dimension

Optical extinction and absorbance spectra have been shown to change systematically with nanosheet dimensions for many other 2D materials from TMDs to graphene. Here, UV-vis spectroscopy is used to measure the dependence of extinction and absorbance spectra on LPE BN nanosheet dimensions. Standard transmission mode was used for the extinction spectra while an integrating sphere was used for the absorbance. The extinction is a combination of both the absorbance and scattering such that $\text{Ext}(\lambda) = \text{Abs}(\lambda) + \text{Sca}(\lambda)$. By measuring both the absorbance and extinction of each sample, the scattering component can be extracted.

Length metric from Extinction spectra

Extinction spectra were measured in a UV-Visible spectrometer in standard transmission mode. The transmittance $T$ is related to the extinction by $T = 10^{-\text{Ext}}$. The spectra for each size fraction are plotted in Figure 4.5A below showing a distinct peak at approximately 6.1 eV (205 nm). Other than this peak, the spectra are dominated by a powerlaw scattering background that increases prominently with size. Larger nanosheet scatter light more strongly than smaller nanosheets as described by Harvey et al. due to an increase in their scattering coefficient. This is associated with a transition from Rayleigh to van de Hulst scattering as described by the authors.

Figure 4.5: Optical extinction spectra normalized to each peak’s maximum showing the intensity dependence increasing for increasing nanosheet size at energies below 6 eV. Inset: magnified view of peak region (B) Extinction coefficient at 3.1 eV, $\varepsilon_{3.1\text{eV}}$, plotted versus nanosheet mean length $<L>$ as measured by TEM. Dashed line: fit of eqn 4.1
The scattering is size-dependent and therefore the extinction coefficient, usually an intrinsic property, is also size-dependent. We can relate the extinction coefficient, $\varepsilon$, to the Extinction, Ext, via the Beer-Lambert law where $\text{Ext} = \varepsilon C \ell$ with $C$ as the nanosheet concentration and $\ell$ is the path length. To calculate the size dependent extinction coefficient we first needed to find the concentration of each sized sample. Samples of a known volume were filtered and weighed with the concentration being estimated through the change in nanosheet mass. Using these concentrations along with $<L>$ estimated from TEM measurements, we can convert from extinction to extinction coefficient at a given photon energy or wavelength. Figure 4.5B shows the extinction coefficient at a selected photon energy versus the mean nanosheet length $<L>$ measured with TEM (TEM and filtration completed by Dr. Andrew Harvey prior to these experiments). The relationship between $\varepsilon_{3.1\text{eV}}$ and $<L>$ is fit to get the following empirical formula:

$$\varepsilon_{3.1\text{eV}} = 4 \times 10^{-4} < L >^{2.55}$$ (4.1)

where $\varepsilon_{3.1\text{eV}}$ is in $\text{L g}^{-1} \text{ m}^{-1}$ and $<L>$ is in nm. Knowing the extinction coefficient at 3.1 eV, the average length $<L>$ can be calculated. Conversely, if $<L>$ is measured through statistical microscopy, the concentration can be estimated through $\varepsilon_{3.1\text{eV}}$ and $\text{Ext}_{3.1\text{eV}}$ as in Equation 4.2 below.

$$C = \frac{\text{Ext}_{3.1\text{eV}}}{\ell \varepsilon_{3.1\text{eV}}}$$ (4.2)

**Thickness metric from Extinction spectra**

Measurement with an integrating sphere allows for the separation of the extinction into absorbance and scattering components. We obtain a true value for the absorbance by using the sphere which can then be subtracted from the extinction to give the scattering in the sample, $\text{Sca} = \text{Ext} - \text{Abs}$. From the extinction spectra we expect most of the signal to come from the scattering shown in the inset of Figure 4.6A. The scattering spectra follows a power-law decay in the non resonant regime, as observed for other 2D materials.\textsuperscript{19,20} The absorbance of all sizes is plotted in Figure 4.6A. There is a well-defined peak at 6.02-6.13 eV and an absorption edge at approximately 5.8 eV (213 nm). The absorbance goes to zero for energies below 3.5 eV consistent with wide bandgap semiconductors. Moreover, this confirms the fact the majority of the signal detected in the extinction spectra was in
fact due to scattering (for plots of all three components for each fraction see Appendix B.4).

A 2nd derivative plot of the absorbance with respect to energy allows for a more accurate evaluation of peak positions in Figure 4.6B. Each spectra was smoothed with Lowess smoothing parameter using OriginLab® software. The main absorbance peak can be attributed to the free exciton transitions.$^{315–317}$ In previous studies the BN in question was grown using CVD technique and free excitons were observed through photoluminescence measurements at a position of $\sim 5.7$ eV with bound excitons resulting from impurities at $\sim 5.5$ eV. The excitonic peak of this LPE BN is shifted upwards of 0.4 eV in comparison to literature$^{315–317}$ which can be attributed to the difference in sample environments. Aqueous surfactant solution affects the dielectric constant which may cause different excitonic binding energies. The excitonic energy changes due to a combination of dielectric screening affecting the binding energy and confinement effects,$^{318}$ therefore a shift in the exciton peak position is expected with nanosheet thickness. Figure 4.6C shows the excitonic peak absorbance versus the mean weighted nanosheet thickness from statistical AFM analysis. The peak absorbance energy is red-shifted gradually from 6.153 eV for a mean weighted thickness of 3.4 layers to 6.118 eV for a mean weighted thickness of 27 layers.

This thickness dependence has been corroborated by theoretical calculations in the published version of this work.$^{192}$ The variation of absorption spectra with number of layers was calculated using many-body Quasi-Particle Self consistent (QSGW) and Bethe-Salpeter (BSE) approximations as well as hybrid functional HSE06 methods. There was excellent agreement between calculated and experimental absorption spectra with a slight energy-overestimation in the former. Different levels of theory all showed similar variations of the peak shift with layer thickness as found experimentally.

The relationship between peak absorbance energy and mean weighted thickness can be empirically fit and is given by the dashed line in Figure 4.6C as:

$$\langle N \rangle_{V_f} = 10^{43.5(6.152–E_{Abs})}$$

(4.3)

where $\langle N \rangle_{V_fweighted}$ is the mean weighted thickness, and $E_{Abs}$ is the absorbance peak position in eV. A simple absorbance measurement therefore allows for the estimation of
the mean weighted nanosheet thickness in a given dispersion.

**Figure 4.6:** (A) Optical absorption spectra normalised to each peak's maximum (∼ 6.12-6.14 eV) for different nanosheet sizes to show that the absorbance peak is weakly dependent on thickness, more clearly demonstrated in (B). Inset: Scattering spectra in the non-resonant regime. (B) Second derivative of the peak region of the absorption spectra. (C) Peak position of the absorbance spectra plotted versus the volume fraction weighted average layer number $<N>_{v_f \text{ weighted}}$ as measured by AFM with normalized absorbance as a function of energy (inset). (D) Magnified view of normalised absorption spectra in the energy range close to 4 eV. Each spectra was normalised to the peak maximum to show the intensity dependence of the features with size at approximately 4 eV. Inset: Absorbance at 4.15 eV normalized to peak absorbance plotted versus mean nanosheet thickness.

In addition to the absorption peak, magnified views of the spectra focusing on the region near 4 eV are shown in Figure 4.6D. Some small features are noted that increase in relative intensity with increasing nanosheet size as seen in Figure 4.6D inset. Previous reports have
attributed these features to impurity related donor-acceptor pair transitions involving a nitrogen vacancy donor and a deep level acceptor for example carbon atoms occupying the nitrogen vacancy site.\textsuperscript{317,319,320} Given the fact that these impurities are credited to substitutional defects, a more extensive study with a range of BN starting materials would be needed to investigate this effect fully. It is proposed that absorbance spectroscopy not only allows for a quick method of investigating nanosheet thickness but also sample purity. Another possible explanation could be that there is a zero-phonon transition at 4.15 eV with phonon replicas at higher energies.\textsuperscript{321}

4.2.3 Dependence of Raman Spectra on Nanosheet Dimension

Raman spectroscopy is a powerful characterisation tool for many 2D materials giving insights into doping, strain, nanosheet thickness and defect content.\textsuperscript{18,54,67,313,322} The BN Raman spectra however contains relatively little information compared to other 2D materials with the exception of a single phonon mode at approximately 1366 cm\textsuperscript{-1}, denoted as the G-band.\textsuperscript{323–326} BN is non-resonantly excited and gives a weak Raman signal. In addition, low frequency modes are not easily accessible.\textsuperscript{327} Gorbachev et al.\textsuperscript{325} recorded minor blue shifts in peak position when transitioning from monolayer to bulk BN. These shifts were reported to be both sample-dependent with a magnitude dependent on strain in the material. In this work, size fractions were dropcasted onto Si/SiO\textsubscript{2} wafers and then measured through Raman spectroscopy with the aim of extracting some information. The laser power (\textasciitilde1.4 mW) was chosen as a compromise between heat-induced broadening at high power and poor signal to noise ratios at low power. Laser power tests can be seen in Appendix B.5. The normalised Raman spectra are shown in Figure 4.7.
The G band is clearly visible at approximately 1366 cm\(^{-1}\) but secondary, smaller broad peaks are also noted at higher Raman shifts (1400-1470 cm\(^{-1}\)). Upon further inspection of these modes, they can be attributed to the sodium cholate surfactant used. Sodium cholate also has a Raman mode at 1365.2 cm\(^{-1}\), very close to the BN G-band mode. In order to account for the surfactant present on the wafers, a Raman spectrum of surfactant powder was measured as seen in Figure 4.8A. Indeed, the fact that the SC peak is present at all reaffirms the idea that residual surfactant may be trapped between layers, a justification for step height analysis in section 4.2.1.

There are slight differences in the sample preparation of Raman and AFM. For Raman, a high concentration 0.5-1.5 g L\(^{-1}\) of BN is required in order to observe the active modes. The BN to surfactant ratio is higher than AFM where samples are diluted to avoid aggregation on the surface. However, the wafer is not washed to remove excess surfactant before Raman measurements (unlike AFM) so the amount of surfactant in solution will most likely remain on the wafer. Estimating the intensity of the SC peak in each Raman measurement, it appears surfactant accounts for 2-10 \% of the measured peak.

Focusing on the region between 1330 and 1400 cm\(^{-1}\) the 1365.2 cm\(^{-1}\) SC peak width
and intensity can effectively be subtracted from the measured BN spectrum as shown with the example 5-10 k g size in Figure 4.8B. A double Lorentzian is fit, constraining one Lorentzian using the known SC peak position and width. By doing this for each size fraction the true peak position and width of the BN is obtained. As seen in Figure 4.8C, the peak position is invariant with nanosheet thickness found from AFM. This is in agreement with literature\textsuperscript{325} and indicated by a dashed line centred at 1366 cm\textsuperscript{−1}.

However, the G-band width does show a systematic change with nanosheet thickness across size fractions. The full width at half maximum ($\Gamma_{G\text{-band}}$) was extracted from each fit and plotted versus the nanosheet thickness for each size in Figure 4.8D. The result is a near-linear scaling of G band width with $1/\langle N \rangle V_f$. The inverse scaling with thickness implies peak broadening is related to the nanosheet surface, that is the basal planes of the nanosheets as opposed to edges. Standard liquid phase exfoliated samples produce a relationship between N and L i.e. as nanosheets become laterally smaller they are also thinner.

To isolate the source of the linewidth dependence, two samples were prepared using a secondary cascade to give a different N-L relationship compared to standard samples. Two samples were re-centrifuged overnight (16h) at low speed (50 g). The lateral size distribution remained similar but the nanosheets appeared significantly thinner after this centrifugation step (see Appendix B.3). A plot of $\Gamma_{G\text{-band}}$ versus $1/\langle L \rangle$ (Appendix B.6) does not scale smoothly with $1/1/\langle L \rangle$. Interestingly, the overnight centrifugation samples agree with the same G-band width vs. $1/\langle N \rangle$ relationship but different $1/\langle L \rangle$ even though they have a different $\langle N \rangle-\langle L \rangle$ dependence than the standard size-selected samples as shown in Figure 4.8D (red stars). This supports the idea that peak broadening is in fact due to increasing nanosheet thickness not lateral size.
Figure 4.8: (A) Raman spectrum in the region 1300-1550 cm\(^{-1}\) of sodium cholate powder. The spectrum was fit to a double Lorentzian function with peaks at 1365.2 cm\(^{-1}\) and 1451 cm\(^{-1}\). This fitting was subtracted from the BN spectra to obtain accurate peak widths and positions. (B) Fitted Raman spectrum of the fraction 5-10k g (black), normalized to the maximum intensity and fitted to two lines, one representing h-BN (red) and the other representing sodium cholate (blue). The h-BN spectrum (red) is extracted and the position and width estimated. (C) Plot of the h-BN G-band position as function of mean layer number. The G-band is centred at 1366 cm\(^{-1}\) (dashed line). (D) h-BN G-band peak width (full width and half maximum, FWHM from fit) as function of the inverse nanosheet thickness. The dashed line is a fit to Equation 4.4 suggesting that broadening is due to solvatochromic effects.

An investigation into the effects of the dielectric environment on peak broadening with nanosheet thickness was carried out. The idea behind these experiments was that residual surfactant and water would surround thinner nanosheets more thoroughly and so would
experience different solvatochromatic effects. A drop of N-cyclohexyl-2-pyrrolidone (CHP) was placed on top of the deposited BN. Raman spectra were measured before and after the treatment with CHP. Figure 4.9 below shows that the G band width increases from $\sim 9$ (Figure 4.9A) to $\sim 12$ cm$^{-1}$ (Figure 4.9C). This results confirms that the nature of the peak broadening is from solvatochromism at the outer-monolayer-liquid/air interface.

![Figure 4.9](image)

**Figure 4.9:** Solvatochromic effects on the Raman spectra of LPE BN. (A) Fitted Raman spectra of the as deposited BN-SC. (B) Raman spectrum of N-cyclohexylpyrrolidone (CHP) in the same spectra region. The data can be fit well to three Lorentzians with the component at 1335 cm$^{-1}$ being significantly lower in intensity and this is negligible in a BN-CHP spectrum. (C) Raman spectrum of the LPE BN sample shown in (A) after deposition of a drop of CHP. In addition to the BN signal, the contribution from CHP is clearly discernible. To extract the FWHM of the BN, the CHP signals were fixed in position and width according to the CHP reference spectrum. The BN G-mode increased in width from 9 cm$^{-1}$ to 12 cm$^{-1}$ in the presence of CHP suggesting significant solvatochromism.

There is also the question of whether the liquid environment during the actual exfoliation had an effect on the G band width. To address this, BN exfoliated in SC was transferred via centrifugation to a range of liquid environments (aqueous sodium dodecyl benzene-sulfonate, poly(vinyl alcohol), H2O, isopropanol, CHP) and deposited on Si/SiO$_2$ wafers for Raman measurements. Figure 4.10 shows that the G band width does not vary greatly with each liquid and the range is within the error of the fit suggesting that the BN-air interface is the primary factor for the change in linewidth.
Figure 4.10: Fitted Raman spectra of LPE BN deposited from different liquid environments. The sample 1-5k g (A) was transferred to a range of liquid environments. To achieve this, the sample was centrifuged at 10k g for 1 h, the supernatant decanted and discarded, water added to the sediment, followed by another centrifugation of 10k g for 1 h. Again the supernatant was decanted and the sediment redispersed in B) sodium dodecyl benzene sulfonate in water (SDBS, 0.1 g L$^{-1}$), C) polyvinyl alcohol (PVA, 0.1 g L$^{-1}$), D) H$_2$O, E) Isopropanol (IPA), F) N-cyclohexyl-2-pyrrolidone (CHP) prior to deposition on Si/SiO$_2$ wafers. No changes of the Raman G-band are observed. This suggests that the main factor influencing the linewidth is the BN-air interface if samples are measured in a dried state.

Finally the bottom interface i.e. substrate-BN interface was tested as to whether it had an effect on the G-band width. The sample was deposited onto two other substrates, aluminium and copper foil and measured as normal. Again, the G band did not change within the standard error of the fit (Figure 4.11). This result confirms the proposal that the nanosheet-air interface is dominant when measuring dried films with Raman spectroscopy.
Figure 4.11: Fitted Raman spectra of LPE BN deposited on different substrates. The sample 1-5k g was redispersed in water (after centrifugation) to avoid the (minor) contribution from the SC and improve the accuracy of the fits. A) Si/SiO$_2$ substrate used as the standard substrate in the study, B) copper foil, C) alumina foil. No changes of the Raman G-band are observed suggesting that the dominant factor influencing the linewidth is the BN-air interface, when porous networks of randomly restacked LPE BN are measured. Although the sample was dispersed in water to avoid the contribution from the surfactant, it is possible that small amounts of surfactant remain at higher Raman shifts (1400-1470 cm$^{-1}$) and appears the spectra deviates from the Lorentzian fit at approximately 1380 cm$^{-1}$.

Using the relationship between the Raman G-band width and nanosheet thickness (Figure 4.8D) a model can be designed. The fraction of monolayer surfaces exposed to the environment scales with the solvatochromic increase in linewidth compared to bulk. This gives a scaling of $\sim 2/(N+1)$. From this scaling, a width-thickness relationship is suggested as:

$$\Gamma_{G-band} = \Gamma_{G-band}^{Bulk} + \frac{2\Delta \Gamma_{M-B}}{\langle N \rangle V_f + 1}$$  \hspace{1cm} (4.4)$$

where $\Delta \Gamma_{M-B}$ is the width change from monolayer to bulk. This function is applied to the data in Figure 4.8D represented by the dashed line fit. The function fits well to the data with better allowance for deviations from the simple $1/<N>V_f$ scaling as seen in Figure 4.12 below.
A consistent value of $\Delta \Gamma_{M-B} = 8.7 \text{ cm}^{-1}$ is extrapolated from the data, 3-4 cm$^{-1}$ higher than values reported by Gorbachev et al$^{325}$ for BN nanosheets on SiO$_2$ wafer. This may be due to the environment surrounding the nanosheets. Nanosheets exfoliated via LPE are most probably surrounded on all sides by the environment compared to the air-liquid-substrate interface used (BN dropcast as a film on SiO$_2$ wafer). A value for $\Gamma_{G-band}^{Bulk} = 8.5 \text{ cm}^{-1}$ is extracted. This indicates that the BN produced is of high quality with low basal plane defect content similar to the FWHM of high quality BN crystals of approximately 8 cm$^{-1}$.\textsuperscript{327} Rearranging equation 4.4 above the nanosheet thickness from the G band width can be estimated as:

$$\langle N \rangle_{V_f} = \frac{2\Delta \Gamma_{M-B}}{(\Gamma_{G-band} - \Gamma_{G-band}^{Bulk})} - 1 = \frac{17.2}{\Gamma_{G-band} - 8.5} - 1 \quad (4.5)$$

where $\Gamma_{G-band}$ is in cm$^{-1}$. The solvatochromatic effects will make the value of $\Gamma_{M-B}$ system dependent i.e. this is specifically for LPE BN dropcast on a wafer. However, the liquid environment experiments above show that the exact liquid is not dependent on the G-band width (Figure 4.9 and 4.10). In addition, the equations are only valid for the measurements made at the same laser power (1.4 mW). An approximate power-dependent expression has been proposed and further data discussed in Appendix B.5. With knowledge of both the top and bottom environments of a sample, the thickness dependence
of the Raman linewidth can be exploited. Therefore, this metric can be altered slightly depending on the environment to suit other work such as CVD grown h-BN.

4.3 Conclusions

In this work nanosheet thickness metrics have been successfully established for liquid phase exfoliated h-BN through UV-Vis and Raman spectroscopy. Using atomic force microscopy the nanosheets in each size fraction were statistically analyzed. Applying step height analysis, the apparent height of a monolayer of BN exfoliated in surfactant was found to be $0.99 \pm 0.01$ nm. The mean nanosheet length and volume fraction weighted mean layer numbers were calculated for each sample.

UV-Visible extinction measurements showed a relationship between the extinction coefficient and the mean nanosheet length (length taken as the longest dimension of the nanosheet). If the extinction coefficient is known at a given wavelength it can be used in conjunction with the extinction value at the same wavelength to obtain a value for sample concentration. Alternatively the extinction coefficient can be used to estimate mean nanosheet length. A well-defined peak was observed at approximately 6 eV for absorbance measurements, with a zero absorbance at energies of less than 3.5 eV as predicted for a wide bandgap semiconductor. The nanosheet thickness can be found from the position of the maximum in the absorbance spectrum due to thickness-dependent excitonic confinement. The excitonic peak for LPE BN is Stokes-shifted upwards by 0.4 eV in comparison to previously reported values\textsuperscript{315–317} which can be attributed to the different environments of the samples. A large scattering background was noted that is more prominent for larger sized samples in line with scattering theory of LPE samples.\textsuperscript{264} Small features were observed at $\sim 4$ eV which can be attributed to impurities in the sample. It cannot be said for certain what these impurities are but it is suggested that they may be substitutional defects from donor-acceptor pair transitions involving a nitrogen vacancy donor and a deep level acceptor for example carbon atoms occupying the nitrogen vacancy site. These features decrease in intensity with decreasing nanosheet thickness. It was proposed that the magnitude of this peak can be used as an estimation of nanosheet quality and defect content.
Raman spectroscopy measurements showed the G band mode of h-BN at approximately 1366 cm$^{-1}$. Upon measurement and analysis of the surfactant sodium cholate, a peak was observed in the same region as the BN G-band mode. The SC peaks were estimated and double Lorentzian fitting was used to accurately determine the position and width of the h-BN G band. A linear fit of peak width as a function of inverse nanosheet thickness suggested that broadening is due to solvatochromic effects. It was proposed that residual surfactant and water will surround nanosheets differently and so a solvatochromatic study was carried out. A broadening due to solvatochromism was observed at the outer monolayer-liquid interface when CHP was placed on top of the BN film. The G-band width did not change when the dispersion was transferred to different liquid environments or when the bottom interface (substrate) was changed. This lead to the design of a model based on the thinking that the BN-air interface was the dominant factor in the G-band linewidth. The model obtained can be utilised as a metric for an estimation of nanosheet thickness from the width of the G band. It is proposed this metric could be altered for other systems where the air-substrate interface is well-defined such as CVD grown BN.
Effect of Surfactant Choice and Concentration on Nanosheet Dimension

LIQUID PHASE EXFOLIATION IS A VERSATILE and scalable production method for 2D materials. A broad range of 2D materials have been exfoliated in this manner to date including graphene,$^{17,328,329}$ BN,$^{192,304}$ GaS,$^{191}$ phosphorene,$^{26}$ MXenes,$^{330}$ transition metal dichalcogenides (TMDs)$^{19,20}$ and layered double hydroxides (LDHs).$^{22}$ Nanosheets can either be stabilized thermodynamically in appropriate solvents or electrostatically with surfactants (see Section 2.4.2). Surfactant exfoliation is environmentally friendly and relatively low cost with many processing techniques compatible with aqueous environments. While various surfactants have been used as stabilizers during liquid phase exfoliation, the effect of surfactant choice and concentration on nanosheet yield and dimensions has yet to be explored comprehensively.

Binding of common surfactants such as sodium dodecyl sulfate to 3D graphite has been reported in detail,$^{331}$ however studies of surfactant-stabilized 2D nanosheets are limited with graphene being the primary material of focus.$^{332–335}$ Ionic surfactants are the most common type in previous reports with sodium cholate (SC), sodium dodecyl sulfate (SDS) and other long alkyl chain surfactants foremost used.$^{335–339}$ To recap, nanosheet
stabilization (and colloids generally) using ionic surfactants is relatively simple. The non-polar part of the surfactant molecule, usually the tail group, adsorbs to the nanosheet surface. This results in a layer of bound ions (creating a charge) on the surface which is balanced by a diffuse layer of counterions from the surfactant head group. A combination of the these two layers (bound and diffuse counterion layers) leads to what is known as an electric double layer akin to a parallel plate capacitor model. There is an effective negative (or positive) charge surrounding each nanosheet and therefore adjacent surfactant-coated nanosheets experience an electrostatic repulsion, preventing aggregation. \(^\text{233}\) (Section 2.4.2) On a more in-depth level, various binding orientations and mechanisms have been suggested for surfactant coated nanosheets, requiring further study in the field. \(^\text{333,337–341}\)

Surfactants can be classified into three main types based on their ionicity namely; anionic, cationic and non-ionic. Many ionic surfactants have a common structure consisting of a long, hydrophobic alkyl chain and a hydrophilic charged head group. Anionic surfactants have a positively charged mobile counterions (e.g. Na\(^+\)) while cationic surfactants have a negatively charged mobile counterions (e.g. Br\(^-\)). Other than the chain-like structure, surfactants can also exist as facial amphiphiles with the hydrophilic and hydrophobic groups located on two opposite faces i.e. a structure with planar polarity. Facial amphiphiles tend to form smaller micelles at higher critical micelle concentrations than standard surfactants. \(^\text{342}\)

An example of such a facial amphiphile is sodium cholate (SC). This surfactant is very commonly used for the liquid phase exfoliation of many 2D materials, \(^\text{19,20,22,192}\) including being the surfactant of choice in Chapter 4. Sodium cholate has been noted to lie flat on the surface of graphene with its hydroxyl and carboxyl groups facing towards the aqueous solution. \(^\text{343}\) Because of the geometric similarity of its rigid, hydrophobic surface and hexagonal lattice type structures, it yields stable graphene dispersions. \(^\text{332}\) SC exhibits great steric repulsion from its bulky set of aliphatic rings. \(^\text{332}\) The hydrophobicity of the tail group can be further increased with the removal of the oxygen atom in the centre of the aromatic ring forming the sodium deoxycholate (SDC) molecule. The resulting increase in hydrophobic interactions has been reported to yield higher concentrations in graphene dispersions. \(^\text{334}\)
On the contrary, alkyl chain type amphiphiles such as sodium dodecyl sulfate absorb to graphene in a head-to-tail or tails-on configuration depending on the surfactant concentration. Theoretical studies on the alkyl chain group have shown that the surface coverage increases with increasing chain length. van der Waal forces in the form of chain-nanosheet and chain-chain interactions increase up to a carbon chain length of 16 (the range used in this work). The stability of graphene dispersions is noted to be largely due to mean field electrostatics from the ionic surfactants and their effective surface charge densities, rather than steric repulsion. Sodium dodecylbenzenesulfonate (SDBS), a long chain ionic surfactant, has a hydrated sulfonate group attached to a benzene ring. Benzene rings such those as seen in the non-ionic TX-100 enable strong $\pi$-$\pi$ interactions with graphene’s aromatic structure reportedly producing high graphene concentrations. However, contrasting studies note the surfactant is hindered by its hydrated sulfonated group preventing the $\pi$ system fully interacting with the graphene surface.

Given the discussion above, one would expect that the efficiency of the stabilization of LPE nanosheets depends primarily on surfactant concentration and chemical structure. There have not been studies, where not only nanosheet concentration, but also lateral size and thickness were examined for a range of surfactant concentrations. TMDs are ideal model systems for a study like this due to the availability of established spectroscopic metrics. Metrics allow for the fast and reliable determination of nanosheet concentration and dimension through relatively simple UV-Vis spectroscopy.

Gupta et al., have reported studies on surfactant-stabilized TMDs (mainly MoS$_2$) using both the anionic SDS and cationic CTAB surfactants. Zeta potential measurements and molecular dynamic simulations were the primary techniques used to explore the relationship between the surfactant double layer coating the nanosheet and the zeta potential. In MoS$_2$-CTAB and MoS$_2$-SDS dispersions the bound and free surfactant chains are said to undergo rapid exchange with the surfactant chains arranged flat on the nanosheet in a random fashion. More recent studies from the same authors, focusing on MoS$_2$ in CTAB, note that at equilibrium, just under half of the surfactant chains in the MD simulation had adsorbed to nanosheet balanced on either side. It was suggested that the ions in solution cannot access the MoS$_2$ surface because of hydrophobic CTAB cation chains. Zeta potential was found to depend on both the surface charge and on the ionic strength.
of the media. MoS$_2$- SDS dispersions produced a similar magnitude and effective surface charge distribution with only the sign of the zeta potential differing. Therefore, one would expect that the absolute value of the zeta potential for TMDs would not vary significantly between cationic and anionic surfactants on the same concentration.

One-dimensional carbon nanotube (CNT)-surfactant systems have been studied more extensively than 2D nanosheet systems.\cite{344-355} Although surfactant concentrations below the critical micelle concentration (CMC) can be used to disperse CNTs,\cite{349} CNT dispersion efficiency is greatly increased at higher concentrations than those typically used in nanosheet LPE dispersions.\cite{344-346,348} At very high surfactant concentration ($> 10 \times$ CMC\cite{353}), there has been a reported reduction in CNT concentration due to attractive depletion interactions.\cite{346,353,354,356,357} CNT concentrations are dependent on the nature of the surfactant molecule. Ionic surfactants stabilize nanotubes through electrostatic interactions as hydrophobic tails are thought to adsorb to the nanotube surface.\cite{355} Meanwhile aromatic molecules, such as sodium dodecylbenzene sulphonate, adsorb strongly to the nanotube surface through $\pi$-stacking interactions of the benzene ring.\cite{348,353} Furthermore, increasing the alkyl chain length of a surfactant results in greater hydrophobicity, increasing the nanotube dispersibility.\cite{353} Overall, anionic surfactants have been shown to be more effective than cationics in dispersing CNTs as found experimentally by Blanch et al.\cite{346} and Fernandes et al.\cite{353} and investigated theoretically by Xu et al.\cite{347} In fact White et al.\cite{344} determined that SDS preferentially binds to nanotubes over CTAB in dispersions. The Na$^+$ counterion in anionic surfactants is suggested to play an important role in dispersion stabilization, balancing the electrostatic forces.\cite{347} Overall, the CNT information available strongly indicates that dispersed concentration and dispersion quality is dependent on both surfactant concentration and type.

Due to the limited reports on TMD-surfactant systems, this chapter aims to investigate if there is an effect on the properties of nanosheets produced by liquid exfoliation as a result of surfactant type and concentration. Simple alkyl sulfates and bile salts were used in this work, where one would not expect any specific chemical interactions to occur. Aromatic interactions are the primary basis of other types of stabilizers such as pyrene-based derivatives\cite{358-360} used in LPE where strong adsorption occurs through $\pi$-$\pi$ interactions of the planar pyrene based surfaces and graphene for example. This work was carried out us-
ing a broad range of commercially available standard surfactants to investigate the role of surfactant type and its respective concentration on the resulting nanosheet concentration and dimensions. WS<sub>2</sub> is used as a model system because of the availability of published metrics for concentration, lateral size and layer number. Dispersions are stabilized with twelve different surfactants of varying ionicity and molecular weight (i.e. chain length) (Figure 5.1). Through both UV-Vis and Raman spectroscopy as well as zeta potential measurements, the effect of each surfactant on the concentration, lateral size and thickness of nanosheets is investigated.

5.1 Experimental Methods

5.1.1 Sample Preparation

A two-step sonication procedure was carried out to prepare LPE dispersions. The first sonication step was done in water with the aim of removing impurities present in the starting material. For a detailed discussion on experimental design see Appendix C.1. WS<sub>2</sub>, MoS<sub>2</sub> and graphene dispersions were prepared by sonicating (tapered tip, VibraCell CVX, 750W) powder (WS<sub>2</sub> Sigma Aldrich ~ 2 µm, 99%, MoS<sub>2</sub> Sigma Aldrich ~ 2 µm, 99%, Asbury Graphite grade 3763) at a concentration of 20 g L<sup>-1</sup> as standard, in 20 mL of deionised water for 0.5 h at 25% amplitude. The dispersion was subsequently centrifuged in a Hettich Mikro 220R centrifuge equipped with a fixed-angle rotor 1016 at 3,660 g for 2 h. The supernatant was discarded and the sediment was redispersed in an aqueous solution of chosen surfactant and concentration (Figure 5.1). It was then sonicated for 2 h at 25% amplitude with a pulse of 6 seconds on and 2 off in an ice bath to ensure cooling. The resultant dispersion was centrifuged at 27 g for 0.5 h to remove unexfoliated material. The sediment was discarded and the supernatant was trapped between 106 g and 21,130 g. For the low speed centrifugation (106 g), a Hettich Mikro 220R centrifuge equipped with a fixed-angle rotor 1016 was used. Once again, the sediment was discarded and the supernatant was centrifuged at 21,130 g in a high speed, fixed-angle 1195-A rotor. Each centrifugation step was performed at 2 h at 10 °C. The supernatant from the high speed step was discarded and the sediment was redispersed in 3 mL of chosen surfactant and concentration. The final volume of each sample varied slightly due to the variation in the amount of sediment produced. The exact volume was recorded and used for the calcula-
tion of nanosheet mass (Equations 5.7, 5.8). The high speed centrifugation also allowed for the concentration of nanosheet mass in a smaller volume. Higher concentration samples allow for easier PL/Raman analysis. Furthermore, two additional dispersions were made with SC SC 0.1 g L\(^{-1}\) and 40 g L\(^{-1}\) that were analysed by UV-Vis spectroscopy prior to high speed centrifugation where the sediment pellets out. This data (Figure 5.4) is in agreement with the data obtained using the trapping procedure.

For the stabilization test (Figure 5.11), a standard sample was prepared using 2 g L\(^{-1}\) SC. WS\(_2\) powder was sonicated at a concentration of 20 g L\(^{-1}\) as standard, in 20 mL of deionised water for 0.5 h at 25\% amplitude. The dispersion was then centrifuged at 3,660 g for 2 h. The supernatant was discarded and the sediment was redispersed in an aqueous solution of 2 g L\(^{-1}\) SC. This was subsequently sonicated for 2 h at 25\% amplitude with a pulse of 6 seconds on and 2 off. The resultant dispersion was centrifuged at 27 g for 0.5 h to remove large, unexfoliated material. The sediment was discarded and the supernatant subjected to a trapping between 106 g and 21,130 g. After the 21,130 g (\(\sim 21k\) g) step, the sample was divided in two with half the sediment redispersed in 2 mL each of low (0.1 g L\(^{-1}\) SC) and high (40 g L\(^{-1}\) SC) surfactant concentration respectively. The low and high concentration samples were centrifuged at 106 g for 2 h to remove aggregated material and the supernatant of each was analyzed with UV-Vis spectroscopy as described below.

### 5.1.2 Characterisation of Nanosheets

A Cary 50 spectrometer with quartz cuvettes was used for UV-Vis spectroscopy measurements, performed in 0.3 nm increments. A Veeco Nanoscope III-a (Digital Instruments) Atomic Force microscope in tapping mode with HA_HR NT-MDT cantilevers was used for AFM measurements. To prepare samples for AFM, samples were diluted until transparent. 15 µL of each sample was then dropcast onto preheated (180 \(^{\circ}\)C) Si/SiO\(_2\) (300 nm oxide layer) wafers. Bright-field TEM imaging was performed using a JEOL 2100 LaB\(_{6}\) microscope, operated at 200 kV. To prepare samples for TEM, samples were diluted until optically transparent. The samples were then manually dropcast onto a copper TEM grid with the aim of dropping approximately 0.1 mg of material. This procedure was done slowly, one drop at a time as close to the grid as possible to avoid displacing any material. The grids were left to dry in ambient conditions and then placed overnight in a vacuum at
70 °C to dry completely before measurement.

Raman spectroscopy was using an Horiba Jobin Yvon LabRAM HR800 with a 532 nm excitation laser in air under ambient conditions. The Raman emission was collected by a 100×, long working distance objective lens with 10% of the laser power (∼1.4 mW). Liquid dispersions were dropped (∼100 µL) onto glass microscope slides and spectra were measured while the material remained in liquid form. A minimum of 8 spectra at different positions on the liquid drop were recorded and averaged.

Zeta potential and ionic conductivity measurements were carried out on a Malvern Zetasizer Nano system using a 633 nm He-Ne laser. The electrophoretic mobility (μ) was measured using laser Doppler velocimetry. The electrophoretic mobility is related to the drift velocity of a colloid (ν) via the applied electric field (E); ν=μE. The zeta potential ζ is related to the measured electrophoretic mobility μ using the Smoluchowski approximation for plate-like particles (details in Section 3.2.7). Measurements were conducted using folded capillary cells at 20 °C. 10 measurements were recorded for each sample and averaged to give a mean zeta potential value and standard error for each sample.

5.2 Results and Discussion

5.2.1 Experimental Design

The aim of this study was to identify the effect of surfactant choice and concentration on both yield and nanosheet dimension of LPE samples. WS₂ was exfoliated in a wide range of surfactants while also differing the surfactant concentration of each chosen surfactant. The exfoliation and centrifugation procedure was kept constant for each sample (see Methods 5.1 for details). The surfactants used for this work were sodium cholate (SC), sodium deoxycholate (SDC), sodium dodecyl sulfate (SDS), sodium tetradecyl sulfate (STS), sodium octyl sulfate (SOS), lithium dodecyl sulfate (LDS), sodium dodecylbenzene sulphonate (SDBS), cetyltrimethylammonium bromide (CTAB), tetradecyltrimethylammonium bromide (TTAB) as seen in Table 5.1.
Figure 5.1: List of surfactants used in this work each with given critical micelle concentration (CMC), carbon chain length (where applicable), ionicity and structure.

<table>
<thead>
<tr>
<th>Surfactant</th>
<th>CMC (mmol L⁻¹)</th>
<th>Carbon chain length</th>
<th>Charge</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sodium Cholate (SC)</td>
<td>15</td>
<td>⬥</td>
<td>Anionic</td>
<td></td>
</tr>
<tr>
<td>Sodium dodecyl sulfate (SDS)</td>
<td>8.2</td>
<td>12</td>
<td>Anionic</td>
<td></td>
</tr>
<tr>
<td>Sodium tetradecyl sulfate (STS)</td>
<td>2</td>
<td>14</td>
<td>Anionic</td>
<td></td>
</tr>
<tr>
<td>Sodium octyl sulfate (SOS)</td>
<td>130</td>
<td>8</td>
<td>Anionic</td>
<td></td>
</tr>
<tr>
<td>Lithium dodecyl sulfate (LDS)</td>
<td>10</td>
<td>12</td>
<td>Anionic</td>
<td></td>
</tr>
<tr>
<td>Sodium dodecylbenzenesulfonate (SDBS)</td>
<td>1.6</td>
<td>12</td>
<td>Anionic</td>
<td></td>
</tr>
<tr>
<td>Cetyltrimethylammonium bromide (CTAB)</td>
<td>0.91</td>
<td>16</td>
<td>Cationic</td>
<td></td>
</tr>
<tr>
<td>Tetradecyltrimethylammonium bromide (TTAB)</td>
<td>3.7</td>
<td>13</td>
<td>Cationic</td>
<td></td>
</tr>
<tr>
<td>Brij® 35</td>
<td>0.9</td>
<td>⬥</td>
<td>Non-ionic</td>
<td></td>
</tr>
<tr>
<td>TWEEN® 20</td>
<td>0.06</td>
<td>⬥</td>
<td>Non-ionic</td>
<td></td>
</tr>
<tr>
<td>TWEEN® 80</td>
<td>0.012</td>
<td>⬥</td>
<td>Non-ionic</td>
<td></td>
</tr>
<tr>
<td>Sodium Decanoyl sulfate (SDC)</td>
<td>4</td>
<td>⬥</td>
<td>Anionic</td>
<td></td>
</tr>
</tbody>
</table>

After a purification step, each sample was sonicated for 2 h with a tapered tip and then centrifuged in two steps to remove the largest and smallest material (i.e. centrifuged at 106 g to remove large material and 21,130 g to remove small material, each for 2 h). For details on experimental design, see Appendix C.1. For each surfactant, nanosheets were exfoliated in surfactant solutions using 4-16 different surfactant concentrations within the global range of 0.05-40 g L⁻¹. In addition, graphene and MoS₂ were exfoliated in SC for a comparison of different materials. The starting WS₂ concentration was also varied for comparison. Examples of dispersions of WS₂ nanosheets exfoliated in solutions of SC at
varying concentrations are displayed in Figure 5.2A, showing the typical dark green colour expected for WS\(_2\) nanosheets. It should be noted that each sample was diluted by a factor of 10 to better show the colour change which will be discussed in more detail in Section 5.2.3.

![Figure 5.2: (A) Images of LPE dispersions of WS\(_2\) nanosheets with sodium cholate surfactant showing a decrease in nanosheet content with increasing surfactant concentration. Each sample was diluted by a factor of 10 to better show the colour change. (B) Representative TEM image of WS\(_2\) nanosheets prepared by exfoliation in sodium cholate surfactant solution (2 g L\(^{-1}\)). (C) Representative AFM image of WS\(_2\) nanosheets exfoliated in sodium cholate (2 g L\(^{-1}\)). Each image shows a broad range of nanosheet sizes and thicknesses.](image)

Liquid phase exfoliation yields polydisperse samples with a very broad distribution of nanosheet length and thickness. This study focused on the effects of different surfactants and so samples were not size-selected through liquid cascade centrifugation as shown in previous work\(^{20,192}\) (Chapter 4). A selection of samples were characterized microscopically and are shown in Figure 5.2B and 5.2C as TEM and AFM images respectively. These images were used to confirm that the WS\(_2\) nanosheets were in agreement in terms of lateral size and thickness to previous reports.\(^{19,20}\) A sample TEM image of WS\(_2\) nanosheets produced in sodium cholate surfactant (2 g L\(^{-1}\)) is represented in Figure 5.2B showing nanosheets with lateral sizes in the range 50 to 400 nm and demonstrating the polydispersity of the nanosheets produced by LPE. AFM images such as that displayed in Figure 5.2C show a broad nanosheet thickness variation with nanosheets varying from monolayers to 30-40 layers, in line with previous reports for WS\(_2\) in sodium cholate surfactant (2 g L\(^{-1}\)).\(^{20}\)

Although AFM images, like those in Figure 5.2C give information on the distribution of nanosheet sizes and allow for statistical analysis, measuring each sample is time-consuming. With over 90 different samples produced in this study, this technique was not
a feasible way of estimating mean nanosheet length and thickness. WS$_2$ was chosen as the model system for this study specifically because material nanosheet size and thickness, as well as concentration, can be extracted quickly and easily from optical spectra.$^{20,67}$

Optical extinction spectra were measured for each sample (extinction, Ext, is related to the transmission, T, via $T = 10^{-Ext}$ and $Ext = \varepsilon C\ell$ where $\varepsilon$ is the extinction coefficient, $C$ the concentration and $\ell$ the path length) in 0.3 nm increments. The nominal surfactant and concentration was measured and subtracted as a baseline from the corresponding sample spectrum. Using previously established metrics,$^{20,361}$ the nanosheet concentration as well as mean nanosheet length and thickness can be estimated from these extinction spectra.

The extinction spectra do indeed vary with surfactant concentration as seen in a plot of extinction spectra for WS$_2$ exfoliated in sodium cholate at a range of SC concentrations in Figure 5.3A. The absolute magnitude of the extinction changes with surfactant concentration, indicating the concentration of WS$_2$ nanosheets changes as the surfactant concentration is varied. Spectral changes can be seen with more clarity in Figure 5.3B where the spectra have been normalized to the extinction at 294 nm. Significant changes in shape can be seen with varying surfactant concentration. These changes are a reflection of flake edge to basal plane ratio in each dispersion as reported previously.$^{19,20}$ The nanosheet edge ratio effects the size-dependent extinction coefficient. The extinction coefficient is also influenced by light scattering contributions.$^{264}$ This demonstrates that the mean nanosheet lateral size is dependent on the surfactant concentration, demonstrated through spectroscopic changes. The inset of Figure 5.3B zooms in on the A-exciton peak at around 650 nm. This peak appears to shift subtly with surfactant concentration as observed previously for WS$_2$ nanosheets.$^{20}$ The A-exciton shift can be attributed to confinement effects in the nanosheets.$^{19,362}$ As a result of the spectral changes outlined above, the extinction spectra can be used to quantitatively estimate the nanosheet concentration, length and thickness.
Figure 5.3: (A) Optical extinction spectra of dispersions of WS$_2$ nanosheets exfoliated in aqueous sodium cholate surfactant solutions with a range of surfactant concentrations from 0.2 to 25 g L$^{-1}$ (0.46 to 58 mM). (B) The same spectra as in A, normalized to the extinction value at 294 nm. Inset: magnified view of A-exciton region.

The following metrics were used to estimate mean nanosheet thickness, length and concentration throughout this study:

**Nanosheet Thickness**

The mean number of layers in a dispersion was estimated using the metric described in Backes et al.$^{20}$ for WS$_2$ where the A-exciton was found to shift with nanosheet thickness:

\[
< N > = 6.35 \times 10^{-32} e^{\lambda_A (\text{nm})/8.51}
\]  (5.1)

where $\lambda_A$ is the position of the A-exciton. Two other 2D materials were compared in this study, each with previously reported metrics. The mean number of layers in a MoS$_2$ dispersion was estimated using the metric described in Backes et al.$^{19}$

\[
< N > = 2.3 \times 10^{36} e^{-54.888/\lambda_A (\text{nm})}
\]  (5.2)

The mean number of layers in a graphene dispersion was estimated using the metric described in Backes et al.$^{67}$

\[
< N > = 35.7 \times \varepsilon_{550\text{nm}} / \varepsilon_{325\text{nm}} - 14.8
\]  (5.3)
where $\varepsilon_{550\text{nm}}$ and $\varepsilon_{325\text{nm}}$ are the extinction values at 550nm and 325 nm respectively.

**Nanosheet Length**

As mentioned above, nanosheet edges are electronically different to the basal plane and so they have a different absorbance spectral profile. Peak intensity ratios are used to construct quantitative metrics for mean nanosheet length $<L>$. Early reports of WS$_2$ metrics for nanosheet metrics used a peak ratio in the UV region of the extinction spectra. Here, the metric used for nanosheet length was taken from extinction values in the visible region. The UV region can be problematic for high surfactant concentration due to absorbance from the surfactant itself. Furthermore the UV region of TMD spectra is highly sensitive to any oxidation. Although efforts were made to prevent oxidation, it was though that the visible range would be most accurate in the broad centrifugation range used (0.1-21k g).

The length metric used for WS$_2$ from Biccai et al.:$^{361}$

$$< L > = \frac{3.698238 \text{Ext}_{465\text{nm}} - \text{Ext}_{365\text{nm}}}{0.0164 \text{Ext}_{365\text{nm}} + 0.00111 \text{Ext}_{465\text{nm}}}$$ (5.4)

Similarly, the length metric used for MoS$_2$ from Djamil et al.:$^{363}$

$$< L > = \frac{0.48182 \text{Ext}_{400\text{nm}} - \text{Ext}_{443\text{nm}}}{0.01774 \text{Ext}_{443\text{nm}} - 0.02125 \text{Ext}_{400\text{nm}}}$$ (5.5)

There is currently no length metric from optical spectroscopy reported for LPE graphene. Raman spectroscopy intensities can be used to estimate length however graphene produces much larger mean lengths for the same centrifugation conditions and so is not comparable for this study. For further information of the metrics applied to optical spectra see Appendix C.2.

**Nanosheet Concentration**

Nanosheet concentration was estimated through the Beer-Lambert law ($\text{Ext}=\varepsilon C \ell$). The standard extinction coefficient at 235 nm as used in previous work$^{20}$ was deemed not suitable for this study because of the absorbance of higher surfactant concentrations in this region. Therefore, the scaling of the extinction coefficient at the A-exciton with $L^{20,133}$ was used to determine the extinction coefficient ($\varepsilon_A$) as follows:

$$\varepsilon_{A-exciton} = 1.82 + 3.506e^{0.0076L}$$ (5.6)
where $L$ is in nm. Then the nanosheet concentration ($\text{Conc}_{\text{NS}}$) was calculated using the Beer-Lambert law as

$$\text{Conc}_{\text{NS}} = \frac{\text{Ext}_{A-\text{exciton}}}{\varepsilon_{A-\text{exciton}} \ell}$$

(5.7)

where $\text{Ext}_{A-\text{exciton}}$ is the extinction value at the A-exciton and $\ell$ is the path length. The nanosheet mass can then be estimated as:

$$\text{Mass}_{\text{NS}} = \text{Conc}_{\text{NS}} \times \text{Vol}_{\text{Liquid}}$$

(5.8)

### 5.2.2 Dependence of nanosheet concentration and dimensions on the SC concentration

Before extending the study to a wide range of surfactants, it was first important to test the suitability of sample preparation and data analysis by focusing on WS$_2$ exfoliated in sodium cholate. Samples were exfoliated using a two-step procedure (Methods 5.1). Firstly, the starting material was exfoliated in water as a pre-cleaning step to remove impurities. Not only do impurities have an impact on the accuracy of UV Vis spectra but due to their ionic nature they also have an impact on the colloidal stability when using ionic surfactants. Figure 5.4A shows a plot of ionic conductivity as a function of SC concentration with a dashed line fit through the origin representing a linear scaling above a SC concentration of $0.5 \text{ g L}^{-1}$. This strongly suggests that the surfactant concentration (above $0.5 \text{ g L}^{-1}$) controls the electrostatic interactions in the dispersion. At very low concentrations, traces of ionic impurities left from the cleaning step have an effect on the data.

Along with UV-Vis, Raman/PL spectroscopy gives information about the monolayer population. This is facilitated in high concentration dispersions with a higher signal to noise ratio. To address this requirement, the second exfoliation step was followed by the trapping of samples through centrifugation. Centrifuging at high speed allowed for the sediment to be pelleted out and redispersed in a smaller volume of surfactant solution, considerably increasing the concentration of the dispersion. The same surfactant concentration used in exfoliation was used to redisperse the nanosheets. However, it is possible that the sedimentation might have a higher local concentration of surfactant trapped be-
tween the nanosheets in the precipitate than the nominal surfactant concentration used on redispersion. To test whether there is a significant effect on the data, two samples (low and high surfactant concentration) were analysed in which the high speed centrifugation step was omitted. The non-trapped samples are plotted in Figure 5.4 below as red stars and compared to the standard SC dataset. The concentration data points were adjusted to represent as if they were redispersed in the same volume as the standard data samples. The 0.1 k g supernatant points appear to fall in line with the standard data, confirming that the trapped surfactant has a negligible impact. A plot of ionic conductivity as a function of surfactant concentration shows all points collapse on the same curve (Figure 5.4A). This confirms that the amount of trapped surfactant is in fact quite low and also that the pre-cleaning step removes most of the ionic impurities. If the pre-cleaning step wasn’t effective, there would be an increase in ionic conductivity of the 0.1 k g supernatant samples (due to impurities) compared to the standard data.

Using UV Vis spectroscopy we can estimate the nanosheet concentration as well as the mean lateral size \(<L>\) in nm and mean layer number \(<N>\) from the extinction. The data displayed for these parameters as a function of sodium cholate surfactant concentration is represented in Figure 5.4B-D. For a discussion on error bars seen in Figure 5.4 and used throughout this chapter, see Appendix C.3. In Figure 5.4B, there is an initial increase in nanosheet concentration with increasing surfactant below C_{SC} 2 g L^{-1} (4.6 mM). This increase can be attributed to an increase in surfactant coverage until a maximum is reached at which point the nanosheet concentration is also at a maximum. Above this surfactant concentration however, there is a sharp decrease in the concentration of dispersed nanosheets. While \(<N>\) (Figure 5.4C) and \(<L>\) (Figure 5.4D) are invariant with surfactant concentration below C_{SC} 2 g L^{-1}, they show the same marked decrease at the same surfactant threshold. The rest of this chapter is dedicated to the decreases in nanosheet concentration and dimension and how they can be rationalized in terms of surfactant concentration and stabilization.
Figure 5.4: (A) Ionic conductivities of WS$_2$-SC dispersions as function of SC concentration. The dashed line is a linear fit (going through the origin when converted to linear-linear scale) illustrating that ionic impurities will only affect data at low surfactant concentration. (B) Concentration of WS$_2$ nanosheets as a function of SC concentration expressed in g L$^{-1}$ on a linear scale. (C-D) Mean layer number $<N>$ (C) and mean nanosheet length $<L>$ in nm (D) versus SC concentration. The red stars are samples where the centrifugation step at high speeds (required for further PL/Raman measurements) was omitted.

5.2.3 Dependence of nanosheet concentration on surfactant concentration for various stabilizers

As mentioned above, nanosheet concentration can be extracted through the extinction spectra. Nanosheet concentration was calculated for each sample and plotted versus surfactant concentration in Figure 5.5. The surfactant concentration $C_{surf}$ can be expressed in g L$^{-1}$ (5.5A) and mM (5.5B) across the range used. The range of surfactant molecular weights in this study was relatively small (232-430 g/mol) and so both graphs look very
similar. Unlike Figure 5.4, the data has been plotted in log-log scale to see changes at high $C_{\text{surf}}$ more clearly. Data includes WS$_2$ exfoliated in 9 ionic surfactants as well as two other 2D materials, MoS$_2$ and graphene exfoliated in SC. Each of these samples were prepared using a standard starting material concentration of 20 g L$^{-1}$. WS$_2$ was also exfoliated in SDS using 10 and 40 g L$^{-1}$ WS$_2$ starting concentrations as a comparison. For these two samples, the nanosheet concentration in Figure 5.5A,B was corrected to account for the different starting concentration to allow for better comparison with the rest of the dataset. This was done by multiplying the estimated nanosheet concentrations by 2 for 10 g L$^{-1}$ and 0.5 for 40 g L$^{-1}$ starting material concentrations. For actual values see Appendix C.5. This study focused primarily on ionic surfactants and so the data and discussions presented below are for these surfactants only. The non-ionic surfactant data are represented separately in Appendix C.6.

All the data seems to fall roughly on the same curve in Figure 5.5. At low surfactant concentration, the nanosheet concentration is roughly constant at 1-2 g L$^{-1}$. This agrees with previous reports showing the concentration of surfactant-stabilized graphene to vary weakly with surfactant choice.$^{246}$ However, a sharp decrease in nanosheet concentration can be seen for surfactant concentrations above a critical value of $\sim 5$ g L$^{-1}$ (10 mM). Nanosheet concentration decreases to as low as 0.05 g L$^{-1}$ for surfactant concentrations of 30 g L$^{-1}$ ($\sim 70$ mM). Above this critical concentration (10 mM), depletion interactions$^{364,365}$ may possibly lead to the preferential flocculation of larger nanosheets leading to a decrease in nanosheet concentration. The large number of micelles at high surfactant concentration can create short-ranged depletion attractions between large nanosheets. This may in turn result in aggregation of large nanosheets which then sediment out in centrifugation, leading to a decrease in nanosheet concentration.$^{365}$
Previously, it was thought that the optimal surfactant concentration i.e. the surfactant concentration that would yield the highest nanosheet concentration was governed by the critical micelle concentration (CMC) of each surfactant. More recent reports however have suggested that the CMC might not be the primary factor in determining the optimal surfactant concentration. The bar chart displayed in Figure 5.6 below shows the CMC for anionics (grey), cationics (red) and non-ionic (blue) surfactants used in the experiment.
study. It should be noted that it varies broadly from \(~1\) to \(130\) mM. Generally, the alkyl chain type surfactants (both cationic and anionic) decrease in CMC with increasing chain length.\textsuperscript{366,367} The nanosheet concentration versus surfactant concentration data shown in Figure 5.5A,B appears independent of the CMC with all data falling on a curve. Nanosheet concentration decreasing with \(C_{\text{surf}}\) irrespective of CMC is in line with data reported by Wang et al.\textsuperscript{335}

\[
\text{Figure 5.6: Bar chart of the critical micelle concentration (CMC) (mM) of each surfactant with anionics (grey), cationics (red) and non-ionic (blue).}
\]

This behaviour, unlike nanoparticles, suggests that the nanosheets are not encapsulated surfactant micelles. It is more likely that individual surfactant molecules adsorb on the surface irrespective of surfactant type and concentration. Interestingly, the sharp decrease in nanosheet concentration is not above the CMC of all surfactants. For example, SOS has a CMC of \(130\) mM while the threshold concentration at which nanosheet concentration decreases is \(10\) mM. This does not seem to agree with the depletion theory suggested above where micelles flocculate around larger nanosheets.\textsuperscript{364,365} However, the local concentration of surfactant around the nanosheet may be higher than the concentration of free surfactant in solution, skewing the result. Unfortunately, there is no clear method of estimating this accurately.
5.2.4 Dependence of nanosheet dimensions on surfactant concentration for various stabilizers

In addition to nanosheet concentration, nanosheet dimensions can also be extracted from extinction spectra, one of the primary reasons in choosing WS$_2$ as a model system. As stated in Section 5.2.1 above, the positions and intensity of features in the extinction spectrum allow for the determination of nanosheet thickness and length. For each sample the mean nanosheet thickness, $<N>$, for both WS$_2$ and MoS$_2$ was calculated using the position of the A-exciton peak in previously reported metrics.\textsuperscript{19,20} For graphene dispersions mean nanosheet thickness was calculated from the ratio of extinction values at 550 nm versus 325 nm (Ext$_{550}$/Ext$_{325}$) as reported previously.\textsuperscript{67} Nanosheet thickness, represented as the number of monolayers per nanosheet (mean layer number $<N>$) is plotted versus surfactant concentration in Figure 5.7A. $<N>$ is roughly constant at 10-15 layers for low surfactant concentrations, below 10 mM. At this point $<N>$ decreases with increasing surfactant concentration becoming as thin as $<N>$ $\sim$ 2 layers for very high surfactant concentrations (70 mM).

Furthermore, mean nanosheet length, $<L>$, for each dispersion was calculated from extinction spectra. For WS$_2$ the ratio of extinction at two wavelengths (465 nm and 345 nm), Ext$_{465}$/Ext$_{365}$ and MoS$_2$ Ext$_{440}$/Ext$_{400}$, again these are taken from published metrics.\textsuperscript{133,361,363} $<L>$ was calculated using extinction values in the visible region to avoid any effects of oxidation in the UV region. The robustness of both $<L>$ and $<N>$ spectroscopic metrics were validated by performing statistical microscopy on a selection of dispersions. More details on the comparison of UV-Vis spectroscopic values to statistical microscopy values can be found in Appendix C.4. Similar to $<N>$, nanosheet length remains roughly constant at approximately 200 nm for low surfactant concentrations until a surfactant concentration of around 10 mM. At this point, $<L>$ decreases sharply and reaches about 80 nm for very high surfactant concentration. It should be noted that the MoS$_2$ nanosheets appear smaller than the WS$_2$ for the same surfactant and concentration at approximately 50 nm. This may be down to a difference in the two metrics rather than a true dimensional variation. The breakdown of metrics for very small or large nanosheets depends on the material, discussed in more detail below. A comparison between cationic, anionic and non-ionic surfactants can be seen in Appendix C.7.
While the metrics discussed above can give good estimations of nanosheet dimension, care must be taken when using them. The metrics only give reliable values over certain ranges of \( <N> \) and \( <L> \). This is particularly true for the \( <N> \) metric which does not work well for \( <N> > 10 \) layers at which point nanosheets become bulk-like. Theoretically, one would not expect a shift in A-exciton when this occurs. However due to the coupled nature of \( <N> \) and \( <L> \), nanosheets that are thicker are also laterally larger and therefore
have increased contributions from light scattering. Artificial peak shifts of the A-exciton in extinction spectra not due to confinement and dielectric screening effects can occur as a result of scattering spectra being red-shifted to the absorbance spectra in the resonant regime. To test the reliability of the metrics $<L>^2$ versus $<N>$ is plotted in Figure 5.8A below. A recent report has shown that exfoliated nanosheet area scales roughly with a power law as $<N>^2$ due to the equipartition of energy. Nanosheet area is estimated here as $L^2$ and this scaling is represented by the dashed line fit in Figure 5.8A. While the data below $<N> =10$ scales well, there are clear deviations for $<N> > 10$. This may indicate that the values of $<N> > 10$ estimated in Figure 5.7A are overestimated and could be closer to 10 layers. If changes were made to reflect this thinking however, the overall trend (little variation and then a sharp decrease at 10 mM) would not change considerably. Low C$_{Surf}$ data would just become less scattered. The similarity in $<N>$ v C$_{Surf}$ and $<L>$ v C$_{Surf}$ curves may be due to this general relationship. However, it remains unclear as to why both nanosheet dimension and concentration fall off about C$_{Surf} \sim 10$ mM. Moreover, the nanosheet concentration, $<N>$ and $<L>$ trends do not appear to be material dependent as shown in Appendix C.5 with MoS$_2$ and graphene in SC falling on the same mastercurve.

![Figure 5.8](image)

**Figure 5.8:** (A) Square of mean nanosheet length plotted versus layer number. As expected, $<L>^2$ vs $<N>$ follows a power law up to $<N> \sim 10$ (dashed line). The deviation above this indicates the metrics are no longer fully reliable in the range. (B) Total number of nanosheets per volume of initial exfoliated dispersion ($\sim 20$ mL) versus surfactant concentration. Right: Symbol legend for each surfactant.

The total number of nanosheets per volume in the initial dispersion ($\sim 20$ mL) can be estimated through known nanosheet concentration and dimension. Nanosheets per volume is plotted versus surfactant concentration in Figure 5.8B and shows that the number
of nanosheets in solution varies weakly with surfactant concentration. This indicates that there may only be a certain number of nanosheets available for stabilization in a given liquid volume. The effect of surfactant stabilization is investigated in more detail in section 5.2.7 below.

Multiple comparisons can be made between different surfactants. Previous reports have shown that the hydrophobicity of the tail group can be further increased with the removal of one (of three) oxygen atoms in the molecule resulting in the surfactant sodium deoxycholate (SDC). The authors found a higher nanosheet yield resulting from an increase in the hydrophobic interactions between surfaces using SDC for graphene dispersions.\textsuperscript{334,340} Contrary to those reports however, an appreciable difference in concentration or nanosheet dimension was not observed when comparing WS\textsubscript{2} dispersions stabilised with sodium cholate and sodium deoxycholate (Appendix C.5 for detailed comparison).

Focusing on cationic surfactants (shown clearly in Appendix C.7), this surfactant type does not produce WS\textsubscript{2} nanosheets which are quite as small or as thin as those exfoliated with anionic surfactant. It is possible that the positively charged sodium ion in the anionic surfactant plays an important role in dispersion of WS\textsubscript{2} nanosheets. This idea has been suggested theoretically by Xu et al.\textsuperscript{347} for carbon nanotubes dispersed in SDS and by Poorsargol et al for graphene.\textsuperscript{368} The higher affinity of adsorption of smaller sodium ions to the adsorbed surfactants, compared to bulkier bromine ions from cationic surfactants, may alter the inter-nanosheet attraction, leading to smaller, thinner nanosheets. However, due to the relatively high Krafft temperature of CTAB\textsuperscript{369} (close to room temperature) it is difficult to say with certainty whether this is the case or not. The Krafft temperature is the temperature point at which the solubility of a given surfactant is equal to the critical micelle concentration. Therefore, the CTAB data might generally be obscured slightly due to the formation of crystallites instead of the intended individual molecules or micelles.

5.2.5 Dependence of monolayer population on surfactant concentration for various stabilizers

Mean nanosheet thickness falls with increasing surfactant concentration as seen in Figure 5.9A. UV-Vis spectroscopy probes the liquid dispersion as an ensemble and is related to mean nanosheet thickness through the mean found with statistical microscopy. If $<N>$ is
small, it can be implied that the fraction of monolayers (single layer nanosheets) is large, occurring when $C_{surf}$ is high. Information on the monolayer population can be extracted from analysis of Raman spectra. When an LPE WS$_2$ sample is excited with a 532 nm laser, the measured Raman spectrum contains both material characteristic Raman modes at low shifts $< 400$ cm$^{-1}$ and also a peak attributed to direct bandgap photoluminescence (PL) from monolayers ($\sim 2500$ cm$^{-1}$). The ratio of PL to Raman intensities ($I_{PL}/I_R$) is proportional to the monolayer volume fraction due to the fact that only monolayers contribute to PL but all nanosheets exhibit the characteristic Raman modes$^{20}$ Raman measurements were performed on liquid droplets ($\sim 100$ µL) of each dispersion. The laser was focused approximately 3-5 µm above the surface to minimize reabsorption and inner-filter effects. Normalized Raman spectra for a subset of surfactant concentrations of sodium cholate are shown in Figure 5.9A. The characteristic WS$_2$ 2LA(M) and $E_{2g}^1$ ($\Gamma$) modes can be seen at approximately 356 cm$^{-1}$. The spectra were normalized to this mode. In addition to these modes, a peak attributed to photoluminescence (PL) is observed at approximately 2460 cm$^{-1}$. A final peak at 3400-3500 cm$^{-1}$ can be assigned to water since measurements were carried out in dispersion.

![Figure 5.9](image)

**Figure 5.9:** (A) Examples of Raman spectra ($\lambda_{ex}$ =532 nm) for WS$_2$ nanosheets in sodium cholate surfactant at a range of concentrations normalized to the WS$_2$ Raman mode at $\sim 350$ cm$^{-1}$. The peak at $\sim 2500$ cm$^{-1}$ is photoluminescence from WS$_2$ which increases with increasing surfactant concentration (inset). (B) Ratio of the intensities of PL peak and WS$_2$ Raman peak ($\sim 350$ cm$^{-1}$) versus surfactant concentration.

A plot of $I_{PL}/I_R$ versus surfactant concentration can be seen in Figure 5.9B. The peak
intensity is plotted as opposed to peak area. In agreement with previous reports for LPE WS$_2$,\textsuperscript{370} the intensity and area were found to scale linearly with each other (Appendix C.8), confirming the trend still holds. The data points with the largest areas are slightly lower in intensity than expected, most probably due to a much lower signal to noise ration from these low concentration samples, hindering the Lorentzian fit. This graph, Figure 5.9B, clearly indicates that the monolayer volume fraction increases with increasing surfactant concentration. Previous studies have shown that the monolayer volume fraction scales with layer number $<N>$\textsuperscript{202} The $I_{PL}/I_R$ trend above confirms what was observed in UV-Vis analysis, decreasing $<N>$ with increasing surfactant concentration. $<N>$ varies weakly below 10mM (Figure 5.7B) which is reflected in Figure 5.9B where the $I_{PL}/I_R$ ratio also levels off below 10 mM. This trend is more gradual than what was shown in the optical spectroscopy data which can be attributed to a limited accuracy of the PL/Raman ratio to predict the monolayer content for dispersions containing mainly few-layered sheets. Similar to nanosheet concentration and dimension, the PL intensity data falls roughly on a mastercurve just with slightly more scatter. This suggests that the monolayer population does not change considerably with surfactant type. Moreover, the fact that the trend is largely independent of surfactant type (for those under study at least), implies that this scaling is robust and valid for a broad range of stabilisers. This is contrary to what one might expect i.e. that the surfactant surrounding nanosheets would have an impact on the A-exciton photoluminescence response. It should be noted the PL position and widths varied for the different surfactants. However, the fact that all surfactants studied fall roughly on the mastercurve suggests that the monolayer PL quantum yield is similar across different surfactants resulting in an $I_{PL}/I_R$ ratio governed by the monolayer content.
5.2.6 Dependence of Zeta potential on surfactant concentration

Surfactant-coated nanosheets are mainly stabilized by electrostatic repulsion due to the electrical double layer associated with the bound surfactant molecules (see Sections 2.4.2 and 3.2.7). A common measure of the strength of this repulsion is the Zeta potential. The zeta potential is a value for the electric potential at the edge of the bound ions to nanosheet surface. For nanosheets to be considered stable against aggregation in a colloidal system, zeta potentials need to be greater than +/-30 mV with higher zeta potentials leading to greater stability. The zeta potential was measured for both cationic and anionic samples (Non-ionics C.6). Cationic and ionic surfactants gave positive and negative zeta potential respectively but for ease of comparison the zeta potential is displayed as its absolute value. The absolute zeta potential is plotted versus surfactant concentration in Figure 5.10A. All surfactant concentrations, even as low as 0.07 mM gave zeta potential values above 30 mV. Similar to both Raman and UV-Vis plots versus surfactant concentration, the zeta potential values appear to fall close to a trendline. The zeta potential appears to be roughly constant at ~40 mV for low surfactant concentrations up to approximately 10 mM. However, it begins to increase above $C_{Surf} \sim 10$ mM, reaching ~70 mV for the highest surfactant concentrations. There is a difference in the trend between facial amphiphiles like SC and linear amphiphiles, alkyl chain type surfactants like SDS. There appears to be sharper increase in zeta potential with increasing surfactant concentration for the linear kind indicative of a difference in adsorption mechanism between the two.
A couple of comparisons can be made at this point with all methods of material characterisation employed. Other than an increase/decrease in concentration of nanosheets produced, changing the initial concentration of WS$_2$ starting material does not change nanosheet dimensions, Raman or zeta potential results (Appendix C.5). In addition, changing the head group in the alkyl chain type anionic surfactants does not change con-
centration, nanosheet dimensions, Raman or zeta potential results considerably as illustrated by a comparison of lithium dodecyl sulfate (LDS) and sodium dodecyl sulfate (SDS) in Figure C.12.

Finally, returning to the Zeta potential measurements, the zeta potential as a function of nanosheet thickness \(<N>\) is plotted in Figure 5.10B showing an increase in zeta potential with decreasing \(<N>\). As nanosheets become thinner, they also become laterally smaller resulting in an increase in the ratio between nanosheet edges to basal plane. The increased zeta potential suggests that the adsorbed surfactant density may be higher at nanosheet edges compared to the basal plane. This would result in a greater number of surfactant molecules per unit area for smaller, thinner nanosheets and in turn a higher zeta potential. Another possibility is that the edges, a source of defects in LPE WS$_2$, are charged in the aqueous surfactant environment. Grieger et al.$^{371}$ have recently shown that facial SC preferentially adsorbs to the basal plane of WS$_2$ nanosheets in comparison with linear SDS resulting in a less optimal surfactant coverage for decreasing lateral size and lowering the Zeta potential magnitude. This can also be seen in the data presented above in Figure 5.10A. Interestingly, contrary to reports by Gupta et al.$^{339}$ and Varrla et al.$^{289}$ a drop in the zeta potential for very high surfactant concentrations was not observed due to charge screening effects from the larger pool of counterions.

5.2.7 Destabilization of nanosheets in low and high surfactant concentration

The trends represented above demonstrate a decrease in both nanosheet dimension and concentration with increasing surfactant concentration. Zeta potential measurements showed that even low surfactant concentrations resulted in stable dispersions. However, the results are for nanosheets that were coated in surfactant during exfoliation and remained in the same liquid environment after centrifugation and redispersing. In order to decouple the effect of stabilization/destabilization (i.e. redispersion of sediment after centrifugation) from the exfoliation process a sample was exfoliated using a standard surfactant concentration (2 g L$^{-1}$ SC), trapped between 0.1kg and 21kg via centrifugation, with the sediment of 21kg redispersed in low (0.1 g L$^{-1}$ SC) and high (40 g L$^{-1}$ SC) surfactant concentrations as shown in Figure 5.11 below.
Figure 5.11: Schematic of the experiment to test the stabilization of nanosheets. An exfoliated WS$_2$ sample in 2 g L$^{-1}$ SC was prepared, trapped 0.1-21k g with the 21k g sediment redispersed in low (0.1 g L$^{-1}$) and high (40 g L$^{-1}$) surfactant concentration. The samples were re-centrifuged at 0.1k g to remove aggregated material.

The samples were measured with UV-Vis spectroscopy, extracting nanosheet concentration, $<N>$ and $<L>$ from the extinction spectra. The restabilized samples were compared to a standard 2 g L$^{-1}$ SC exfoliated and trapped sample, the 'exfoliation' surfactant concentration used. The mass of nanosheets, $<N>$ and $<L>$ in redispersed samples are lower compared to the original exfoliated sample as seen in Figure 5.12A-C below. Nanosheet mass was multiplied by a factor of 2 to account for the sample being divided in two after initial centrifugation.
Figure 5.12: (A) Bar chart of nanosheet mass for each surfactant concentration i.e. the low (0.1 g L\(^{-1}\) SC) and high (40 g L\(^{-1}\) SC) used in the stabilization test and the original exfoliated sample (2 g L\(^{-1}\)). The calculated mass was multiplied by a factor of 2 to take into account that the original dispersion was divided in half for redispersing. (B) Bar chart of mean layer number \(<N>\) for each surfactant concentration (C) Bar chart of mean nanosheet \(<L>\) for each surfactant concentration.

This data is compared with the rest of the data sets in Figures 5.5 and 5.7, represented as blue crosses. The low and high surfactant points appear to fall on the standard mastercurves i.e. where expected for exfoliated samples, rather than only (de)stabilized, in their given surfactant concentrations. The high surfactant concentration point may appear slightly larger in \(<N>\) and \(<L>\) than the standard exfoliated data point of the same surfactant concentration. However, this is not an appreciable difference and the overall trend remains valid. This is an interesting result, suggesting that surfactant choice does not necessarily effect the exfoliation of nanosheets during sonication, but has a great impact on their stabilization. This agrees with previous work showing graphene can exfoliated in water with brute force but will only stabilize in suitable liquids.\(^{209}\)

Moreover, similar results were demonstrated by Fernandes et al.\(^{353}\) for 1D carbon nanotube systems. They suggested that the dispersion effectiveness is related to surfactant binding and availability in stabilization rather than exfoliation. As shown in Figure 5.8B, the number of stabilized nanosheets does not vary considerably with surfactant concentration. However, the nanosheet dimensions do change roughly from 200 nm to 50 nm and 10+ layers to 2 layers. It is clear that the nanosheets are destabilized at high surfactant concentration causing a drop in nanosheet concentration, \(<N>\) and \(<L>\), occurring at a surfactant concentration threshold of 10 mM.

It is still unclear as to why the sharp decrease is seen at this surfactant concentration in particular but the overall destabilization effect is proposed to be as a result of electrostatic
screening. Ionic conductivities were measured for each sample in situ with Zeta potential. Intuitively, the ionic conductivity increases with increased ionic strength from the addition of more ionic surfactant as seen in a plot of ionic conductivity versus surfactant concentration for the 3 types of surfactant in Figure 5.13. The non-ionic surfactant data has been added at this point as a comparison.

![Figure 5.13: Ionic conductivity plotted versus surfactant concentration for (A) Nonionic (B) Cationic and (C) Anionic surfactants. The fact that the ionic conductivity in the CTAB samples does not increase with increasing surfactant concentration might be a manifestation of the relatively high Krafft temperature of 25 °C. The linear scaling of the ionic conductivity with the nominal surfactant concentration above 0.5 mM strongly suggests that potentially trapped surfactant in the pelleted out nanosheets has a negligible effect.](image)

The non-ionic surfactants display small (and non zero) ionic conductivities due to remaining impurities in dispersions. The destabilization effect is reflected in plots of nanosheet concentration, $<L>$ and $<N>$ as function of ionic conductivity (Figure 5.14). The concentration data is a bit scattered however it is clear that all $<L>$ and $<N>$ data falls on a mastercurve including the non-ionic surfactants. This relates to Figure 5.14 only, concentration and nanosheet dimensions of non-ionic surfactant samples deviated from trends above 10 mM when analysed versus surfactant concentration in the previous Section 5.2.4. It is worth emphasising however that the non-ionic surfactants only display this ionic conductivity due to the presence of impurities. The drop in $<N>$ and $<L>$ occurs at an ionic conductivity of $\sim0.5$ mS cm$^{-1}$ indicating that the threshold conductivity for electrostatic screening (resulting in destabilization) is at this value.
Figure 5.14: (A) Nanosheet concentration (B) Mean layer number $<N>$ plotted versus ionic conductivity (C) Mean nanosheet length $<L>$. Bottom right: legend. While the concentration data is scattered, it is clear that the nanosheet dimensions are governed by the ionic conductivity with all data, including non-ionic surfactants collapsing on a curve. The exception is $<N>$ for the CTAB samples. This could be due to the fact that some surfactant has already crystallized in this case which results in an increased scattering background which has an impact on the determination of $<N>$ from the A-exciton peak position.

5.3 Conclusions

Laterally smaller and thinner nanosheets on average were detected at surfactant concentrations above $\sim10$ mM. The average number of layers falls as low as 2 with lengths as low as 50 nm for very high surfactant concentration (70 mM). Nanosheet concentration also decreases at the same surfactant concentration threshold of 10 mM. Raman spectroscopy confirms that the monolayer population increases with increasing surfactant concentr-
tion, in agreement with optical spectroscopy. The zeta potential increases with decreasing nanosheet size most likely as a result of increased edge effects for smaller nanosheets. Even very small concentrations of surfactant (∼0.07 mM) give stable dispersions. In general, all ionic surfactants studied behave in a similar manner with respect to nanosheet exfoliation. There was no appreciable difference when varying chain length, head group ion or with the removal of the oxygen atom in the case of sodium deoxycholate. Therefore, surfactant choice is less important than might be expected. Other factors such as cost and environmental effects could prove more important when choosing a suitable surfactant for liquid phase exfoliation. Upon measurement of ionic conductivity, all surfactants including non-ionic (due to the presence of adsorbed impurities) fall on the same curve for nanosheet dimensions. A threshold ionic conductivity value of 0.5 mS cm⁻¹ was noted to be the point at which electrostatic screening takes effect resulting in destabilization of nanosheets in dispersion.
Novel 2D materials for battery applications: SnP₃ and SiP

There has been a rapid increase in energy generation and storage research in recent years in response to the ongoing climate-change crisis. The improvement of lithium ion batteries (LIBs) resulting in higher energy densities would help the development of electric vehicles and bulk energy storage. Enhancing the performance of electrodes is vital in the overall improvement of LIBs. Layered 2D materials have both high surface areas compared to bulk and the potential to store large amounts of lithium via intercalation between the layers or via conversion reactions. Furthermore, they are predicted to perform at high rates as a result of the high diffusivity of ions between the layers. High capacities and greater stabilities have been shown for electrodes fabricated from liquid-processed and exfoliated nanosheets in comparison to those produced with unexfoliated layered particles. To date, specific capacities (measure of discharge current over time, normalised to the total electrode mass) have been reported for a number of 2D electrodes including graphene (700 mAh g⁻¹) and MoS₂ (1200 mAh g⁻¹).

In recent years, multiple 2D databases have been published, predicting hun-
dreds of stable 2D crystals with a wide range of electric and magnetic properties. Among these lists are unexplored electrode materials with the potential for effective Li storage. Yushin et al.\textsuperscript{27} have reported the gravimetric and volumetric capacities for a range of elements in a version of a periodic table shown in Figure 6.1. Elements in group 14 and 15 such as silicon, germanium and phosphorous are predicted to have the highest capacities for Type B conversion anodes ($y\text{Li} + X \leftrightarrow \text{Li}_yX$). It was a combination of the 2D databases and the elemental capacity predictions that two new materials were chosen, namely SnP\textsubscript{3} and SiP. The databases were scanned for compounds with the following criteria. Firstly, that they were commercially available or could be synthesised in a research laboratory and secondly that they contained silicon and/or phosphorous. SnP\textsubscript{3} has a theoretical storage capacity of 1670 mAh g\textsuperscript{−1} for both lithium and sodium while SiP, containing two high capacity elements has an even higher theoretical capacity of 3060 mAh g\textsuperscript{−1} for lithium. Layered SnP\textsubscript{3} was tested by Park et al.\textsuperscript{383} as an anode material but capacities were far below theoretical values at 700 mAh g\textsuperscript{−1} and space for improvement. To date, SiP has not been tested as an electrode material.

![Figure 6.1](image_url) Periodic table of elemental capacities for lithium ion batteries, image from Nitta et al.\textsuperscript{27} The elements silicon and phosphorous are predicted to have the highest gravimetric and volumetric capacities for Type B Conversion Anodes.

In this chapter synthesised SnP\textsubscript{3} and SiP, by collaborators at Universität Leipzig, are liquid exfoliated and characterised with spectroscopy and microscopy. Both materials display size-dependent spectral changes in UV-Vis and Raman spectroscopy. SnP\textsubscript{3} produces relatively thicker nanosheets compared to SiP with the exfoliation efficiency calculated for each. Both materials are fabricated into nanotube-enhanced composite anodes and reach
near theoretical specific capacities. Full-cells based on SnP₃-CNT electrodes are shown to display extremely high areal capacities.

**SnP₃**

The structure and synthesis of bulk SnP₃ can be traced back to the 1970s by Gullman et al. SnP₃ crystallizes in the A7, α-ar senic type structure, each layer consisting of puckered phosphorous rings connected by tin atoms as shown in Figure 6.2A. The bulk form belongs to the trigonal R3m space group, analogous to GeP₃, in which monolayers are stacked in ABC pattern such that every third layer is repeated. The bond angles between bulk and monolayer SnP₃ differ quite considerably (10-15%), with larger bond angles for monolayer SnP₃. Therefore single layer SnP₃ puckers to a greater extent with a shrinkage of the lattice parameters, a key force in the band structure transition described in more detail below. Gong et al. calculated that the vertical interlayer distance of bulk SnP₃ is 1.94 Å, much shorter than other van der Waals crystals such as graphite and h-BN (d=3.36 Å), MoS₂ (6.2 Å). The larger interlayer distance may play a role in the calculated cleavage energies of SnP₃, a measure of how easily the material can be exfoliated from bulk. The values reported vary from model to model but are in the range 0.71 -1.36 J/m² for monolayer SnP₃ and 0.45-0.78 J/m² for bilayer. GeP₃, a similar structure has a predicted value of 0.91 J/m². Ramzan et al., note that the cleavage energy should be equal to or below 1 J/m² for possible exfoliation of a material through micromechanical or liquid phase methods. They therefore suggest that exfoliation of monolayer SnP₃ may in fact be impossible due to instability. However, contradicting reports calculate cleavage energies below 1 with monolayer exfoliation stated as feasible.

The electronic band structure of bulk SnP₃ shows multiple bands crossing the Fermi level and is noted to be metallic in nature. Interestingly, both monolayer and bilayer SnP₃ are indirect semiconductors of 0.72 and 1.02 eV respectively. The more puckered monolayer structure leads to a decreased strength in the π bonding between the Sn and P atoms while at the same time increasing the overlap between the σ and π orbitals. This results in the weakened electrical conductivity of monolayer SnP₃, a semiconducting material. The valence band maximum is located at the K point while the conduction band minimum appears at the G point, leading to the indirect gap.
increase in band gap from mono to bilayer is contrary to GeP\textsubscript{3}\textsuperscript{392} (decreasing bandgap) but in line with arsenene and antimonene.\textsuperscript{394} The semiconductor to metal transition occurs when N reaches 3 layers.\textsuperscript{385,386,390,391} Sun et al.\textsuperscript{386} suggest that trilayer metallic transition could be due to the interlayer interactions given that the structure stacks in an ABC type sequence. Other authors\textsuperscript{391,393} propose that the transition is a result of quantum confinement effects, however it may in fact be a combination of both of these theories.

Theoretical absorption studies reveal that both monolayer and bilayer SnP\textsubscript{3} give absorption coefficients on the order of 10\textsuperscript{5}-10\textsuperscript{6} cm\textsuperscript{-1}.\textsuperscript{385,386} The monolayer mainly absorbs in the IR range between 1 and 2 eV while bilayer can absorb in IR, visible and near UV-range.\textsuperscript{386} The values are comparable with organic perovskite solar cells,\textsuperscript{395,396} currently at the forefront of research in the optoelectronic field. Therefore, it is no surprise that future applications for 2D SnP\textsubscript{3} include LEDs, photovoltaic solar cells.\textsuperscript{385,387,391} As well as excellent optical properties, SnP\textsubscript{3} is predicted to be 4-10 times less stiff than MoS\textsubscript{2} or graphene,\textsuperscript{385} indicating that the material may be suited for flexible electronics. Gas sensing\textsuperscript{397} and thermoelectrics\textsuperscript{398} are other areas of note for future exploration. The layered structure of SnP\textsubscript{3} in addition to its phosphorous rich elemental composition make the material a very promising candidate for energy storage applications as anodes in both lithium and sodium ion batteries.\textsuperscript{383,393} This application is explored in more detail in Section 6.2.3, where LPE SnP\textsubscript{3} is demonstrated to have a very high storage capacity in lithium ion batteries.

Figure 6.2: (A) Atomic structure of SnP\textsubscript{3} crystallises as an $\alpha$-arsenic type (B) Atomic structure of orthorhombic SiP, image adapted from Shu et al.\textsuperscript{399}
SiP

A group IV-V compound, SiP was first found on the surface of silicon that had been heavily doped with phosphorous. A few years later, in 1966, Beck et al. studied bulk SiP grown by vapour growth on silicon substrate. In the 1970’s further investigations into P-doped silicon substrates led to microscopic examinations of silicon phosphide precipitates. More recently synthesis methods have included high pressure melt and chemical transport techniques. The explosion of interest in 2D materials since graphene was experimentally isolated in 2004 has led to the exploration of a range of van der Waals type crystals and the general desire to create materials on the nanoscale. SiP is no different in this respect with reports of CVD grown nanostructures published in recent years as well as a large number of theoretical predictions for both monolayer and 2D SiP.

Silicon phosphide crystals have an orthorhombic layered structure, possessing Cmc21 symmetry as shown in Figure 6.2B. Each Si atom is covalently bonded to a further Si atom and 3 phosphorous atoms, creating a rectangular unit cell. Singles layers are stacked with a large interlayer spacing, (6.803 Å) and weak interaction force between each layer. Other 2D materials with similar interlayer spacing include MoS2 (6.015 Å), a very commonly studied semiconductor, indicating that SiP is a prime candidate for ion intercalation and exfoliation. These strong in-plane bonds and weak interlayer bonds, characteristic of van der Waals materials, having led to the calculation of the possible exfoliation of SiP. Ashton et al. predicted the formation energy of SiP to be approximately 70 meV/atom, the same as graphene, suggesting that exfoliation should be relatively facile. The structure is noted to orientate in the [0,0,1] direction with cleavage favourable in this plane. The exfoliation energy has been theoretically calculated to be between 0.235 and 0.26 J/m². To put this in perspective, graphite has a predicted exfoliation energy of 0.37 J/m², similar to the SiP exfoliation energy, a suggestion of comparatively easy exfoliation.

Bulk SiP is semiconducting in nature with an indirect bandgap, reported values ranging from 1.23 eV to 1.7 eV. The band gap increases when the number of layers is reduced, analogous with the one-dimensional infinite well model where the bandgap Eg and layer number N are akin to the energy eigenvalue and width of the well respectively.
Similar behaviour can be seen in TMDs and black phosphorous. An indirect-to-direct bandgap transition is observed when the number of layers reaches 1, i.e. for SiP mono-layers. At this point both the valence band maximum and conduction band minimum are located at the gamma point, with a calculated band gap reported in the range 1.82-2.64 eV, depending on models.

Semicontacting SiP is predicted to exhibit significant excitonic effects in optical absorption spectra. Strong absorption in the visible and near UV range is reported from 2 to 4.5 eV for SiP monolayers. Moreover, monolayers are noted to show strong UV absorption with an absorbance peak at 5 eV. Zhang et al. demonstrated that as bulk SiP is reduced to just a few layers, the absorption features are blue shifted with increasing bandgap to the range of visible light. Both the tunable bandgap and high carrier mobility makes 2D SiP a potential candidate for novel electronic and optoelectronic devices. In its bulk form, SiP has been shown to have fast laser responses, an indicator that it may be used as a sensitive photodetector. Furthermore, SiP’s elemental composition containing both Si and P, the highest elemental charge capacity materials (3579 and 2569 mAh g⁻¹ respectively), propel it to the forefront of promising materials for energy storage applications.

6.1 Experimental Methods

6.1.1 SnP₃

Starting materials and synthesis method was performed by collaborators at Universität Leipzig, Germany. Details can be found in Appendix D.1. The powder was sonicated (tapered tip, VibraCell CVX, 750W) in 30 mL of 1-methyl-2-pyrroline (NMP, Sigma Aldrich HLPC grade ≥ 99%) for 5 h at pulse of 6 s on and 2 s off and an amplitude of 25%. The dispersion was then centrifuged in a Hettich Mikro 220R centrifuge equipped with a fixed-angle rotor 1016 at 26 g and the supernatant retained. The sediment was redispersed in 30 mL fresh NMP and exfoliated again for 16 h (overnight). The dispersion was centrifuged at 26 g and supernatant retained. The exfoliation procedure above was then repeated such that 4 × 26 g supernatant samples were produced. These samples were centrifuged at 2.6 k g and the sediment of each was redispersed in 5 mL IPA and
combined to give a 20 mL standard sample trapped between 0.026-2.6 k g.

For size selected samples SnP\textsubscript{3} powder was exfoliated as above and the 26 g supernatant was subject to increasing iterative centrifugation steps termed Liquid Cascade centrifugation as described in previous work.\textsuperscript{20} The sediment of each centrifugation speed was collected and redispersed in IPA and the supernatant was moved to a higher speed. The speeds used for centrifugation were 0.026, 0.1, 0.4, 1, 1.6 and 2.6 k g. Samples were labelled according to the lower and upper centrifugation limits used to produce each fraction. For example, a supernatant was produced after centrifuging at RCF = 400 \times g-force (0.4 k g) and the resultant supernatant was centrifuged at 1000 g. The sediment collected after the 1 k g step was referred to as the 0.4-1k g fraction.

Optical spectra were measured using a Perkin Elmer Lambda 1050 UV-Visible spectrometer with a quartz cuvette (path length 4 mm). The spectrometer was equipped with an integrating sphere for measuring the absorption where scattering effects are removed. To determine the extinction coefficients, nanosheet concentrations of size selected samples were determined gravimetrically by Dr Andrew Harvey. Samples were filtered through alumina membranes, washed with 500 mL of water and once dried were weighed.

A Horiba Jobin-Yvon LabRAM HR800 was used to acquire the Raman spectra with a 633 nm excitation laser in air under ambient conditions. Raman spectroscopy was performed by Dr Victor Vega-Mayoral. Laser spot on the sample was focused in 2 µm with 0.2 mW power. Scattered light was collected by a long working distance objective with a magnification of 100×. A diffraction grating of 600 grooves was chosen, obtaining \( \sim 1.5 \text{ cm}^{-1} \) spectral resolution. Each spectrum is the average of 16 different spectra, each of them integrated for 30 seconds. Measurements were performed on both drop-cast and filtered SnP\textsubscript{3} thin films. Liquid dispersions (15 µL) of size selected samples were diluted until transparent and drop cast onto preheated (180 °C) Si/SiO\textsubscript{2} (300 nm oxide layer) wafers. AFM was subsequently carried out on a Bruker Multimode 8 microscope in ScanAsyst mode with Oltespa R3 cantilevers.

In preparation for TEM imaging, each dispersion was diluted to optical transparency and manually drop-cast one drop at a time onto a holey carbon TEM grid with the aim of dropping approximately 0.1 mg of material. The grids were left to dry in air and then
placed overnight in a vacuum oven at 70 °C to dry completely before measuring. Bright field TEM imaging was performed using a JEOL 2100 microscope. Energy-dispersive X-ray (EDX) spectroscopy was performed in situ with TEM imaging using an 80 mm² XMAX EDX detector. 36 nanosheets were selected at random and elemental analysis was performed with Cliff Lorimer thin ratio section quantitation method. The TEM and EDX measurements were performed by Dr Andrew Harvey.

SEM images of the SnP₃ powder, the prepared SnP₃ and SnP₃:SWCNT composite films were obtained using a Zeiss Ultra Plus scanning electron microscope by Cian Gabbett. Accelerating voltages of 2 - 5 kV, with a 30 µm aperture at a working distance of 3-6 mm were used. The pure SnP₃ and the SnP₃:SWNT composite films were imaged on the polymer filtration membrane and the Al current collector, respectively. In order to minimise charging, the sides of the samples were coated with silver paint. Furthermore, the SnP₃:SWNT composite films were snapped at room temperature and the fractured sides were looked at for the cross-sectional images.

6.1.2 SiP

Starting materials and synthesis method was performed by collaborators at Universität Leipzig, Germany. Details can be found in Appendix D.1. The powder was sonicated (tapered tip, VibraCell CVX, 750W) in 30 mL of 1-methyl-2-pyrridone (NMP, Sigma Aldrich HPLC grade ≥ 99%) for 5 h at pulse of 6 s on and 2 s off and an amplitude of 25%. The dispersion was then centrifuged in a Hettich Mikro 220R centrifuge equipped with a fixed-angle rotor 1016 at 26 g and the supernatant retained. The sediment was redispersed in 30 mL fresh NMP and exfoliated again for 16 h (overnight). The dispersion was centrifuged at 26 g and supernatant retained. The exfoliation procedure above was then repeated such that 4 × 26 g supernatant samples were produced. These samples were centrifuged at 2.6 k g and the sediment of each was redispersed in 5 mL IPA and combined to give a 20 mL standard sample trapped between 0.026-2.6 k g.

Size selection characterisation was carried out a Heidelberg University, Germany. A ‘stock’ sample was made in Dublin as described above but the high speed 2.6 k g step was omitted. The 26 g supernatant samples were brought to Germany and size selection/characterisation was performed there. A centrifugation cascade was used to separate
the sample into a range of sizes. At each iteration the supernatant was decanted from the sediment and subjected to an increased speed. Meanwhile, the sediment was collected and redispersed in IPA. The centrifugal speeds used were 0.1, 0.4, 1, 3, 6 and 35 k g. The time for each centrifugation step was 2 h at 15 °C. For low speed (< 3k g) a fixed-angle 1016 rotor was used in a Hettich Mikro 220R centrifuge (4 × 50 mL vials filled with 20 mL dispersion). For speeds over 3k g, a Beckman Coulter Avanti XP centrifuge was used with a JA25.15 rotor (8 × 14 mL vials filled with 10 mL dispersion each). Samples were labelled according to the lower and upper centrifugation limits used to produce each size. For example, a supernatant was produced after centrifuging at RCF=1,000 × g-force (1k g) and the resultant supernatant was centrifuged at 3,000 g. The sediment collected after the 3k-g step was referred to as the 1-3k g fraction.

Atomic force microscopy was completed using a Bruker Icon Dimension Atomic Force microscope in ScanAsyst mode with Bruker OLTESPA-R3 cantilevers. Each liquid sample was diluted until the sample was transparent (optical density of approx. 0.2). 10 µL of each sample was drop cast onto a pre-heated (180 °C) Si/SiO₂ (300 nm oxide layer) wafer. Individually deposited nanosheets were analysed through measurement with the AFM. Previously established length corrections were applied to correct nanosheet length from tip broadening effects.

A Cary 6000i spectrometer along with quartz cuvettes (path length 4mm) were used for optical extinction and absorbance measurements. Each size selected dispersion was diluted by an appropriate factor for the spectrometer (optical density approx. 1). Each spectra was measured at 0.5 nm increments for higher resolution. For absorbance measurements, an integrating sphere was fitted to the spectrometer, allowing all scattered light to be transmitted. For these measurements, the cuvette was placed in the centre of the sphere and the absorbance was measured. By measuring both the extinction and absorbance it was possible to calculate the scattering through Ext-Abs = Sca. A Renishaw InVia-Reflex Confocal Raman microscope was used with both 532 nm and 785 nm excitation lasers in air under ambient conditions. The Raman emission was collected by a 50 × objective lens in streamline mode and dispersed by a 2400 l/mm grating with 10% laser power (< 1.4 mW). Liquid dispersions (~ 20 µL) were dropped onto Si/SiO₂ wafers (300 nm oxide layer) and left to dry in air before measuring. A minimum of 5 spectra
at different positions were recorded and averaged for final values. TEM, EDX and SEM were performed by the same colleagues and using the same method as described above for SnP$_3$ nanosheets.

6.2 Results and Discussion

6.2.1 Liquid exfoliation of SnP$_3$

The bulk starting SnP$_3$ material was synthesized by mixing tin and red phosphorous and heating under vacuum, carried out by collaborators at Universität Leipzig, Germany. The starting material (pictured in Figure 6.3A) was then liquid exfoliated via sonication in 1-methyl-2-pyrridone (NMP). The dispersion was subsequently trapped between 0.026 and 2.6k g i.e. low and high speed limits to remove large, unexfoliated material and small impurities resulting in the typical black standard sample as displayed in Figure 6.3B. TEM microscopy in Figure 6.3C shows that nanosheets were in fact produced, with lengths varying from 200 to 2000 nm. Furthermore, energy dispersive X-ray spectroscopy (EDX) in the TEM confirmed the elemental composition remained unchanged during exfoliation and the Sn:P ratio was still approximately 1:3 (Figure 6.3D). The presence of oxygen is to be expected from both transport and the exfoliation process but the peak remains relatively low compared to both Sn and P.
Figure 6.3: (A) Starting material as synthesised by collaborators at Universität Leipzig, Germany. (B) Image of a standard sample (0.03-2.6 k g) of SnP$_3$ nanosheets dispersed in NMP. (C) Representative TEM image of liquid exfoliated SnP$_3$ nanosheets (standard sample). (D) Example of an EDX spectrum measured from a single SnP$_3$ nanosheet.

Further material characterisation was done using Raman spectroscopy. The starting material and film made via filtration of the liquid exfoliated dispersion are compared in Figure 6.4 below. There is very little difference in the starting material to exfoliated film, indicating that the exfoliation itself was a relatively non-destructive process. The $A^1_g$ mode predicted at 323 cm$^{-1}$ for monolayer SnP$_3$ is upshifted for bilayer and multilayer SnP$_3$. The nanosheet film spectrum confirms that multi-layered nanosheets are present in the dispersion. Other modes present in both the starting material and nanosheet film spectra are suggested to be signatures of tin oxide species as a result of sample degradation and oxidation.\textsuperscript{424}
Optical spectroscopy (Figure 6.5) on the standard sample reveals a flat extinction coefficient spectrum with no clear features apparent, as expected from the visual appearance of the black dispersion, in agreement with the metallic nature of SnP$_3$ with layer numbers >3. By measuring with an integrating sphere$^{264}$ (Section 3.2.1), the absorption can be extracted without scattering effects. The absorption coefficient indicates that the extinction coefficient is mainly dominated by scattering effects. The absorption remains flat and relatively low until approximately 270 nm at which point it increases, probably due to NMP as the solvent. The scattering coefficient ($Sca(\lambda) = Ext(\lambda) - Abs(\lambda)$) increases with decreasing wavelength (increasing energy). There is no band edge observed for photon energies between 1.55 and 4.1 eV with the absorption coefficient flat over this range.
As a way of measuring dispersion stability, an important processing parameter, the same standard sample was spectroscopically measured periodically for over 500 hours. Figure 6.6A shows the extinction spectra for the standard sample measured 10 times over 500 hours. There is clearly a decrease in extinction intensity as time increases. This suggest a degradation of the material over time but with just the UV-Vis spectra to analyse, the type of degradation cannot be estimated. It is possible that the solvent doesn’t stabilise the nanosheets indefinitely, resulting in material to sediment at the bottom of the vial over time, leading to an apparent decrease in nanosheet concentration and therefore a drop in intensity. Another possibility is that the nanosheets are oxidised in the solvent over time. This oxidised product may in fact be soluble in the liquid resulting in nanosheets that do not contribute to the absorption of light in the same manner as when fresh and a subsequent drop in extinction intensity. Other techniques such as FTIR (Fourier Transform Infrared Spectroscopy), EDX and XPS over time would give further insights into the sources and mechanisms of degradation. This decrease is demonstrated in Figure 6.6B where the extinction values are normalized to the extinction at 0 hours (fresh sample). The intensity appears to drop to approximately 65% of its initial value over a course of 500 hours, indicating that the dispersions should be processed into films relatively quickly to avoid sample degradation.
6.2.2 Size Selection of SnP₃

In addition to a standard sample, SnP₃ nanosheet dispersions were also size-selected through liquid cascade centrifugation²⁰ (Section 3.1.2) to narrow what initially is a very broad size distribution after exfoliation. Five size fractions were produced by centrifuging at increasing speeds; 0.03, 0.1, 0.4, 1, 1.6 and 2.6 k g. The sediment of each centrifugation speed was collected and redispersed in IPA and the supernatant was moved to a higher speed. A selection of the size fractions were characterized microscopically with both TEM and AFM. The latter allows for not only statistical analysis of nanosheet lengths but also importantly nanosheet thickness. As with previous work¹⁹,²⁰,²⁶ (Chapter 4), the apparent height of an LPE monolayer measured with AFM is thicker than its theoretical value due to intercalated water and solvent unavoidably present as a result of the exfoliation process. To convert nanosheet thickness to number of layers, step height analysis was performed on a range of nanosheets across 3 size fractions. Nanosheets with terraced steps were counted and plotted in order of step height in Figure 6.7A, indicating that the steps are a multiple of approximately 2 nm. When step heights of similar values are grouped together and the mean of each group is plotted versus step group, the slope gives an apparent monolayer height of 1.95 ± 0.03 nm (Figure 6.7B).
Figure 6.7: Step heights of > 20 SnP₃ nanosheets in ascending order. The step height clustered in groups and is found to be a multiple of ~2 nm, which is the apparent height of one monolayer. (C) The mean height for each group (the error is the sum of the mean step height error and the standard deviation in step height within a given group) is plotted in ascending order with the slope giving a mean monolayer step height of 1.95 ± 0.03 nm. This step height is on the thicker side in comparison with previous reports, unlike BN (Chapter 4), and more in line with values observed for layered double hydroxides and TMDs. The theoretical monolayer thickness of SnP₃ is reported to be 0.35 nm.

Converting nanosheet thickness to multiples of the apparent monolayer height allows for histograms of mean nanosheet layer number and nanosheet length represented alongside representative AFM images for each size in Figure 6.8 below. A decrease in both nanosheet size and thickness is evident with increasing centrifugal force from left to right, however the log-normal distributions are relatively broad with the largest size 0.03-0.1 kg containing nanosheets of hundreds of layers thick. On the contrary, the smallest size contains bilayer nanosheets, indicating that LPE as a technique can produce few layer SnP₃. The number of layers for SnP₃ nanosheets exfoliated in NMP are clearly much larger than other materials exfoliated in surfactants in Chapters 4 and 5. Although there has been no clear reason for this phenomenon reported to date, a previous study has suggested there might be a difference in the interfacial stress transfer at the solvent-nanosheet interface compared to the surfactant-nanosheet interface.
Figure 6.8: Representative AFM images (top row), layer number (middle row) and length (bottom row) distribution histograms on three trappings produced from the standard size selection cascade. From left to right: 0.03-0.1 k g, 0.4-1 k g, 1-1.6 k g.

Moreover, it should be noted that the centrifugal accelerations used to size select SnP$_3$ were significantly lower than for example BN in Chapter 4. This is because large masses were required for film formation and electrochemical testing and so the characterisation was also focused on the portion of large/thick nanosheets isolated at low centrifugation speeds.

The mean nanosheet length and layer number are plotted as a function of central relative centrifugal force (RCF) in Figure 6.9A and B respectively. In both graphs, the mean values scale approximately as (RCF)$^{-1/2}$, in agreement with previous reports for other LPE materials,$^{20,202,264,310}$ and confirming that increasing centrifugation speed decreases nanosheet dimensions. In addition, nanosheet area (approximated as length $\times$ width) is plotted versus layer number, N, for each nanosheet measured (Figure 6.9C). The
nanosheet area increases with layer number with roughly quadratic scaling as represented by the dashed line fit. Extrapolating this line to $N=1$ gives the characteristic monolayer area for SnP$_3$ of 60 nm$^2$. Taking the square root of this area, the characteristic monolayer size $D_{ML}$ is estimated to be 7.75 nm. Previous work has shown that intrinsic nanosheet mechanics can be related to nanosheet dimensions of LPE nanosheets,\textsuperscript{202} details in Section 2.3. The characteristic monolayer lateral size $D_{ML}$ has been shown to be related to the ratio of in-plane and out-of-plane Young’s modulus of the nanosheet by:

$$D_{ML} \approx 2h_0 \frac{Y_{\text{in-plane}}}{Y_{\text{out-of-plane}}}$$

(6.1)

where $h_0 = 0.35$ nm is the SnP$_3$ monolayer thickness.\textsuperscript{387} The Young’s modulus ratio was previously proposed by Ji et al.\textsuperscript{201} in terms of exfoliation of 2D materials. They proposed that the larger the in-plane modulus compared to out-out-plane, the more easily a 2D material could theoretically be exfoliated. The in-plane bonding strengths of various van der Waals crystals will have an effect on this ratio. Materials such as graphite were estimated to have extremely high ratios of 28.39 while black phosphorous was relatively low at 4.11.\textsuperscript{201} The ratio for SnP$_3$ can be estimated with the above $D_{ML}$ and $h_0$ values to give an in-plane to out-of-plane ratio of approximately 11. This value is close to those for MoS$_2$, MoSe$_2$, WS$_2$ and WSe$_2$ of 4-7 and higher than values for LDHs (approx. 1) reported by Backes et al.\textsuperscript{202} However, it is considerably smaller than the 30 ratio for graphite reported by both Backes et al.\textsuperscript{202} and Ji et al.\textsuperscript{201}
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**Figure 6.9:** (A) Mean nanosheet length, $<L>$ as a function of central centrifugal force $g$. The dashed line is a linear fit to the data with $g^{-0.46}$ scaling. (B) Mean layer number $<N>$ as a function of central centrifugal force $g$. The dashed line is a linear fit to the data with $g^{-0.58}$ scaling. (C) Nanosheet area (approximated as length $\times$ width) plotted versus layer number for three different sizes. Each point represents an individual nanosheet measured by AFM. The dashed line shows a quadratic fit (i.e. Area = 60N$^2$) to the mean values of the data clouds for each size fraction.
Another parameter worth extracting from the AFM data is the aspect ratio. For many applications of 2D materials, a high aspect ratio is desirable. The aspect ratio, \( k \), is the ratio of nanosheet area to its thickness given by: \(^{202}\)

\[
k = \sqrt{\frac{\langle LW \rangle}{\langle N \rangle}} h_0
\]  

(6.2)

Nanosheets with high aspect ratios are large in lateral dimensions (length and width) but also thin. For example, BN nanosheets in Chapter 4, the mean aspect ratio across all sizes was 118. The aspect ratio for SnP\(_3\) ranges between 10-30, considerably smaller than BN and graphene. However, the low aspect ratio may in fact play in the favour of SnP\(_3\) given that ratios such as these are suggested to give better performance in battery electrodes.\(^{373}\) High aspect ratios can lead to longer diffusions times, a major disadvantage in the operation of Li-ion batteries. The author of this thesis exfoliated the material, performed UV-Vis spectroscopy and AFM measurements and analysed the resulting data in the work above.

### 6.2.3 Lithium storage of SnP\(_3\)

The electrochemical studies were carried out by Dr Ruiyuan Tian and Mark McCrystall. To produce electrodes for batteries, SnP\(_3\) dispersions were mixed with single-walled carbon nanotube (SWCNT) dispersions to both aid electrical conductivity and mechanical stability.\(^{24,373}\) Mixed dispersions were vacuum filtrated and the resulting film was transferred from cellulose filter membranes to copper foil for electrochemical testing. Thick electrodes increase the energy density and lead to better overall energy storage.\(^{425,426}\) Representative scanning electron microscopy (SEM) images of the SnP\(_3\)/SWCNT composites taken by Cian Gabbett can be seen in Figure 6.10A,B. The films are mostly uniform with nanotubes dispersed evenly throughout. Particulates of 300-400 nm thick can be seen, suggesting that there is a large amount of nanosheet reaggregation during thick film formation.
Figure 6.10: (A,B) SEM images at two magnifications of SnP₃/nanotube composite films used for battery tests (mass fraction of nanotubes $M_f = 25\%$, electrode mass per area $M_T/A = 2.3 \text{ mg cm}^{-2}$).

Although a detailed electrochemical study is beyond the scope of this thesis, a selection of some of the results of the published work can be seen in Figure 6.11 below. Cyclic voltammetry measurements show the measured current as a function of input potential at the SnP₃ based electrode (Figure 6.11A). There are relatively narrow reduction peaks at 0.2, 0.5 and 0.8 V and oxidation peaks at 0.6, 0.8 and 1.3 V. These peaks are very similar to those observed previously for unexfoliated SnP₃. Relatively symmetric oxidation and reduction peaks indicate good cyclability across the potential range. The first peak appears less symmetric than the other curves due to the initial cell activation and the solid electrolyte interface being formed.

Through the analysis of the CV data in combination with the intercalation and conversion reactions, one can calculate that 13.25 charges can be stored per formula unit of SnP₃. The equivalent capacity can then be calculated as:

$$\frac{Q}{M} = \frac{nF}{M} = \frac{13.25F}{M_{\text{SnP}_3}}$$

(6.3)

where $F$ is Faraday’s constant and $M_{\text{SnP}_3}$ is the molecular weight of SnP₃. The theoretical capacity is calculated to be 1670 mAh g⁻¹ and represented by the dashed line in Figure 6.11B. The figure also shows the specific charging capacity plotted versus nanotube loading for composite anodes, normalised to both the active mass and the total electrode mass. Normalised to the active mass (SnP₃), at 25% nanotube mass fraction the capacity
is maximised and remains at this value for any higher loadings. More importantly it is nearly identical to the theoretical value. When normalised to the electrode mass, the capacity is still maximised at 25\% mass loading but the capacity drops for higher nanotube mass fractions due to increased effect of the nanotubes. Figure 6.11 therefore indicates the 25\% nanotube mass loading is optimal for high capacity electrodes with a $Q/M_{\text{total}} \approx 1250 \text{ mAh g}^{-1}$.

**Figure 6.11:** (A) Cyclic voltammetry of a similar films used as a lithium battery anode ($M_f = 25\text{ wt}\%$, $M_T/A = 0.45 \text{ mg cm}^{-2}$, $\text{dV/dt} = 0.1 \text{ mV s}^{-1}$) (B) Specific charging capacity plotted versus nanotube loading for composite anodes. Data is shown for capacity normalised to both the active mass and the total electrode mass. The dashed line represents the theoretical capacity of SnP$_3$. (C) Areal capacity plotted as a function of total electrode mass loading, $M_T/A$. The solid line represents a specific capacity of $Q/M_T = 1250 \text{ mAh g}^{-1}$ (C-rate $\approx 1/20C$, $M_f = 25\%$). The thicknesses of the thickest and thinnest electrodes are indicated in the panel. Empty diamond data points represent literature values for 2D-based electrodes extracted from Tian et al.$^{373}$ (D) Full cell areal capacity plotted as a function of total anode plus cathode mass loading, $M_{A+C}/A$ (C-rate $\approx C/20$).
Using the 25% mass fraction, the areal capacity (capacity per unit area) as a function of areal mass loading (total mass of electrode per unit area) can be plotted as shown in Figure 6.11C for a range of electrode thicknesses (8-314 µm). As previously mentioned, thicker electrodes are more favourable for increased energy storage. The slope of the linear fit gives the specific capacity of the overall electrode $Q/M_T$ to be 1250 mAh g$^{-1}$, in agreement with the data extracted in Figure 6.11C. Moreover, this data can be compared to other 2D materials in literature\textsuperscript{373} (empty diamonds, Figure 6.11C) demonstrating the advantage of producing very thick electrodes. It is believed that this SnP$_3$/CNT system is the highest areal capacity 2D lithium-storing electrode reported to date. The author of this thesis prepared and characterised the nanomaterial that were integrated into these electrodes. Full cells were produced using anodes consisting of SnP$_3$ with 25wt% SWCNT and cathodes fabricated from lithium nickel cobalt aluminium oxide (NCA) mixed with 0.5wt% SWCNT. The total electrode mass per unit area, $M_{A+C}/A$ is plotted versus the cell areal capacity $Q/A$ in Figure 6.11D, showing a linear increase in areal capacity with electrode mass with a slope of 120 mAh g$^{-1}$, a very high value compared to literature.\textsuperscript{428,429}

### 6.2.4 Liquid exfoliation of SiP

Bulk SiP was also synthesized by collaborators in Germany using red phosphorous and silicon as starting materials (Appendix D.1) and is pictured in Figure 6.12A. A standard sample of SiP was produced using the same method as for SnP$_3$ in Section 6.1 above. A standard sample dispersion can be seen in Figure 6.12B and was characterized by both EDX and TEM (Figures 6.12C and 6.12D respectively). EDX measurements on individual nanosheets confirmed the Si:P ratio of approximately 1:1. There was also some oxidation present, higher than that observed in SnP$_3$. The copper peak appears due to the copper grids used as substrates for TEM/EDX measurements. It may be a case that SiP is less stable and more prone to oxidation effects than SnP$_3$. Another explanation may be that an oxide layer in formed on the surface of SiP, whereas complete dissolution is favoured for SnP$_3$ which would result in a lower measured oxide content. TEM images (Figure 6.12D) of the standard sample show large nanosheets, some more than 2-3 µm in length with a typically broad size distribution from the large centrifugation range used.
Figure 6.12: (A) Starting material as synthesised by collaborators at Universität Leipzig. (B) Image of size-selected SiP nanosheets dispersed in NMP increasing in centrifugation speed (decreasing size) from left to right. (C) Example of an EDX spectrum measured from an SiP nanosheet in the TEM, confirming the ratio of Si to P while giving an approximate measure for the amount of oxidation in the sample. (D) Representative TEM image of liquid exfoliated SiP nanosheets (standard sample).

Optical spectroscopy of the standard sample shows clear excitonic features in the visible region (Figure 6.13A). The extinction spectra is dominated by scattering until the point at which the absorbance increases from 0 at approximately 600 nm (2.06 eV). This adsorption band edge is expected given the bright orange dispersions. SiP monolayers are predicted to have a direct band gap at 1.9 eV with excitonic features in optical absorption spectra beginning at 2 eV. This not clearly observed in the spectra of the standard sample, but will be discussed again in context of size-selected dispersions below. The absorbance measured of 400 hours and shows a decrease in intensity over time in Figure
6.13B to approximately 80 % of the initial value. This suggests that SiP dispersions are more stable in liquid than SnP$_3$ but with the drop of intensity by more than 10 %, immediate film formation is still advised. In conjunction with the EDX analysis, it is suggested that formation of a stable oxide layer is favoured for SiP in particular due to the observed saturation of the absorbance for $>300\text{h}$
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**Figure 6.13:** (A) Optical extinction, absorption and scattering spectra of an SiP standard sample trapped from 0.03-2.6 k g. (B) Time dependence study of a standard SiP sample. A plot of absorbance at 400 nm normalised to Abs$_{400\text{nm}}$ at 0 h (fresh sample) shows a decrease in intensity over time to approximately 85% of the initial value.

Further characterization was completed on the standard sample using Raman spectroscopy. The standard sample prepared through liquid phase exfoliation is compared with the synthesized bulk powder in Figure 6.14 below. DFT calculations from Li et al.$^{413}$ suggest that the experimental spectra below contain many characteristic peaks of o-SiP, in agreement with theory, most notably the resonant A$_{1}^{6}$ peak at 261 cm$^{-1}$ and the A$_{1}^{7}$ peak 305 cm$^{-1}$.
6.2.5 Size-selection of SiP

Size-selection and further characterisation was carried out at Heidelberg University by the author of this thesis. Liquid phase exfoliation yields polydisperse samples and so to observe spectral changes with nanosheet dimension, the dispersion was subject to liquid cascade centrifugation (LCC), similar to previous work (Section 6.2.2 and Chapter 4). The concentration decreased with increasing centrifugation speed with the colour changing from orange to yellow.

AFM microscopy was performed to investigate the size of nanosheets in each size fraction. Representative images for 3 of these fractions are displayed in Figure 6.15 below. In line with previous work, the length, width and height of roughly 200 nanosheets were measured for each sample, applying established corrections to account for tip broadening and pixelation effects. Step height analysis using the same method as both BN and
SnP$_3$ was applied to convert the apparent nanosheet thickness to number of monolayers or layer number, N. The step height was found to be 2 nm. Histograms of both nanosheet layer number and length are shown in Figure 6.15. There is a typical narrowing of the log-normal distribution of both parameters with increasing centrifugation speed (left to right).

**Figure 6.15:** Representative AFM images (top row), layer number (middle row) and length (bottom row) distribution histograms on three trappings produced from the standard size selection cascade. From left to right: 0.1-0.4k g, 1-3k g, 6-35k g.

The mean nanosheet length and thickness, $<L>$ and $<N>$, were estimated through statistical analysis of the microscopy data. Mean nanosheet length $<L>$ scales with centrifugal forces with a power law of -0.51, in line with previous 2D materials$^{20,202,264,310}$ (Figure 6.16A). This scaling also agrees with centrifugation theory by Peukert et al.$^{311}$ (Section 3.1.2). Mean nanosheet layer number $<N>$ also scales with centrifugal force as $g^{-0.34}$.
Figure 6.16: (A) Mean nanosheet length, \(\langle L \rangle\) as a function of central centrifugal force \(g\). The dashed line is a linear fit to the data with \(g^{-0.51}\) scaling. (B) Mean layer number \(\langle N \rangle\) as a function of central centrifugal force \(g\). The dashed line is a linear fit to the data with \(g^{-0.34}\) scaling. (C) Mean nanosheet area (approximated as length \(\times\) width) plotted versus layer number for each size. The dashed line is a linear fit of the data (Area= 54\(\langle N \rangle^{2.87}\)). Extrapolating the fit to \(\langle N \rangle = 1\) gives the characteristic monolayer area and length.

From the extrapolation from the line (dashed line, Figure 6.16C), the characteristic monolayer area is approximately 54 nm\(^2\) giving a characteristic monolayer length \(D_{ML}\) of 7.35 nm. The theoretical monolayer height, \(h_0\), of SiP is 0.72 nm.\(^{399}\) This allows for the in-plane to out-of plane Young’s modulus ratio to be calculated through equation 6.1 above giving a value of \(Y_{in-plane}/Y_{out-of-plane} = 5.10\). The value is similar to those reported for selenide and sulphide TMDs; MoS\(_2\), WS\(_2\), WSe\(_2\) and PtSe\(_2\)\(^{202}\) and very close to the black phosphorous ratio of 4.93 reported by Ji et al.\(^{201}\) Both SiP and SnP\(_3\) materials examined in this chapter are compared to other LPE materials in literature in Figure 6.17 below, suggesting that these materials are in agreement with equipartition theory with values close to previously studied TMDs.

Similarly, the aspect ratio can be found using equation 6.2 above. The aspect ratio for SiP nanosheets was calculated to be 60 for the largest 30-100 g sample and 23 for the smallest 6-35 kg sample. All other sizes were estimated to have aspect ratios in this range. These ratios are slightly larger than those observed for SnP\(_3\) nanosheets, indicating larger, thinner sheets in agreement with both TEM and AFM statistical analysis.
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Optical spectroscopy of size selected samples shows spectral changes with nanosheet dimension, typical of many 2D materials. Normalised extinction spectra show a decrease in intensity at higher wavelength with decreasing nanosheet size as seen in Figure 6.18A. Similar to BN, there is a broad scattering background in the extinction spectra that increases with size. Once the absorbance is separated from the extinction in Figure 6.18B, a peak appears at 270 nm. Moreover, a peak at approximately 650 nm starts to appear as nanosheets decrease in size. The scattering is plotted in Figure 6.18C, increasingly prominent for larger nanosheets in agreement with other 2D materials and scattering theory which predicts that scattering coefficient increases with increasing $<L>$. The scattering clearly features to a lesser extent in smaller sizes. The absorbance is non-zero at 650 nm for the largest size while for the smallest size, other than a slight peak at this wavelength it remains at approximately zero until 500 nm. The peak only starts to appear from the 0.1–0.4 k g sample and smaller. The absorbance band edge shows a clear blueshift with for increasing centrifugation speed in Figure 6.18B. The absorbance band
edge for each size was estimated by locating the position in energy that the normalised intensity was 0.025. This absorbance band energy (in eV, extracted from Figure 6.18B) is plotted as a function of layer number, indicating a decrease in energy with increasing nanosheet thickness (Figure 6.18D). There does appear to be a levelling off position when nanosheet thickness approaches bulk values (> 10 layers), suggesting that the position is in fact dependent on confinement and dielectric screening effects from a decrease in nanosheet thickness.$^{19,192}$

**Figure 6.18:** (A) Optical extinction spectra normalized to the extinction at 260 nm showing change in spectral shape with nanosheet size. Normalising to the extinction at 260 nm shows higher intensity between 300 and 800 nm for increasing nanosheet size (B) Optical absorption spectra normalized to the absorption at 275 nm showing dependence the adsorbance band edge dependence on nanosheet size, Inset: Zoom of the region 550-750 nm. (C) Optical scattering spectra, calculated from subtracting the extinction from the absorption spectra normalized to the scattering at 260 nm showing a change in spectral shape with nanosheet size. (D) The position of the absorbance band edge (in eV) versus nanosheet thickness shows an increase in peak intensity with increasing thickness. Dashed line is an empirical fit of the data (Equation 6.4).
The relationship between $\langle N \rangle$ and the absorbance band edge (in eV) is fit from the data in Figure 6.18D to get the following empirical formula:

$$\langle N \rangle = 3.6791 - 9.0594 \ln(Abs_{Edge} - 1.7522)$$  \hspace{1cm} (6.4)

By carefully measuring the absorbance band edge, the number of SiP layers can be estimated, providing a useful metric for this new material.

Spectral shifts with nanosheet size can also be examined with Raman spectroscopy. Raman spectra for all sizes normalized to the peak at 263 cm$^{-1}$ are displayed in Figure 6.19 below. Similar to the standard sample, characteristic SiP Raman active modes are found at 163, 172, 263, 306, 466, 500 and 555 cm$^{-1}$. There is also a mode predicted at 516 cm$^{-1}$. This mode however may be masked by the intense SiO$_2$ substrate peak at 520 cm$^{-1}$. Efforts were made to subtract the silicon peak from each spectrum due to its increased contribution for lower nanosheet concentration (smaller sized) samples, this was not completely effective so the data is presented without subtraction below. The substrate peaks are indicated by *.

![Raman spectra](image)

**Figure 6.19:** Raman spectra of size-selected SiP nanosheets (excitation wavelength, $\lambda_{exc} = 532$ nm) dispersions, each normalized to the peak at 263 cm$^{-1}$ ($A_{1g}^6$ mode). The SiO$_2$ substrate peaks are indicated by *.
New peaks appear to evolve in fractions containing smaller nanosheets at around 400 cm\(^{-1}\), not previously observed experimentally or predicted theoretically, possibly due to an increased level of oxidation in smaller size samples. This idea is supported by AFM images of the smaller sizes which show many non-2D material start to appear. A sample was prepared in the centrifugation range 35-270 k \(g\) showing a high level of potentially oxidized impurities. Due to the large amount of aggregation of any possible nanosheets, it was deemed uncountable and disregarded from size-dependent results (Figure 6.20). However, it does give insights into the type of material isolated at high centrifugal accelerations and may be the reason for this peak signature at 409 cm\(^{-1}\) in the Raman spectra.

![AFM Image](image)

**Figure 6.20:** Representative image of the additional 35-270 k \(g\) sample prepared showing a large amount of aggregation and degradation in the sample, a possible explanation for the Raman peak at 409 cm\(^{-1}\) observed in other small size fractions.

Zooming in on the region between 395 and 420 cm\(^{-1}\), there is clearly an evolving peak with decreasing size (Figure 6.21A). The relative intensity of this peak (intensity ratio 409/263 cm\(^{-1}\)) versus relative centrifugal force is plotted in Figure 6.21B. Similar to absorbance measurements, there appears to be an increase in intensity with increasing centrifugation speed. The intensity begins to level off at low speeds. This may be due to confinement effects associated with thin nanosheets however it could also arise from lateral size or degradation and so it is plotted as a function relative centrifugal force. The author of this thesis exfoliated material, performed the AFM, UV-Vis and Raman spectroscopy measurements and analysed resulting data.
Figure 6.21: Raman spectra of size-selected SiP nanosheets (excitation wavelength, \( \lambda_{ex} = 532 \) nm) dispersions shows an increasing peak at 409 cm\(^{-1} \) with increasing centrifugation speed (B) Relative intensity of the Raman peak at 409 cm\(^{-1} \) (intensity ratio 409/263 cm\(^{-1} \)) as a function of relative centrifugal force (RCF, \( 10^3 \) g) shows a increase in intensity with decreasing size.

6.2.6 Lithium storage of SiP

The electrochemical studies were carried out by Dr Ruiyuan Tian and Mark McCrystall. SiP-CNT composites were made using the same method as SnP\(_3\) in order to test the material’s Li storage capabilities. Representative scanning electron microscopy (SEM) images of the SiP/SWCNT composites taken by Cian Gabbett can be seen in Figure 6.22A,B. The films are mostly uniform with nanotubes dispersed evenly throughout, possibly with less aggregation than the SnP\(_3\) films.

Figure 6.22: (A,B) SEM images at two magnifications of SiP/nanotube composite films used for battery tests (mass fraction of nanotubes \( M_f = 25\% \), electrode mass per area: \( M_T/A = 2.3 \) mg cm\(^{-2} \)).
Once again, although a detailed electrochemical study is beyond the scope of this thesis, the first results can be seen in Figure 6.23 below. SiP is a material with a theoretical capacitance of 3060 mAh g\(^{-1}\),\(^{408}\) the highest known 2D material to date. This is nearly twice as high as SnP\(_3\) and second only to Si (3580 mAh g\(^{-1}\)).\(^{430}\) The specific capacity normalised to the total electrode mass (Q/M) is plotted versus the current density (I/M). To improve the capacity, cells were prepared using a fluoroethylene carbonate (FEC)-based electrolyte as opposed to the more standard ethylene carbonate (EC). FEC-based electrodes have been reported to form a stable solid electrolyte interphase (SEI), increasing the cycling performance of Si based electrodes.\(^{431,432}\) The specific capacity comes close to theoretical capacity for FEC-based electrodes at low current densities in Figure 6.23. Specific capacities of over 1000 mAh g\(^{-1}\) are measured with relatively high current densities of over 3000 mA g\(^{-1}\). Battery testing is ongoing with SiP-CNT based electrodes to complete a study similar to that shown for SnP\(_3\).

Figure 6.23: Specific charging capacity plotted versus current density for composite anodes. Data is shown for both standard cells and those fabricated with fluoroethylene carbonate (FEC) electrolyte additive. The dashed line represents the theoretical capacity of SiP

### 6.3 Conclusions

In this chapter two novel materials, SnP\(_3\) and SiP were successfully exfoliated and characterised. EDX spectra of SnP\(_3\) showed relatively low levels of oxidation (5\%) indicating that the LPE process was non-destructive, confirmed by very similar bulk and exfoliated Raman
spectra. Examining the UV-Vis extinction spectrum over time, the intensity dropped to approximately 65% of its initial value suggesting that the dispersions should be processed relatively quickly to avoid sample degradation. AFM on size selected samples revealed the nanosheets exfoliated are relatively thick for low speed speed centrifugation ($N = 106$) but once dispersions are trapped at higher speeds thin nanosheets can be isolated of less than 20 layers. The in-plane to out-plane Young’s modulus ratio was found to be 11, similar to TMDs and indicative of a decent exfoliation efficiency. Relatively low aspect ratios of 10-30 was suggested to give better performance in battery electrodes, shortening diffusion times. SnP$_3$-CNT composites formed high performance lithium storage anodes, displaying record capacity for a 2D-based anode when normalised to total electrode mass. With the help of CNTs, very thick electrodes ($> 300 \mu m$) leading to the highest reported (stable) areal capacity for a 2D-based electrode.

EDX of liquid exfoliated SiP indicated a higher level of oxidation (12%) than SnP$_3$, suggesting that exfoliated SiP may be more prone to oxidation. A time dependence study of a standard SiP sample however revealed that a drop of intensity of approximately 18% indicating that liquid exfoliated SiP may in fact be more stable in dispersion than SnP$_3$. AFM on size selected samples showed relatively thin nanosheets with the two smallest fractions producing mean layer numbers of less than 10. The in-plane to out-plane Young’s modulus ratio was found to be 5.1, indicative of a good exfoliation efficiency, though not as high as SnP$_3$. Spectral changes with size due to edge and confinement effects were observed through both UV-Vis and Raman spectroscopy. Cells prepared using FEC-based electrolyte came close to the theoretical capacity (3060 mAh g$^{-1}$) at low current densities. A more thorough electrochemical study is required but SiP batteries could be the highest areal and specific capacity 2D lithium-storing electrode reported to date.
Exfoliation of Graphite in a Kitchen Kettle

***

Ultrasonication has been shown to successfully exfoliate 2D materials in Chapters 4, 5 and 6. In LPE, as ultrasonic energy propagates through the liquid medium bubbles are created, a phenomenon known as acoustic cavitation. The violent collapse of these bubbles produces extremely high local temperatures (5000 °C) and pressure (500 atm) causing scission and tearing of the parent crystallite (see Section 3.1.1). Ultrasonication is relatively new to the field of acoustics, Langevin first conceiving the ultrasonic quartz-steel transducer for submarine detection in 1916. The acoustics of bubble collapse however was of interest to the scientific community prior to this due to the humble kitchen kettle. The earliest reports of bubble formation in a boiling kettle were produced by Reynolds in 1894, a study which was expanded in succeeding years and later commented on by Sir William Bragg who noted

The sounds of the kettle are very interesting... The little bubbles of steam... collapse, and do so with great suddenness, so that the sides strike against each other with a sharp smack. The blow is as hard and unyielding as when steel meets steel, and so there arises a noise from the kettle as if blows were rained upon it by innumerable tiny hammers.
Lord Rayleigh while studying the noise of a hissing kettle, developed the first mathematical model for the collapse of cavities in liquids predicting very high localised temperatures and pressures not unlike ultrasonication. The collapsing bubbles led to the idea that 2D materials could be possibly produced by boiling rather than acoustic cavitation from an ultrasonic probe.

The difference between boiling and cavitation is defined among physicists but cavitation is used universally in the engineering field to describe the collapse of bubbles, regardless of their origin. The mechanism for bubble formation is different when comparing boiling and cavitation, best represented by a pressure-temperature phase diagram in Figure 7.1A. Bubbles induced by cavitation (e.g. ultrasonication) is the vertical transition occurring when the pressure drops below the vapour pressure. Boiling is the horizontal phase transition at constant pressure by increasing the bulk liquid temperature, $T$ (Figure 7.1A). In a rolling boil, the vapour pressure matches the ambient pressure where vapour-filled cavities (bubbles) rise and collapse.

Boiling of water in a kettle takes place in a number of stages, represented by a typical boiling curve in Figure 7.1B. The curve shows the relationship between two important parameters: the heater surface heat flux (flow of energy through the element) and the excess temperature. The excess temperature is the temperature in excess of the normal saturation temperature, $\Delta T_E = T_{\text{surface}} - T_{\text{saturation}}$ (i.e. amount the surface temperature is higher than the saturation temperature). The saturation temperature is the temperature at which vaporisation takes place (water = 100 °C at 1 atm). At a critical superheat, $\Delta T_c$ (point B), a vapour film forms around the element resisting heat transfer and decreasing the heat flux and overall efficiency. A kettle runs below this point in the nucleate boiling regime where the excess temperature stays between 10-30 °C.

Initially, heat is transferred from the element in the bottom of the kettle to the bulk liquid by convection currents, when the surface temperature is only a few degrees higher than the surrounding saturated liquid. Once the water temperature (measured at the sensor) reaches approximately 70 °C ($\Delta T_E \approx 10^\circ$C), nucleate boiling is initiated in which vapour bubbles form at various sites on the heater surface. As the element temperature increases further, the bubbles break away and rise to the cooler temperature at
the top of the kettle, reaching the free surface and collapsing. The hissing noise a kettle makes in the early stages of the nucleate boiling regime is attributed to bubbles rising and annihilating. Close to the boiling point, vapour bubbles coalesce and form jets and columns that contain large vapour bubbles, stretching from the bottom of the kettle. The explosive cracking sounds heard just before a kettle boils are as a result of these large vapour bubbles collapsing at the top surface.

Figure 7.1: (A) Phase diagram for water shows cavitation as vertical path at constant temperature and boiling corresponding to a horizontal path at constant pressure. Image from Franc et al.

(B) A typical boiling curve showing the different stages of water boiling in a kettle up to point B. The element heat flux as a function of excess temperature (i.e. the temperature difference between the heater surface and the saturation temperature) is plotted. Initially water is heated through convection currents. As the temperature increases bubbles form on the element, rising to the surface and collapsing causing localised high temperatures and pressures. Image adapted from Hu et al.
Exfoliation is expected to take place in the nucleate boiling regime where bubbles form and collapse. The larger vapour bubbles collapsing close to boiling point may release a greater amount of energy increasing the exfoliation efficiency compared to the earlier stages.

In this chapter, a kitchen kettle is used in place of an ultrasonic probe to create the same bubble collapse effect that leads to exfoliation, an idea conceived by Dr. Andrew Harvey. Aqueous surfactant solution was naturally chosen as a suitable liquid medium as opposed to a low boiling point solvent stabilisers. The aims of this work were to see if a common household machine like the kettle could in fact exfoliate any material at all and if so characterise nanosheets produced through microscopy and spectroscopy. Two kettle techniques are demonstrated, the first a standard kitchen kettle producing very low yields after multiple iterations of a full boil and the second a modification of the kettle in which a cooling coil allows for a rolling boil to be maintained for long periods of time, increasing the amount of bubble formation and collapse. Few layer graphene in non-negligible quantities is produced with the modified setup however through spectroscopic and microscopic characterisation appears far more defective than ultrasonicated graphene.

7.1 Experimental Methods

7.1.1 Sample Preparation

The initial condition and standard sample preparation, UV-Vis spectroscopy, TEM and EDX were performed by Dr Andrew Harvey. For initial testing with the standard setup, 40 g L\(^{-1}\) Haydale small flake graphite (GNP-E1) was added to the kettle (Igenix Cordless Jug Kettle, IG7270 1.7L) along with 1 L of aqueous sodium dodecyl sulfate (SDS, Sigma Aldrich BioXtra, \(\geq 99.0\%\)) solution (2.5 g L\(^{-1}\)). The kettle was switched on and allowed to run until 5 seconds before boiling over. An indicator that this point was reached was when the liquid could be seen rising up the measurement window at which point it was removed from the base. The dispersion was placed in a metal beaker in an ice bath to cool back to room temperature. This is labelled as 1 cycle in the kettle. For cycling tests, this process was repeated numerous times (1-8 cycles), cooling the dispersion in a metal beaker after each iteration and then placing back in the kettle for boiling. A fixed
volume of 1 L and 140 second heating time was used. A range of heating times were examined. A stopwatch was used for this time study, the kettle was removed from the base, essentially stopping any further power to the kettle after a time in the range 5-140 s, at a fixed volume of 1 L and 6 cycles. Similarly, the volume of liquid was tested in the range of 0.5-1.6 L, using a fixed time of 140 seconds and 6 cycles. The concentration of starting graphite was also varied in the range 5-80 g L\(^{-1}\), using a fixed time of 140 s, volume of 1 L and 6 cycles (1 cycle is described above). For each study, except the cycling, the top 200 mL of each dispersion was centrifuged due to volume limitations of the machine. The centrifugation was performed at 100 g for 1 h in a Thermo Scientific Heraeus Megafuge 16 Centrifuge using a TX-400 swinging bucket rotor. For the cycling study, 20 mL of dispersion was removed after each cycle and centrifuged in a similar manner. The sediment was discarded and supernatant subject to a further centrifugation at 3000 g for 1 h to remove small impurities. The sediment was collected and redispersed in 5 mL of aqueous surfactant solution, used for characterisation. A standard sample was prepared using 80 g L\(^{-1}\) starting material, 6 cycles, 1 L and heating time of 140 s, trapped from 0.1-3k g. Size-selected sample using liquid cascade centrifugation (Section 3.1.2) with the following centrifugation speeds; 0.1k g, 0.4k g, 0.9k g, 1.6k g and 3k g were prepared using the same conditions as the standard sample.

The optimised kettle setup was designed and created by Dr. Andrew Harvey and David O'Mahony. A cooling coil was connected to a pump that allowed ice water to circulate through. The coil was placed approximately 5 cm from the bottom of the kettle with the lid remaining open. Similar parameters to the standard kettle were tested with time study ranging from 5-60 min and volume study of 0.5-1 L with the same centrifugation trapping of 0.1-3k g as above. A standard sample for the optimised kettle was made using a volume of 700 mL, heating time of 45 minutes, starting material concentration of 80 g L\(^{-1}\) and trapped from 0.1-3k g. Size selected samples were made using the same centrifugation parameters as the standard kettle and experimental conditions of the optimised standard sample (45 mins, 700 mL, 80 g L\(^{-1}\) graphite concentration).

The Haydale graphite was also tip sonicated for comparison. Graphite powder was probe sonicated (VibraCell CVX, 750W) at a concentration of 80 g L\(^{-1}\) powder dispersed in a 2.5 g L\(^{-1}\) aqueous SDS solution for 5 h with 60% amplitude and pulse of 6 s on and
2 off. The volume used was 80 mL. The dispersion was then centrifuged using the same cascade as described above.

### 7.1.2 Characterisation

Atomic force microscopy was completed using a Bruker Multimode 8 Atomic Force microscope in ScanAsyst mode with Bruker OLTESPA-R3 cantilevers. Each liquid sample was diluted until the sample was transparent (optical density of approx. 0.2). 10 µL of each sample was drop cast onto a pre-heated (180 °C) Si/SiO₂ (300 nm oxide layer) wafer. The wafer was then washed with water to remove excess surfactant on the surface. Individually deposited nanosheets were analysed through measurement with the AFM. Previously established length corrections²⁰ were applied to correct nanosheet length from tip broadening effects. Raman spectroscopy was using an Horiba Jobin Yvon LabRAM HR800 with a 532 nm excitation laser in air under ambient conditions. The Raman emission was collected by a 100×, long working distance objective lens, 1800 cm⁻¹ grating with 10 % of the laser power (~ 1.4 mW). Sample were prepared by vacuum filtration of each sample onto a nitrocellulose membrane. A minimum of 10 spectra at different positions on the membrane were recorded and averaged. Optical spectra were measured using a Perkin Elmer Lambda 1050 UV-Visible spectrometer with a quartz cuvette (path length 4 mm). The spectrometer was equipped with an integrating sphere for measuring the absorption where scattering effects are removed.

In preparation for TEM imaging, each dispersion was diluted to optical transparency and manually drop-cast one drop at a time onto a holey carbon TEM grid with the aim of dropping approximately 0.1 mg of material. The grids were left to dry in air and then placed overnight in a vacuum oven at 70 °C to dry completely before measuring. Bright field TEM imaging was performed using a JEOL 2100 microscope. Energy-dispersive X-ray (EDX) spectroscopy was performed in situ with TEM imaging using an 80 mm² XMAX EDX detector. XPS measurements were taken (by Conor Cullen) using a VG Scientific ESCAlab Mk II system with a non-monochromatic Al K(α) X-ray source. Core-level spectra were acquired at a pass energy of 20 eV. Spectra were fitted with a Shirley-type background, component peaks were fitted with a combination of Gaussian-Lorentzian and Doniach-Sunjic line shapes using the software CasaXPS.
7.2 Results and Discussion

7.2.1 Initial exfoliation in a standard kitchen kettle

For preliminary testing, nanographite powder (40 g L\(^{-1}\)) was added to a standard kitchen kettle along with a standard 2.5 g L\(^{-1}\) sodium dodecyl sulfate (SDS) aqueous solution (Figure 7.2A). The kettle was switched on and let come to a near boil. The addition of surfactant naturally creates more bubbles in the liquid and so when heated, the volume expanded more than traditional water in a kettle. If the kettle was allowed to reach boiling point, the standard 1L volume would expand to such an extent as to overflow and flood the electronics in the removable base. The kettle was therefore powered off as the liquid began to rise, about 3-5 seconds before boiling point.

![Figure 7.2: (A) Starting materials, graphite and aqueous sodium dodecyl sulfate (SDS) solution put in a standard kitchen kettle and set to boil. The kettle was switched off just before boiling point to ensure there was no overflow and subsequent damage to the fuse. (B) A picture of the resulting dispersion poured straight from the kettle. (C) Representative TEM images of initial dispersions made using the standard kettle shows thin graphene like material, with sheets a few microns in length.](image)
The dispersion when removed from the kettle is typically black in colour, shown in Figure 7.2B. To remove unexfoliated material, the dispersion was centrifuged with a trapping of 0.1-3k g. The sample was imaged with TEM, showing relatively thin, graphene-like nanosheets microns in length (Figure 7.2C).

Four key experimental variables were identified as being important on the yield of nanosheets in the final dispersion namely initial graphite concentration (Conc\textsubscript{i}), number of cycles the dispersion was boiled, heating time in the kettle and the volume of liquid used. One cycle was allowing the kettle to come to a near boil (heating time of 140 s) and cooling the dispersion back to room temperature for any subsequent cycles. Each parameter was varied while keeping the others constant. All samples were analysed with UV-Vis spectroscopy. Using the Beer-Lambert law (Section 3.2.1) and the size independent extinction coefficient at 750 nm ($\varepsilon_{750\text{nm}} = 5450$ L g$^{-1}$ m$^{-1}$), the nanosheet concentration of each sample was calculated. The starting concentration of graphite was varied from 5-80 g L$^{-1}$ and shows an intuitive increase in nanosheet concentration with increasing initial concentration (Figure 7.3A). The slope of the linear fit gives the yield to be $3.58 \times 10^{-2}\%$, much lower than typical LPE yields of around 10%.\textsuperscript{67,336}

Similarly, the nanosheet concentration increases with the number of heating cycles the dispersion undergoes (Figure 7.3B). Each sample was cooled back to 20 °C in an ice bath between cycles to ensure the same conditions were used for each repetition. It is probable that the increase in bubble collapse over many cycles leads to more scission of the graphite crystal, increasing the number of nanosheets. The same logic applies for the increase in nanosheet concentration with heating time, ranging from 5 to 140 seconds in Figure 7.3C. The heating time is limited to a maximum of 150 seconds for a standard volume of 1 L at which point the kettle comes to a boil and switches off. In standard LPE samples the concentration has been found to scale with time$^{1/2}$,\textsuperscript{25,190} represented by the dashed line in Figure 7.3C. Although the kettle samples do not follow this trend exactly, it is not far from this behaviour.

Finally there is an increase in nanosheet concentration with increasing volume up to a maximum volume 1.6 L, the size of the kettle determining the 0.5-1.6 L range (Figure 7.3D). This is in contrast to shear mixed graphene shown by Paton et al.\textsuperscript{215} where
increased volume decreased the nanosheet concentration. The larger the volume also means that it is more difficult to remove the kettle from the power base before it overflows. With these results in mind, a standard sample protocol was created using a volume of 1 L, 6 cycles, 80 g L\(^{-1}\) and 140 seconds of heating (the maximum possible).

![Graphs showing initial conditions study of kettle exfoliated material](#)

**Figure 7.3:** Initial conditions study of kettle exfoliated material. The nanosheet concentration was calculated from UV-Vis spectra using Beer-Lambert Law and the size-independent extinction coefficient at 750 nm, \(\varepsilon_{750} = 5450\) L g\(^{-1}\) m\(^{-1}\). (A) Final nanosheet concentration versus initial graphite concentration. The slope of the linear fit gives a yield of \(3.58 \times 10^{-2}\%\). (B) Nanosheet concentration as a function of the number of cycles in the kettle. One cycle was bringing the kettle to just short of boiling point, as the liquid began to rise upwards. (C) Nanosheet concentration versus time the kettle was powered on. The dashed line is guideline for \(\text{Conc} \propto \text{time}^{1/2}\) behaviour observed in LPE samples.\(^{24,26}\) (D) Nanosheet concentration versus starting volume of liquid.
The standard sample using the above parameters was characterised both microscopically and spectroscopically to probe the type of material produced. TEM statistical length analysis of hundreds of nanosheets gives a broad log-normal distribution and mean nanosheet length of 1258 nm (Figure 7.4A). This is comparable with LPE graphene and other materials suggesting the kettle exfoliates with a similar scission and tearing mechanism, creating analogous length scales. However, it is also possible that the centrifuge is just selecting a similar length distribution. The optical extinction ($\varepsilon$), absorption ($\alpha$) and scattering ($\sigma$) spectra are shown in Figure 7.4B. The extinction spectra is similar to graphene, mainly broad and featureless with an increased contribution from scattering for decreasing wavelengths. The polydisperse nature of the sample broadens the well-defined peak of a theoretical spectrum. Spectroscopic metrics$^{67}$ for nanosheet thickness (used in Chapter 5) estimate the number of layers to be between 10-16, above the limit for reliable metrics, and so AFM is used below for a more accurate quantitative analysis.
Figure 7.4: (A) TEM length histogram from a standard sample made using the standard kettle set up shows a broad log-normal distribution with the mean nanosheet length $<L> = 1285$ nm. (B) UV-Vis extinction (black), absorbance (red) and scattering (blue) spectra of a standard sample made using the standard kettle. (C) Raman spectra of both a standard kettle sample (red) and the starting powder (black). There is a clear increase in D ($\sim 1350$ cm$^{-1}$) and D’ ($\sim 1620$ cm$^{-1}$) peaks suggesting the nanomaterial produced contains a large amount of defects. (D) X-ray photoelectron spectroscopy (XPS) analysis of the carbon 1s core-level region reveals the characteristic asymmetric lineshape associated with graphene. Deconvolution of the lineshape reveals a small number of oxidation components present.

Raman spectroscopy was performed to compare the exfoliated product to the starting material. For all dispersions studied by Raman, thin films were formed by vacuum filtration. Raman spectra at a number of points on the film were measured for each sample and averaged. The starting material is a typical graphite spectrum with small D ($\sim 1350$ cm$^{-1}$) and 2D ($\sim 2700$ cm$^{-1}$) bands compared to the G band ($\sim 1580$ cm$^{-1}$), indicating a rela-
tively low defect content before exfoliation (Figure 7.4C). The exfoliated material on the other hand has a significantly larger D peak, suggesting that the process induces defects or that it selects defective material. The 2D band is only slightly larger compared to the bulk, a possible indication that the amount of few layer graphene produced is low. In general, edge defects are unavoidable in the LPE process due to the fact that sonication induces scission which cut parent graphite crystallites into small flakes. Smaller nanosheets were reported to have a greater edge to basal plane ratio than larger ones, increasing the edge defect population.

X-ray photoelectron spectroscopy (XPS) also detects the presence of defects in carbon materials that can lead to new peaks and alter the peak position and line width of the carbon 1s core level. XPS analysis of this carbon 1s core-level region of the kettle sample reveals the characteristic asymmetric lineshape associated with graphene (Figure 7.4D). Deconvolution of the lineshape reveals a number of minor components accounting for flake edges, oxides, and defects in the material, while the majority (83%) of carbon atoms are found to be in the sp² hybridised, C=C configuration of graphene. This analysis is in agreement with the Raman spectra indicating that defects are present in the exfoliated sample, the type of defects are discussed in more detail below. A comparison of this XPS data with LPE graphene is displayed in Figure E.1. The kettle sample appears to have greater contributions from defects and oxides compared to the liquid exfoliated sample.

To more accurately probe nanosheet thickness, AFM was performed on three size selected trappings of a sample made in the kettle, representative images of which are shown in Figure 7.5 (top row). As in Chapters 4, 5 and 6, pixelation and tip broadening effects result in an overestimation of nanosheet length and width. To adjust for these effects, a correction formula was applied in line with previous work for LPE nanosheets. The apparent height of a single graphene layer was reported previously for graphene to be 0.9 nm allowing for the calculation of layer number. In principle the step height could be different for kettle exfoliation material however this was not accounted for in this study. Any deviation from the 0.9 nm step height it most likely very small. Statistical analysis of nanosheet length for each size shows a narrowing of a broad log-normal distribution, typical of LPE 2D materials. The number of layers however is very large, the mean number of layers ranging from 95 for the 0.1-0.4 kg sample to 48 for the 0.9-1.6 kg sample, far
thicker than standard LPE graphene that produces samples with \( \langle N \rangle < 20 \) layers even for low centrifugation speeds.\(^{202}\) The kettle only produces the bubbles that collapse and exfoliate material for approximately 10-15 seconds prior to boiling and so even with a number of cycles, this short window for the more explosive later stages of boiling resulted in partial exfoliation of graphite. The degree of exfoliation could be increased by increasing the time that bubbles were continuously formed in the kettle, the design and implementation of which is discussed below.

Figure 7.5: Representative AFM images (top row), layer number (middle row) and length (bottom row) distribution histograms on three trappings produced from the standard size selection cascade. \( \Gamma \) is the width of the log-normal distribution. From left to right: 0.1-0.4k g, 0.4-0.9k g, 0.9-1.6k g.
7.2.2 Optimising the kettle design for exfoliation

A new experimental setup was designed by Dr. Andrew Harvey and created by David O’Mahony in which a stainless steel coil pumped with circulating ice water is lowered in the kettle (Figure 7.6A). The temperature gradient provided by the cooling coil allows for continuous bubble formation without the kettle switching off. The kettle has a thermostat that breaks the electrical connection to the element when the boiling point is reached, switching it off. Simply leaving the lid open with no cooling coil would cause too much evaporation of the liquid. A combination of the cooling coil and open lid means thermal energy can escape in the form of steam so the dispersion never reaches boiling point that triggers the thermostat, allowing the kettle to bubble continuously. The sound of the bubbles violently collapsing would suggest that the power supplied is enough to maintain the liquid in the nucleate boiling regime. Temperature probes a few centimetres below the top of the liquid and above the element show a 50°C gradient i.e. 90 °C just above the element and 40°C just below the surface of the liquid.

The ice water is circulated from a cold water supply through the coil and into warm water output bath (Figure 7.6B). A typical black graphene dispersion produced by the optimised kettle can be seen in Figure 7.6C. A kitchen kettle is not designed to run for more than a couple of minutes at a time and so it switches off after approximately 45 mins with the cooling coil. This may be due to overheating of the element and electronics in the power base. Once the kettle is left to cool for a couple of hours, it is operational again. The same initial graphite concentration, surfactant concentration, volume of 1 L and centrifugation parameters were used along with a running time of 45 mins to make a standard sample with the optimised kettle setup.
Figure 7.6: (A) Schematic representation of the design to optimise exfoliation conditions in the kettle. A cooling coil circulating ice cold water would increase the temperature gradient between the bottom of the kettle and top. (B), (C) Images of the experimental setup.

Size selection using the same centrifugation speeds as the standard kettle provided three comparable samples for AFM imaging and statistical analysis. Representative images are shown in Figure 7.7 (top row). The nanosheet length distributions are comparable to the standard kettle samples with mean nanosheet lengths within 50 nm of the standard means across all sizes, suggesting the new setup does not change the scission of the material during exfoliation. There is however a narrowing of the layer number distribution across all sizes for the optimised (opt) samples (Figure 7.7, bottom row) indicating that the
interlayer bonds between parent crystals are broken to a much greater extent using the new experimental design. This behaviour does not agree with equipartition in energy hypothesis mentioned previously (Section 2.3) so other factors, such as defect content, must play a role as discussed below. The higher exfoliation efficacy is most likely due to the creation of more bubbles for a sustained period of time. The 0.9-1.6k g smallest trapping has a very large number of nanosheets 5 layers or less compared to the other counts. Although this trend is preferable, indicating better exfoliation of the starting material, it does not follow the standard log-normal distribution seen in Chapter 4 and for other 2D materials.24,133,192,202

**Figure 7.7:** Representative AFM images (top row), layer number (middle row) and length (bottom row) distribution histograms on three trappings produced from the optimised kettle size selection cascade (red) overlayed with the standard kettle data (black). $\Gamma$ is the width of the log normal distribution for each optimised sample. From left to right: 0.1-0.4k g, 0.4-0.9k g, 0.9-1.6k g.
7.2.3 Comparison between standard and optimised kettles

To test whether the new design was in fact optimising the exfoliation yield of graphite, the experimental variables of heating time and volume were analysed this time using the new setup. Since the kettle was run continuously, the number of cycles is not applicable. The heating times for the optimised kettle were longer than the standard kettle but also show a ten-fold increase in nanosheet yield (Figure 7.8A). The longest possible heating time gave the highest nanosheet concentration. The volume study was limited due to the displacement of liquid caused by inserting the cooling coil and so the maximum volume was 1 L. Furthermore, a minimum volume of 0.5 L was required to sustain near-boiling for 45 minutes while also being the minimum safe volume designated by the manufacturer. Once again, there is a factor of 10 increase in nanosheet concentration in comparison to the standard kettle but nanosheet concentration for the optimised kettle varies weakly with volume (Figure 7.8B). The production rate $P_r$ (nanosheet mass/time) can also be calculated by using the concentration (C) and volume (V) where $P_r = VC/t$. The highest production rate for the 1 L sample was found to be 0.19 g h$^{-1}$. This can be compared to the production rate of shear-exfoliated graphene of 1.44 g h$^{-1}$ by Paton et al. and shows the kettle needs vast improvements for any future scale-up.

**Figure 7.8:** Comparison of experimental variables between standard (black data) and optimised (red data) kettles all show an order of magnitude increase in nanosheet concentration using the optimised setup. The optimised setup was run continuously for 45 mins and so number of cycle is not comparable. (A) Nanosheet concentration versus time the kettle was powered on. The dashed lines are guidelines for $\text{Conc} \propto \text{time}^{1/2}$ behaviour observed in LPE samples. (B) Nanosheet concentration versus starting volume of liquid.
Using the AFM data from the standard and optimised setups, Figures 7.5 and 7.7, the nanosheet area versus layer number can be plotted, each data point representing an individual nanosheet (Figure 7.9). Reflecting the previous histograms, there are more few layer graphene sheets produced in the optimised kettle. For LPE 2D materials the nanosheet area has been shown to increase with layer number with roughly quadratic scaling. The power law trend (Area $\propto N^2$, represented by dashed line) can be seen for nanosheets above 10 layers in Figure 7.9 but appears to be shifted to thicker N compared to LPE graphene and more similar to the SnP$_3$ data cloud shown in Chapter 6. One would expect this power law to extend below 10 layers i.e. nanosheet area would be smaller for thinner nanosheets, however this do not appear to be the case. As seen in Figure 7.9, nanosheet area is scattered for sheets of less than 10 layers, ranging from 0.002-0.5 $\mu$m$^2$.

It is possible that two regimes exist. In the first regime neighbouring layers both contain basal plane defects that face one another, reducing the out-of-plane modulus. This functionalization in the basal plane leads to a widening of the interlayer spacing at this point and weakens the $\pi$-$\pi$ interactions. The chance that two stacks with basal plane defects on the outer surface face one another however is relatively low and will happen in the minority of cases but produces large FLG sheets as seen in the first regime (blue region) in Figure 7.9. It is likely that the bubble collapse from boiling is less violent than collapsing bubbles in sonication which can result in inertial cavitation, identified as a primary source of exfoliation/scission. On the other hand, the kettle does not appear to be as efficient a process as ultrasonication and so in the majority of cases the basal plane defective graphene is not efficiently exfoliated, producing partially exfoliated material (red region, Figure 7.9). The increased bubble formation and collapse using the optimised setup increases the energy available for peeling these defective sites and so the FLG population is larger for this dataset.
Figure 7.9: Nanosheet area (approximated as L × W) versus layer number data clouds for size selected samples using both the standard and optimised kettles suggest that in general, the trend is shifted to thicker N compared to ultrasonicated 2D materials but there is some few layer graphene (FLG, < 10 layers) present. The dashed line is a power law guideline observed in for many 2D materials with equation Area = 2.5 × 10^{−5}N^2. There is an increase in the number of FLG sheets in the optimised setup compared to standard kettle which is also reflected in the statistical analysis in Figures 7.5 and 7.7.

To further analyse the defect content of the exfoliated material, Raman spectroscopy was performed, comparing standard and optimised samples. The two spectra are very similar with a near identical 2D peak, attributed to the observation that the majority of the graphene/graphite volume is still in the form of thick sheets which dominate the spectroscopic response. The I_D/I_G ratio for the standard kettle is 0.54 while the optimised kettle is 0.68 indicative of a higher defect content, in agreement with the proposed regimes in the AFM data clouds. Raman probes the volume of nanosheets rather than the number so the high D band would suggest that the more graphitic material (red regime, Figure 7.9) is also defective, not just the FLG. More FLG is exfoliated for the optimised setup but these sheets appear defective to a greater extent. Due to the high D band in both spectra, multiple peak fitting is required to accurately measure peak intensity which will then be used for further defect analysis. The D, G and D’ bands are fit to a triple Lorentzian, an example fitting shown in Figure 7.10B with full table available in Appendix E.2. The R
squared of the fitting is 0.99 confirming that Lorentzian peaks are the correct choice.

Figure 7.10: (A) Raman spectra (excitation wavelength, $\lambda_{ex} = 532$ nm) of two films made from a standard sample of both methods (standard and optimised kettles), normalized to the G band at 1580 cm$^{-1}$. Both spectra show very similar peak G, D’ and 2D peaks. The D band intensity is higher for the optimised kettle, suggesting that more defective material is produced. (B) Due to the high D band, a triple Lorentzian peak fitting is required for estimated of the ID/IG and ID'/IG ratios used to analyse the quality of samples produced. A full table of the fitting can be found in Appendix E.2. (C) Data extracted from Eckmann et al.$^{44}$ shows the linear dependence of the $I_D/I_G$ and $I_{D'}/I_G$ ratios for different types of defects. (D) Films from both standard and optimised kettle were analysed and the ID/IG versus ID'/IG ratios were plotted, suggesting that the defects present in the samples are mostly edges. However, this theory is contradicted when the area ratios are taken instead, indicating that more basal plane defects are present. It is likely that the nanosheets contain a combination of both edge and vacancy defects.

The nature of defects in graphene samples has been studied for micro-mechanically exfo-
iated flakes by Eckmann et al.\textsuperscript{44} The slope of $I_D/I_G$ versus $I_{D}'/I_G$ (i.e. the $I_D'/I_D$ intensity ratio) was reported to increase for different types of graphene defects; boundary ($\sim 3$), vacancy ($\sim 7$) and sp$^3$ hybridisation ($\sim 13$), the data was extracted\textsuperscript{44} and represented in Figure 7.10C. Peaks from Raman spectra for numerous samples using both standard and optimised kettles were analysed as described above and $I_D/I_G$ versus $I_D'/I_G$ ratio plotted for each in Figure 7.10D. The starting material is also included. The intensity ratios are consistent with edge-type defects (blue dashed line) for all samples both standard and optimised. Other authors\textsuperscript{67,207,447} have also observed an edge-defect intensity ratio for LPE graphene. Backes et al.\textsuperscript{67} suggested that edge defects are invariably detected due to the nature of the Raman measurement. Here, the dispersions were vacuum filtrated onto nitrocellulose membranes and so the graphene naturally restacks itself. The laser is estimated to probe 25,000 nanosheets per measurements and so edges will always be detected giving rise to edge defect-induced Raman scattering.\textsuperscript{67}

In addition to peak intensity ratios the integrated area ratios for a number of samples are plotted in Figure 7.10D (red circles). Using the integrated area from the Lorentzian peak fitting, the ratios follow the vacancy defect regime. Basal plane defects may explain the abundance of large, thin nanosheets produced from the kettle sample (Figure 7.9) where crystallites that are defective across the plane, rather than just on the edges, aid the exfoliation. It may be the case that for nanosheets probed, edge defects outweigh vacancy defects causing the edge-induced Raman scattering to mask signatures from vacancies. In contrast Bracamonte et al.,\textsuperscript{448} suggest that the bulk defects measured by Raman are not vacancies or other basal-plane defects but topological in nature, likely formed as a result of the cavitation process. In a study by Jorio et al.,\textsuperscript{449} measuring the disorder of graphene via Raman spectroscopy, they note that peak intensity ratio is a more suitable measure of defect density compared to integrated area, suggesting that the area is very much dependent on the FWHM which in turn depends on the fitting procedure. Eckmann et al.\textsuperscript{44} reported that for low disorder, the use of integrated area and peak intensity is equivalent however this trend diverges for higher defect concentrations where a decrease in intensity is balanced by an increase in the peak FWHM. The high D band present in all Raman spectra would suggest that there are a large number of defects in the exfoliated material. From the intensity and area ratios data (Figure 7.10), it is likely that the nanosheets contain both edge and vacancy defects.
7.2.4 Comparison between kettle and tip sonicated exfoliation

The starting material was exfoliated using the standard LPE method to compare with the kettle exfoliated material. Three sized samples were prepared using the same centrifugation parameters as the kettle samples above. Representative AFM images of the three sizes are shown in Figure 7.11 (top row), decreasing in size with increasing centrifugation speed as expected.

![AFM images](image)

**Figure 7.11:** Representative AFM images (top row), layer number (middle row) and length (bottom row) distribution histograms on three trappings produced by tip sonication of the starting Haydale graphite (blue) overlaid with the optimised kettle data (red). $\Gamma$ is the width of the log normal distribution for each tip sonicated sample. From left to right: 0.1-0.4 kg, 0.4-0.9 kg, 0.9-1.6 kg.

The height scales are considerably lower than kettle exfoliation, indicating much thinner nanosheets are produced. Log-normal distributions of both nanosheet length and layer...
number confirm that nanosheets are slightly smaller in length, though not significantly, and much thinner (Figure 7.11). The nanosheet length and layer number have a $g^{-0.48}$ and $g^{-0.49}$ power-law scaling in agreement with other LPE 2D materials, shown in Appendix E.3. The nanosheet area versus layer number data cloud is also shifted down in number of layers, indicating more thorough exfoliation compared to the kettle (Appendix E.3).

The mean nanosheet area as a function of mean layer number is plotted for standard LPE graphene (Sigma Aldrich graphite with sodium cholate, extracted from Backes et al.), the tip-sonicated Haydale graphite and the standard and optimised kettle methods in Figure 7.12. Three data points is quite a minimal dataset for these fits. Further measurements are planned to add more but for now preliminary conclusions are drawn based on the data available. As discussed in Chapter 6, the nanosheet area increases as a power law with thickness. This power law was shown to be material dependent by Backes et al.\textsuperscript{202}

The tip sonicated material clearly produces thinner and slightly smaller sheets than the kettle with similar centrifugation trappings. The Sigma Aldrich (LPE Gra SC data points) starting material appears to produce thinner nanosheets than the Haydale graphite, indicative of a different in-plane and out-of-plane binding strength in the two graphite sources. Li et al.\textsuperscript{199} reported that the degree of graphite exfoliation is dependent on the defect density of the starting material since parent crystallites are said to fragment initially along naturally existing vacancy defects. One would expect other starting graphites to sit on slightly different lines but ultrasonication generally produces mean layer numbers of <10 layers regardless of the starting material. When the Haydale graphite is tip-sonicated, crystallites undergo extremely efficient scission along existing basal plane defects, producing less defective, thinner graphene. On the other hand, with the kettle, the data is shifted significantly upwards in layer number. The optimised kettle setup gives lower mean layer numbers than the standard kettle as discussed in the previous section.
Figure 7.12: Plot of mean nanosheet area as function of mean layer number. The nanosheet area increases as a power-law with thickness as shown by the linear fits. The LPE graphene data was extracted from Backes et al.202 There is a clear shift in thickness both with starting material and kettle exfoliated material. While the optimised process is shifted downwards from the standard kettle, the plot indicates the kettle is perhaps a low-energy technique and does not exfoliate to the same extent as tip sonication.

It is useful at this point to briefly address the power consumption in both systems. The ultrasonicator displays the wattage and total energy imparted to a liquid while powered on to give a rough estimation of the amount of power that the 750 W machine contributes to shearing material in the liquid. The sonic tip displays 50 W while running at a standard amplitude with 80 mL of graphite and surfactant solution. In contrast, the kettle manufacturer states that the wattage of the kettle is 2.2 kW, a higher power piece of equipment compared to the sonic tip. A rough calculation of the power imparted to the liquid in the kettle can be completed using a standard heat transfer equation:

\[ P = \frac{Q}{t} = \frac{mC\Delta T}{t} \quad (7.1) \]

where \( P \) is power, \( Q \) is heat energy (in Joules), \( m \) is the mass of the liquid, \( C \) is specific heat capacity of the liquid, \( \Delta T \) is the change in temperature and \( t \) is time. Approximating the liquid to have the same specific capacity as water (4180 J kg\(^{-1}\) K\(^{-1}\)) and measuring the time taken for the temperature to change by 20 K gives a predicted power of 1.1 kW. Not all of this energy however will go into fragmentation and exfoliation of the material, with
a large percentage being lost to the heat of vaporisation at higher temperatures (water changing to steam near boiling) and the sound of the bubbles.

A further comparison can be made by calculating the intensity (power per area) imparted by each equipment. A sonic probe has a circular area of approximately 1.33 cm² (diameter = 12.7 mm) giving an intensity of 50/1.33 = 38 W cm⁻². Conversely, the element of the kettle is approximated to be a rectangular area of 30 cm x 1 cm (formed into a U shape in the kettle). This gives a heat flux or intensity of 1100/30 = 36 W cm⁻². Although these are very crude estimations, the intensity is approximately the same despite the kettle being a higher power device. The sonic tip however is imparting this power to a volume of liquid approximately 10 times smaller than the kettle, 80 mL for the sonic tip compared to 700 mL in the kettle. The intensity per volume is therefore larger in the sonic tip which may be crucial in the exfoliation and fragmentation processes resulting in smaller, thinner nanosheets. A power consumption socket would give an estimation on the amount of power being drawn from the mains by both pieces of equipment and is planned for the near future.

Multiple authors²⁰²,⁴⁵⁰ have shown that decreasing the sonication energy by bath sonicating instead of tip sonication leads to a decrease in graphene yield. Moreover, more large monolayers have been produced at relatively low centrifugal acceleration with bath sonication compared to tip sonication, in agreement with the idea that the energy used for exfoliation in a kettle may be lower, producing larger monolayers.²⁰² The kettle may only exfoliate a certain amount of material, most likely preferentially exfoliating defective material first. The defective material is in the form of large, thin sheets as seen with bath sonication, however the population is low. This may explain the thicker LW versus N relationship given that more boiling is required to further exfoliate nanosheets. Unfortunately, the kettle exfoliation is labour intensive and limited to 45 minutes even with the optimised setup, limiting the rate at which nanosheets are produced. In contrast, sonication times are typically in the range of 5-12 hours. It is possible that longer exfoliation times or more cycles in both kettle setups could lead to thinner and smaller sheets, more in keeping with ultrasonication and shifting the mean layer number downwards. Further investigations using alternative exfoliation methods in combination with a more elaborate Raman analysis are required for a comprehensive understanding. The author of this thesis performed
some of the sample preparation and UV-Vis spectroscopy measurements and all AFM and Raman spectroscopy measurements and analysis.

7.2.5 Applying kettle exfoliated nanomaterial to strain sensors

Exfoliated material from the standard kettle was embedded in a polysilicone matrix producing G-putty, a highly sensitive viscoelastic polymer. Sample production and testing was performed by Daniel O’Driscoll. The final product is pictured in Figure 7.13A. To test the electromechanical properties of the G-putty, the fractional resistance increase was measured and plotted as a function of strain for four test runs (Figure 7.13B). After each test the sample was reformed before testing again. The solid lines are a guideline for the eye to illustrate linearity. This behaviour is in line with that predicted for conductive nanocomposites where the electrical properties can change on application of an applied strain, $\epsilon$, as seen by O’Driscoll et al.\textsuperscript{451}

There is however, a variation between runs that is more clearly observed in a plot of the zero-strain conductivity (measured before tensile tests where the sample was under strain) versus test number (Figure 7.13C). The addition of the kettle material makes the composite electrically conductive, however the conductivity is different from test to test. It may be as a result of water loss overtime from handling and reforming causing changes in conductivity. The slope of the fractional resistance increase versus strain linear fit is a parameter known as the Gauge factor, a commonly used sensitivity metric indicating the sensing response of a nanocomposite. The Gauge factor across four tests was measured to be in the range of 200-500 as shown in Figure 7.13D. Once again, there was variation from test to test for possible reasons described above. These values, although not as high as those measured by Boland et al.\textsuperscript{68} of up to 1000, exceed those compared to the majority of graphene-polymer strain sensors where G is reported to be less than 100.\textsuperscript{452,453}
Figure 7.13: Applying kettle exfoliated material to strain sensors. (A) G-putty made by embedding kettle exfoliated graphene in viscoelastic polysilicone, similar to those shown by Boland et al.\(^6\)
(B) Fractional resistance increase plotted as a function of strain for 4 different G-putty samples. The solid lines illustrate linearity. (C) Zero-strain conductivity of G-putty plotted versus sample number shows varying performance across samples (D) G-putty strain-sensing sensitivity factor, Gauge Factor (ratio of fractional resistance to strain) versus sample number shows very high values, >100 for every sample.

7.3 Conclusion

This chapter has shown that the collapse of bubbles as a result of boiling rather than the widely used ultrasonication for LPE does in fact exfoliate graphite but perhaps only partially. A standard kettle showed an increase in nanosheet concentration with increased number of cycles and heating time, indicating that further energy input resulting in greater bubble collapse would lead to more exfoliation. An optimised kettle was designed allowing for a near-boiling temperature to be maintained through the use of a cooling coil. The increased heating time of 45 minutes using the optimised set up gave a 10-fold increase in nanosheet concentration in comparison to the standard kettle. EDX and XPS mea-
measurements indicated that the kettle exfoliated material revealed characteristic graphene signatures but also those from oxygen suggesting the presence of defects. Similarly Raman spectra highlighted a large D band indicative of defect graphene with higher intensity peak for the optimised kettle in comparison to the standard.

AFM on size-selected samples from both standard and optimised method showed an increase in FLG with the optimised kettle. The energy output from the standard kettle was found to only partially exfoliate the material, producing a graphitic-like L-N relationship with few nanosheets below 10 layers. The higher energy optimised kettle exfoliated with greater efficiency, producing a much higher population of few layer sheets. It was suggested that two regimes exists in exfoliation with the optimised kettle, the first similar to the standard kettle in which partial exfoliation of graphite results in a thicker L-N relationship. In the second regime large, thin nanosheets were exfoliated as a result of neighbouring basal-plane defective sheets being easily peeled from one another with the optimised energy input. The kettle samples were revealed to produce thicker nanosheets when compared to tip-sonicated nanosheets with the same starting material. The starting material however was found to be more defective than the commonly used Sigma Aldrich graphite, a possible explanation as to why any graphene could be exfoliated in a kitchen kettle.

Graphene produced with the standard kettle was used to make G-putty, a viscoelastic sensor demonstrating Gauge factors of up to 500. This value is relatively high in the strain-sensor field, providing a possible application route for kettle-exfoliated material. This proof-of-concept study has shown that boiling successfully exfoliates graphite in a similar manner but to a lesser extent than ultrasonication. There is certainly scope to further optimise the energy output of the kettle which would most likely result in a higher exfoliation efficiency. Experiments that may give further insights to the kettle exfoliation process are outlined in the future work section of Chapter 8.
Conclusions and Future Work

This work aimed to further characterise commonly used 2D materials, investigate the stabilisation of nanosheets in aqueous surfactant solutions, exfoliate new materials with potential battery electrode applications and propose a new method of exfoliation. Overall, the LPE method was examined in more detail and expanded to new layered materials. The fundamental physics underlying the exfoliation process was also used to create a new production method for graphene.

The spectroscopy of h-BN, previously thought to contain very little information, revealed features that changed systematically with nanosheet size, allowing for nanosheet thickness metrics to be established through UV-Vis and Raman spectroscopy. BN was liquid exfoliated in surfactant and size selected. Using atomic force microscopy the nanosheets in each size fraction were statistically analysed, producing the mean nanosheet length and volume fraction weighted mean layer number for each sample. A well-defined absorbance peak was observed at approximately 6 eV in the UV-Vis spectrometer, with a zero absorbance at energies of less than 3.5 eV consistent with wide bandgap semiconductor. By relating the nanosheet thickness to the position of peak maximum, a thickness-dependent metric was generated suggested to arise from excitonic confinement effects. The exci-
tonic peak for LPE BN was Stokes-shifted upwards by 0.4 eV when compared to previously reported values$^{315-317}$ which were attributed to the different sample environments.

Raman spectroscopy measurements showed a single G band mode of h-BN at approximately 1366 cm$^{-1}$. A SC surfactant peak was found to contribute at this position and subtracted using double Lorentzian fitting to accurately determine the position and width of the h-BN G band. A linear fit of peak width as a function of inverse nanosheet thickness suggested that broadening is due to solvatochromic effects. A model was designed based on the change in peak width with the outer monolayer-liquid interface and related to the nanosheet thickness. The model can be used as a metric for an estimation of nanosheet thickness from the width of the G band. This metric could be altered for other systems where the air-substrate interface is well-defined such as CVD grown BN. Two metrics, from two different spectroscopic techniques provide a quantification of layer number for a commonly used 2D material. While the UV-Vis metric will primarily be used for liquid exfoliated h-BN, the Raman spectroscopy metric, whilst providing insights into the G-band Raman mode, could in fact be useful to many researchers producing 2D h-BN with other methods.

While various surfactants had been used as stabilizers during liquid phase exfoliation, the effect of surfactant choice and concentration on nanosheet yield and dimensions had yet to be explored comprehensively. A broad range of commercially available standard surfactants were chosen to investigate the role of surfactants in liquid phase exfoliation using WS$_2$ as a model system. Through both UV-Vis and Raman spectroscopy as well as zeta potential measurements, the effect of each surfactant on the concentration, lateral size and thickness of nanosheets was investigated. In general, all ionic surfactants studied behaved in a similar manner: when exfoliated, all nanosheets were found to become laterally smaller and thinner at surfactant concentrations above $\sim$10 mM. The average number of layers fell as low as 2 with lengths as low as 50 nm for very high surfactant concentrations (70 mM). Nanosheet concentration also decreased at the same surfactant concentration threshold of 10 mM.

Therefore, it was suggested that surfactant choice might be less critical a factor in LPE than one might expected. Other factors such as cost and environmental effects could
prove more important when choosing a suitable surfactant for liquid phase exfoliation, an important result for large-scale producers of graphene for example. Ionic conductivity measurements revealed that all surfactants fall on the same curve for nanosheet dimensions, increasing in ionic conductivity with increasing surfactant concentration. A threshold ionic conductivity value of 0.5 mS cm$^{-1}$ was noted to be the point at which electrostatic screening takes effect resulting in destabilization of nanosheets in dispersion - an interesting results indicating that the surfactant concentration has a vital role to play in the stabilisation of LPE nanosheets.

In addition to examining the LPE technique with commonly used materials such as h-BN and WS$_2$, two novel 2D materials SnP$_3$ and SiP were liquid exfoliated for the first time. Layered 2D materials have both high surface areas compared to bulk and the potential to store large amounts of lithium in lithium ion batteries. The improvement of LIBs would help the increasingly important development of electric vehicles and energy storage. Two materials were selected from 2D crystal databases, on account of their elemental composition containing silicon and phosphorous both with high theoretical capacities. Indeed both of these compounds, SnP$_3$ and SiP, were predicted to have extremely high specific capacities of 1670 and 3060 mAh g$^{-1}$ respectively. SnP$_3$ was liquid exfoliated and fully characterised using a range of spectroscopy and microscopy. Examining the UV-Vis extinction spectrum over time, the intensity dropped to approximately 65% of its initial value indicating that the dispersions should be processed relatively quickly to avoid sample degradation. AFM on size selected samples revealed the nanosheets exfoliated and trapped at higher speeds are relatively thin (<20 layers) but low speeds produce very thick nanosheets with low aspect ratios for all sizes of 10-30. These low ratios however were suggested to give better performance in battery electrodes, as larger aspect ratios can lead to long diffusion times. SnP$_3$-CNT composites formed high performance lithium storage anodes, displaying record capacity for a 2D-based anode when normalised to total electrode mass and reaching near-theoretical capacity when normalised to the active mass. With the addition of CNTs, very thick electrodes (>300 µm) were fabricated, leading to the highest reported (stable) areal capacity for a 2D-based electrode.

A time dependence study of a standard SiP sample revealed that a drop of intensity of approximately 18% indicating that liquid exfoliated SiP may in fact be more stable in
dispersion than SnP3. However, EDX showed higher levels of oxidation at approximately 12%. AFM on size selected samples showed thinner nanosheets than SnP3, with the two smallest fractions producing mean layer numbers of less than 10, albeit isolated at higher relative centrifugal force. Spectral changes with size due to edge and confinement effects were observed through both UV-Vis and Raman spectroscopy. The absorbance band edge was found to downshift with increasing layer number. Similarly, the normalised Raman intensity at 409 cm\(^{-1}\) was observed to decrease in intensity with increasing nanosheet size. Cells prepared using FEC-based electrolyte came close to theoretical capacity (3060 mAh g\(^{-1}\)) at low current densities. More electrochemical testing is still needed but SiP batteries could be the highest areal and specific capacity 2D lithium-storing electrode ever reported. There is potential for both of these novel 2D materials for use in LIBs, however the laboratory synthesis of both materials is tedious and time consuming. This could be overcome by the use of large-scale ball milling combined with automated pelletising. Wet-jet milling\(^{454}\) may also help in the upscaling of liquid-exfoliation to produce large quantities of these high-performing 2D materials.

Ultrasonication, the method used to produce these 2D battery materials as well as the h-BN and WS\(_2\) in other chapters works on the basis of bubble collapse. Another way bubbles are formed and collapse is in a kitchen kettle, a technique which was examined and optimised using graphite as a starting material. Two kettle techniques were demonstrated, the first a standard kitchen kettle producing very low yields of graphene after multiple cycles and the second a modification of the kettle in which a cooling coil allows for a rolling boiling to be maintained for long periods of time, increasing the number of bubbles. The increased heating time using the optimised set up gave a 10-fold increase in nanosheet concentration. EDX and XPS measurements revealed characteristic graphene signatures but also oxygen peaks suggesting the presence of defects. Similarly, a large D band was observed in Raman spectra, indicative of defective graphene.

AFM on size-selected samples confirmed the improved exfoliation efficiency of the optimised method through an increase in FLG. It was suggested that the energy output from the standard kettle only partially exfoliates, producing graphitic-like material with few nanosheets below 10 layers. The optimised kettle exfoliated the material for longer times and in turn with greater efficiency. Two regimes were proposed to exist in exfoliation
with the optimised kettle. The first regime was similar to the standard kettle in which only partial exfoliation of graphite occurred. In the second regime large, thin nanosheets were exfoliated by neighbouring basal-plane defective sheets being easily cleaved from one another with the optimised energy input. The kettle samples were revealed to produce thicker nanosheets when compared to tip-sonicated nanosheets with the same starting material.

Graphene produced with the standard kettle was used to make G-putty, a viscoelastic sensor demonstrating Gauge factors of up to 500. The exfoliation in a kitchen kettle is in its infancy and what was presented was a proof-of-concept study. The work demonstrated that boiling successfully exfoliates graphite in a similar manner but to a lesser extent than ultrasonication. There is scope to further optimise the energy output and heating time of the kettle which would lead to greater efficiency. Upscaling this process to industrial levels may be achievable, given the relatively simplicity of the setup.

The results presented in this thesis advance our current understanding of nanosheet dimensions and their interaction with light in a variety of aqueous surfactant solutions. The two novel materials exfoliated suggest there are potentially many more 2D materials yet to be explored with promising battery applications. A new method of nanosheet production confirms that bubble collapse is at the heart of the liquid-exfoliation process whether it be ultrasonication or boiling.

**Future Work**

Two new materials were synthesised and exfoliated in Chapter 6, inspired by a wave of 2D databases in recent years predicting over a thousand possible two-dimensional layered materials. Other unexplored materials containing Si, Ge and P may be exfoliated and integrated into composite electrodes with high capacities. The theoretical capacities of these materials can be calculated prior to any synthesis and exfoliation. An ideal material would be one with a high theoretical capacity that is easily synthesised or commercially available but perhaps more crucially be chemically stable with a high degree of lithium reversibility. Potential materials of interest from the database by Cheon et al. include \( \text{In}_2(\text{PSe}_3)_3 \), \( \text{Ni}(\text{P}_3)_2 \), \( \text{Sb}(\text{PO}_3)_5 \) and \( \text{Si}_2\text{CuP}_3 \) all containing large amounts of phosphorous.
or silicon. Of course these databases are not only a useful resource for new battery materials. There is a tremendous amount of potential in these lists to find novel materials that could be liquid-phase exfoliated for a range of other applications including electronic devices and catalysts.

The work in Chapter 7 showed that the partial exfoliation of graphite in a kettle is possible with increased FLG produced when a rolling boil is maintained for a long period of time. The data cloud in Figure 7.9 showed two distinct L-N relationships for the kettle exfoliated material leading to the proposal of two exfoliation regimes, the FLG thought to be produced through easy peeling of neighbouring defective stacks. It would be interesting to test whether the relative population in each regime changes when the same dispersion is subject to two subsequent exfoliation runs. The sample would be prepared in the kettle as standard, centrifuged to remove unexfoliated material and then exfoliated a second time. By doing so, the idea would be that the sample would be enriched in defective material. Defective layers that were perhaps in the middle of a stack in the first exfoliation, having been peeled through the boiling process might now be on the surface at the solid-liquid interface and so may be even more easily cleaved in subsequent exfoliation. Moreover, for every cleaved surface, two new defective surfaces are created where a similar process can occur. A sample would be made with two repeated exfoliation runs and then subject to the same size selection parameters and compared to both the standard and optimised kettle data in the cloud.

When comparing the tip-sonicated Haydale graphite, the graphite used in the kettle exfoliation, to Sigma Aldrich graphite, commonly used in LPE, the Haydale graphite was upshifted to thicker layer numbers for low speed trappings. This suggests that the Haydale graphite may in fact be more defective than Sigma Aldrich, confirmed by the higher Raman $I_D/I_G$ ratio of 0.2 compared to 0.08 for Sigma Aldrich. As a way of supporting the proposal that the kettle exfoliates primarily defective material, a low defect starting graphite e.g. from Henglide Qingdao Graphite Company could be tested. By comparing the yields and dimension of graphene produced by low and high defect starting materials, the exfoliation mechanism described above could be confirmed.

More data points in the plot of mean nanosheet area versus layer number (Figure 7.12)
for the tip-sonicated Haydale graphite i.e. smaller sizes, would also give insights into the exfoliation mechanism of this particular starting material. The yield from ultrasonication is large enough that many more sizes can be trapped at higher centrifugation speeds. It may be the case that smaller sizes are in line with the Sigma Aldrich data, changing the slope of the Haydale tip-sonicated fitted line, related to the characteristic monolayer length, $D_{ML}$, and in-plane out-of-plane ratio. This result could give a higher $D_{ML}$ than initially thought, indicative of larger, thin sheets produced but most likely more defective. Raman spectroscopy on size-selected, tip-sonicated Haydale graphite would help in the analysis of the defect content and is planned for the near future.

The role of the surfactant in the boiling process could also been examined in more detailed. Previous studies have shown that additives have a vital part to play in bubble formation as a result of nucleate boiling.\textsuperscript{455,456} The addition of surfactants to water increases the surface tension of the solution and at low concentrations is found to enhance the nucleate boiling process by increasing the number of active nucleation sites from which bubbles are formed. Sonochemical studies have reported similar behaviour where bubble population is increased but size reduced when surfactants are added.\textsuperscript{457} In higher concentration surfactant solutions however more bubbles are observed that may in fact suppress any coalescence, causing considerable foaming.\textsuperscript{455} Foaming of course would be potentially problematic in the kettle set up and so high surfactant concentrations may be avoided. A study varying the surfactant concentration at low concentrations on the other hand could tune the amount of bubble collapse while boiling, increasing the yield of exfoliated material.
Appendices

A Methods

A.1 Photographs of experimental setups

Figure A.1: Hettich Mikro 220R Centrifuge with fixed angle rotor 1016 used for size-selecting LPE samples.
Figure A.2: Perkin Elmer Lambda 1050 UV-Visible Spectrometer with built-in integrating sphere to measure the true absorbance of samples.

Figure A.3: Horiba Jobin-Yvon LabRAM HR80 Raman Spectrometer with 614 nm and 532 nm lasers used in this work.
Figure A.4: Bruker Multimode 8 atomic force microscope used in ScanAsyst™ mode with OLTESPA-R3 probes.

Figure A.5: Left: Folded capillary cell and right: Malvern Zetasizer used to measure the zeta potential of LPE samples.
A.2 Sonication time dependence on nanosheet dimension and concentration

Figure A.6: Sonication time dependence using WS$_2$ showing (A) Concentration, (B) Mean nanosheet length and (C) mean nanosheet thickness as a function of sonication time. Concentration scales with time$^{1/2}$ as reported previously.$^{25,191}$ Nanosheet dimension does not vary considerably with sonication time. All parameters were estimated using established metrics with the same methods as the WS$_2$ nanosheets in Chapter 5.
A.3 Uncertainties in AFM analysis

Mean arithmetic values are extracted from 100-250 nanosheet counts for each sample with the standard error of the mean used as a measure of uncertainty for each mean $<N>$ and $<L>$. Size-selected LPE graphene data is shown in Figure A.7 below as a sample data set to analyse uncertainties.

![AFM images and histograms](image)

**Figure A.7:** Representative AFM images (top row), length (middle row) and layer number (bottom row) distribution histograms on five graphene trappings produced from a standard size selection cascade. The width of each log-normal distribution, $\Gamma$, is given. From left to right: 0.1-0.4k g, 0.4-1k g, 1-5k g, 5-10k g and 10-30k g. Data from Backes et al.\textsuperscript{202}

The mean nanosheet length (nm) and layer number is extracted from the log-normal distributions of each sample. From the histograms above, the population distribution width narrows as the centrifugation speed increases and nanosheet dimension decreases. The standard deviation of each data set is related to the distribution width while the standard error of the mean gives the error associated with each mean. The more polydisperse a sample is, the larger the standard deviation and width. For the lower centrifugation speeds, the distribution is wider resulting in a larger standard deviation as shown in Figure A.8 below. As the centrifugation speed is increased and the nanosheet dimension decreases both the width and standard deviation decrease relative to the standard error of the mean due a decrease in sample polydispersity.
The distribution width gives information on how broad the dimension distribution is but has less of an impact on the nanosheet average size. For example, if a peak shifts with $<N>$, the distribution width will have an impact on the peak width, whereas the average will change the position. This is seen more clearly in Figure A.8 where the standard error of the mean varies weakly with nanosheet size compared to the standard deviation and FWHM. Research thus far (and in this thesis) is focused on analysing the average properties of each trapping and so the uncertainty in mean nanosheet dimensions are represented by the standard error of the mean. The width of the distribution is represented throughout the thesis however, as an indication of the range of nanosheets present in a trapping.

**Figure A.8:** Standard deviation (black), standard error of the mean (red) and full width at half maximum (blue) versus (A) mean layer number and (B) mean nanosheet length (nm) for size-selected LPE graphene data extracted from Figure A.7 above.
B Spectroscopic metrics of h-BN

B.1 Additional AFM data

Figure B.1: Representative AFM images (top row), layer number (middle row) and length (bottom row) distribution histograms on two trappings produced from the standard size selection cascade. From left to right: 0.4-1k g, 5-10k g.
B.2 Weighted $<N>$ comparison

The arithmetic versus volume fraction mean layer number are compared in Figure B.2 below where $<N>_{Vf}$ is shown to be directly proportional to $<N>$ with a ratio of $\sim 1.5$. The volume fraction mean layer number is an alternative measure of nanosheet thickness which reflects the fact that mass tends to be concentrated in thicker nanosheets. The volume fraction weighted mean nanosheet thickness is analogous to the weight-average-molecular-weight in polymer physics\(^{309}\) as opposed to arithmetic $<N>$ comparable to the number-average-molecular-weight. Weighting by volume fractions will give a different quantitative relationship when comparing to spectroscopic values than if one used number means, however the trend will remain the same.

![Graph showing the relationship between arithmetic and volume fraction weighted mean layer number](image)

**Figure B.2:** Relationship between the arithmetic mean layer number, $<N>$ and the volume fraction weighted mean layer number, $<N>_{Vf}$
B.3 Overnight Centrifugation Decoupling

Figure B.3: Representative AFM images, layer number \( \langle N \rangle \) and length \( \langle L \rangle \) distribution histograms on two fractions after LCC that were subjected to a 16 h centrifugation at 50 g to obtain a different length-thickness relationship. Left: from the initial 0.1-0.4 k g sample. Right: from the initial 0.4-1 k g sample. The lateral size distribution is very similar in both trappings, but the nanosheets in the 0.4-1 k g sample are significantly thinner after the overnight centrifugation.
B.4 Scattering dependence on nanosheet size and thickness

Figure B.4: Absorbance/Extinction/Scattering spectra of the BN standard samples.
B.5 Raman Laser Power

The following Raman laser power experiments were carried out by Dr. Claudia Backes at Heidelberg University.

![Raman spectra of bulk h-BN measured at different laser power as indicated in the figure legend. At higher laser power (> 5mW), noticeable broadening is observed due to sample heating. The laser power was thus fixed to 1.4 mW as a compromise between signal intensity and heating induced broadening.](image)

**Figure B.5:** Raman spectra of bulk h-BN measured at different laser power as indicated in the figure legend. At higher laser power (> 5mW), noticeable broadening is observed due to sample heating. The laser power was thus fixed to 1.4 mW as a compromise between signal intensity and heating induced broadening.
**Figure B.6:** Impact of laser power. (A-B) Fitted Raman spectra of the thinnest samples 5-10k g (A) and 10-22k g (B) measured at different laser power. To reduce the error in the fit, the samples were transferred to H$_2$O by centrifugation prior to deposition to reduce potential contribution from SC to the spectra. (C) Plot of G-band position as function of laser power. (D) Plot of G-band width as function of laser power. A logarithmic increase in width with laser power is found in both cases, as shown in the panel. We found $\Gamma_0$ to increase with increasing central-g value (decreasing thickness). However, for both samples, $\Gamma'=1.19$. The laser power of 1.4 mW was chosen as compromise between good signal to noise ratio and broadening induced by heating. Note that measurements below a laser power of 0.2 mW gave a very poor signal to noise ratio even for >100 accumulations and extensive integration times (> 10 s per spectrum).

This power dependent data implies the linewidth to be the sum of an intrinsic and a power dependent contribution. With reference to the fits, this then implies that

$$\Gamma_{G\text{-band}} = \Gamma_{G\text{-band},0}^\text{Bulk} + \Gamma' \log P + \frac{2\Delta \Gamma_{M-B}}{\langle N \rangle_{Vf} + 1} \approx 8.5 + 1.19 \log P + \frac{17}{\langle N \rangle_{Vf} + 1} \quad (B.1)$$
and so the volume weighted mean layer number $\langle N \rangle_{Vf}$ is

$$\langle N \rangle_{Vf} = \frac{17.2}{(\Gamma_{G\text{-band}} - 8.5 - 1.19 \log P) - 1}$$

(B.2)

where $\Gamma_{G\text{-band}}$ is in cm$^{-1}$ and $P$ is in mW.

### B.6 G-band Comparison with Mean Nanosheet Length

![Figure B.7](image)

**Figure B.7:** Plot of the BN G-band width (FWHM) as function of $1/\langle L \rangle$. The data is more scattered compared to the plot of the FWHM as function of $1/\langle N \rangle$ shown in Figure 4.8D suggesting that the broadening is an effect related to the nanosheet thickness rather than lateral size.
C Effects of Surfactant Choice and Concentration on Nanosheet Dimension

C.1 Experimental Design

A two step sonication process was performed in this study as a way of removing impurities present in the starting material. The first sonication was done in deionised water and impurities were removed in the discarded supernatant after high speed centrifugation. On first look, it may seem that this extra step is unnecessary and time-consuming. However, a set of reference experiments were completed (by Dr. Claudia Backes) where no purification step was done. MoS$_2$ was exfoliated via tip sonication for both 1 h and 8 h in sodium cholate aqueous surfactant solution (1.5 g L$^{-1}$) without any pretreatments. The samples were immediately filtered without centrifugation such that the nanomaterial remained on the filter membrane. The filtered liquid was then analysed. As a further comparison, MoS$_2$ was also bath-sonicated in pure water.

![Figure C.1](image)

Figure C.1: Reference experiment to illustrate the importance of the pre-cleaning sonication step. (A) Extinction spectra of the filtered liquid from MoS$_2$ tip-sonicated in aqueous SC (1.5 g L$^{-1}$) compared to bath sonication in pure water and the aqueous SC solution. (B) Plot of ionic conductivity of these samples as function of extinction at 195 nm.

In Figure C.1 above, there is some absorbance detected in the UV-Vis region. As mentioned in Chapter 5, oxidation can occur in the UV region of the absorbance spectra, skewing the $<L>$ metric. Therefore peak intensity ratios across the visible region were chosen in efforts to mitigate this factor (Details C.2). The absorbance of the filtered liquids has a dif-
ferent spectroscopic fingerprint than pure SC which can be attributed to soluble impurities that are released on sonication. These features are similar in the bath and tip sonicated samples. Longer sonication times lead to more pronounced features in the spectra. This suggests that an initial sonication in water can remove a large amount of impurities, although tip sonication in surfactant might be even more efficient. Unfortunately, this would add an additional uncertainty to the final surfactant concentration so a compromise was made and pre-sonication was completed in water.

The need for removal of impurities is demonstrated in Figure C.1B. A plot of the ionic conductivity (measured in situ with Zeta potential) versus the extinction at 195 nm gives well-defined scaling. High conductivity values for tip sonication show that impurities are indeed predominantly ionic in nature. In Chapter 5, it was noted that the observed drop in nanosheet concentration, <\textit{L}> and <\textit{N}> is due to electrostatic screening resulting in destabilization. It is therefore important to rule out effects on ionic conductivities due to impurities. This can be done to a large extent by performing the two-step sonication.

As well as the two-step sonication, a two-step centrifugation was also completed. Each sample was centrifuged at low speed to remove large, unexfoliated material and then to centrifuge at high speed to remove very small nanomaterial, potentially remaining impurities and most importantly, to increase the nanosheet concentration in all samples to facilitate the PL/Raman measurements. After the high speed step, the sediment was re-dispersed in the nominal surfactant concentration i.e. the same surfactant concentration in which it was exfoliated. To investigate whether there was a considerable change in samples pre and post high speed trapping, two samples were prepared in which the supernatant after low speed centrifugation was analyzed. By doing this, no additional surfactant was added after exfoliation but very small residues and nanoparticles remained in dispersions. The samples were characterized with the same methods and trapped (0.1-21 kg) and non-trapped (0.1 kg supernatant) samples and compared in Figure 5.4, Chapter 5.

C.2 Metric Comparison: UV and Visible Range

The <\textit{N}> metric shown in Chapter 5 is only strictly accurate for <\textit{N}> <10 layers above which point the material becomes bulk like. However, nanosheets produced via LPE have intrinsically linked length and thickness i.e. as nanosheets become laterally larger they
are also thicker. Larger, thicker nanosheets will have a greater scattering contribution to the thickness. The scattering is red-shifted to the absorbance in the resonant regime and so the A-exciton peak shift above 10 layers is in fact due to the overall increase in dimension. This can be seen for nanosheets with lengths >150 nm and layer number >10. The increased scattering contribution for <L> >150 nm changes the scaling of the peak intensity ratio in the visible range, reducing the reliability of the metric. The <L> metric using spectral positions in the UV region is still expected to hold and since larger nanosheets were found in lower surfactant concentrations (Section 5.2.4 Chapter 5)), the UV region is not expected to skewed by surfactant absorbance.

As a test of the size/thickness determination accuracy, <L> was determined from two different metrics in Figure C.2B. The metric with the ratio of the A exciton to the extinction at the local minimum of 290 nm is used for L > 150 nm because it allows for greater sensitivity for larger nanosheets, while Ext_{465}/Ext_{365} was used for L < 150 nm. L versus N in Figure C.2A bends at larger N values due to the fact that this visible range metrics are less accurate for larger nanosheets. L vs N in Figure C.2B follows a linear fit on log-log of L-N as reported previously.\(^{19,133,202}\) This is probably a more realistic picture of the size-thickness relation. Having said that, the average nanosheet length versus surfactant concentration (Figure C.3) becomes more scattered. Importantly, the overall trend is not influenced by varying between metrics. Metric for all L values in Figure C.2A (and Chapter 5) and for L <150 nm in C.2B for WS\(_2\)\(^{361}\)

\[
< L > = \frac{3.698238\text{Ext}_{465nm} - \text{Ext}_{365nm}}{0.01164\text{Ext}_{365nm} + 0.00111\text{Ext}_{465nm}}
\] (C.3)

Metric for L >150 nm in Figure C.2B for WS\(_2\)\(^{20}\)

\[
< L > = \frac{1000\frac{\text{Ext}_{A-exciton}}{\text{Ext}_{290nm}} - 7.6}{2.8}
\] (C.4)

Metric for L in Figure C.2A and B for MoS\(_2\)\(^{363}\)

\[
< L > = \frac{0.48182\text{Ext}_{400nm} - \text{Ext}_{443nm}}{0.01774\text{Ext}_{443nm} - 0.02125\text{Ext}_{400nm}}
\] (C.5)
Figure C.2: (A) Mean nanosheet length versus mean nanosheet layer number using Equation C.3 as in Chapter 5 and Biccai et al.\textsuperscript{361} (B) Nanosheet length versus mean nanosheet layer number using Equation C.3 from Biccai et al.\textsuperscript{361} for $L < 150$ nm and Equation C.4 for $L > 150$ nm from Backes et al.\textsuperscript{20} In both (A) and (B) the metric for MoS$_2$ used is from Djamil et al.\textsuperscript{363} as in Equation C.5 and Chapter 5.

Figure C.3: (A) Mean nanosheet length as a function of surfactant concentration using Equation C.3 as in Chapter 5 and Biccai et al.\textsuperscript{361} (B) Nanosheet length as a function of surfactant concentration using Equation C.3 from Biccai et al.\textsuperscript{361} for $L < 150$ nm and Equation C.4 for $L > 150$ nm from Backes et al.\textsuperscript{20} In both (A) and (B) the metric for MoS$_2$ used is from Djamil et al.\textsuperscript{363} as in Equation C.5 and Chapter 5.

C.3 Error Analysis

In order to test the reproducibility of the experiments, the 2 g L$^{-1}$ SC sample was made 3 times and a mean value was calculated from UV Vis spectrometry. The standard error of
the mean (SE) was also estimated and tabulated below. This demonstrates that the reproducibility errors are generally low (3% for \(<N>\), 1% for \(<L>\) and 9% for concentration).

<table>
<thead>
<tr>
<th>Sample</th>
<th>UV-Vis (&lt;L&gt;) (nm)</th>
<th>UV-Vis (&lt;N&gt;)</th>
<th>Conc(_{NS}) (g L(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>209</td>
<td>12.6</td>
<td>2.57</td>
</tr>
<tr>
<td>2</td>
<td>212</td>
<td>13.3</td>
<td>2.04</td>
</tr>
<tr>
<td>3</td>
<td>207</td>
<td>12</td>
<td>1.87</td>
</tr>
<tr>
<td>Mean ± SE</td>
<td>209.7 ± 1.3</td>
<td>12.6 ± 0.4</td>
<td>2.16 ± 0.21</td>
</tr>
</tbody>
</table>

**Figure C.4:** Table of values of a 2 g L\(^{-1}\) SC sample produced 3 times and measured via UV-Vis spectroscopy and mean and SE calculated.

To further assess the error in determining nanosheet dimensions and concentrations from the UV-Vis based metrics, the published correlation (see Figure C.5) was re-analyzed to estimate the overall standard error of the regression used to establish the metrics. This can be considered as a combined error from AFM uncertainty to determine the standard error of the mean size, uncertainty in determining the metric values from UV-Vis (extinction ratio and peak position, respectively), as well as batch to batch variations. For each data point, the distance of the data point to the fit curve was measured and divided by the respective \(<L>\) and \(<N>\) values of the fit line. The overall error of the regression was then determined as the average of these values. This gives an overall error of 6% for \(<L>\) and 13% for \(<N>\). In the case of concentration, another 5% error was added to the 6% error used from determining \(<L>\) to account for pipetting errors and uncertainties in measuring the sample volume. The error in number of nanosheets per volume is the combined error of \(<L>\), \(<N>\) and concentration which was determined as follows with all errors as percentages.

The uncertainty in the volume of 1 nanosheet was estimated as:

\[
\Delta V_{1NS} = \sqrt{(2\Delta L)^2 + (\Delta N)^2}
\]  

(C.6)

The mass of nanosheets was estimated from the error in concentration and volume of liquid (as 5% pipette error) as:

\[
\Delta Mass = \sqrt{(\Delta Conc_{NS})^2 + (\Delta Vol_{Liquid})^2}
\]  

(C.7)
The total volume of nanosheets was estimated using the $\Delta$Mass, the density ($WS_2: 7.5\text{g cm}^{-3}$), and the volume of 1 nanosheet:

$$\Delta V_{TotalNS} = \sqrt{(\Delta Mass)^2 + (\Delta V_{1NS})^2}$$  \hspace{1cm} (C.8)

Finally the nanosheets/vol was estimated through the total number of nanosheets as a ratio of liquid volume. Again we include a 5% pipette error to factor in the volume uncertainty:

$$\Delta(Nanosheets/Vol) = \sqrt{(\Delta V_{TotalNS})^2 + (\Delta V_{Liquid})^2}$$  \hspace{1cm} (C.9)

Giving a total error for the nanosheets per volume to be 22% as seen in the error bars of Figures 5.5, 5.7 and 5.8 in Chapter 5.

Figure C.5: (A) Data and metric (dashed line) from Biccai et al.$^{361}$ used to establish the L metric error of 6% above (B) Data and metric (dashed line) from Synnatschke et al.$^{133}$ used to establish the N metric error of 13% above.
C.4 Robustness of Metrics

Given the number of samples in this study (>80), it was not feasible to do statistical microscopy with each sample requiring at least 100 nanosheet counts. Metrics allowed us to quickly and efficiently estimate L, N and concentration for each sample. After initial reports on spectroscopic metrics for LPE TMDs, subsequent work has further verified their robustness. To even further validate the metrics however, statistical microscopy was completed on 0.1, 2 and 40 g L$^{-1}$ SC samples as well as the 0.1 and 40 g L$^{-1}$ SC used in the re-stabilization test as represented in the Figures C.6, C.7 and C.8 below.

**Figure C.6:** Top Row: Representative AFM sample images for 0.1, 2 and 40 g L$^{-1}$ SC samples respectively (from left to right). Middle Row: Length histograms for 0.1, 2 and 40 g L$^{-1}$ SC samples respectively (from left to right). Bottom Row: Layer number histograms for 0.1, 2 and 40 g L$^{-1}$ SC samples (from left to right) showing characteristic log-normal distribution for LPE materials.
Figure C.7: (A) Representative AFM sample image for 0.1 g L\(^{-1}\) re-stabilized sample. (B) Representative AFM sample image for 40 g L\(^{-1}\) re-stabilized sample. (C,D) Comparison of the population distribution between low and high concentration re-stabilized dispersions for (C) Nanosheet Length, L and (D) Layer number, N.

Figure C.8: A comparison of \(\langle L \rangle\) and \(\langle N \rangle\) values from both UV-Vis spectroscopy and AFM.

<table>
<thead>
<tr>
<th>Sample</th>
<th>AFM (\langle L \rangle) (nm)</th>
<th>UV-Vis (\langle L \rangle) (nm)</th>
<th>AFM (\langle N \rangle)</th>
<th>UV-Vis (\langle N \rangle)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 g L(^{-1}) SC</td>
<td>201 ± 9</td>
<td>210</td>
<td>9.3 ± 0.6</td>
<td>12.6</td>
</tr>
<tr>
<td>0.1 g L(^{-1}) SC</td>
<td>191 ± 11</td>
<td>199</td>
<td>9.6 ± 0.7</td>
<td>11.6</td>
</tr>
<tr>
<td>40 g L(^{-1}) SC</td>
<td>65 ± 3</td>
<td>75</td>
<td>2.6 ± 0.3</td>
<td>2.0</td>
</tr>
<tr>
<td>Restabilized 0.1 g L(^{-1}) SC</td>
<td>196 ± 9</td>
<td>182</td>
<td>7.9 ± 0.6</td>
<td>8.7</td>
</tr>
<tr>
<td>Restabilized 40 g L(^{-1}) SC</td>
<td>74 ± 3</td>
<td>78</td>
<td>3.3 ± 0.2</td>
<td>3.2</td>
</tr>
</tbody>
</table>
C.5 Surfactant type, starting concentration and material comparisons

Sodium Deoxycholate versus Sodium Cholate

**Figure C.9:** Concentration, yield% and nanosheet dimensions for both sodium cholate (black) and sodium deoxycholate (green) surfactants (A) Nanosheet concentration as a function of surfactant concentration with nanosheet concentration (B) Yield% plotted versus surfactant concentration (C) Mean layer number $<N>$ as a function of surfactant concentration (D) Mean nanosheet length $<L>$ as a function of surfactant concentration.
Starting WS$_2$ concentration comparison

**Figure C.10:** Concentration, yield%, nanosheet dimensions, absolute zeta potential and Raman/PL ratio for three different starting concentrations of WS$_2$ (10, 20 and 40 g L$^{-1}$) versus surfactant concentration. Other than an increase (decrease) in nanosheet concentration for an increased (decreased) amount of starting material, starting concentration does not affect the outcome. (A) Nanosheet concentration as a function of surfactant concentration with nanosheet concentration expressed in molarity for better comparison across materials (B) Yield% plotted versus surfactant concentration (C) Mean nanosheet length $<L>$ as a function of surfactant concentration (D) Average layer number $<N>$ as a function of surfactant concentration (E) Intensity PL/Intensity WS$_2$ Raman mode as a function of surfactant concentration (F) Absolute zeta potential plotted versus surfactant concentration.
Material dependence, a comparison of WS$_2$, MoS$_2$ and Graphene

Figure C.11: Concentration, yield% and nanosheet dimensions for three different nanomaterials: WS$_2$, MoS$_2$ and graphene in SC (A) Nanosheet concentration as a function of surfactant concentration with nanosheet concentration expressed in molarity for better comparison across materials (B) Yield% plotted versus surfactant concentration (C) Mean nanosheet length $\langle L \rangle$ as a function of surfactant concentration (D) Mean layer number $\langle N \rangle$ as a function of surfactant concentration.
Changing the surfactant head group: LDS vs. SDS

Figure C.12: Concentration and nanosheet dimensions for both lithium dodecyl sulfate (LDS) and sodium dodecyl sulfate (SDS) surfactant (A) Nanosheet concentration as a function of surfactant concentration (B) Mean layer number $\langle N \rangle$ as a function of surfactant concentration (C) Mean nanosheet length $\langle L \rangle$ as a function of surfactant concentration.
C.6 Non-ionic Surfactants

Concentration, thickness and length remain relatively constant for non-ionic surfactants compared to their ionic counterparts (Figure C.13). Non-ionic surfactants such as those used in this work stabilize nanosheets by creating a bulky, physical barrier between the nanosheets preventing any reaggregation. It appears that this steric hindrance alone from bulky molecules such as Tween20/80® and Brij® leads to thicker and bigger nanosheets than ionic surfactants. It may be possible that electrostatic interactions between ionic surfactants and their dissociated ions with the material enable further exfoliation towards smaller and thinner nanosheets. It is likely that Tween® and Brij® have weaker attractive interactions between their tail groups and the nanosheet surface compared to ionics. Similarly for the head group, ionics have a charged head group that creates strong repulsive interactions with water ions while the head group of non-ionics has no charge and thus only create short-range repulsive interactions in the environment.

In terms of stability there is a decreasing zeta potential for increasing non-ionic surfactant concentration. The effective surface charge present at low surfactant concentration may be due to adsorption of charged impurities as predicted for graphene stabilized in non-ionic surfactant. An increase in surfactant concentration could decrease the effective concentration of impurities and lower the zeta potential as seen in Figure C.13. WS$_2$ nanosheets coated with non-ionic surfactants may be partially stabilized by smaller electrostatic interactions which is why there is a small rather than negligible zeta potential, even at high surfactant concentration.
Figure C.13: Non-ionic surfactant nanosheet dimensions, concentration and zeta potential (A) Average nanosheet length $<L>$ as a function of surfactant concentration obtained via metrics discussed in C.2 (B) Nanosheet concentration as a function of surfactant concentration (C) Average layer number $<N>$ as a function of surfactant concentration obtained via metrics discussed in C.2 (D) Absolute zeta potential plotted versus surfactant concentration.
C.7 Comparison of Surfactant Type

Figure C.14: Mean number of layers plotted versus surfactant concentration for (A) Nonionic (B) Cationic and (C) Anionic surfactants.

Figure C.15: Mean number of layers plotted versus surfactant concentration for (A) Nonionic (B) Cationic and (C) Anionic surfactants.
C.8  Raman Peak Intensity versus Peak Area

Each Raman spectrum was background subtracted and normalized to the WS\textsubscript{2} 2La(M) and \( E_{2g}^{1} \) (\( \Gamma \)) modes are present at approximately 356 cm\(^{-1}\). Both the intensity ratio using the height of the PL peak in the normalized spectra as well as the fitted area were extracted. The PL/Raman intensity was found to scale linearly with PL area (Lorentzian fitted) in line with previously investigated Raman spectra of LPE WS\textsubscript{2} nanosheets\textsuperscript{,370} in Figure C.16 below.

Figure C.16: Raman Intensity ratio (Photoluminescence to Raman signal) plotted versus Area of the PL peak at approximately 2460 cm\(^{-1}\), for a random selection of points across a range of surfactants.
D Novel 2D materials for battery applications: SnP$_3$ and SiP

D.1 Synthesis methods for SnP$_3$ and SiP

SnP$_3$

SnP$_3$ was synthesised by Dr. Christopher Benndorf and Prof. Oliver Oeckler at Universität Leipzig. Powdered red phosphorus (98.9%, ABCR, Karlsruhe, Germany) and tin (99.999%, Fémipari Kütató Intézet, Budapest, Hungary) were used as starting materials. Before synthesis, phosphorus was treated with boiling aqueous NaOH solution (∼25%) and washed several times with demineralized water and acetone. The powder was dried in vacuum and stored under a dry argon atmosphere. The tin was cleaned with concentrated hydrochloric acid, demineralized water and acetone. The tin and phosphorous were subsequently mixed in the atomic ratio of Sn:P = 0.3:1 totalling a mass of 500 mg, and sealed in a silica glass ampule under argon atmosphere (dried over P$_4$O$_{10}$, silica gel and titanium sponge at 873 K). The sample was heated slowly to a temperature of 673 K for 7 d and cooled to room temperature by switching off the furnace. The substance was then ground to a fine powder and cold-pressed into a pellet of 6 mm diameter. This pellet was placed into a small corundum crucible and again sealed in a silica ampule under argon. The sample was then annealed at 673 K for 7 d. This procedure was repeated (heating for 11 d) after intermediate grinding and pelletizing steps to produce the final material. Its purity was checked by powder X-ray diffraction, the sample contained ∼3 wt % Sn$_3$P$_4$.

SiP

SiP was synthesised by Dr. Christopher Benndorf and Prof. Oliver Oeckler at Universität Leipzig. Silicon phosphide SiP was synthesized by using Si pieces (99.9999%, VEB Spurenmetalle, Freiberg, GDR), powdered red phosphorus (98.9%, ABCR, Karlsruhe, Germany) and tin rod (2 cm diameter, 99.999%, Fémipari Kütató Intézet, Budapest, Hungary). The Si was ground to a fine powder in cyclohexane to reduce impurities due to surface oxidation before use. The phosphorus was treated with boiling aqueous NaOH solution (w ∼ 25%) and washed several times with demineralized water and acetone. The powder was dried in vacuum and stored under a dry argon atmosphere. The tin rod was cleaned with hydrochloric acid (w ∼ 3%) and demineralized water and cut into pieces of approximately
500 mg. Mixtures of 500 mg Si and P in the atomic ratio of Si : P = 1 : 1 and approximately 6 g of tin pieces were then sealed in evacuated silica ampoules. The samples were heated slowly (heating rate 2 K min\(^{-1}\)) to 673 K and kept at this temperature for 24 h to prevent the strongly exothermic reaction of phosphorus and tin. The temperature was then increased to 1223 K within 12 h and kept for 7 d. Finally the samples were cooled to room temperature by switching off the furnace. The resulting ingots were cleaned with demineralized water and treated with boiling hydrochloric acid (400 mL, w \(\sim\) 35\%) to remove the tin flux. The remaining SiP was vacuum-filtrated and washed six times with boiling hydrochloric acid (w \(\sim\) 35\%), boiling demineralized water and acetone. The substance appeared in form of transparent dark reddish-brownish plate-like crystals with a yield of circa 75\%. Other than the SiP crystals, a small amount of an opaque colourless side-product was observed using a light microscope which could not be dissolved in H\(_2\)O, hydrochloric acid or common organic solvents (EtOH, acetone, ethyl acetate).
D.2 UV-Vis spectra of size-selected SiP

Figure D.1: (A-F) Optical extinction, absorption and scattering spectra for each size fraction in the cascade.

D.3 Non-resonant Raman (785 nm) of SiP

Figure D.2: Raman spectra of size-selected SiP nanosheets (excitation wavelength, $\lambda_{ex} = 785$ nm) dispersions, each normalized to the peak at 263 cm$^{-1}$ ($A_1^0$ mode.$^{413}$) (B) Ratio of the intensity of the Raman peak at 307 cm$^{-1}$ to 263 cm$^{-1}$ as a function of nanosheet thickness shows a decrease in intensity ratio with increasing size, levelling out as nanosheets reach bulk values (> 10 layers)
E  Exfoliation of Graphite in a Kitchen Kettle

E.1  XPS Comparison with LPE Graphene

Figure E.1: X-ray photoelectron spectroscopy (XPS) comparison of kettle graphene with LPE graphene. (A) XPS analysis of the carbon 1s core-level region of the kettle exfoliated graphite reveals the characteristic asymmetric lineshape associated with graphene. Deconvolution of the lineshape reveals a small number of oxidation components present. (B) XPS analysis of the carbon 1s core-level region of liquid phase exfoliated graphite with contributions from C-C, C-O and C=O bonds. There appears to be slightly less contributions from the oxide species, indicative of a less defective product. Image adapted from Lotya et al. 190
E.2 Lorentzian peak fitting of the Raman spectra

![Figure E.2: Example Raman spectrum of a graphene sample made in a standard kettle (excitation wavelength, \(\lambda_{ex} = 532 \text{ nm}\) normalized to the G band at 1580 cm\(^{-1}\). The D, G and D’ bands were fitted with a triple Lorentzian to extract the true peak intensities and area. The output of the fitting, used to calculate the ratios is shown in the table (right)](image)

<table>
<thead>
<tr>
<th>Model</th>
<th>Lorentz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equation</td>
<td>(y = y_0 + \frac{2A}{\pi}w(4(x-x_c)^2 + w^2))</td>
</tr>
<tr>
<td>(y_0)</td>
<td>(0.01 \pm 0.00)</td>
</tr>
<tr>
<td>(x_c)</td>
<td>(1356.05 \pm 0.22)</td>
</tr>
<tr>
<td>(w)</td>
<td>(51.13 \pm 0.77)</td>
</tr>
<tr>
<td>(A)</td>
<td>(41.02 \pm 0.53)</td>
</tr>
<tr>
<td>Adj. R-Square</td>
<td></td>
</tr>
</tbody>
</table>

E.3 Additional AFM analysis of tip-sonicated graphite

![Figure E.3: (A) Mean nanosheet length, \(<L>\) as a function of central centrifugal force \(g\). The dashed line is a linear fit to the data with \(g^{-0.47}\) scaling, in agreement with the \(g^{-0.5}\) of other 2D materials.\(^{20,202,264,310}\) (B) Mean layer number \(<N>\) as a function of central centrifugal force \(g\). The dashed line is a linear fit to the data with \(g^{-0.49}\) scaling (C) Nanosheet area (approximated as length \(\times\) width) plotted versus layer number for three different sizes. Each point represents an individual nanosheet measured by AFM.](image)
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