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Summary
Large scale antenna or massive multiple input multiple output (MIMO) systems are

one of the key enabling technologies for �fth generation (5G) of wireless commu-

nications networks and beyond. This technology o�ers huge advantages in terms

of energy e�ciency, spectral e�ciency, robustness and reliability. However, there

are some challenges that prevent the realization of full potential of massive MIMO

technology. For instance, performance of massive MIMO systems heavily relies on ac-

curate synchronization. While orthogonal frequency division multiplexing (OFDM)

is commonly used as a multicarrier modulation technique in massive MIMO sys-

tems, and it is very sensitive to frequency synchronization errors. In contrast, �lter-

bank multicarrier modulation (FBMC) based waveforms are more robust against fre-

quency o�set. Thus, the application of FBMC pulse amplitude modulation (FBMC-

PAM) to massive MIMO is proposed in this thesis as an alternative to OFDM. It

is also demonstrated that due to the absence of cycle pre�x (CP), FBMC-PAM can

provide a better bit error rate (BER) performance than OFDM. In addition, it is ob-

served that as the number of base station (BS) antennas increases, the performance

of the massive MIMO system with FBMC-PAM saturates. In fact, in an asymp-

totic regime, the noise e�ect and multi-user interference (MUI) are averaged out,

but some residual e�ects of multipath channel will remain. This saturation level,

which is the upper bound for the system performance, is mathematically calculated

and con�rmed with simulations. Moreover, it is shown that by increasing the num-

ber of subcarriers, a higher upper bound can be achieved. On the other hand, the

CP in OFDM systems e�ectively mitigates the e�ects of multipath channel, and

there will be no saturation in an asymptotic regime. Following this results, we fo-

cus on OFDM-based massive MIMO systems for the rest of this study. Hence, to

meet the requirement of accurate synchronization in these systems, a low-complexity

frequency synchronization technique is proposed. It is shown that the phase infor-

mation of the covariance of the received signals at the BS antennas is a function

of carrier frequency o�set (CFO), and if real-valued pilots are utilized, CFO can

be simply calculated from the phase information. It should be noted that due to

the spatial multiplexing in massive MIMO systems, all the users can simultaneously

share the entire available bandwidth, and channel state information (CSI) of users

is used to distinguish their signals. However, at the CFO estimation stage, the

CSI knowledge is unknown. Thus, a set of rectangular-shaped real-valued pilots are
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designed to preserve the orthogonality of the users, and a closed form formula is

calculated for CFO estimation. Since this technique has strict limitations on pilot

design, another CFO estimation technique is proposed which is more general and

can work with any pilots. In this technique, the desired user signal is separated

from the received signal by using a matrix orthogonal to the space spanned by the

pilot of that user. It is proved that the objective function of the proposed optimiza-

tion problem is unimodal and can be simply solved by Golden search algorithm.

Furthermore, it is noticed that the massive MIMO system with the time domain

CFO compensation requires a separate receiver for each user which imposes a huge

amount of computational complexity to the system. Therefore, a frequency domain

CFO compensation technique is proposed which takes place after combining the

received signals at the BS. Thus, one receiver is su�cient for all the users in the

network, and the complexity of the receiver is considerably reduced. In addition,

it is proved that by applying this CFO compensation technique, even in the pres-

ence of CFO estimation error, the scattering e�ect of CFO is removed and only a

phase shift remains. Hence, two iterative error correction algorithms are proposed

to improve the synchronization accuracy. Simulation results demonstrate that the

BER of the system with this synchronization technique matches that of the perfect

synchronous system.

We then move on to the challenge of CSI acquisition in massive MIMO systems.

This is important because the CSI estimation becomes a bottleneck as the scale

of the antenna array increases or the number of users in the network grows large.

To avoid the pilot overhead, a deep learning (DL) aided blind channel estimation

technique is proposed. First, the MUI is canceled by calculating the orthogonal

complement space matrix of the MUI. Then, based on the asymptotic orthogonality

of the massive MIMO channels, the �rst OFDM symbol of all the users is extracted

as a virtual pilots. However, in practice, noise and MUI are not completely removed,

and the remaining part is also intensi�ed after this process. Therefore, denoising

convolutional neural network (DnCNN) is deployed as a denoiser to deal with the

remaining interference. Another DL-based algorithm called U-Net is also proposed

to be used as a denoiser that can outperform DnCNN when the noise level is high.

Moreover, a ResNet architecture followed by a feedforward neural network is pro-

posed to force the network to converge to the expected values. This further enhances

the performance of the virtual pilot detection. Finally, maximum likelihood (ML)

estimator is employed to estimate the CSIs.
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Chapter 1

Introduction

Large scale multiple input multiple output (MIMO) or massive MIMO technology

can boost system performance in many aspects, which makes it one of the key tech-

nologies for �fth generation (5G) of wireless networks and beyond [1�4]. It can

tremendously enhance network capacity by enabling users to simultaneously utilize

the entire available bandwidth [5�7]. This leads to improved spectral e�ciency [8].

In addition, by increasing the number of base station (BS) antennas (array gain), the

required power to achieve a desired information rate can be reduced [8]. Moreover,

large-scale antenna arrays are crucial for achieving highly directional beamforming.

Hence, emergence of millimeter wave (mmWave) systems, where beamforming plays

a vital role, has further highlighted the importance of massive MIMO, [9]. How-

ever, massive MIMO technology has uncovered entirely new problems that are not

the concern of conventional small scale MIMO systems. Therefore, this thesis is

dedicated to study and address some of the main challenges of the massive MIMO

technology to better prepare it for the next generation of the mobile networks.

1.1 Massive MIMO challenges

Despite all the aforementioned bene�ts of massive MIMO, performance of these sys-

tems heavily relies on an accurate frequency synchronization among multiple users.

In fact, orthogonal frequency division multiplexing (OFDM) used in multicarrier

massive MIMO systems is highly sensitive to carrier frequency o�set (CFO) due to

the large side lobes of its waveform. Moreover, CFO estimation is quite challenging

in massive MIMO systems because of the coexistence of multiple frequency syn-

chronization errors corresponding to di�erent users. More precisely, as all the users

can simultaneously share the entire available bandwidth, and their orthogonality is

granted by spatial diversity, the channel state information (CSI) of the users are

required to distinguish their signals. However, at the stage of CFO estimation, such
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information is not available. In addition, since di�erent users have di�erent CFO

values, their CFO should be compensated separately. Thus, after compensating the

CFOs in the time domain, the users need their individual receivers. This can lead to

a huge computational burden for the system as the number of BS antennas and/or

the number of users in the network increases.

Moreover, as the scale of the antenna array increases or the number of users

grows, the CSI acquisition becomes a bottleneck for massive MIMO systems. Chan-

nel estimation can be data-aided in which the estimation is based on the knowledge

of pilot signals. However, such techniques waste considerable amount of resources

and energy for transmitting pilots. In addition, if a pilot signal is reused by a user in

a neighboring cell, the pilot contamination degrades the performance of the channel

estimation. There are some blind channel estimation techniques in the literature,

which either have some constants, for instance on sparsity level of the channels, that

limit their applications, or impose a large amount of computational complexity to

the system.

1.2 Contributions

To address the above-mentioned challenges and enable the realization of full poten-

tial of massive MIMO systems, the following contributions have been made in this

thesis:

1. Filter bank multicarrier with pulse amplitude modulation (FBMC-PAM) is

applied to massive MIMO systems as an alternative modulation technique to

OFDM. FBMC-PAM waveform has smaller side-lobes compared to OFDM,

which means it is more robust against CFO. Moreover, unlike OFDM, FBMC-

PAM dose not need cyclic pre�x (CP), and consequently, o�ers a higher spec-

tral e�ciency. It can transmit at the same rate as OFDM opposed to the

conventional FBMC-based systems. FBMC-PAM has a minimum overlapping

factor leading to a lower computational complexity than other FBMC-based

waveforms. Contributions of this part can be summarized in the following.

� Performance of FBMC-PAM is studied in massive multiple-input multiple-

output (MIMO) systems in terms of signal to interference ratio (SIR). It

is discussed that although in massive MIMO channels, multiuser inter-

ference as well as channel noise average out, there remains some residual

interference due to the channel distortions even for an in�nite number of

BS antennas. Consequently, the SIR saturates after the number of BS

antennas reaches a certain value.
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� To quantify this saturation level, an upper bound for the SIR performance

of FBMC-PAM is calculated in such channels.

� Moreover, it is shown that by choosing an appropriate number of subcar-

riers, although the SIR saturates, FBMC-PAM can equalize the channel

e�ciently and the error �oor in the bit error rate (BER) can be com-

pletely removed.

� It is also shown that though the small overlapping factor of FBMC-PAM

brings shortcomings in terms of equalization, in massive MIMO systems,

FBMC-PAM provides a better BER performance than OFDM.

2. Thanks to the properties of massive MIMO in the asymptotic regime, a low-

complexity frequency synchronization technique is developed for multi-user

OFDM-based massive MIMO systems. The contributions related to the pro-

posed synchronization technique are as follows:

� It is shown that the phase information of the covariance matrix of the

received signals is solely dependent on the users' CFOs. Hence, if a real-

valued pilot is chosen, CFO values can be straightforwardly calculated

from the received signal covariance matrix. There is then no need to deal

with a complex optimization problem, and CFO can be estimated by the

calculated closed-form equation.

� Another CFO estimation technique is proposed which is more general

and is not limited to a real-valued pilot. The computational complexity

of this technique increases only linearly with respect to the number of

BS antennas and is independent of the number of users.

� A frequency domain CFO compensation technique is proposed that takes

place after combining the received signals at the BS antennas. As a result,

the compensation process is independent of the number of BS antennas.

Moreover, one combiner can be used for all the users, unlike the conven-

tional CFO compensation performed in the time domain which requires

separate receivers for di�erent users. Therefore, the computational com-

plexity of the receiver is substantially reduced.

� The e�ect of CFO estimation error on the channel estimation and CFO

compensation is studied. It is proved that by applying our CFO com-

pensation technique, estimation error is canceled through CFO compen-

sation process and only a constant phase shift remains. Based on this

result, a CFO estimation error correction algorithm is proposed. As it is

illustrated through simulation, mean square error (MSE) performance is
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improved by three orders of magnitude after error correction. According

to the bit error rate (BER) curves in our simulations, we demonstrate

that an almost perfect synchronization can be achieved.

3. A deep learning-aided blind channel estimation technique is proposed for multi-

user OFDM-based massive MIMO systems. This proposed technique consists

of three steps: multiuser interference (MUI) cancellation, virtual pilot detec-

tion, and channel estimation. In the �rst step, we assign a few null subcarriers

to each user signal, and �nd the orthogonal complement space matrices of the

users based on the null subcarriers. We further utilize these matrices to cancel

the MUI. Next, we exploit the asymptotic orthogonality of the channel vectors

in large scale MIMO systems to average out the channel impulse responses and

extract the transmitted data of the �rst transmitted OFDM symbol of each

user as a virtual pilot. In the last step, we use the detected data for channel

estimation. The main contributions of this part can be summarized as follows:

� It is proved that by exploiting asymptotic orthogonality of the massive

MIMO channel vectors and without the knowledge of channel impulse

responses, the transmitted data can be detected.

� Since in this proposed virtual pilot detection technique, several noise

a�ected observations of each transmitted symbol are obtained, DnCNN

algorithms can be employed as a denoiser to improve the performance of

the proposed technique.

� Another DL-based algorithm named U-Net is utilized as a denoiser that

can outperform DnCNN in low SNRs.

� A residual neural network (ResNet) followed by a fully connected feed

forward neural network is used to jointly denoise and detect the data sym-

bols of the virtual pilots. Since this technique learns both additive and

multiplicative noise, it can enhance the virtual pilot estimation, and as a

result, a performance close to the one of data-aided channel estimation

can be achieved.

1.3 Structure of the thesis

The thesis is laid out as follows. Chapter 2 provides the basics of massive MIMO

systems as well as related literature review of synchronization and channel estima-

tion techniques for these systems. Moreover, the technologies that are utilized in

this thesis such as advanced waveforms and deep learning algorithms are explained
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in this chapter. Chapter 3 looks at the application of FBMC-PAM as an alterna-

tive to OFDM modulation in massive MIMO systems and presents the performance

analysis of the massive MIMO systems with FBMC-PAM modulation in an asymp-

totic regime. Chapter 4 focuses on the synchronization problem in massive MIMO

systems. Low-complexity CFO estimation and CFO compensation techniques are

proposed in this chapter. Chapter 5 moves on to the CSI acquisition concern in mas-

sive MIMO systems, and a DL-aided blind channel estimation technique is proposed.

Finally, Chapter 6 concludes the thesis and suggests possible future studies.

1.4 Publication record

The following is the list of publications from this thesis:

� Sabeti, Parna, Arman Farhang, Nicola Marchetti, and Linda Doyle. "Perfor-

mance analysis of FBMC-PAM in massive MIMO." In 2016 IEEE Globecom

Workshops (GC Wkshps), pp. 1-7. IEEE, 2016.

� Sabeti, Parna, Arman Farhang, Nicola Marchetti, and Linda Doyle. "Low-

complexity CFO compensation for OFDM-based massive MIMO systems." In

2017 IEEE Globecom Workshops (GC Wkshps), pp. 1-6. IEEE, 2017.

� Sabeti, Parna, Arman Farhang, Nicola Marchetti, and Linda Doyle. "CFO Es-

timation for OFDM-Based Massive MIMO Systems in Asymptotic Regime."

In 2018 IEEE 10th Sensor Array and Multichannel Signal Processing Work-

shop (SAM), pp. 99-103. IEEE, 2018.

� Sabeti, Parna, Arman Farhang, Nicola Marchetti, and Linda Doyle. "Fre-

quency Synchronization for OFDM-Based Massive MIMO Systems." IEEE

Transactions on Signal Processing 67, no. 11 (2019): 2973-2986.

� Sabeti, Parna, Arman Farhang, Irene Macaluso, Nicola Marchetti, and Linda

Doyle. "Blind Channel Estimation for Massive MIMO: A Deep Learning As-

sisted Approach." In 2020 IEEE International Conference on Communications

(ICC), IEEE, 2020.

� Sabeti, Parna, Arman Farhang, Irene Macaluso, Nicola Marchetti, and Linda

Doyle. "DL-aided blind channel estimation for OFDM-Based Massive MIMO

Systems." Submitted to IEEE Transactions on Wireless Communications.





Chapter 2

Background

Massive MIMO is a multiuser MIMO system where a base station (BS) with mul-

tiple transceiver antennas simultaneously serves multiple mobile terminals through

spatial multiplexing. The number of BS antennas in this system is assumed to be

around an order of magnitude larger than in conventional wireless systems. As the

number of BS antennas tends to in�nity, the processing gain of the system tends to

in�nity too, and as a result, the e�ect of both noise and multiuser interference are

removed. Therefore in theory, the network capacity can be increased unboundedly

by growing the number of BS antennas.

2.1 Basics of massive MIMO systems

The Massive MIMO systems can operate either in time division duplex (TDD) mode

or frequency division duplex (FDD) mode. In TDD, the uplink and the downlink

transmissions are separated in time, but they take place in the same frequency

resource. While in FDD, the uplink and the downlink transmissions simultaneously

occupy di�erent frequency resources. There are several reasons that make TDD

mode more desirable in massive MIMO systems. For instance, in TDD, only the BS

needs to know the channel impulse responses. This is because relying on reciprocity

of the transmission channel, it can be assumed that the uplink channels is identical

to the downlink channels and do not change during the uplink and the downlink

transmission. Therefore, the uplink channel estimated by the BS can be used for

the precoding in the downlink transmission. Instead, in case of FDD, the uplink

and downlink have di�erent channels, and the users should estimate the downlink

channels and send this information back to the BS to be used in precoding. This

complicates the control process and adds a considerable overhead. In addition, FDD

uses a large amount of frequency spectrum, at least twice the spectrum needed
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by TDD. There must also be adequate guard bands between the uplink and the

downlink channels, which leads to the waste of resources.

Since there is plenty of FDD spectrum currently in use, some studies have been

devoted to the area of massive MIMO in FDD. In this thesis, we consider the TDD

mode.

2.1.1 Uplink data transmission

Consider a multiuser OFDM-based MIMO setup similar to the one discussed in

[6], where there are P single antenna users communicating to a BS equipped with

M ≫ P antennas in a cell. We assume that di�erent users' wireless channels

are statistically independent and time invariant during one OFDM packet. Hence,

they can simultaneously share all the available subcarriers as their signals can be

distinguished through their respective channel gains. Having N active subcarriers,

the N × 1 vector of the κth OFDM symbol for user p before CP assignment can be

obtained as

xκ
p = FH

Nd
κ
p , (2.1)

where the N×1 vector dκ
p contains the κ

th data symbol of user p, which is normalized

to have a power of unity. Also, FN is the normalized N -point DFT matrix with

the elements FN [i, k] =
1√
N
e−j 2π

N
ik for i, k = 0, · · · , N − 1. The CP length, NCP, is

considered to be longer than the channel impulse response (CIR) length, L. Here,

we consider perfect time and frequency synchronization. After CP removal, the

OFDM symbol received at the mth BS antenna can be written as

rκm =
P−1∑
p=0

xκ
p ⊗ hm,p + nκ

m, (2.2)

where ⊗ denotes circular convolution, nm ∼ CN (0, σ2
nIN) is the complex additive

white Gaussian noise (AWGN) with the variance of σ2
n at the mth BS antenna and

hm,p is the L × 1 CIR vector between user p and BS antenna m. We assume the

channel taps to be a set of independent and identically distributed (i.i.d.) random

variables that follow the complex normal distribution CN (0,ρp), where ρp is an

L× 1 vector representing the pth user's channel power delay pro�le (PDP).

Representing the circular convolution of the transmit data with the channel as

Hm,px
κ
p , the received signal at BS antennam in the frequency domain can be written

as

r̄κm =
P−1∑
p=0

FNHm,px
κ
p + n̄κ

m, (2.3)
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where Hm,p is a circulant matrix with the �rst column hm,p which is zero-padded

to have the length of N , and n̄m = FNnm is the frequency domain noise vector. By

de�ning H̃m,p , FNHm,pF
H
N , we have

r̄κm =
P−1∑
p=0

H̃m,pd
κ
p + n̄κ

m. (2.4)

It is worth noting that due to the circulant property of Hm,p, H̃m,p becomes a

diagonal matrix, [10], with the main diagonal equal to h̄m,p = FNhm,p, i.e. H̃m,p =

diag(h̄m,p).

Let us de�ne the vector r̄κ[k] = [r̄κ0 [k], r̄
κ
1 [k], · · · , r̄κM−1[k]]

T which contains the

kth samples of the received signals at all the BS antennas in the frequency domain

for k = 0, 1, · · · , N − 1. Then, the combiner output is given by

ȳκ[k] = Z[k]r̄κ[k], (2.5)

where ȳκ[k] = [ȳκ0 [k], ȳ
κ
1 [k], · · · , ȳκP−1[k]]

T is a P×1 vector containing the kth samples

of the users' signals, and Z[k] is a P × M linear combiner on subcarrier k. The

combiner can be maximum ratio combining (MRC), zero-forcing (ZF), or minimum

mean square error (MMSE). For each of them, Z[k] can be calculated as

Z[k] =


D−1

k HH[k] for MRC,

(H[k]HH[k])−1HH[k] for ZF,

(H[k]HH[k] + σ2
nIP )

−1HH[k] for MMSE,

(2.6)

where H[k] = [h̄0[k], h̄1[k], · · · , h̄P−1[k]] is an M × P matrix whose pth column is

h̄p[k] = [h̄0,p[k], h̄1,p[k], · · · , h̄M−1,p[k]]
T, and h̄m,p = FNhm,p. In addition, Dk is a

diagonal matrix as

Dk = diag
{∥∥h̄0[k]

∥∥2
,
∥∥h̄1[k]

∥∥2
, · · · ,

∥∥h̄P−1[k]
∥∥2
}
. (2.7)

Note that in the asymptotic regime, P × P normalization matrix H[k]HH[k] also

becomes a diagonal matrix equal toDk. Thus, whenM is large MRC and ZF are the

same. Moreover, when M tends to in�nity, according to the law of large numbers,

Dk → MIP . The law of large numbers (LLN) states that the average of the results

obtained from a large number of experiments should be close to the expected value

and will become closer to the expected value as we have more experiments. There

are two types of LLN, weak law (WLLN) and strong law (SLLN). WLLN says

that the sample average converges in probability towards the expected value, while
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SLLN indicates that the sample average converges almost surely, or with probability

1, towards the expected value. Therefore, the di�erence of these two types is their

convergence types. Here, Dk convergence is almost surely. Therefore, the combiner

output for user q can be written as

ȳκq [k] =
1

M
h̄H
q [k]r̄

κ[k], (2.8)

for k = 0, 1, · · · , N − 1. Substituting r̄ from (2.4) into (2.8), we can rewrite the qth

user's signal at the combiner output as

ȳκ
q =

1

M

M−1∑
m=0

H̃H
m,q

P−1∑
p=0

H̃m,pd
κ
p + ñκ, (2.9)

where ñκ = 1
M

∑M−1
m=0 H̃

H
m,qn̄

κ
m. Then, de�ning an N ×N interference matrix as

Ωq,p =
1

M

M−1∑
m=0

H̃H
m,qH̃m,p, (2.10)

we have

ȳq = Ωq,qdq +
P−1∑
p=0
p̸=q

Ωq,pd
κ
p + ñκ. (2.11)

Since we can assume that di�erent users' channels are uncorrelated, when the num-

ber of BS antennas, M , is large, Ωq,q becomes a diagonal matrix with the main

diagonal equal to the PDP of the channel in the frequency domain, i.e., ρ̄q = ρq.

This phenomena is called the channel hardening [11]. Moreover, if the pair hm,p and

hm,q for p ̸= q provide asymptotically favorable propagation, the elements of Ωq,p

tend to zero for p ̸= q as M increases, and multi-user interference will be averaged

out [11]. In addition, for large values of M , ñκ tends to the mean of the variable

H̃H
m,qn̄

κ
m, which is equal to the mean of noise and is zero. Therefore, in that case

the output of the combiner is equal to the transmitted data, i.e., d̂κ
q = ȳκ

q .

2.1.2 Downlink data transmission

For downlink transmission, BS applies a precoding on each user's signal to shape it

toward a speci�c location of that user. The value of the precoding is set based on

the knowledge of the uplink channel hm,p. If matched �lter (MF) precoding is used,

the M × P precoding matrix on the kth subcarrier is

W[k] = H[k]D−1
k . (2.12)



2.1 Basics of massive MIMO systems 11

Since for large values of M , Dk → NIP , the (m, p)th entry of matrix W[k] is equal

to h̄m,p[k]/N . Then, adding all the user signals together, the N × 1 downlink signal

from the BS antenna m at OFDM symbol κ before CP assignment can be written

as

xκ,dl
m =

1

M

P−1∑
p=0

FH
NH̃m,pd

κ,dl
p , (2.13)

where dκ,dl
p is the data of user p for downlink transmission on OFDM symbol κ. It

is assumed that the CP length is su�cient to mitigate the e�ect of the multipath

channels, and also, to have perfect time synchronization. Thus, after CP removal,

the received signal at the user q is obtained as

rκ,dlq =
M−1∑
m=0

Hdl
m,qx

κ,dl
m , (2.14)

whereHdl
m,q is a circulant matrix whose �rst column hdl

m,q is the vector of the downlink

channel impulse response between the BS antenna m and the user q. Then, the

received signal in the frequency domain is given by

r̄κ,dlq =
M−1∑
m=0

FNH
dl
m,qx

κ,dl
m

=
1

M

M−1∑
m=0

FNH
dl
m,q

P−1∑
p=0

FH
NH̃m,pd

κ,dl
p

=
1

M

P−1∑
p=0

M−1∑
m=0

(FNH
dl
m,qF

H
N)H̃m,pd

κ,dl
p

=
1

M

P−1∑
p=0

M−1∑
m=0

H̃dl
m,qH̃m,pd

κ,dl
p , (2.15)

where H̃dl
m,q = diag(h̄dl

m,q), and h̄dl
m,q = FNh

dl
m,q. Based on the reciprocity of the

transmission channel, the downlink channels in the frequency domain are equal to

the Hermitian transpose of the frequency domain uplink channels, i.e., h̄dl
m,q = h̄∗

m,q.

Therefore, the received signal at user q can be rewritten as

r̄κ,dlq =

{
1

M

M−1∑
m=0

H̃H
m,qH̃m,q

}
dκ,dl
q +

P−1∑
p=0
p ̸=q

{
1

M

M−1∑
m=0

H̃H
m,qH̃m,p

}
dκ,dl
p

= Ωq,qd
κ,dl
q +

P−1∑
p=0
p̸=q

Ωq,pd
κ,dl
p , (2.16)
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As in uplink transmission, Ωq,p corresponds to the multiuser interference which tends

to zero when the number of BS antennas is large. In addition, Ωq,q is also a diagonal

matrix with the main diagonal equal to the PDP of the channel in the frequency

domain, ρ̄q. Thus, if the user knows the PDP of its channel, it can recover its signal

from the received signal as

d̂p

κ,dl
= Ω−1

q,q r̄
κ,dl
q . (2.17)

2.2 Synchronization in massive MIMO

All the advantages of massive MIMO systems rely on accurate synchronization. Mas-

sive MIMO systems heavily su�er from synchronization errors, such as, timing o�set

(TO) and carrier frequency o�set (CFO), [12�14]. In OFDM, the e�ects of TO can

be absorbed into the cyclic pre�x (CP) provided that an adequately long CP is

utilized, [15]. However, frequency synchronization is still a challenging problem.

Although there exists a substantial amount of work reported on the frequency syn-

chronization for conventional multi-user OFDM systems, [16�18], not all of them

are applicable to massive MIMO systems. In other words, when the number of

BS antennas grows, the complexity of the conventional synchronization algorithms

increases to an extent that may not be practical.

The frequency synchronization technique consists of two steps: CFO estimation

and CFO compensation. In the following, we present the problem associated to

each step, and then, we mention the existing solutions in the literature and their

shortcomings.

2.2.1 CFO estimation

In massive MIMO systems, all the BS antennas can be co-located at one BS at the

center of a cell called co-located antenna (CA) layout, or they can be grouped into

geographically distributed clusters in each cell and connected to a central processing

unit (CPU) by �ber which is known as distributed antenna (DA) layout. In CA

layout, the transmit power can be reduced, a larger number of BS antennas can be

integrated, and it can be simply upgraded by installing large scale antenna arrays

on the existing BS sites. On the other hand, by distributing the BS antennas, the

minimum access distance from each user to the BS antennas can be signi�cantly

reduced, on average resulting in a much improved channel condition. However, its

implementation is very expensive, especially when the number of BS antennas is

large.
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Moreover, in CA massive MIMO systems, the BS is equipped with coherent

oscillators at all the antennas. Therefore, the synchronization errors of the received

signals at di�erent BS antennas are the same. While, in case of DA layout, the

synchronization errors are di�erent at each BS antenna. However, current massive

MIMO testbeds, e.g. [19], use coaxial cables to distribute synchronization signals

from a master clock source in CPU to slave devices and, subsequently, to the RF

front-ends at each BS antenna with DA layout. Therefore, all the BS antennas can

be synchronized, and as in CA massive MIMO systems, they can experience the

same synchronization error.

It is worth noticing that the users' signal have di�erent amount of CFO, and

CFO estimation should be performed separately for each user. On the other hand,

in massive MIMO systems, the users share all the time and frequency resources and

their orthogonality is provided by spatial diversity. In order to exploit the spatial

diversity, the channel state information (CSI) of the users are required, while such

an information is not available at the CFO estimation stage. This makes the CFO

estimation a challenging task in massive MIMO systems.

In the past decade, a number of studies have been conducted to address the

synchronization problem in OFDM-based MIMO systems. The work in [20] de-

rived a joint CFO and channel estimator based on the maximum likelihood (ML)

criterion for small-scale MIMO OFDM system, whose computational complexity

exponentially increases with the number of users. A sub-optimal estimation algo-

rithm using constant amplitude zero auto-correlation (CAZAC) training sequences

was proposed in [21]. Another ML-based estimator with iterative interference can-

cellation was proposed in [22] for coordinated multi-point (CoMP) MIMO OFDM

systems. The authors in [23] developed an algorithm for joint CFO compensation

and multi-user detection in small-scale multi-user MIMO systems. In another work

[24], the authors proposed a pilot-based two stage CFO and phase noise (PN) com-

pensation for point to point high frequency MIMO OFDM, where both stages use

a conventional least squares (LS) method and need to calculate the inverse of a full

rank matrix. In [25], authors proposed a joint ML-based CFO and channel estima-

tion method which requires a multidimensional grid search. To solve this issue, the

authors in [26] converted the ML CFO estimator into a set of line search problems.

However, this algorithm still requires per antenna CFO estimation for all the users

leading to a substantial amount of computational burden.

To reduce the complexity of frequency synchronization for massive MIMO sys-

tems, some works combine the received signals at all the BS antennas and extract

the users' CFOs from the resulting signal. The authors in [27] proposed a joint

spatial-frequency alignment technique in which users' pilots can be distinguished
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using their estimated angles of arrival. However, when the users are not spatially

separated, their angles of arrival are very close, if not the same. As a result, the

users' signals cannot be accurately distinguished from each other. In [28], an im-

proved user grouping scheme has been designed to deal with this issue, where the

CFO estimation and data detection are jointly performed for the users that are close

to one another. Despite the imposed computational burden due to the multi-user

interference (MUI) cancellation, this technique still cannot accurately compensate

the CFO e�ects. In [29], the authors proposed a scattered pilot-based frequency

synchronization technique which can estimate CFO for each user individually by

exploiting the spatial dimensions o�ered by the large number of BS antennas. The

authors also designed a beamforming matrix for MUI cancellation. The amount of

complexity of this technique is also large and goes up rapidly by increasing the num-

ber of BS antennas. In [30], the authors proposed a blind CFO estimation technique

based on the covariance matrix of the received signals over all BS antennas in the

frequency domain, where di�erent null subcarriers are assigned to di�erent users.

This approach is followed by a blind MUI cancellation and channel estimation. A

more computationally e�cient blind CFO estimation was proposed in [31] which

cancels the MUI by using the eigendecomposition of the covariance matrix of the

received signals over all the BS antennas in frequency domain. After MUI cancel-

lation, the system is like a set of parallel single user signals, and the conventional

single user CFO estimation proposed in [32] is performed. In addition, an iterative

CFO estimation procedure was proposed to enhance the MUI cancellation and CFO

estimation accuracy in [31]. In each iteration of the algorithm proposed in [32], all

received signals are taken to the frequency domain and the eigendecomposition of

their covariance matrix is calculated which adds a large amount of computational

complexity to the system.

A low complexity CFO estimation was proposed in [33], where the authors used

series of impulses for the users' pilots to provide time-domain orthogonality among

di�erent users. Hence, the received signals on each sample carry the information

of only one user. Therefore, CFO of a certain user can be estimated from the

combination of the received signals on the respective samples over all the BS anten-

nas. The complexity of this approach increases only linearly with the number of

BS antennas and is also independent of the number of users. However, long pilot

sequences are required for an accurate estimation, especially when we need to serve

many users. This technique is originally proposed for single carrier systems, while it

can be straightforwardly extended to multicarrier systems. The performance of this

technique is studied in [34]. Since the proposed technique in [33] su�ers from high

peak to average power ratio (PAPR), the spatially averaged periodogram based CFO
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estimation was proposed which uses a constant envelope pilot sequence to preserve

users' orthogonality through di�erent phases. This technique still needs a long pilot

sequence, and also its computational complexity is higher than for our proposed

techniques.

In summary, the aforementioned techniques either su�er from high computa-

tional complexity or performance loss.

2.2.2 CFO compensation

In the conventional massive MIMO systems, the CFO compensation takes place in

time domain. In fact, once the CFO is estimated, its e�ect is removed by multiplying

the Hermitian transpose of the CFOmatrix to the received signal at each BS antenna.

It is important to notice that since the CFO is di�erent for di�erent users, it should

be compensated for each user individually. After CFO compensation, each user

requires a separate receiver which includes M data streams, where M is the number

of BS antennas. Considering the large number of BS antennas in massive MIMO

systems, this leads to a tremendous amount of computational complexity. It should

also be noted that this computational burden increases linearly with the number of

BS antennas and/or the number of users in the network.

2.3 Channel estimation for massive MIMO

As the scale of the antenna array increases or the number of users in the network

grows, the acquisition of channel state information (CSI) becomes a bottleneck for

massive MIMO performance [35]. Many studies have been conducted to design

e�cient and reliable techniques for massive MIMO channel estimation. Channel

estimation can be either data-aided or blind. In data-aided techniques, a known data

sequence called pilot is transmitted to help the receiver to estimate the transmission

channel. On the other hand, in blind channel estimation technique, the receiver

only relies on some properties of the signal, e.g. cyclostationary of the signal or the

sparsity of the channel. Although the data-aided estimation is more accurate than

the blind estimation, considerable amount of resources is wasted on transmitting

known signal which reduces the spectral e�ciency of the system.

2.3.1 Data-aided channel estimation

Considering massive MIMO system in TDD mode, channel estimation should be

performed once per coherence time-frequency block of Tc seconds and Wc Hz as

illustrated in Fig 2.1. It is assumed that Tc and Wc are smaller or equal to the
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Figure 2.1 A coherent time-frequency block [36] .

coherence time and the coherence bandwidth of all users, respectively. In case

of data-aided channel estimation, this coherence block is divided into three phases;

uplink pilot transmission, uplink data transmission, and downlink data transmission,

[36]. In the estimation phase, users transmit a sequence of known pilot symbols

to the BS, and the BS estimates the channel coe�cients based on the knowledge

of the pilot signals. In the uplink data transmission phase, the BS can detect

transmitted data from users based on the estimated channels. Due to the reciprocity

of the channel, the downlink channel, which is the conjugate transpose of the uplink

channel, is known to the BS. Therefore, there is no need for downlink pilot or

feedback of CSI. In fact, the BS can perform a pre-coding on the data symbol

based on the estimated channels before transmitting the downlink signals, and as

it thoroughly explained in section 2.1.2, the users can detect the transmitted data

without any knowledge of the channel impulse responses.

It is worth mentioning that the number of pilot symbols should be equal or

greater than the number of users to assure a vanishing channel estimation error,

which means a substantial portion of resources is lost [35, 37]. In [38], it is shown

that up to half of the coherence time may be dedicated to pilot transmission.

In order to determine the number of required pilots in OFDM-based massive

MIMO system, we can de�ne the so called frequency smoothness interval, [6], as

Nsmoth =
1

Tg∆f
, (2.18)

where ∆f denotes the subcarrier spacing and Tg is the guard or CP interval as

Tg = Ts − Tu with Ts and Tu equal to the OFDM symbol time interval and the

useful symbol duration, respectively. In fact, the frequency smoothness interval is

the reciprocal of the guard interval based on subcarrier spacings. In other words,

channels can be assumed to be piecewise-constant over Nsmoth successive subcarriers,

and consequently, only one pilot symbol per smoothness interval is su�cient per user.
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Moreover, the maximum number of users a network can have is

Pmax = τpNsmooth, (2.19)

where τp is the number of OFDM symbols dedicated to pilot transmission. For pilot

allocation, one can assign each user one unique time-frequency slot for its pilot (e.g.,

one subcarrier within each smoothness interval and within one OFDM symbol).

More generally, a set of orthogonal pilot sequences with the length of τpNsmooth

can be assigned to the users to assure their orthogonality [6]. Then, channel can

be estimated by least-square (LS) channel estimator on pilots subcarriers, and by

interpolation for other subcarriers.

Since transmission of pilots wastes a considerable amount of resources, some

channel estimation techniques have been proposed to reduce the number of required

pilots. The work in [39] proposed a technique based on compressed sensing. In

fact, since signals are usually sent through a limited range of angles from massive

antenna array, massive MIMO channel exhibits a sparse structure in angular domain

[39]. By exploiting this sparsity, compressed sensing is used estimate the channel

with small number of pilot signals [40, 41]. In [42], a semi-blind channel estimation

based on message-passing algorithm is proposed. It uses the knowledge of a short

pilot sequence inserted in user packet for noisy matrix factorization. In [43], a joint

channel-and-data estimation is proposed that use the partially detected data as soft

pilots to enhance the channel estimation techniques in an iterative algorithm.

Beside the length of the pilot sequence, there is another issue in data-aided

channel estimation techniques for multi-cell systems called pilot contamination. In

fact, acquisition of accurate CSI is a challenging task since transmission resources

are reused among di�erent cells. The same band of frequencies can be reused with

factor one, three, or seven among the neighbor cells. This means same pilot se-

quences can be reused by multiple users in di�erent cells. Thus, if their signals

have enough power to reach to a BS in other cell, they will interfere with the user's

pilot in that desired cell, and corrupt the pilot-based channel estimation. There are

several studies devoted to address the pilot contamination problem [44�46]. It is

worth noticing that pilot contamination problem is not a concern in blind channel

estimation techniques as they do not relies on pilot signal for channel estimation.

2.3.2 Blind channel estimation

To further reduce the channel acquisition overhead, another line of research is ded-

icated to blind channel estimation which does not use any prior knowledge of the

signals from transmitter [47, 48]. In particular, these works also explore massive
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MIMO channel sparsity in angular domain. In fact, once the covariance matrix of

the received signals is calculated, the channel can be estimated by factorizing the

covariance matrix based on the channel sparsity. However, in these works, the num-

ber of BS antennas should be smaller than the length of the coherence time of the

channel in discrete domain, which is unlikely in a massive MIMO scenario. In [43],

another blind estimation technique is proposed that can work with a large number

of BS antennas, but it depends on the sparsity level of the channel. Moreover, the

sparse matrix factorization problem is non-convex. Thus, the authors proposed a

projection-based bilinear generalized approximate message passing (P-BiG-AMP)

algorithm as an approximate solution which imposes a considerable amount of com-

putational complexity to the system. In [42], the authors addressed the aforemen-

tioned issues in [43] by assigning a very short pilot sequence into each users' symbol.

2.4 Deep learning

In 1996, machine learning (ML) was de�ned as a branch of arti�cial intelligence (AI)

to improve performance of a task by experience [49]. In other words, a computer

program is said to learn from an experience with respect to some class of tasks and

performance measure if its performance improved by that experience at the given

task. After a long study from 20th century, several algorithms have been proposed

for ML, such as logistic regression, support vector machine (SVM), and arti�cial

neural networks (ANN). Deep learning (DL) is a class of ML algorithms which are

based on neural network (NN) architecture. In fact, DL adopts an ANN with several

layers called deep neural network (DNN) to progressively learn some features in the

input data and model the relationship between the input and the output. The term

deep refers to the number of layers in the network, so the more layers, the deeper

the network. Traditional ANN contains two or three layers, while DL can have

hundreds.

In this section, �rst, we explain the basics of DL and introduce some DL al-

gorithms that are used in this thesis. Then, we review the applications of DL for

physical layer, and more speci�cally, channel estimation. At the end, we present

the DL algorithms as a denoiser in image processing, which is applied to the �eld

of communications in this thesis.

2.4.1 Basics of deep learning

A basic DL model is fully connected feed-forward DNN as it is shown in Fig 2.2,

where each neuron (circle) is connected to all the neurons of the adjacent layers.

It consists of an input layer, several hidden layers, and an output layer. At each
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Figure 2.2 Fully connected feedforward NN
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Figure 2.3 Comparison of di�erent activation functions used for DL
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layer, the values on the neurons are multiplied by some weights, added together, and

passed an activation function to form the values on the next layer. Therefore, if a(l)n

is the value of nth neuron of lth layer of the DNN, then the a(l+1)
m can be calculated

as

a(l+1)
m = h(

Nl∑
n=0

θ(l)n,ma
(l)
n ) (2.20)

where Nl is the number of neurons in layer l, h(.) is an activation function, and

θ
(l)
n,m is the weight between the neuron n of layer l and the neuron m of layer l + 1.

Di�erent activation function has been introduced for DNN. Such as recti�ed linear

units (ReLu), sigmoid, tanh, and softplus which their functions are presented in

equation (2.21).

h(x) =


1

1+e−x , sigmoid,

tanh(x), tanh,

max(0, x), ReLu,

ln(1 + ex), softplus.

(2.21)

In addition, Fig 2.3 compares these activation functions. ReLU is the most

common one which has a zeros value for negative inputs and return the input value

as an output for positive inputs.

Depending on the application, a DL algorithm can be trained in supervised,

unsupervised or reinforcement manner. In supervised DL algorithms, we need to

have a massive set of training data. A training data set contains a large number of

labeled data which are the input of the network and their associated output (what

we expect the network to give as an output). While in unsupervised algorithms,

the network is supposed to learn a pattern in the training data set and without

any associated output. The reinforcement learning tries to learn the rules based on

the rewards it get after each action. The focus of this thesis is only on supervised

learning. In this case, training a DNN means calculating the parameters in the

network that minimize the loss function for the given training data set. The loss

function should be established to measure the di�erence between the actual output

of the network and the expected value in the output data set. The loss function

should be chosen according to the task given to the neural network. Commonly, loss

function is mean square error (MSE) as

l(u,v) = ∥u− v∥2 , (2.22)
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or categorical cross entropy as

l(u,v) = −
∑
j

ujlog(vj), (2.23)

where u is the vector of the desired output, and v is the vector of the actual output

of the network. uj and vj are the jth element of the output vector, which is the jth

neuron of the �nal layer.

Gradient descent (GD) algorithm is commonly used to optimize the network

weights by minimizing the loss function. The gradient of weights required in the

optimization are calculated using back-propagation algorithm. However, for a very

deep neural network, GD might have a slow convergence. So, to achieve faster

convergence and also decrease the computational complexity, classic GD is updated

into stochastic GD (SGD). In addition, to avoid severe �uctuation in the training

with SGD, mini-batch SGD was introduced, which is a trad-o� between classic GD

and SGD in terms of complexity and speed. These algorithms may still converge

to the local optimal solution. To deal with this issue and further increase the

training speed, other algorithms have been proposed such as Adagrad, RMSProp,

Momentum, and Adam [50]. Moreover, back propagation (BP) algorithm has been

proposed as an e�cient method for calculating the gradient of weights through the

optimization process.

Another issue that one may encounter is that a trained network, which works

well with the training data set, has a poor performance on the test set. It might be

due to under-�tting (high-bias) or over-�tting (high-variance). In the case of under-

�tting, increasing the training set can solve the problem, and in the other case,

adding regularization helps. In order to choose a proper regularization coe�cient,

we can divide the available data set into the two groups, a training data set and

a cross-validation data set. There is no exact formula for selecting this parameter.

The best approach is to try a few and see how well they work.

There are various libraries and frameworks established to accelerate the deploy-

ment of DL architectures. To name a few, MXNet [51], Ca�e [52], TensorFlow [53],

Theano [54], Keras [55], and Torch [56] are some frameworks in which a DNN can

be designed just in a few lines of code. In these frameworks, the architecture of a

DL algorithm should be determined along with all its details, such as the number of

layers, neurons, and all their connections. The type of the activation function and

the loss function should also be indicated. Depending on the requirement of each

scenario, di�erent DNN architectures can be de�ned. In the following, we introduce

some architectures that are used in this thesis.
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Figure 2.4 CNN architecture [59].

2.4.1.1 CNN architecture

A convolutional neural network (CNN, or ConvNet) is one of the most popular

algorithms for deep learning with images and videos. In general, CNN layers can be

divide in two groups, feature detection and classi�cation, as it is shown in Fig 2.4.

Feature detection layers perform one of the three types of operations on the data:

convolution, pooling, or ReLU. Convolution puts the input images through a set

of convolutional �lters, each of which activates certain features from the images.

Pooling simpli�es the output by performing nonlinear down-sampling, reducing the

number of parameters that the network needs to learn about. ReLU allows for faster

and more e�ective training by mapping negative values to zero and maintaining

positive values. These three operations are repeated over tens or hundreds of layers,

with each layer learning to detect di�erent features.

Classi�cation layers, like a classic fully connected feed-forward neural network,

are composed of an input layer, an output layer, and many hidden layers in between.

The number of neurons at the output layer is equal to the number of classes the

network can predict.

2.4.1.2 ResNet architecture

As the number of hidden layers and neurons increase the training becomes more

di�cult. Vanishing/exploding gradients is one of the problem that appear when the

network grows [57]. This problem has been addressed to some extent by normalized

initiation and intermediate normalization [58]. However, with these solutions, when

the network depth increases, its accuracy gets saturated and then degrades rapidly.

As it is reported in [59], this degradation is not due to the oversampling, and adding

more layers also leads to a higher training error. In [60], a deep residual learning
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Figure 2.5 A building block of a ResNet architecture [60] .

is proposed as a solution for the mentioned degradation. The authors reformulated

the layers as learning residual functions with reference to the layer input, instead

of learning unreferenced function. In other words, if G(x) is the mapping that is

supposed to be �t by a few layers (not necessary the entire network), we can let

the layers learn the residual function F(x) = G(x) − x instead. Then the original

function becomes F(x) + x. Fig 2.5 shows that by adding a feed-forward shortcut

connection the formulation F(x)+x can be realized. Since the shortcut is an identity

mapping, it does not add any extra parameter or complexity, and the result network

can still be trained by SGD and back-propagation, and can be implemented using

common libraries (e.g. Cafe) without modifying the solvers. It is shown in [60]

that better training (lower training and cross validation error) can be achieved with

ResNet network compared to the classical CNN. Moreover, ResNet can add extra

accuracy by increasing the number of layers without any performance degradation.

2.4.1.3 U-net architecture

The main idea of U-net is to add some successive layer to a usual convolutional

network in which the pooling operator is replaced by upsampling operators. Thus,

the U-net architecture can be considered as a cascade of two networks as it is

illustrated in Fig 2.6, a contracting network (left side) and expansive network (right

side). Since these two networks are symmetric, they yield a u-shaped architecture.

The contracting path follows the typical architecture of convolutional network

with ReLU and max pooling operation. As one can see in Fig 2.6, there are �ve sets

of layers in contracting path. Each set has two convolutional layers with a ReLU

function as an activation function, and followed by a 2× 2 max pooling. After each

max pooling, the matrix sizes are halved and the number of channels are doubled.

The expansive path is symmetric to the contracting network, the di�erence is

that it contains upsampling operators instead of the max pooling. Moreover, after

each up-conversion in expansive path, a copy of the output of the respective con-

volutional layer in contracting path (before the max pooling operator) is attached
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Figure 2.6 U-net architecture for 32 by 32 pixels in the lowest resolution [61] .

to the up-sampled output as the input of the next convolutional layer. This feed-

forwarded information allows the network to propagate context information to the

higher resolution layers.

In this architecture, the contracting path captures the context in the image, and

then, expanding path enables precise localization. It has been shown that this net-

work can outperform the classic convolutional neural network in image segmentation

[61]. Note that since in image segmentation, the full context of image is required at

the output, this network does not have any fully connected layers at the end, and

only uses the valid part of each convolution.

2.4.2 Application of deep learning in physical layer

Limited learning ability of conventional ML algorithms has restricted its application

for so many years. From 2012, advanced tools and techniques have dramatically im-

proved DL algorithms. DL architectures such as deep belief networks, recurrent

neural networks (RNN) and aforementioned neural networks have been applied to

�elds including computer vision, speech recognition, natural language processing,

social network �ltering, medical image analysis, bio-informatics, and drug design,

where in some cases, they have produced results superior to human experts. More-

over, the access to the open-source DL libraries increased the potential of using

learning algorithms for di�erent �elds [62].

Unlike the aforementioned DL applications, where it is di�cult to �nd a math-

ematical model for the feature representation, various models have been developed
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Figure 2.7 Di�erent categories of DL for communication systems [63] .

to describe communication systems. However, there are still some cases that may

contain unknown e�ects which are di�cult to be modeled like underwater or molecu-

lar communications. Moreover, traditional communication systems consist of several

cascaded block, such as modulation, channel encoding, channel estimation, and data

detection. Each of these blocks are designed and optimized individually that may

not guarantee the global optimality of the system. Thus, the gap between the theory

and practice has motivated many researchers to work on intelligent communications.

There are two main approaches of applying DL to the physical layer. First, the

entire system can be completely replaced by DNN to achieve a DL-based end-to-end

communications. Second, a part of the existing Block-structured communication can

be improved/augmented by DL algorithm. A DL-based communication system can

be data-driven where the whole system or few blocks are considered as a black box

which can be tuned by using labeled data. This learning method requires a large

training data set and su�cient computing resources to be accurately trained. On

the other hand, there are model-driven techniques in which some prior knowledge

of communication system is exploited to reduce the number of trainable parameters

in the system, and consequently, shorten the training time. However, the data-

driven techniques can be robust under variant circumstance because they have less

presumption. While model-driven methods may su�er when the prior assumption

is not accurate in the real scenario.

Fig 2.7 demonstrates these di�erent categories of DL application for communi-

cation systems as it is suggested in [55]. The end-to-end DL-based communication

system is in the data-driven category since the whole system should be replaced

with a DNN, and it is trained only by using labeled data and without any pre-

sumption. While DL-based block-structured communication systems can be either

data-driven or model driven. For data-driven block-structure method, a given block

is replaced by a DNN. But in the case of model-driven, the network is simpli�ed by

employing the conventional mathematical model or prior knowledge, and as a result,

the number of trainable parameters is reduced. For physical layer communications,

block-structured model-driven DL method is more attractive since the mathematical
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models are usually available and it is possible to model a rough and broad solution

with DNN for one or several cascade functions to enhance the system performance.

2.4.2.1 End-to-end communications

As it is shown in Fig 2.8, in DL-based end-to-end communication systems, transmit-

ter is replaced by a DNN which decode the source data. The channel is considered

as one unknown layer of the end-to-end system, and the receiver is another DNN

which decodes the received signal to recover the source data [63]. The loss function

is de�ned based on an end-to-end loss on the recovery accuracy. The weights of the

model are optimized in a supervised learning manner using SGD with the gradients

of the loss function back-propagated from the output layer to the input layer. How-

ever, the gradient cannot be back-propagated through an unknown channel, and

any assumption of channel transfer function will bias the model. Since an accurate

channel transfer function is di�cult to be obtained in real communication system,

the performance of the trained model will be dropped in practice.

There are some techniques proposed to solve the missing gradient problem. In

[64], the end-to-end system is trained based on the reinforcement learning in which

the transmitter is considered as an agent and the channel plus receiver is regarded

as an environment. Then, the agent learns to take actions to maximize the cumu-

lative rewards received from environment. The end-to-end loss is fed back from

the receiver to transmitter as the reward from environment. Moreover, in [65] and

[66] an approach based on conditional generative adversarial net (GAN) is proposed

which circumvent the channel information requirement by modeling the conditional

distribution of the channel. In this technique, there are three DNNs for transmitter,

receiver and channel generator which are trained iteratively. The conditional GAN

needs received pilot signals to learn to mimic the channel e�ect. Then, the gradient

can back-propagate through the trained conditional GAN. Since the received pilot

information along with the received signal is fed to this network, the output is spe-

ci�c to the instantaneous channel, and thus, it can be applied to a more realistic

time-varying channels. The work in [67] also trains a DL-based end-to-end system

in real channel without any assumption on channel models by utilizing stochastic

perturbation. [68] extend the idea of end-to-end communication for OFDM-based

systems. The works in [69] and [70] consider such a system for single user MIMO

scenario.

In these works, the communication system is considered as a black-box modeled

by DL architecture and no explicit CSI is obtained. Therefore, the proposed tech-

niques in these papers are not e�ective in massive MIMO systems where the CSI

is required to exploit the spatial diversity. Moreover, these papers studied single
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Figure 2.8 The DL-based end-to-end communication system [69] .

antenna or small scale MIMO systems, and their techniques are not compatible with

massive MIMO systems.

2.4.2.2 Block-structured communications

DL can be applied to block structured communication systems for di�erent tasks,

such as channel coding [71], or CSI compression and reconstruction in FDD massive

MIMO [72, 73]. Regarding channel estimation, the work in [74] proposed a joint

channel estimation and data detection algorithm for OFDM receiver based on DNN.

In fact, DNN is trained to recover transmitted data symbol by feeding the received

data symbol and pilots as inputs to the network. Another work in [75], proposed a

DL-based channel estimation techniques in which received pilot values are considered

as a low-resolution image, and the channel is estimated using image super-resolution

network cascaded with a image restoration network. Since these works are for

single antenna systems, their application to massive MIMO system will impose

huge amount of computational complexity to the receiver.

In [76], a low-complexity channel estimator with embedded NN is proposed for

massive MIMO systems. However, the author assumed a �at fading channel and a

single user case. The proposed technique also requires pilot signals to estimate the

channel. In [77], a framework that integrates massive MIMO into deep learning is

proposed to estimate direction of arrival (DOA) and channel impulse responses. In

fact, a DNN covers the whole massive MIMO receiver and is trained to estimate

DOA. The channels are calculated based on the estimated DOA, plus the transmit-

ted pilot sequence. Moreover, if the number of BS antennas increases, the size of

DNN layers should grow accordingly, which leads to a considerable computational

burden.

2.4.3 Deep neural network denoiser

Image denoising is a classical topic in the �eld of image processing, since it is an

essential step in many practical applications. The goal of image denoising is to
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Figure 2.9 DnCNN denoiser [83] .

recover a clean image from a noisy observation. Various models have been developed

image denoising, such as non-local self-similarity (NSS) models [78], sparse models

[79], gradient models [80] and Markov random �eld (MRF) models [81]. Despite

their high denoising quality, most of them involve a complex optimization problem

in the testing stage which usually is a non-convex problem. This make the the

denoising process time consuming and very complex. To overcome this drawback,

some learning methods have been designed that do not need the optimization process

in the test phase.

Authors in [82] proposed an image denoiser technique based on CNN architec-

ture named denoising convolutional neural networks (DnCNNs). DnCNN uses the

residual learning, [60], and batch normalization, [58], to improve the denoising per-

formance and to speed up the training process. Fig 2.9 presents the architecture of

DnCNN, which consists of three sets of layers. The �rst one, has only convolutional

layer and ReLU, the middle layers have convolutional layer plus batch normalization

and ReLU, and the �nal layer consists only one convolutional layer. As it is sug-

gested in [82], this algorithm learns the residual noise instead of the original image.

Then, this detected noise should be subtracted from the input noisy observation

to achieve the clean image. Moreover, the DnCNN has been applied in the �eld

of communications for denoising signals. In [83], a denoising-based approximate

message passing (LDAMP) neural network is proposed where DnCNN is applied in

an iterative manner to estimate the channel for mm-Wave massive MIMO systems.

However, this work has studied only a single user scenario, and its performance is

the same as the compressive sensing based CSI estimation.

2.5 Advanced waveforms

Media-rich bandwidth hungry applications in the next generation of wireless net-

works need more localized signals in time and frequency than achievable by orthogo-

nal frequency division multiplexing (OFDM) [84]. This paves the way towards more

e�cient carrier aggregation and more relaxed synchronization requirements than

OFDM. Therefore, in the journey towards �nding an appropriate waveform for the

physical layer (PHY) of next generation wireless networks, a number of waveforms
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have been revisited as evolutions of OFDM, [85], or new �lter bank multicarrier

(FBMC) based waveforms have appeared in the literature. In the following, we

review some of these waveforms.

2.5.1 Evolutions of OFDM

OFDM has been the most popular signaling method in both wired, [86], and wireless

[87] systems. It o�ers a minimum complexity compared to other waveforms. More-

over, multipath e�ect of channel impulse responses can be simply eliminated by

adding a cyclic pre�x (CP) to each OFDM symbol. However, using CP reduce the

bandwidth e�ciency of OFDM systems. OFDM is also very sensitive to frequency

synchronization error. Moreover, the subcarriers �lter in OFDM have large amount

of out of band (OOB) emission, which means users can not e�ectively localized their

signals. Thus, in some use cases such as cognitive radio, either it causes considerable

amount of interference to the adjacent users, or more bandwidth should be wasted

for longer guard band.

Inspired by OFDM modulation and to address its drawbacks, some waveforms

have been introduced [88]. In generalized frequency division multiplexing (GFDM),

�ltering is imposed on each subcarrier band to minimize the overlapping among

subcarriers [89]. Therefore, in case of inaccurate synchronization, GFDM has less

inter-user interference compared to OFDM system. Moreover, in GFDM, one CP

can be assigned to many GFDM symbols or even one packet (provided that the

channel variation over each packet is negligible). This can signi�cantly improve the

bandwidth e�ciency. However, in GFDM, adjacent subcarriers get more interference

from each other which its compensation adds more complexity to the system and

causes some performance loss. Later, the concept of GFDM is extended to FBMC,

and circular-FBMC (C-FBMC) is introduced to address the aforementioned issues

in GFDM [90]. Another waveform following same principle as GFDM is cyclic-block

�ltered multitone (CB-FMT) [91]. Unlike GFDM and C-FBMS, the subcarrier �lters

have no overlapping in CB-FMT which leads to bandwidth e�ciency loss.

Moreover, �ltered OFDM (f-OFDM) [92] has been proposed to reduce the spec-

tral leakage in OFDM. Single carrier frequency division multiple access (SC-FDMA)

has been introduced to reduce the peak to average power ratio (PAPR) of OFDMA.

Unique word OFDM (UW-OFDM) encodes reduced set of QAM symbols to an

OFDM symbol instead of adding CP [93]. The CP in the conventional OFDM is

replaced by a set of zero samples in zero-padded OFDM (ZP-OFDM) [94], and by a

known sequence in known symbol padded OFDM (KSP-OFDM) [95]. Universal �l-

tered multicarrier (UFMC) is another alternative to OFDM which is a combination

of f-OFDM and ZP-OFDM [96].
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2.5.2 FBMC-based waveform

An alternative waveform to OFDM, which is resilient against synchronization errors,

has a very low level of adjacent carrier leakage ratio (ACLR) and higher bandwidth

e�ciency due to the absence of cyclic pre�x (CP), is �lter bank multicarrier with

o�set-quadrature amplitude modulation (FBMC-OQAM) [97],[98]. FBMC-OQAM

is a modulation technique that was initially proposed around 50 years ago [99]. It is

considered a strong candidate for the PHY layer of 5G networks [100]. Recently, fre-

quency spreading FBMC (FS-FBMC), as a new implementation of FBMC-OQAM

has been proposed that is simpler and more e�cient than the conventional imple-

mentation in terms of equalization and synchronization [97]. However, OQAM is

used in FBMC-OQAM to preserve orthogonality in real domain and avoid interfer-

ence among adjacent subcarriers. Utilization of OQAM in FBMC-OQAM requires

doubling the processing rate and hence a higher computational complexity compared

with OFDM [101]. Moreover, OQAM is unable to e�ciently support multiple-input

multiple-output (MIMO) capabilities introduced in the current wireless standards.

Therefore, an interesting FBMC technique named FBMC-QAM is recently intro-

duced that can transmit quadrature amplitude modulation (QAM) rather than

OQAM and support MIMO [102, 103]. To preserve orthogonality among all the

subcarriers, FBMC-QAM uses di�erent �lters for the even and odd subchannels.

However, the authors in [103] do not consider the time-frequency localization in

their derived orthogonality conditions. As a result, this system su�ers from a large

amount of out-of-band emissions. To overcome this problem, further enhancements

can be achieved through optimizing the trade o� between the spectral con�nement

and self-interference [104]. Moreover, this system is still under investigation and its

sensitivity to synchronization errors especially in multiuser scenarios is yet to be

studied.

The main focus of our work is on �lter bank multicarrier with pulse amplitude

modulation (FBMC-PAM), i.e., a new multicarrier modulation technique based on

lapped transform (LT) [102]. FBMC-PAM is capable of transmitting QAM data

symbols at the same rate as OFDM without the need for doubling the processing

rate. The sensitivity of this system to synchronization error is analyzed and its

superiority to OFDM is shown [102, 105]. FBMC-PAM is easy to implement in con-

trast to FBMC-QAM as the �ltering can be implemented in the frequency domain.

Consequently, it can take advantage of frequency domain equalization leading to

an enhanced performance, thanks to its higher frequency resolution, compared to

the single-tap equalizer utilized in the polyphase-based implementations [97]. The

overlapping factor in LT-based systems, K, has a �xed value of K = 2. This leads

to a shorter ramp-up and ramp-down period than the existing FBMC-based systems
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in the literature with overlapping factors larger than 2. On the other hand, FBMC-

PAM has a lower frequency resolution than the conventional FS-FBMC systems,

with overlapping factors larger than two. It is worth mentioning that opposed to

the conventional FS-FBMC systems having 2K − 1 equalization taps per subcarri-

ers, FBMC-PAM has only 2 taps per subcarrier. This leads to a poorer equalization

than FS-FBMC systems. To the best of our knowledge, LT-based multicarrier is

only investigated in single antenna systems. In this thesis, we study these systems in

massive MIMO to take advantage of the self-equalization property that is present in

such channels, i.e., the linear combining of the received signals at di�erent antennas

averages out the channel distortions, [100], and enhances the equalization accuracy.

2.5.2.1 FBMC-PAM modulation

Lapped Transform was introduced several decades ago in order to enhance the spec-

tral characteristics of the discrete Fourier transform (DFT) and discrete cosine trans-

form (DCT) [106]. As a matter of fact, LT is a second class of cosine modulated

�lter bank (CMFB) systems, which have been developed independently to the �rst

class, pseudo quadrature mirror �lter (QMF). Their main di�erence is that the

pseudo QMF systems lead to a nearly perfect reconstruction, while LT can achieve

a perfect reconstruction [107].

The lapped orthogonal transform (LOT) is a particular type of LT in which two

time-domain symbols overlap, i.e., overlapping factor is K = 2 [108]. This technique

has been used for speech compression in the last three decades [106]. Recently, in

[109], it is proposed to use LOT for data transmission. In order to take advantage of

frequency domain equalization as underlined in [110], an implementation using a 2N -

point DFT is introduced for LOT, named lapped-OFDM. Thus, for N subcarriers,

the ith output sample of lapped-OFDM transmitter can be shown as

x(i) =
+∞∑

n=−∞

N−1∑
k=0

dn,kg(i− nN) cos
[
(n− 1

2
+

N

2
)(k − 1

2
)
π

N

]
, (2.24)

where dn,k is the data symbol at the kth subcarrier and nth multicarrier symbol, and

g(i) = − sin
[
(i− 1

2
)
π

2N

]
, (2.25)

is a pulse shaping �lter.

In LOT, the transform coe�cients are real. Hence, there is a spectral constraint,

due to the hermitian symmetry generated by real coe�cients [109]. Therefore, in

order to avoid this constraint, a complex lapped transform (CLT), which was intro-

duced in [111] as a complex extension of LOT, is utilized to build a multicarrier
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transmission system [105]. It can transmit 2N real data symbols at rate 1/N , and

the ith sample of its transmitted symbol can be obtained as

x(i) =
+∞∑

n=−∞

KN−1∑
k=0

dn,kg(i− nN)ej(
π
N
)(n− 1

2
+M

2
)(k− 1

2
). (2.26)

Another type of LT with K = 2 is modulated lapped transform (MLT) [112].

The MLT is similar to the LOT, but they have two main di�erences. First, the MLT

basis function is not symmetrical. Second, MLT is basically a pseudo QMF system

that meets the orthogonality condition of LT, and consequently, has a perfect recon-

struction. Similar to CLT, the modulated complex lapped transform (MCLT) can

be obtained from the MLT transform. By using MCLT as a multicarrier modulation

technique, it is shown that the system can transmit 2N PAM data symbols at the

rate 1/N [102]. Therefore, this system is called FBMC-PAM, and the ith sample of

its symbol can be shown as

x(i) =
+∞∑

n=−∞

KN−1∑
k=0

dn,kg(i− nN)ej(
π
N
)(n+a

2
+N

2
)(k+ 1

2
), (2.27)

where

g(i) = sin[(i+
a

2
)
π

2N
]. (2.28)

The value of a depends on the type of symmetry chosen for the prototype �lter. For

a = 0 and a = 1, the prototype �lter has odd and even symmetry, respectively. For

a=0, MCLT and cosine-modulated multitone (CMT) are the same [113]. Moreover,

in [114], authors mathematically prove that the CMT is similar to the staggered

modulated multitone (SMT), or OFDM/OQAM. In the following section, we focus

on FBMC-PAM.
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FBMC-PAM for massive MIMO

systems

As the standardization activities started to form the foundation of 5G wireless net-

works, a wave of research begun to �nd an alternative waveform for OFDM that can

better serve the needs of 5G. To this end, some new waveforms have been introduced

in the literature. Among them, FBMC-PAM, which is introduced in section 2.5.2.1,

looks like a strong candidate for 5G. It has the same symbol rate as OFDM, and lower

computational complexity than existing FBMC-based systems. FBMC-PAM also

has the smaller overlapping factor than other FBMC-based systems which means

shorter ramp-up and ramp-down periods. In this chapter, we studied the applica-

tion of FBMC-PAM to massive MIMO systems, and investigated its performance

in asymptotic regime when the number of BS antennas goes to in�nity.

3.1 FBMC-PAM for massive MIMO

We consider the multiuser massive MIMO setup discussed in [6] where P users com-

municate with the BS in time division duplex (TDD) manner, and BS is equipped

with M transmit/receive antennas. All the users in a cell can simultaneously use

all the subcarriers. Due to the fact that the channel gain vectors for di�erent users

are statistically independent, as the number of BS antennas grows large, the users'

signals can be distinguished through their respective channel gain vectors [6]. We

also consider the FBMC-PAM structure proposed in [102]. Since the overlapping

factor of this system has a �xed amount K = 2, we replace this parameter with its

value in the rest of the chapter. At the transmitter, data symbols are multiplied

by the phase shift matrix, T = diag{ϕ}, that is a 2N × 2N diagonal matrix whose

elements are

[ϕ]k =
1 + j√

2
jkej

π
2N

(k+ 1
2
), 0 ≤ k ≤ 2N − 1. (3.1)
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Then, the pulse shaping �lter G = circ{g} is applied, which is a 2N × 2N circulant

matrix. Its �rst column is g = [g0, g1,01×2N−2]
T, where g0 = − 1

2j
e−j π

4N , g1 = 1
2j
ej

π
4N

and 0N1×N2 is an N1 × N2 zero matrix. Hence, after IDFT operation, the 2N × 1

vector of the nth multicarrier symbol of the pth user can be obtained as

sn,p = FH
2NGTdn,p, (3.2)

where dn,p is the 2N × 1 data vector and F2N is the 2N -point normalized DFT

matrix with the elements kn

[F2N ]kn =
1√
2N

e−j 2π
KN

nk. (3.3)

Let us de�ne the N × 2N overlapping matrices

Γ−1 = [IN,0N×N], (3.4)

and

Γ0 = [0N×N , IN], (3.5)

where IN is an N × N identity matrix. Then, after overlap and add, the N × 1

vector of the transmit symbol can be obtained as

xn,p = Γ−1sn−1,p + Γ0sn,p. (3.6)

At the receiver side, the signal received at the mth BS antenna can be shown as

rm =
P−1∑
p=0

hm,p ∗ xp + vm, (3.7)

where ∗ indicates the linear convolution operator, xp = [xT
0,p, · · · ,xT

Q−1,p]
T is the

QN×1 vector that includes Q concatenated FBMC-PAM symbols of the user p, vm

is the complex additive white Gaussian noise (AWGN), vm ∼ CN (0, σ2
vINQ), where

σ2
v is a noise variance, and hm,p is the channel impulse response between the pth

user and the mth BS antenna. It is assumed that the entries of the vectors hm,p are

independent and identically distributed (i.i.d.) complex Gaussian random variables

with zero mean and variance equal to the elements of ρ, i.e, hm,p ∼ CN (0, diag(ρ)).

The vector ρ = [ρ(0), ρ(1), · · · , ρ(L− 1)]T is the channel power delay pro�le (PDP)

and L is the length of the channel impulse response. Considering perfect timing and

frequency synchronization, the �rst block at the receiver is a sliding window of size

2N , which picks 2N samples of the received signal in the position of the symbol n.
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Hence, the output of the nth window can be written as

rn,m =
P−1∑
p=0

(
H(1)

m,px
(1)
n,p +H(0)

m,px
(0)
n,p

)
+ ṽm. (3.8)

where x
(1)
n,p = [xn,p,xn+1,p]

T and x
(0)
n,p = [xn−2,p,xn−1,p]

T are 2N × 1 vectors, and ṽm

is vm that is windowed. Considering (3.6), they can be obtained as

x(0)
n,p = Π−1sn−1,p +Π0sn,p +Π+1sn+1,p, (3.9)

and

x(1)
n,p = Π−1sn−3,p +Π0sn−2,p +Π+1sn−1,p, (3.10)

where

Π−1 ,
[

Γ−1

02N×N

]
,Π0 ,

[
Γ−1

Γ0

]
,Π+1 ,

[
02N×N

Γ0

]
. (3.11)

H
(1)
m,p and H

(0)
m,p, are 2N × 2N Toeplitz matrices that create the channel a�ected

symbol n and the tail of the adjacent block, respectively, when they are multiplied

to the vectors x(1)
n,p and x

(0)
n,p. They are de�ned as

H(1)
m,p=



hm,p(0) 0 0 · · · 0

hm,p(1) hm,p(0) 0 · · · 0
...

...
...

. . .
...

hm,p(L−1) hm,p(L−2) hm,p(L−3) · · · 0

0 hm,p(L−1) hm,p(L−2) · · · 0
...

...
...

. . .
...

0 0 0 · · · hm,p(0)


, (3.12)

and

H(0)
m,p=



0 · · · hm,p(L− 1)hm,p(L− 2) · · · hm,p(1)

0 · · · 0 hm,p(L− 1) · · · hm,p(2)
...
. . .

...
...

. . .
...

0 · · · 0 0 · · ·hm,p(L− 1)
...
. . .

...
...

. . .
...

0 · · · · · · 0 · · · 0


. (3.13)

The received symbol, n, at the mth antenna, after application of DFT can be

obtained as

yn,m = F2Nrn,m. (3.14)
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Then, the equalization is performed for each user separately. For the sake of sim-

plicity, the matched �lter (MF) detector is chosen for equalization. Therefore, if the

vector hk,p = [h0,p(k), h1,p(k), . . . , hM,p(k)]
T contains 2N point DFT coe�cients of

the CIR between the pth user and the BS antennas at subcarrier k, the combiner

vector is ψk,p = hk,p/
∥∥hk,p

∥∥2
, where ∥.∥ indicates 2-norm or Euclidean norm. Thus,

the equalized signal at this subcarrier is obtained as

zn,p(k) = ψ
H
k,pỹn,k, (3.15)

where ỹn,k = [yn,0(k), yn,1(k), . . . , yn,M(k)]T. Finally, the detected data symbols are

given by

d̂n,p = ℜ
{
THGHzn,p

}
. (3.16)

Note that performance of MF is asymptotically the same as zero forcing (ZF)

equalization when M tends to in�nity. In fact, the ZF equalizer is obtained as

ψk = H̄k(H̄
H
k H̄k)

−1, where H̄k = [hk,1,hk,2, . . . ,hk,P ] is an M × P matrix. When

M tends to in�nity, Ȟ , H̄H
k H̄k become a diagonal matrix, and its elements are

[Ȟ]p,q = h
H

k,phk,q =

{ ∥∥hk,p

∥∥2
, p = q,

0, p ̸= q,
(3.17)

Thus, the ZF equalizer is asymptotically equal to the MF detector. Hence, for the

sake of simplicity, we limit our SIR analysis in the next section to the MF detector.

3.2 Asymptotic SIR analysis

In this section, we analytically derive the asymptotic SIR of the massive MIMO

detector discussed in the previous section for FBMC-PAM. Since the channel vectors

of the users become orthogonal in the large antenna regime, no multiuser interference

and additive noise remain. Therefore, without loss of generality, in this section, we

consider one active user to study the behavior of the ISI and ICI imposed by the

multipath channel. We also investigate if the channel distortions are completely

removed when there are an in�nite number of antennas due to the self-equalization

property. To keep the equations simple, we drop the user indices from the user's

channel and data matrices and vectors, respectively. Moreover, we do not consider

the additive noise in the formulation in this section. To this end, if the tail of the nth

multicarrier symbol, i.e., the part of the symbol that is placed out of the respective
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sliding window, is added and subtracted in (3.8), then, the received signal at the

DFT input can be written as

rn,m = Hx(1)
n −H(0)

m x(1)
n +H(0)

m x(0)
n . (3.18)

where H = H
(1)
m +H

(0)
m is a circulant matrix, and its multiplication by vector x(1)

n

is equivalent to the circular convolution of the channel impulse response and the

vector x
(1)
n . Therefore, the e�ect of this matrix can be eliminated by frequency

domain equalization of the received signal with the reciprocal of the channel gain in

a given subcarrier. Thus, the �rst term on the right hand side of (3.18) does not lead

to any interference, and after applying the �ltering matrix G and the phase shift

matrix T, the nth symbol can be extracted from this term thoroughly. Accordingly,

The other two terms cause interference.

By substituting x
(1)
n and x

(0)
n from equations (3.10) and (3.9) into (3.18), the

interference part of the equation (3.18) can be shown as

qn,m = q(1)
n,m + q(0)

n,m, (3.19)

where

q(1)
n,m = −H(0)

m Π−1sn−1,p −H(0)
m Π0sn,p −H(0)

m Π+1sn+1,p, (3.20)

and

q(0)
n,m = H(0)

m Π−1sn−3,p +H(0)
m Π0sn−2,p +H(0)

m Π+1sn−1,p. (3.21)

Assuming that the data symbols are independent, the powers of these terms can

be separately calculated and added to each other.

As the number of antennas goes to in�nity, according to the law of large numbers,

the equalized signal can be obtained as

zn(k) = ψ
H
k ỹk → E

{
h
H

k (m)ỹk(m)
}
. (3.22)

Thus, considering that data symbols, sn,p, have variance of unity, the power of the

third term of the right hand side of (3.20) is given by

P
(1)
3 =

1

(2N)2
∥∥ℜ{

THGHB+1,mTG
}∥∥2

F
, (3.23)

where ∥·∥F denotes Frobenius norm and

B+1,m , E
{
H

H

mF2NH
(0)
m Π+1F2N

}
. (3.24)
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Hm is a 2N × 2N diagonal matrix with diagonal elements
[
Hm

]
k,k

= hk(m). Ex-

panding B+1,m, its elements can be calculated as

[B+1,m]p,q =
1

2N
E

{
2N−1∑
n=0

L−1∑
l=0

L−1∑
l′=0

h∗
m(l

′)hm(l)Π+1(n, n
′) (3.25)

× e
−j 2π

2N

(
lq−nq−l

′
p+n

′
p
)
ω(n− l + 2N)

}
,

where

ω(n) =

{
1, 0 ≤ n ≤ 2N − 1,

0, otherwise.
(3.26)

Note that [Π+1]nn′ = 1 only if n′ = n−N . Thus, after some manipulations, we get

[B+1,m]p,q =
1

2N

2N−1∑
n=0

L−1∑
l=0

ρ(l)e−j 2π
2N

(lq−nq−lp+np−pN) (3.27)

× ω(n− l + 2N)

=
(−1)p

2N

L−1∑
l=0

ρ(l)e−j 2π
2N

(q−p)l

l−1∑
n=0

e−j 2π
2N

(q−p)n.

For p ̸= q,

[B+1,m]p,q =
(−1)p

2N

L−1∑
l=0

ρ(l)e−j 2π
2N

(q−p)l 1− ej
2π
2N

(q−p)l

1− ej
2π
2N

(q−p)
(3.28)

=
(−1)p

2N(1− ej
2π
2M

(q−p))
(1− ρ̄(q − p)) ,

where ρ̄ = F2N ρ̃ contains 2N -point DFT samples of zero padded version of the

channel PDP, i.e., ρ̃ =
[
ρT,01×(2N−L)

]T
. It is worth mentioning that in this chapter,

we consider a normalized PDP, i.e.,
∑L−1

l=0 ρ(l) = 1.

For p = q,

[B+1,m]p,q =
(−1)p

2N

L−1∑
l=0

lρ(l) =
(−1)p

2N
τ̄, (3.29)

where

τ̄ =
L−1∑
l=0

lρ(l), (3.30)

is the average delay spread of channel. One can easily realize that the power of the

third term of (3.21) is equal to the power of the third term in (3.20), i.e. P (0)
3 = P

(1)
3 .
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Besides, since H(0)
m Π−1 = [02N×2N ], the power of the �rst terms of (3.20) and (3.21)

are P
(1)
1 = P

(0)
1 = 0 . Moreover, with the same approach, the power of the second

terms of (3.20) and (3.21), P (0)
2 = P

(1)
2 , can be calculated as

P
(1)
2 =

1

(2N)2
∥∥ℜ{

THGHB0,mTG
}∥∥2

F
, (3.31)

where

B0,m , E
{
H

H

mF2NH
(0)
m Π0F2N

}
. (3.32)

Noting that Π0 = I2N , we obtain

[B0,m]p,q =
1

2N(1− ej
2π
2N

(q−p))
(1− ρ̄(q − p)) , (3.33)

for p ̸= q, and

[B0,m]p,q =
1

2N
τ̄, (3.34)

for p = q. Finally, the asymptotic SIR can be derived as

SIR =
1

2P
(1)
3 + 2P

(1)
2

, (3.35)

From (3.35), one can realize that when the number of BS antennas tends to

in�nity, the SIR saturates at the calculated level. Furthermore, with the same

approach, an equation similar to (3.35) can be achieved for any FS-FBMC systems

with K ≥ 2 in order to calculate and compare their saturation level in massive

MIMO channels.

In addition, through the SIR relationship derived in this section, the upper bound

for SIR performance of the system can be calculated according to the number of

subcarriers for a given channel PDP. As a result, the number of subcarriers in a

certain band, which in turn de�nes the subcarrier spacing, can be set to achieve a

target SIR.

3.2.1 Comparison with OFDM

As it is proved in section 3.2, the last two terms on the right hand side of equation

(3.18) are the source of remaining interference for FBMC-PAM modulation in the

asymptotic regime of massive MIMO systems. These terms are associated with the

tail of the transmitted symbols after passing through the multipath channel. In

OFDM modulation, the tail of the adjacent symbol is removed from the desired

symbol when we drop the CP at the receiver. Therefore, the received signal at the
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Figure 3.1 SIR performance for N = 32 subcarriers and di�erent number of BS anten-
nas.

DFT input can be written as

rn,m = H(1)
m x(1)

n +H(0)
m x(1)

n

= Hx(1)
n . (3.36)

where H = H
(1)
m + H

(0)
m is a circulant matrix, its multiplication by vector x

(1)
n is

equivalent to the circular convolution of the channel impulse response and the vector

x
(1)
n , and its e�ect can be eliminated by a channel equalizer. Since the interference

from multipath channel is removed, and the MUI and noise e�ects are averaged out

in asymptotic regime, the upper bound for the SIR of the OFDM-based massive

MIMO systems is in�nity. In other words, in OFDM-based massive MIMO systems,

the SIR performance unboundedly increases as the number of BS antennas tends to

in�nity.

3.3 Simulation results

In this section, a broad set of numerical results is presented to con�rm the theoretical

developments of this chapter. It is worth noting that our simulations are based on
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Figure 3.2 SIR as a function of the number of BS antennas, M , for di�erent number of
subcarriers, N .

a sample set of channel responses generated according to the SUI-4 channel model

proposed by the IEEE802.16 broadband wireless access working group [115].

As it is discussed in [100], FBMC has a self-equalization property in massive

MIMO. This means it can approximately �atten the channel over each subcarrier

band, so wider subcarriers can be used. Fig. 3.1 provides evidence of this property

for FBMC-PAM in massive MIMO. In this �gure, the e�ect of increasing the number

of BS antennas on SIR is depicted in a single user scenario. For these simulations,

noise free channel is considered in order to study the impact of increasing the number

of BS antennas on the equalization accuracy. Note that the number of points along

the normalized frequency axis depends on the frequency spacing (1/2N). As it is

shown, when the number of antennas grows large, the channel is �attened over all

the subcarrier bands.

Then, the analytical SIR relationship derived in equation (3.35) is assessed in

Fig. 3.2. The SIR curves are depicted for N = 32, 64, and 128 subcarriers in a single

user scenario. It is shown that when the number of the BS antennas increases, the

SIR is enhanced by about 20dB compared to the single antenna case. As the �gure

illustrates, the SIR reaches the saturation level when the number of BS antennas is

higher than 50. It is worth mentioning that the �rst line of massive MIMO products

including Ericsson AIR 6468, Huawei AAU and Nokia Airscale have 64 transceiver

antennas [116�118]. These products are designed for 4G LTE and considered as a

pre-5G product, and they are already deployed by many operators such as Sprint

[119]. Since the individual antenna element size is smaller in mmWave frequencies,

a large number of elements, even more than 100, can be deployed. But, according to

Fig. 3.2, we can not gain any performance improvement by increasing the number
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Figure 3.3 SIR saturation level versus number of subcarriers, N .

of BS antennas to more than 50 in the case of FBMC-PAM based massive MIMO

system. However, this saturation level is increased by the number of subcarriers.

The level of saturation is calculated using equation (3.35), and depicted in Fig. 3.2

where it is shown that the theoretical results perfectly match the simulations, pro-

vided that the number of antennas is large enough. Hence, it can be concluded that

for a given number of subcarriers, the system performance has an upper bound, and

it is impossible to improve it by applying more antennas at the BS.

Fig. 3.3 depicts the SIR saturation level as a function of the number of subcar-

riers, N . Therefore, in order to hit a given target SIR, N should be properly set.

In Fig. 3.4, the BER performance with respect to Eb/N0 for N = 64 is investigated.

The term Eb/N0 is the ratio of signal energy associated with each user data bit to

noise power spectral density. Then, Es/N0, signal energy associated with each user

data symbol to noise power spectral density ratio, or simply SNR, signal to noise

ratio, can be calculated as

SNR =
Eb

N0

+ 10 log10(Mqam), (3.37)

where Mqam is the number of bits per symbol. The curves for di�erent constellation

sizes are obtained in the multiuser case, i.e., P = 4 users. Note that FBMC-PAM

does not have a powerful equalization property due the fact that it uses 2 equal-

izer taps per subcarrier. Thus, in single antenna systems, the channel distortions

is not equalized e�ectively, and its BER curve has an error �oor [102]. As it is

shown, by applying FBMC-PAM to massive MIMO, despite the SIR is saturated,

it is high enough so that the error �oor can be completely removed without any

complex equalization. To evaluate the system performance, OFDM is chosen as a
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benchmark, because it has an in�nite SIR as it is discussed in section 3.2.1. In

fact, it can cope with the multipath channel e�ects by using a CP longer than

the length of the channel. We consider the CP length of N/4 = 16. The curves

are obtained for 2-PAM and 8-PAM for FBMC-PAM, which are equivalent to 4-

QAM and 64-QAM for OFDM, respectively. This is because the real and imaginary

parts of symbols in FBMC-PAM are modulated separately. Since the absence of

CP makes FBMC-PAM more bandwidth e�cient, FBMC-PAM has a superior BER

performance than OFDM. Furthermore, it is shown that by increasing the number

of antennas, the noise e�ect can be considerably reduced, leading to a substantial

performance improvement.

3.4 Conclusion

FBMC-PAM, a new candidate waveform for 5G, was studied in massive MIMO.

It was shown that although in massive MIMO channels, multiuser interference as

well as channel noise average out, the system performance is limited due to the

residual channel distortions even for a very large number of BS antennas. In other

words, when the number of BS antennas tends to in�nity, the SIR performance
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saturates. The level of this saturation, which constitutes an upper bound to the

system performance, was analytically calculated in terms of channel parameters

and the number of subcarriers, N . Then it was discussed that N should be set

appropriately to achieve a target SIR. Simulation results were provided to con�rm

the theoretical developments. Besides, FBMC-PAM has an equalization problem in

single antenna systems leading to an error �oor in BER performance. This is due

to fact that it only uses two equalizer taps per subcarrier. However, as we have

shown in this chapter, FBMC-PAM can su�ciently equalize the multipath channel

in massive MIMO systems and get rid of the BER error �oor, given that the number

of subcarriers, N , is properly chosen. As we have shown, FBMC-PAM has a better

BER performance compared to OFDM due to its higher bandwidth e�ciency.



Chapter 4

Frequency synchronization for

massive MIMO

As discussed in the previous chapter, OFDM seems a reasonable waveform choice

for massive MIMO systems. However, the most important drawback of OFDM, i.e.

its sensitivity to frequency o�set can hinder massive MIMO performance. In fact,

due to the large side-lobes of OFDM waveform, even a small amount of frequency

o�set can lead to a considerable amount of inter carrier interference (ICI), and

consequently, tremendously degrade the massive MIMO performance. Therefore, a

precise frequency synchronization is crucial for OFDM-based massive MIMO sys-

tems. On the other hand, as the number of BS antennas in massive MIMO systems

is large, in the order of hundreds, the computational complexity of synchronization

can become a burden for the system. In this chapter, we propose an accurate low-

complexity frequency synchronization technique for OFDM-based massive MIMO

systems which consists of three parts; CFO estimation, CFO compensation, estima-

tion error correction.

The rest of this chapter is organized as follow. In section 4.1, we propose two

di�erent techniques for CFO estimation, and a low complexity CFO compensation

technique in section 4.2. In section 4.3, the performance of the proposed CFO

estimation and compensation techniques in the presence of CFO estimation error

is analysed, and then, an iterative algorithm is proposed to correct the error and

boost the performance. In section 4.4, the computational complexity of the proposed

synchronization technique is calculated. The simulation results and conclusion are

presented in sections 4.5 and 4.6, respectively.
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4.1 Carrier frequency o�set estimation

In multiuser massive MIMO systems, CFO estimation is challenging since all the

users simultaneously share all the available bandwidth. In fact, their orthogonality

is guaranteed by spacial diversity, while in CFO estimation stage we do not have

the knowledge of CSI to separate the users' signals. There are some techniques in

the literature that try to address this issue. As it is discussed in section 2.2.1, these

techniques have high computational complexity for large scale antenna systems. In

this section, we propose two low complexity CFO estimation techniques, the �rst

one is based on a closed-form formula with a set of rectangular shape pilots, and

the second one has a unimodal cost function.

4.1.1 CFO estimation in close form

Representing the circular convolution of the transmit data with the channel in equa-

tion (2.2) as Xκ
phm,p, the OFDM symbol received at the mth BS antenna after CP

removal in the presence of CFO can be written as

rκm =
P−1∑
p=0

Φκ
pX

κ
phm,p + nm, (4.1)

where Xκ
p is an N × L matrix including the �rst L columns of the circulant matrix

circ(xκ
p) and Φκ

p is an N × N diagonal CFO matrix with the diagonal elements

Φκ
p [l, l] = ej

2π
N

ϵp(l+(N+NCP)κ+NCP) for l = 0, · · · , N − 1, and ϵp is the CFO normalized

to subcarrier spacing.

Let us consider the �rst OFDM symbol within each data packet as users' pilots.

To keep the formulation simple, without any loss of generality, we omit the symbol

index in our derivation, i.e. the superscript κ. If we multiply the �rst received

OFDM symbol at each antenna in equation (4.1) to its Hermitian and average them

over all the BS antennas, we have

R =
1

M

M−1∑
m=0

rmr
H
m

=
P−1∑
p=0

P−1∑
q=0

ΛpCp,qΛ
H
q +

1

M

M−1∑
m=0

nmn
H
m

+
1

M

M−1∑
m=0

(
P−1∑
p=0

Λphm,p)n
H
m +

1

M

M−1∑
m=0

nm(
P−1∑
q=0

Λqhm,q)
H, (4.2)
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where Λp = ΦpXp and Cp,q , 1
M

∑M−1
m=0 hm,ph

H
m,q. In the asymptotic regime, i.e.

M → ∞, the two last terms in (4.2) tend to zero and the second one becomes a

diagonal matrix equal to σ2
nIN . Hence, for large values of M , R can be written as

R =
P−1∑
p=0

P−1∑
q=0

ΛpCp,qΛ
H
q + σ2

nIN . (4.3)

Moreover, according to the law of large numbers, as M grows large, Cp,q[i, j] →
E
{
hm,p[i]h

∗
m,q[j]

}
. In massive MIMO systems, the distance between BS antennas is

set to be more than half of the wavelength of the transmitted signal, λ/2. In that

case, the channels between a given user and di�erent BS antennas are a set of i.i.d.

random variables. Therefore, E
{
hm,p[i]h

∗
m,q[j]

}
= 0 for i ̸= j and p ̸= q. Thus, Cp,q

is a zero matrix for p ̸= q, and Cp,p is a real-valued diagonal matrix with the main

diagonal ρp. Therefore, based on equation (4.3), each entry of R is given by

R[i, j] =
P−1∑
p=0

Φp[i, i]
N−1∑
l=0

Xp[i, l]Cp,p[l, l]X
H
p [l, j]Φ

H
p [j, j]

=
P−1∑
p=0

e j
2π
N

ϵp(i−j )

N−1∑
l=0

Xp [i , l ]Cp,p [l , l ]X
H
p [l , j ]. (4.4)

Accordingly, if we choose Xp to be real, the angles of the elements of matrix R

will be a linear function of the users' CFOs. Note that due to the summation

over p in equation (4.4), in order to be able to estimate di�erent users' CFOs, we

need to choose orthogonal pilot sequences for di�erent users in the time domain.

To this end, a pilot should take zero value where other users' pilots are non-zero.

In addition, due to the channel delay spread, users' pilots spread over L samples.

Thus, an additional guard of L zero samples is required between users' pilot elements.

Considering these two points, we propose a pilot signal that has L non-zero elements

every 2LP samples in the time-domain, which can be given by dp = FNγp in the

frequency domain where γp is an N × 1 vector. The elements of γp can be shown as

γp[i] =
A−1∑
a=0

RectL[i− 2L(p+ aP )− L/2)], (4.5)

where i = 0, 1, · · · , N − 1, p = 0, 1, · · · , P − 1, and A = ⌊N/(2PL)⌋. From equation

(4.4), one may realize that the angles of the elements of R relevant to user p are a
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linear function of ϵp. Hence, ϵp can be estimated as

ϵp=
N

A(A−1)L2

A−1∑
a=0

A−1∑
a′=0
a′ ̸=a

L−1∑
i=0

L−1∑
j=0

∠R[i+ ip,a, j+ ip,a′ ]

2π(i−j + 2LP (a−a′))
(4.6)

where ip,a = 2L(p+aP ). It is worth mentioning that we calculate R once for all the

users. Moreover, since there is no optimization problem to solve in this technique,

it has a light computational burden. In fact, the computational complexity with

respect to the number of complex multiplications is in the order of O(MN2), which

increases linearly by increasing the number of BS antennas, M . However, the pro-

posed pilot for this technique can lead to high peak to average power ratio (PAPR).

Hence, we propose an alternative CFO estimation technique that is generic and does

not limit us to a speci�c pilot. Thus, the computational complexity with respect

to the number of complex multiplications is O(MN2), which increases linearly by

increasing the number of BS antennas, M .

4.1.2 CFO estimation with unimodal cost function

In this section, instead of using orthogonal pilots, we use the orthogonal projection of

each user's pilot to separate user's signals. We denote PXq = IN −Xq(X
H
q Xq)

−1XH
q

as the orthogonal projection onto the space spanned by the columns of Xq. Then, if

we consider the training sequence designed such that Λ⊥
q = PXqΦ

H
q , then, Λ

⊥
q Λp = 0

holds for q = p. Therefore, if we estimate CFO, ϵ̂q, calculate Λ̂⊥
q , and multiply it to

R in equation (4.2), we have

Λ̂⊥
q R = Λ̂⊥

q ΛqCq,qΛ
H
q + Λ̂⊥

q Vq, (4.7)

where

Vq =
P−1∑
p=0
p̸=q

ΛpCp,pΛ
H
p + σ2

nIN , (4.8)

denotes the noise plus multi-user interference with respect to user q. Then, if ϵ̂q = ϵq,

the �rst term on the right-hand side of equation (4.7) is zero, and the Frobenius

norm of the resulting matrix gets its minimum value. Therefore,

ϵ̂q =argmin
ϵ

∥∥∥Λ̂⊥
q R

∥∥∥2

. (4.9)

The cost function of this optimization problem is a unimodal function, i.e. it is

monotonically decreasing for ϵ ≤ ϵq and monotonically increasing for ϵ ≥ ϵq. The
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proof is provided in Section 4.1.2.1. Therefore, this optimization problem can be

solved by applying the Golden section search algorithm [120]. This approach is

generic, and therefore, there is no restriction on choosing the pilot sequence.

4.1.2.1 Proof of unimodality of the cost function

The objective function of our optimization problem is the square of Frobenius norm

of matrix Λ̌⊥
q R as it is shown in equation (4.9). By substituting this matrix from

(4.7), we have ∥∥Λ̌⊥
q R

∥∥2
=

∥∥∥Λ̂⊥
q ΛqCq,qΛ

H
q + Λ̂⊥

q Vq

∥∥∥2

, (4.10)

where the �rst term corresponds to the desired user q, and the second one is due to

the noise plus multi-user interference with respect to user q. Equation (4.10) can

be expanded as

∥∥Λ̌⊥
q R

∥∥2
=

∥∥Λ̌⊥
q ΛqWq

∥∥2
+
∥∥Λ̌⊥

q Vq

∥∥2

+ 2ℜ
{⟨

Λ̌⊥
q ΛqWq, Λ̌

⊥
q Vq

⟩}
, (4.11)

where Wq = Cq,qΛ
H
q , Λ̌⊥

q = PXqΦ̌
H

q for the trial CFO matrix Φ̌q, and ⟨., .⟩ is

the Frobenius inner product. In the following, �rst we analyze these three terms

separately, and then, we conclude that our objective function is unimodal.

For the sake of simplicity and without loss of generality, we drop the index q

from all of the vectors and matrices for the rest of this section. In addition, let us

de�ne Ξ1 = Λ̌⊥ΛW and Ξ2 = Λ̌⊥V, and rewrite the equation (4.11) as

∥∥Λ̌⊥R
∥∥2

= ∥Ξ1∥2 + ∥Ξ2∥2

+ 2ℜ{⟨Ξ1,Ξ2⟩} . (4.12)

The �rst term of the right hand side of equation (4.12) can be calculated as

∥Ξ1∥2 =
N−1∑
i=0

N−1∑
j=0

|Ξ1[i, j]|2 . (4.13)
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Then by de�ning G = Λ̌⊥Λ, we have

|Ξ1[i, j]|2 =

∣∣∣∣∣
N−1∑
l=0

G[i, l]W [l, j]

∣∣∣∣∣
2

=
N−1∑
l=0

N−1∑
k=0

G[i, l]W [l, j]G∗[i, k]W ∗[k, j]

=
N−1∑
l=0

N−1∑
k=0

|G[i, l]| |G∗[i, k]| ej(∠G[i,l]−∠G[i,k])

× |W [l, j]| |W ∗[k, j]| ej(∠W [i,l]−∠W [i,k]). (4.14)

The elements of the matrix W are independent of the trial CFO values, and the

ijth entry of G is given by

G[i, j] =
N−1∑
l=0

PX [i, l]Φ̌
∗[l, l]Φ[l, l]X[l, j]

=
N−1∑
l=0

PX [i, l]Φ̃
∗[l, l]X[l, j]

=
⟨
λ̃

⊥
i ,xj

⟩
=

∥∥∥λ̃⊥
i

∥∥∥ ∥xj∥ cos(θC(λ̃
⊥
i ,xj)), (4.15)

for 0 ≤ i, j ≤ N − 1 where Φ̃[l, l] = ej
2π
N

ϵ̃(l+NCP), and ϵ̃ is the di�erence between the

desired CFO, ϵ, and the trial CFO value, ϵ̌. In addition, λ̃
⊥
i is the ith row of the

matrix Λ̃⊥ = PXΦ̃
H
, xj is the jth column of the matrix X, and θC(λ̃

⊥
i ,xj) is the

angle between the two complex vectors λ̃
⊥
i and xj. Since PX is de�ned to be the

orthogonal projection onto the space spanned by the columns of the matrix X, the

ith row of the matrix PX , and the vector xj are orthogonal for any i, j ∈ [0, N − 1].

Hence, if ϵ̌ = ϵ, Φ̃ = IN and we have⟨
λ̃

⊥
i ,xj

⟩
= 0, (4.16)

this means cos(θC(λ̃
⊥
i ,xj)) = 0 and θC(λ̃

⊥
i ,xj) = ±π/2 for any i and j. Thus, G

becomes a zero matrix, and ∥Ξ1∥2 = 0.

If ϵ̌ ̸= ϵ the orthogonality between the two vectors λ̃
⊥
i and xj is destroyed.

Consider the singular value decomposition (SVD) of the matrix PX as PX = UΣVH.

Then, by multiplying PX to Φ̃, the right singular vectors of the matrix PX , i.e. the

columns of V, are multiplied to the matrix Φ̃. This means that the orthogonal basis

of the matrix PX is rotated by ϵ̃, which is the di�erence between the desired CFO,
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ϵ, and the trial CFO, ϵ̌. Therefore, the resulting matrix is not orthogonal to X

anymore, and the length of the projection of λ̃
⊥
i on xj, i.e.

⟨
λ̃

⊥
i ,xj

⟩
, is a function

of ϵ̃. Note that cos(θC(a,b)) has a complex value which can be represented as

cos(θC(a,b)) = γeiφ, (4.17)

where

γ = cos(θH(a,b)) = | cos(θC(a,b))|, (4.18)

0 ≤ θH ≤ π/2 is called the Hermitian angle between the vectors a and b of the

complex vector space, and −π ≤ φ ≤ π is called their (Kasner's) pseudo-angle [121].

Since θC(λ̃
⊥
i ,xj) = ±π/2 for ϵ̃ = 0, any rotation less than π/2 will increase the

value of cos(θH(λ̃
⊥
i ,xj)) = | cos(θC(λ̃

⊥
i ,xj))|, and hence the larger the rotation, the

larger the value of cos(θH(λ̃
⊥
i ,xj)). If |ϵ̃| < 1, the rotation cannot be greater than

π/2. Therefore, as |ϵ̃| grows, the absolute value of the elements in the matrix G

increase.

Moreover, since all the orthogonal basis vectors of the matrix PX are rotated by

the value of ϵ̃, θC(λ̃
⊥
i ,xj) is the same for every i, j ∈ [0, N − 1]. Hence, considering

∠G[i, j] = ∠ cos(θC(λ̃
⊥
i ,xj)), ∠G[i, l] = ∠G[i, k] for any amount of ϵ̃, and we have

|Ξ1[i, j]|2 =
N−1∑
l=0

|G[i, l]|2 |W [l, j]|2

+ 2
N−2∑
l=0

N−1∑
k=l+1

|G[i, l]| |G∗[i, k]|

× |W [l, j]| |W ∗[k, j]| cos(∠W [i, l]− ∠W [i, k])). (4.19)

Then, because |G[i, j]| increases as |ϵ̃| grows, |Ξ1[i, j]|2 will also increase. Hence,
if |ϵ̌2− ϵ| > |ϵ̌1− ϵ|, we have ∥Ξ1∥2 |ϵ̌2 > ∥Ξ1∥2 |ϵ̌1 for any ϵ̌, and ∥Ξ1∥2 = 0 for ϵ̌ = ϵ.

As a result, the �rst term of the right hand side of equation (4.12) is a unimodal

function with respect to the trial CFO value.

The second term of the right hand side of equation (4.12) can be calculated as

∥Ξ2∥2 =
N−1∑
i=0

N−1∑
j=0

|Ξ2[i, j]|2 , (4.20)
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where

|Ξ2[i, j]|2 =

∣∣∣∣∣
N−1∑
l=0

Λ̌⊥[i, l]V [l, j]

∣∣∣∣∣
2

=
N−1∑
l=0

N−1∑
k=0

Λ̌⊥[i, l]V [l, j](Λ̌⊥)∗[i, k]V ∗[k, j]. (4.21)

Then, by substituting Λ̌⊥ = PXΦ̌
H
in equation (4.21), we have

|Ξ2[i, j]|2 =
N−1∑
l=0

N−1∑
k=0

PX [i, l]P
∗
X [i, k]

× V [l, j]V ∗[k, j]ej
2π
N

ϵ̌(k−l). (4.22)

By substituting (4.22) in (4.20), ∥Ξ2∥2 is given by

∥Ξ2∥2 = ζ +
N−1∑
l=0

N−1∑
k=0
k ̸=l

T [l, k]ej
2π
N

ϵ̌(k−l), (4.23)

where

ζ =
N−1∑
i=0

N−1∑
j=0

N−1∑
l=0

|PX [i, l]|2 |V [l, j]|2 , (4.24)

and

T [l, k] =
N−1∑
i=0

PX [i, l]P
∗
X [i, k]

N−1∑
j=0

V [l, j]V ∗[k, j]. (4.25)

Note that ζ is constant with respect to ϵ̌. Moreover, since T [l, k] = T ∗[k, l], ∥Ξ2∥2

can be rewritten as

∥Ξ2∥2 = ζ + 2
N−2∑
l=0

N−1∑
k=l+1
k ̸=l

|T [l, k]|

× cos(∠T [l, k] + 2π

N
ϵ̌(k − l)). (4.26)

The second term in equation (4.26) is a sum of N(N − 1)/2 number of cosine

functions of ϵ̌ with di�erent periods in the range of 1 < N/(k − l) ≤ N . Thus,

the value of these cosine functions vary slowly. In addition, since l ̸= k for T [l, k]

in equation (4.23), the elements of the matrices PX and V in equation (4.25) are
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statistically independent. Consequently, the elements T [l, k] are very small and tend

to zero. Thus, the second term on the right hand side of equation (4.12) can be

approximated to a constant value with respect to the trial CFO.

Finally, considering the third term on the right hand side of equation (4.12), we

have

ℜ{⟨Ξ1,Ξ2⟩} =
N−1∑
i=0

N−1∑
j=0

|Ξ1[i, j]| |Ξ2[i, j]| cos(θΞ), (4.27)

where θΞ = ∠Ξ2[i, j] − ∠Ξ1[i, j]. Following similar line of derivations as above, it

can be shown that |Ξ1[i, j]| is also unimodal with respect to the trial CFO val-

ues, and |Ξ2[i, j]| remains constant as ϵ̌ changes. Since |Ξ2[i, j]| is always positive,
|Ξ1[i, j]| |Ξ2[i, j]| is just a scaled version of |Ξ1[i, j]| which is unimodal with the same

minimum point as |Ξ1[i, j]| for any i, j ∈ [0, N − 1]. Then, for given i and j, if

cos(θΞ) > 0, it only multiplies to the scale of |Ξ1[i, j]|. Else if cos(θΞ) < 0, beside

changing the scale, it also turns it to a downward unimodal function.

In addition, since adding a constant value does not disturb the unimodality, the

sum of the �rst two terms in equation (4.12) is an upward unimodal function that

gets its minimum at the trial CFO value that minimizes |Ξ1[i, j]|. Therefore, as long
as the value of the third term is smaller than the sum of the two �rst terms for any

i, j, and ϵ̌, the overall cost function in (4.12) will be an upward unimodal function.

To this end, the following inequality should be ful�lled for any i and j value.

|Ξ1[i, j]|2 + |Ξ2[i, j]|2 > |Ξ1[i, j]| |Ξ2[i, j]| cos(θΞ). (4.28)

Since cos(θΞ) ∈ [−1, 1], the su�cient condition to guarantee unimodality is

|Ξ1[i, j]|2 + |Ξ2[i, j]|2 > |Ξ1[i, j]| |Ξ2[i, j]| . (4.29)

We know that the inequality

(|Ξ1[i, j]| − |Ξ2[i, j]|)2 > 0, (4.30)

is always true. Hence,

|Ξ1[i, j]|2 + |Ξ2[i, j]|2 > 2 |Ξ1[i, j]| |Ξ2[i, j]|

> |Ξ1[i, j]| |Ξ2[i, j]| , (4.31)
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is also true, and the su�cient condition for unimodality is ful�lled. Therefore, even

when cos(θΞ) < 0, the �nal expression of the cost function for given i and j values

is an upward unimodal function with respect to the trial CFO values.

As a conclusion, we have proved that the �rst term on the right hand side of the

equation (4.12) is unimodal, the second term is constant which means the sum of

the �rst two terms is also unimodal. Moreover, for any i, j and ϵ, the third term of

this equation preserves the unimodality of the whole objective function. Therefore,

our objective function is upward unimodal and its minimum can be found using

search algorithms such as Golden section search.

4.2 Carrier frequency o�set compensation

As it is discussed in section 2.2.2, the CFO compensation technique for massive

MIMO systems in the literature is performed in the time domain. Since users' signals

have di�erent amount of CFO, after CFO compensation, each user has a separate

signal stream, and consequently, needs a separate receiver. Therefore, as the number

of BS antennas grows large, CFO compensation can impose a considerable amount

of complexity to the system. To address this problem, we propose to compensate

the users' CFOs in the frequency domain and after combining the received signals

at the BS antennas.

4.2.1 CFO compensation in frequency domain

Representing the circular convolution of the transmit data with the channel in equa-

tion (2.2) as Hm,pxp, the received signal at BS antenna m in the frequency domain

can be written as

r̄m =
P−1∑
p=0

FNΦpHm,pxp + FNnm, (4.32)

where Hm,p is a circulant matrix with the �rst column hm,p which is zero-padded

to have the length of N . Then, considering FH
NFN = IN , equation (4.32) can be

rewritten as

r̄m =
P−1∑
p=0

FNΦpF
H
NFNHm,pF

H
Ndp + n̄m, (4.33)

where n̄m = FNnm is the frequency domain noise vector. By de�ningEp , FNΦpF
H
N

and H̃m,p , FNHm,pF
H
N , we have

r̄m =
P−1∑
p=0

EpH̃m,pdp + n̄m. (4.34)
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It is worth noting that due to the circulant property of Hm,p, H̃m,p becomes a

diagonal matrix, [10].

Let us de�ne the vector r̄[k] = [r̄0[k], r̄1[k], · · · , r̄M−1[k]]
T which contains the kth

samples of the received signals at all the BS antennas in the frequency domain for

k = 0, 1, · · · , N − 1. Then, the combiner output is given by

ȳ[k] = Z[k]r̄[k], (4.35)

where ȳ[k] = [ȳ0[k], ȳ1[k], · · · , ȳP−1[k]]
T is a P × 1 vector containing the kth samples

of the users' signals, and Z[k] is a P × M linear combiner on subcarrier k. If we

deploy the zero-forcing (ZF) combiner, Z[k] can be calculated as

Z[k] = (H[k]HH[k])−1HH[k], (4.36)

where H[k] = [h̄0[k], h̄1[k], · · · , h̄P−1[k]] is an M × P matrix whose pth column is

h̄p[k] = [h̄0,p[k], h̄1,p[k], · · · , h̄M−1,p[k]]
T, and h̄m,p = FNhm,p.

Note that in the asymptotic regime, P × P normalization matrix H[k]HH[k]

becomes a diagonal matrix,

Dk = H[k]HH[k]

= diag
{∥∥h̄0[k]

∥∥2
,
∥∥h̄1[k]

∥∥2
, · · · ,

∥∥h̄P−1[k]
∥∥2
}
, (4.37)

and when M tends to in�nity, according to the law of large numbers, Dk → MIP .

Therefore, the combiner output for user q can be written as

ȳq[k] =
1

M
h̄H
q [k]r̄[k], (4.38)

for k = 0, 1, · · · , N − 1. Substituting r̄ from (4.34) into (5.6), we can rewrite the qth

user's signal at the combiner output as

ȳq =
1

M

M−1∑
m=0

H̃H
m,q

P−1∑
p=0

EpH̃m,pdp + ñ, (4.39)

where ñ = 1
M

∑M−1
m=0 H̃

H
m,qn̄m. Then, de�ning an N ×N interference matrix as

Ωq,p =
1

M

M−1∑
m=0

H̃H
m,qEpH̃m,p, (4.40)
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we have

ȳq = Ωq,qdq +
P−1∑
p=0
p ̸=q

Ωq,pdp + ñ, (4.41)

It is worth noting that since di�erent users' channels are uncorrelated, the elements

of Ωq,p for p ̸= q tend to zero as M increases to in�nity, and multi-user interference

as well as the noise term will be averaged out. Moreover, while in the absence of

CFO, Ωq,q is the identity matrix, the presence of CFO makes it non-diagonal and

banded, with the o�-diagonal elements modeling the inter-carrier interference (ICI)

e�ect. Furthermore, with some manipulations, the interference matrix in equation

(4.40) can be represented as

Ωq,p = Ep ⊙Bq,p, (4.42)

where

Bq,p[l, k] =
1

M

M−1∑
m=0

H̃∗
m,q[l, l]H̃m,p[k, k], (4.43)

for l, k = 0, · · · , N − 1. Therefore, in the asymptotic regime Bq,q can be obtained

as

Bq,q[l, k] = E
{
H̃∗

m,q[l, l]H̃m,q[k, k]
}

= E
{
h̄∗
m,q[l]h̄m,q[k]

}
= E

{
N−1∑
i=0

N−1∑
i′=0

h∗
m,q[i]hm,q[i

′]e−j 2π
N

(ki ′−li)

}
. (4.44)

and E
{
h∗
m,q[i]hm,q[i

′]
}
= 0 for i ̸= i′ since hm,q is an i.i.d. random vector, and we

have

Bq,q[l, k] =
N−1∑
i=0

ρq[i]e
−j 2π

N
(k−l)i = ρ̄q [k − l ], (4.45)

where ρ̄q = FNρq contains the N -point DFT samples of the channel PDP of the

qth user, ρq, and since the channel PDPs are real-valued functions, ρ̄q[i] = ρ̄q[i−N ].

Hence, we can conclude that Bq,q is a circulant matrix with the �rst column ρ̄q[−l]

for l = 0, · · · , N − 1. 1 Eq = FNΦqF
H
N is also a circulant matrix as Φq is diagonal.

Accordingly, Ωq,q derived in equation (4.42), is a circulant matrix and can be written

as Ωq,q = FNQq,qF
H
N , where Qq,q is diagonal. Therefore, in order to calculate the

inverse of the interference matrix, Ωq,q, we only need to calculate the inverse of

the diagonal matrix Qq,q, and calculate, Ω−1
q,q = FNQ

−1
q,qF

H
N . Moreover, due to the

circulant property of the matrix Ωq,q, calculating its �rst column, which is the

1Note that if the distance between the BS antennas is less than half of the wavelength of the
transmitted signal, λ/2, hm,q will not be an i.i.d. random vector, and E

{
h∗
m,q[i]hm,q[i

′]
}
will be

equal to the covariance of these two variables. Consequently, Bq,q will not be a circulant matrix.
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element-wise multiplication of the �rst columns of the matrices Ep and Bq,p, is

su�cient to form the rest of the matrix Ωq,q. Since an element-wise multiplication

in the frequency domain is equivalent to a circular convolution in the time domain,

the diagonal elements of the matrix Qq,q can be obtained as

diag(Qq,q) = diag(Φq)⊗ ρ̃q, (4.46)

where ρ̃q[i] = ρq[−i] = ρq[N − i]. Hence, the qth user's signal can be obtained as

d̂q = FNQ
−1
q,qF

H
N ȳq. (4.47)

Considering the symbol indices, one realizes thatQq,q varies for di�erent symbols

as

diag(Qκ
q,q) = diag(Φκ

q )⊗ ρ̃q. (4.48)

To deal with this issue, we suggest to calculate the matrix Qq,q once for the �rst

symbol, where Φ0
q[l, l] = ej

2π
N

ϵp(l+NCP) for l = 0, 1, · · · , N − 1, and for other symbols

add a phase shift correction step. Thus, the κth data symbol can be estimated as

d̂κ
q = e−j 2π

N
ϵq(N+NCP)κFNQ

−1
q,qF

H
N ȳ

κ
q , (4.49)

It is worth to note that our proposed CFO compensation technique is performed

only once for each user, and as a result, its computational complexity remains

constant as the number of BS antennas increases.

4.3 Frequency synchronization enhancement

In Section 4.2.1, we have assumed that the CFO estimation is accurate. However in

practice, it may not be a realistic assumption. In this section, we analyze the e�ect

of CFO estimation errors and investigate the e�cacy of the proposed technique.

Then, we show that the possible error due to an inaccurate CFO estimation can be

simply removed by an iterative phase correction algorithm.

4.3.1 CFO estimation error analysis

We consider the estimated CFO for user p as ϵ̂p = ϵp + ϵ̃p where ϵ̃p is the estimation

error. Thus, the estimated CFO matrix can be written as

Φ̂p = Φ̃pΦp, (4.50)



58 Frequency synchronization for massive MIMO

where Φ̃p is a diagonal matrix with the elements Φ̃κ
p [l, l] = ej

2π
N

ϵ̃p(l+(N+NCP)κ+NCP) for

l = 0, · · · , N−1. After dropping the superscript κ for the sake of simplicity without

loss of generality, the estimated channel at the mth BS antenna can be obtained as

ĥm =(Λ̂
H
Λ̂)−1Λ̂

H
rm

=(Λ̂
H
Λ̂)−1Λ̂

H
Λhm + (Λ̂

H
Λ̂)−1Λ̂

H
nm, (4.51)

where Λ̂ = [Λ̂0, Λ̂1, · · · , Λ̂P−1] and Λ̂p = Φ̂pXp. Let us de�ne NP × NP matrices

Γ1 , Λ̂
H
Λ̂ and Γ2 , Λ̂

H
Λ, with the elements

Γ1[i, j] =
N−1∑
l=0

Λ̂∗
p[i, l]Λ̂q[l, j]

=
N−1∑
l=0

X∗
p [l, i− pN ]Φ∗

p[l, l]Φ̃
∗
p[l, l]Φ̃q[l, l]Φq[l, l]

×Xq[l, j − qN ], (4.52)

and

Γ2[i, j] =
N−1∑
l=0

Λ̂∗
p[i, l]Λq[l, j]

=
N−1∑
l=0

X∗
p [l, i− pN ]Φ∗

p[l, l]Φ̃
∗
p[l, l]Φq[l, l]Xq[l, j − qN ]. (4.53)

Here, p and q can be obtained as p =
⌊

i
N

⌋
and q =

⌊
j
N

⌋
. Therefore, if |i− j| < N ,

q = p and we have

Γ1[i, j] =

{
1, i = j

0, i ̸= j,
(4.54)

and

Γ2[i, j] =
N−1∑
l=0

Φ̃∗
p[l, l]X

∗
p [l, i− pN ]Xp[l, j − pN ]. (4.55)

It is worth noting that when the estimation error, ϵ̃p, has a small value, for i ̸= j,

Γ2[i, j] ≈ 0, and for i = j, we have

Γ2[i, i] =
N−1∑
l=0

Φ̃∗
p[l, l]

∣∣∣Xp[l, i− pN ]
∣∣∣2. (4.56)
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Then, according to the Parseval's theorem, we can rewrite equation (4.56) as

Γ2[i, i] =
1

N

N−1∑
k=0

Ẽ∗
p [k, 0]

∣∣∣dp[k]∣∣∣2, (4.57)

where |dp[k]| = 1, and Ẽp = FNΦ̃pF
H
N is a circulant matrix, and its �rst column

is the Fourier transform of diag(Φ̃p). Moreover, with the assumption of small ϵ̃p,

the �rst column of Ẽp can be considered as an impulse, i.e., Ẽ∗
p [k, 0] ≈ Ẽ∗

p [0, 0]δ[k].

Hence, for |i− j| < N ,

Γ2[i, j] ≈

{
φ∗
p, i = j

0, i ̸= j,
(4.58)

where

φp =
1

N
Ẽp[0, 0] =

1

N

N−1∑
l=0

Φ̃p[l, l]. (4.59)

Since the estimation is performed on the �rst symbol, i.e. κ = 0, which is the pilot,

we can expand equation (4.59) as

φp =
1

N

N−1∑
l=0

ej
2π
N

ϵ̃p(l+NCP)

=
1

N

N−1∑
l=0

{
cos

(2π
N

ϵ̃pl
)
+ j sin

(2π
N

ϵ̃pl
)}

ej
2π
N

ϵ̃pNCP . (4.60)

Due to the small value of ϵ̃p, we can replace cos
(
2π
N
ϵ̃pl

)
= 1 and sin

(
2π
N
ϵ̃pl

)
= 2π

N
ϵ̃pl.

Thus,

φp =
1

N

N−1∑
l=0

{
1 + j

2π

N
ϵ̃pl

}
ej

2π
N

ϵ̃pNCP

=
(
1 + j

2π

N
ϵ̃p
N − 1

2

)
ej

2π
N

ϵ̃pNCP

=

{
cos

(2π
N

ϵ̃p
N − 1

2

)
+ j sin

(2π
N

ϵ̃p
N − 1

2

)}
ej

2π
N

ϵ̃pNCP

= ej
2π
N

ϵ̃p(
N−1

2
+NCP)

= Φ̃p[l, l]
∣∣
l=N−1

2

. (4.61)

Therefore, with a similar argument, if we replace Φ̃p[l, l] for l = 0, 1, · · · , N − 1

with Φ̃p[
N
2
, N

2
] in equation (4.53), we can also consider Γ2[i, j] ≈ φ∗

pΓ1[i, j] for |i −
j| ≥ N . Note that since N is set as an even number, and consequently, N−1

2
is

not an integer, we have chosen N
2

=
⌈
N−1
2

⌉
. Then, we can conclude Γ−1

1 Γ2 ≈
[φ∗

0IN , φ
∗
1IN , · · · , φ∗

P IN ]. Hence, the estimated channels that are used for the ZF
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combiner can be written as

ĥm,p = φ∗
phm,p + n̆m, (4.62)

where n̆m = (Λ̂
H
Λ̂)−1Λ̂

H
nm. By ignoring the MUI and the noise term in equation

(4.41) due to their small values, the combined signal of user q is given by

ȳq = Ω̃q,qdp, (4.63)

where Ω̃q,q = Eq ⊙ B̃q,q and the elements of B̃q,q can be obtained as

B̃q,q[l, k] =E

{
N−1∑
i=0

ĥ∗
m,q[i]hm,q[i]e

−j 2π
N

(k−l)i

}

=φq

N−1∑
i=0

E
{
h∗
m,q[i]hm,q[i]

}
e−j 2π

N
(k−l)i

=φqρ̄q[k − l], (4.64)

With a similar argument as in Section 4.2.1, one can prove that Ω̃q,q is a circulant

matrix and can be written as Ω̃q,q = FNQ̃q,qF
H
N , where Q̃q,q is a diagonal matrix

with the main diagonal elements

Q̃q,q[i, i] =
N−1∑
n=0

φqρ̃q[i− n]Φq[n, n]

= φqQq,q[i, i]. (4.65)

Consequently, in the proposed CFO compensation, we need to calculate the interfer-

ence matrix using the estimated values of the CFOs and channel impulse responses,

i.e. Ω̂q,p = Êq ⊙ B̂q,p. Similarly, the elements of the matrix B̂q,p are calculated as

B̂q,q[l, k] =E

{
N−1∑
i=0

ĥ∗
m,q[i]ĥm,q[i]e

−j 2π
N

(k−l)i

}
=ρ̄q[k − l], (4.66)

which is equal to Bq,q[l, k] in the case of accurate CFO estimation. Using the result

in (4.61), it can be shown that

Êq = FNΦ̂pF
H
N = φqEq, (4.67)

and consequently, Q̂q,q = Q̃q,q = φqQq,q. As a result, the calculated interference

matrix from the estimated values, Ω̂q,q, is equal to the interference matrix in the
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case of inaccurate CFO estimation, Ω̃q,q. Thus, by multiplying Ω̂
(−1)

q,q to equation

(4.63), the qth user's signal, dq, can be extracted. As it is mentioned in Section 4.2.1,

Q̂q,q is calculated only for the �rst symbol, and the phase shifts of other symbols

are corrected later. Thus, the data of the κth symbol can be obtained as

d̂κ
q = e−j 2π

N
(ϵ̂q−ϵq)(N+NCP)κΩ̂

(−1)

q,q Ω̃q,qd
κ
q

= e−j 2π
N

ϵ̃q(N+NCP)κdκ
q , (4.68)

Therefore, by applying the proposed CFO compensation technique, the estima-

tion error is absorbed into the interference matrix, and after compensation only a

phase shift remains.

It is worth mentioning that though the residual phase shift in this proposed

compensation technique is small, it progressively increases symbol by symbol, and

it can result in a large rotation of the constellation. In the next section, a phase

correction technique is proposed to calculate and e�ectively eliminate this error.

4.3.2 CFO estimation error correction

In this section, we suggest an approach to e�ciently compensate the phase shift

due to CFO estimation error. As it was discussed earlier, this error is zero for the

�rst symbol and we cannot use the pilot to calculate this shift. Thus, we need to

compare the users' signals with the constellation points and �nd the closest point

as

ďκq [k] =argmin
c

|d̂κq [k]− c|.

s.t. c ∈ S (4.69)

where S is the set of all the possible constellation points. Then, from equation (4.68),

the estimation error can be calculated as

ϵ̃q =
1

2π(N +NCP)κ

N−1∑
k=0

∠ďκq [k]− ∠d̂κq [k]. (4.70)

where κ ̸= 0. After calculating the error, we can correct the phase shift error for

the current symbol as

d̂κ
p := ej

2π
N

ϵ̃q(N+NCP)κd̂κ
q , (4.71)

and update the estimated CFO for the phase correction step of the following symbols

as ϵ̂q := ϵ̂q−ϵ̃q. In the asymptotic regime, the error can be calculated precisely. Thus,

after updating the estimated CFO, ϵ̂q, for one symbol, there will be no phase shift
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error on the following symbols. However, in practice when M is not very large,

MUI and noise are not completely averaged out, and the CFO estimation error in

general cannot be accurately calculated and corrected. To deal with this issue, we

can execute the correction loop for more than one symbol. The CFO compensation

process with error correction for Ncor number of symbols from Nsym transmitted

symbols is presented in Algorithm 1.

Algorithm 1 CFO compensation with error correction

Calculate Q0
q,q from equation (4.48) for κ = 0, 1, · · · , Nsym do

d̂κ
q = e−j 2π

N
ϵ̂p(N+NCP)κFN(Q

0
q,q)

−1FH
N ȳ

κ
q if 1 ≤ κ ≤ Ncor + 1 then

Calculate ďκq from equation (4.69)

Calculate ϵ̃q from equation (4.70)

d̂κ
p := ej

2π
N

ϵ̃q(N+NCP)κd̂κ
q

ϵ̂q := ϵ̂q − ϵ̃q

end

end

It should be noted that since ϵ̃q is small, most of the elements in the received

symbol fall in the correct decision areas. However, for large constellation sizes, even

a small phase shift might cause some errors. We suggest to repeat the process of

error calculation and correction until we get the error equal to zero. In fact, in

each iteration, since we turn the constellation, a larger number of points will fall

in their respective decision areas, and an improved phase shift error calculation can

be achieved. Algorithm 2 summarizes the CFO compensation process with iterative

error correction, where ξ indicates the convergence tolerance.

Algorithm 2 CFO compensation with iterative error correction

Calculate Q0
q,q from equation (4.48) for κ = 0, 1, · · · , Nsym do

d̂κ
q = e−j 2π

N
ϵ̂p(N+NCP)κFN(Q

0
q,q)

−1FH
N ȳ

κ
q if 1 ≤ κ ≤ Ncor + 1 then

while ϵ̃q > ξ do

Calculate ďκq from equation (4.69)

Calculate ϵ̃q from equation (4.70)

d̂κ
p := ej

2π
N

ϵ̃q(N+NCP)κd̂κ
q

ϵ̂q := ϵ̂q − ϵ̃q

end

end

end
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4.4 Computational Complexity analysis

In this section, we calculate the computational complexity 2 of our proposed tech-

nique and compare it to the other techniques in the literature. According to our

proposed frequency synchronization technique, the CFO estimation is performed

in the time domain, and the CFO compensation takes place after combining the

received signals over all the BS antennas in the frequency domain. It means that

unlike the other existing synchronization techniques, in our case, one set of DFT

operations can be used for all the user signals and the separate receivers are not

required. Therefore, ignoring the complexity of the channel estimation, the total

number of complex multiplications (CMs) done at the receiver with the proposed

synchronization technique can be denoted as

Cp = CEst
p +MCDFT + PCComb + PCComp

p , (4.72)

where CEst
p , CDFT, CComb, and CComp

p are the number of CMs required for our proposed

CFO estimation technique, DFT operation, signal combiner, and our proposed CFO

compensation technique, respectively.

For our proposed CFO estimation, the matrix R in equation (4.2) is calculated

with MN2 CMs. Then, calculating the cost function for each trial CFO requires

N2 CMs for the matrix in equation (4.7) and N CMs for the Frobenius norm of the

resulting matrix. Therefore, the total computational complexity of our proposed

estimation is given by

CEst
p = MN2 + icP (N2 +N), (4.73)

2The computational complexity or simply complexity of an algorithm is the amount of resources
required to run it, where the main resources are time and memory [122]. The complexity of an
algorithm can be calculated di�erently based on the level of our scienti�c computing and the type
of our problem (whether it is narrow or broad). For high-level scienti�c computing, a simple
and machine-independent measure su�ces. Thus, the amount of computational complexity of
an algorithm in signal processing can be calculated in terms of �oating-point operations (FLOPs)
[123]. A FLOP serves as a basic unit of computation. It can be de�ned as an addition, subtraction,
multiplication or division of two �oating point numbers. However in practice, as multiplication
is more expensive to compute, we can approximate one multiplication to one FLOP to simplify
the overall calculations, and achieve a rough measure of how expensive an algorithm can be. It
is worth noticing that many more aspects need to be taken into account to accurately estimate
practical run-time including the implementation technique and the hardware used. But FLOPs
counting is quite useful in comparing the complexity of di�erent algorithms. Therefore, in this
manuscript, we have calculated the computational complexity based on the number of complex
multiplication operations required to run an algorithm. A complex multiplication consists of
four real multiplications, and the run time of one real multiplication depends on the multiplication
algorithm and the size of the multiplied values. For example, the time-complexity of multiplication
of two n-digit numbers with Schoolbook long multiplication, Mixed-level Toom�Cook and Harvey-
Hoeven algorithm are O(n2 ), O(2

√
2 log nn log n) and O(n log n) [124�126], where O(.) notation

is used to indicate how an algorithm run time or space requirements grow as the input size grows.
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where ic is the number of trial CFO in the Golden search algorithm. Afterward,

the complexity of DFT operation is CDFT = N
2
log2N if FFT is exploited, and the

complexity of the utilized ZF combiner is CComb = 3NMP 2.

For our proposed CFO compensation, �rst, we need to obtain the matrix Qq,q,

which requires NL number of CMs due to the circular convolution process intro-

duced in equation (4.46). Note that Bq,q and Eq are both circulant matrices with

the �rst column ρ̄∗ and the DFT of the main diagonal of Φq, i.e., FNdiag(Φq), re-

spectively. Thus, we only need two DFT operations to calculate their �rst columns,

and then we can form the entire matrices. Since the multiplication of two circulant

matrices is also a circulant matrix, for the element-wise multiplication in (4.42),

only N number of CMs are required to obtain the �rst column of Ωq,q, which is the

DFT of the main diagonal of Qq,q. Afterward, as it is indicated in equation (4.49),

we take ȳq to the time domain, divide it element-wise by the elements on the main

diagonal of Qq,q, and bring it back to the frequency domain. Therefore, two N -point

IDFT operations, N number of CMs and one N -point DFT operation are needed

to obtain the compensated signal. At the end, ipNNcor number of CMs is required

if the phase correction algorithm performs over Ncor OFDM symbols, where ip is

the number of iterations. Therefore, the number of required CMs for our proposed

compensation technique is

CComp
p = N(log2N + L+ 1 + ipNcor). (4.74)

As a comparison, in all the other existing synchronization techniques, the CFO

compensation is performed in the time domain by multiplying the compensation

vector of the desired user, i.e., diag(ΦH
q ) to the received signals at the BS antennas.

Thus, CComp
t = MN number of CMs are required for CFO compensation, which

increase linearly with the number of BS antennas, M ; the computational complexity

of our CFO compensation technique is instead independent of the number of BS

antennas and stays constant if M grows. In addition, each user needs a separate set

of DFT operations. Hence, the total computational complexity of the receiver can

be obtained by

C = CEst + PMCDFT + PCComb + PCComp
t , (4.75)

where CDFT and CComb are the same as in equation (4.72).

Regarding the CFO estimation, the number of required CMs of the lowest com-

putationally complex technique in the literature, [33], is given by

CEst
1 = 2M(N − PL) + P. (4.76)
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However, the performance of the technique in [33] relies on the long pilot sequences.

As it is presented in Section 4.5, with the same pilot length, our proposed technique

can provide a considerably better performance. Later, the work in [34], proposed a

rather low-complexity CFO estimation technique in which the number of required

CMs is obtained by

CEst
2 = PMN (5/2). (4.77)

Note that by increasing the number of BS antennas, the computational complexity

of the technique in [34] grows with the slope of PN (5/2), while the slope in our case is

only N2 which is also independent of the number of users. More recently a scattered

pilot-based frequency synchronization was proposed in [29] that uses Np out of N

subcarriers as pilots. It is also considered that the channels and CFOs of all users

stay constant over Lb OFDM blocks. Then, the number of required CMs for the

CFO estimation is obtained as

CEst
3 = icP (LbNM log2 N +M(Lb − 1)Np + 6P

× (LbNM log2N + (Lb − 1)M2Np/2 +M3))

+ LbNM2/2 +M3. (4.78)

In addition, a computationally e�cient blind CFO estimation is proposed in [31] that

considers N0 out of N subcarriers as null subcarriers. Then, its total computational

complexity is equal to

CEst
4 = P (ic(LbMN log2 N +M3 +M2N0Lb/2)

+ 3(LbMN log2N +M2N0Lb/2 + LbMeMN +M3)

+ 11(LbMeN log2N +MeLbN +NM2
eLb/2)

+ 3(Me
2 )8N + 8NM3

e ), (4.79)

where Me = M − (P − 1)L.

As an illustration, a numerical comparison of all the aforementioned CFO es-

timation techniques is provided in table 4.1. We consider P = 4 users, N = 256

subcarriers, and CIR length of L = 8. According to the suggested values in [29]

and [31], we consider Lb = 2, Np = N/2 = 128, N0 = 8. For the sake of fairness,

we present the number of CMs as a function of the required number of iterations,

ic, for iterative algorithms. However, in [29] and [31], ic = 120 is suggested, while

in our case, ic = 11 is su�cient. Furthermore, table 4.2 presents the computational

complexity of the receiver with di�erent CFO synchronization techniques. As it is

justi�ed in section 4.5, in the case of 16-QAM modulation, we can consider Ncor = 4

and ip = 3 for our iterative error correction in Algorithm 2. As it is shown, our
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Table 4.1 Computational complexity of the di�erent CFO estimation techniques

Techniques M=100 M=200 M=400

Proposed technique (0.2ic + 6.5)× 106 (0.2ic + 13)× 106 (0.2ic + 26)× 106

Low-complexity [33], CEst
1 4.5× 104 9× 104 1.8× 105

Constant-envelop pilot [34], CEst
2 4.2× 108 8.3× 108 1.7× 109

Scattered pilot [29], CEst
3 (20ic + 0.4)× 107 (10ic + 0.2)× 108 (7.3ic + 0.1)× 109

E�cient Blind [31], CEst
4 (0.6ic + 4000)× 107 (0.4ic + 5000)× 108 (0.3ic + 5000)× 109

Table 4.2 Computational complexity of the receiver with di�erent CFO synchronization
techniques

Techniques M=100 M=200 M=400

Proposed technique (0.2ic + 26)× 106 (0.2ic + 53)× 106 (0.2ic + 100)× 106

Low-complexity [33] 2× 107 4× 107 8× 107

Constant-envelop pilot [34] 4.4× 108 9×108 1.8× 109

Scattered pilot [29] (20ic + 2.3)× 107 (10ic + 0.6)× 108 (7.3ic + 0.2)× 109

E�cient Blind [31] (0.6ic + 4000)× 107 (0.4ic + 5000)× 108 (0.3ic + 5000)× 109

proposed CFO estimation technique has lower computational complexity than other

techniques except for the one proposed in [33]. However, it is demonstrated in sec-

tion 4.5 that our proposed technique provides a considerably higher performance as

compared to the technique in [33].

4.5 Simulation results

In this section, we con�rm our theoretical developments in the previous sections

through numerical simulations. We assume that P = 4 users are communicating

with a BS with M = 200 antennas. We also assume perfect power control for

all the users, 16-QAM modulation, and Nsym = 10 OFDM symbols in each data

packet. The extended typical urban (ETU) channel model, employed in Long Term

Evolution (LTE) standard, is considered, [127], and the CP length is N/8. The

normalized CFO is randomly generated from a uniform distribution within the range
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[−0.5, 0.5). In our simulations, the transmitted symbols are randomly chosen from

16-QAM constellation points. The PDP of the users' channels and the variance of

the AWGN noise are assumed to be unchanged during one frame with 10 OFDM

symbols.

First, we study the proposed CFO estimation with closed-form formula. Fig. 4.1

presents the mean square error (MSE) of this proposed CFO estimation technique.

As a comparison, we also plot the MSE of the CFO estimation method proposed in

[33], which has the lowest computational complexity among other techniques. All

the MSE curves presented in this section are the average of the MSEs obtained

from 105 number of iterations. As it is shown, having the same pilot length for a

fair comparison, we can achieve more accurate estimation by using the proposed

rectangular shape pilot sequences, i.e. around 6dB and 4dB improvements in MSE

curves for N = 128 and N = 256 subcarriers, respectively. In fact, by using the

impulse-like pilots proposed in [33], the covariance matrix of the received signals is

a set of diagonal matrices. Instead by using the proposed rectangular shaped pilots,

the covariance matrix is a set of banded matrices, and consequently, we have a

larger number of samples from which we can estimate the users' CFOs. In Fig. 4.2,

it is depicted that the performance of our proposed technique is not a�ected by

increasing the number of users. Moreover, the accuracy of the CFO estimation

can be further enhanced by increasing the number of BS antennas. The bit error

rate (BER) curves are depicted in Fig. 4.3 for M = 200 BS antennas, P = 4

users and di�erent number of subcarriers. In the simulation, 4-QAM constellation

is chosen, and MRC is used as a channel equalizer. The LS channel estimator is

employed to estimate the channel between users and each BS antenna [128]. We

have compared the BER performance of our proposed technique with that of the

perfect synchronization as a benchmark.

Then, we investigate the performance of the proposed CFO estimation technique

with unimodal cost function which is more general compared to the previous one.

It can also work with a wider range of CFO values as it is shown in Fig. 4.4, where

we depict the MSE performance of this proposed estimation technique for di�erent

CFO ranges for SNR= −1 dB. In order to obtain the curves in Fig. 4.4, the nor-

malized CFO is randomly generated from a uniform distribution within the range

[−ϵmax, ϵmax], where ϵmax is the maximum CFO. It is shown that the performance

of our proposed technique without correction is the same for all CFO values. Our

results in Fig. 4.4 show that a substantial improvement can be achieved through

application of our proposed error correction loop. Here, we have set Ncor = Nsym

and ξ = 10−10. The MSE deterioration for large CFO values around 100 is due to

the residual interference from noise and MUI, which can be reduced by deploying a
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Figure 4.1 MSE of the proposed CFO estimation technique for M = 200 BS antennas,
P = 4 users and di�erent number of subcarriers, N .
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Figure 4.2 MSE of the proposed CFO estimation technique with respect to the number
of users, P , for N = 512 subcarriers, and SNR = −10 dB.
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Figure 4.3 BER performance of the proposed CFO estimation forM = 200 BS antennas,
P = 4 users.
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Figure 4.4 MSE of the proposed CFO estimation technique as a function of CFO for
N = 256 subcarriers, 16-QAM modulation, and SNR= −1.
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Figure 4.5 MSE of our proposed CFO estimation technique for M = 200 BS antennas,
P = 4 users, N = 256 subcarriers, and 4-QAM modulation.

larger number of BS antennas. Since the integer part of CFO can be estimated cor-

rectly and the error mainly comes from the fractional part of the CFO, we consider

ϵmax = 0.5 for the rest of our simulations.

In Fig. 4.5, the MSE performance of the system with 4-QAM modulation is de-

picted. Again, we compare the MSE performance with the one in [33], since it has

the lowest computational complexity among other techniques. It is shown that while

the performance of our proposed CFO estimation technique without error correction

is close to the technique in [33], applying the estimation error correction algorithms

lead to around three orders of magnitude improvement in the CFO estimation accu-

racy. Note that the error correction algorithm only corrects the phase shift error due

to the CFO estimation error and does not change the CFO compensation matrix.

Therefore, this performance improvement proves our claim that our proposed CFO

compensation technique can e�ectively eliminate the scattering error and the phase

shift is the only source of error. Note that this phase correction cannot enhance

the performance of a system with the conventional CFO compensation, because the

constellation of the received signal is scattered due to the CFO estimation error.

In Fig. 4.6, we demonstrate the BER performance of the system to evaluate our

proposed CFO estimation and compensation techniques. Without loss of generality,

our simulation results are obtained by transmission of raw data without application

of any error correction coding technique. We compare our results with the perfect

synchronization case as a benchmark. This �gure shows that the BER performance

is signi�cantly improved through the proposed error correction algorithms, and for
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Figure 4.6 BER performance for M = 200 BS antennas, P = 4 users, N = 256 subcar-
riers, and 4-QAM modulation.

Ncor = 3 iterations, it almost matches the curve of the perfect CFO estimation,

where ϵ̃ = 0.

The iterative correction in Algorithm 2 is more bene�cial for larger constellation

sizes, where the constellation points are closer to one another. Thus, in order to

highlight the di�erence between the two proposed algorithms, Fig. 4.7 presents the

MSE performance for the system with 16-QAM modulation. As it is shown, the

iterative correction in Algorithm 2 seems necessary to achieve an MSE of 10−7. Note

that according to equation (4.41), although the noise is negligible at higher SNRs,

the MUI remains. Therefore, by taking into account the residual MUI, equation

(4.49) can be updated as

d̂κ
q = e−j 2π

N
ϵq(N+NCP)κΩ(−1)

q,q (dκ
q +

P−1∑
p=0
p ̸=q

Ωq,pdp). (4.80)

As the number of BS antennas grows large, the MUI term will be almost averaged

out. It is worth noting that even a small amount of the residual MUI scatters

the received signal constellation. This prevents us from achieving a perfect error

calculation, and re�ects as an error �oor in the MSE curves. Furthermore, the BER

performance of the system with 16-QAM modulation is studied in Fig. 4.8. As one

can see, Algorithm 1 can improve the performance and outperform the technique

in [33]. However, by increasing Ncor in the Algorithm 2, we can get the BER curve

close to the perfect synchronization case. In addition, Fig 4.9 demonstrates the BER
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Figure 4.7 MSE of the proposed CFO estimation technique for M = 200 BS antennas,
P = 4 users and N = 256 subcarriers with 16-QAM modulation.

performance of the proposed synchronization technique for a large constellation size,

i.e. 64-QAM. From Fig 4.9, one can realize that, the proposed synchronization

technique is e�ective enough to work for large constellation sizes. However, the

scattering e�ect of the residual MUI is more problematic for 64-QAM than smaller

constellations and preventing us from achieving a perfect synchronization.

Furthermore, Fig. 4.10 shows how increasing the number of BS antennas can

a�ect the MSE performance of our proposed CFO estimation technique. Regard-

ing the proposed CFO estimation technique in Section 4.1.2, a large number of BS

antennas is required to have the noise terms e�ciently averaged out and MUI dimin-

ished. As one can notice from Fig. 4.10, after a point where these requirements are

ful�lled, no further enhancement can be achieved by increasing the number of BS

antennas. On the other hand, the number of BS antennas should be large enough

to provide an accurate equalization and CFO compensation, and separate the users'

signals. Otherwise, the input signal to the error correction algorithms would be

very scattered and lead to a poor phase shift error correction. The iterative error

calculation in Algorithm 2 can deal with scattered data and provide the maximum

MSE.

Finally, the MSE performance of our proposed CFO estimation technique with

respect to the number of users is presented in Fig. 4.11. This �gure demonstrates

that our proposed synchronization technique can support a large number of users.

In fact, since in massive MIMO systems, users share the whole available bandwidth,

increasing the number of users a�ects the system performance as if the noise level is
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Figure 4.8 BER performance for M = 200 BS antennas, P = 4 users, N = 256 subcar-
riers and 16-QAM modulation.
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Figure 4.10 MSE of the proposed CFO estimation technique versus number of BS an-
tennas for SNR = −1 dB, P = 4 users and N = 256 subcarriers.

increased. As it is shown, larger number of BS antennas can average out the MUI

and improve the performance.

4.6 Conclusion

We proposed a new frequency synchronization technique for the uplink of multi-

user OFDM-based massive MIMO systems. First, we proposed a CFO estimation

technique with closed-form formula, which needs rectangular shaped pilots. This

technique has a low computational complexity, and unlike the low-complexity tech-

nique proposed in [33], it does not require a long pilot. However, it su�ers from high

PAPR issue. Therefore, we proposed another CFO estimation technique whose com-

plexity increases also linearly with respect to the number of BS antennas. Then,

we proposed a CFO compensation technique that takes place after combining the

received signals at all the BS antennas. Consequently, one receiver is su�cient for

all the users. Moreover, its computational complexity is independent of the number

of BS antennas.

We also proved that after performing our CFO compensation technique, the

scattering e�ect of CFO is corrected and only a constant phase shift remains which is

due to CFO estimation error. Then, we proposed an algorithm to e�ciently calculate

and remove this phase shift error. Numerical results were presented to verify the

performance of our proposed synchronization technique. It was shown that the BER

performance of our proposed technique is very close to that of a fully synchronous
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Figure 4.11 MSE of the proposed CFO estimation technique respect to number of users
for N = 256 subcarriers, and SNR = −1 dB.

system. We also evaluated the CFO estimation accuracy and showed that MSE

enhancement of three orders of magnitude can be achieved through application of

our proposed error correction technique.





Chapter 5

Deep learning aided blind channel

estimation for massive MIMO

systems

CSI acquisition is one of the most important task in massive MIMO systems. This

is because, as explained in section 2.1.1, the orthogonality between users is granted

by spatial diversity, and therefore channel impulse responses are necessary to dis-

tinguish users' signals. Moreover, the knowledge of all the channels between users

and a base station is required for precoding in downlink transmission, as discussed

in section 2.1.2. However, as the scale of the network or the antennas array in-

creases the estimation of CSI becomes one of the key obstacles for the utilization

of massive MIMO systems. In addition, when the pilot sequences are reused in

neighboring cells, the pilot contamination prevents the accurate channel estimation

and degrades the system performance. The thorough review of the existing works

on channel estimation for massive MIMO systems is presented in section 2.3.

In this chapter, we develop a DL-based blind channel estimation technique for

massive MIMO systems that is performed in three steps; (i), the multi-user inter-

ference (MUI) is canceled by calculating the orthogonal complement space matrix

of the MUI, (ii), based on the asymptotic orthogonality of the channel vectors in

very large MIMO systems, the data of the �rst symbol of all the users are extracted

separately using a DL algorithm, (iii), using the detected data as virtual pilots, we

estimate the channel impulse responses between all the users and the BS antennas.

At the end, we detect the transmitted symbols based on the estimated channels.

Our proposed virtual pilot detection technique can be considered as a model-driven

block-structured DL-based approach, since we use the prior knowledge about the

asymptotic behavior of the received signals and propose some pre-processing and
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mathematical manipulations alongside the DNN. More details are presented in the

following sections.

5.1 System model

In this chapter, we also consider the uplink of an OFDM-based massive MIMO

system as in section 2.1.1. Moreover, we assume each user employs Na active sub-

carriers out of N number of subcarriers and reserves Nn = N − Na subcarriers

as null subcarriers. I indicate the active and null subcarrier indexes of user p as

Dp =
{
Dp,0,Dp,1, · · · ,Dp,(Na−1)

}
and Vp =

{
Vp,0,Vp,1, · · · ,Vp,(Nn−1)

}
, respectively,

where Dp and Vp are subsets from the super-set {0, 1, · · · , N − 1}. Then, the data
subcarrier assignment matrix T

(d)
p is an N × Na matrix whose ith row is equal to

the ith row of the identity INa if i is in Dp and otherwise is all zeros. Thus, the κth

OFDM symbol for user p before CP insertion can be obtained as

xκ
p = FH

NT
(d)
p dκ

p , (5.1)

where dκ
p is an Na×1 vector containing the κth data symbol of user p, and its entries

are taken from a zero mean i.i.d. data set with the variance of unity. To form the

baseband transmit signal, a CP with the length of NCP that is longer than the

channel impulse response length, L, is added to the OFDM symbols. Considering

perfect synchronization in both time and frequency, after CP removal, the OFDM

symbol received at the mth BS antenna can be written as

rκm =
P−1∑
p=0

Xκ
phm,p + nκ

m, (5.2)

where Xκ
p is an N × L matrix including the �rst L columns of the circulant matrix

circ(xκ
p), n

κ
m ∼ CN (0, σ2

nIN) is the complex additive white Gaussian noise (AWGN)

with the variance of σ2
n at the m

th BS antenna. We consider the same noise variance

for all the BS antennas. hm,p is the L×1 CIR vector between user p and BS antenna

m. I assume the channel taps to be a set of i.i.d. random variables that follow the

complex normal distribution CN (0,ρp), where ρp is an L × 1 vector representing

the pth user's channel PDP.

At the receiver side, once all of the channel impulse responses are estimated, a

linear combiner is used to detect transmitted data. To this end, I de�ne the vector

r̄[k] = [r̄0[k], r̄1[k], · · · , r̄M−1[k]]
T where r̄m[k] is the kth sample of the received signals

at the mth BS antenna in the frequency domain for k = 0, 1, · · · , N − 1. Then, the
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combiner output is given by

x̂κ[k] = Z[k]r̄κ[k], (5.3)

where r̄κ[k] = [r̄κ0 [k], r̄
κ
1 [k], · · · , r̄κM−1[k]]

T is an M × 1 vector containing the kth

samples of the users' signals on the κth OFDM symbol, and Z[k] is a P ×M linear

combiner on subcarrier k. If we deploy the zero-forcing (ZF) combiner, Z[k] can be

calculated as

Z[k] = (H[k]HH[k])−1HH[k], (5.4)

where H[k] = [h̄0[k], h̄1[k], · · · , h̄P−1[k]] is an M × P matrix whose pth column is

h̄p[k] = [h̄0,p[k], h̄1,p[k], · · · , h̄M−1,p[k]]
T, and h̄m,p = FNhm,p.

Note that in the asymptotic regime, the P×P normalization matrix, H[k]HH[k],

becomes diagonal, i.e.,

Dk = H[k]HH[k]

= diag
{∥∥h̄0[k]

∥∥2
,
∥∥h̄1[k]

∥∥2
, · · · ,

∥∥h̄P−1[k]
∥∥2
}
, (5.5)

and when M tends to in�nity, according to the law of large numbers, Dk → MIP .

Therefore, the combiner output for user q can be written as

x̂κ
q [k] =

1

M
h̄H
q [k]r̄

κ[k], (5.6)

for k = 0, 1, · · · , N − 1. Note that the �rst Nv OFDM symbols of each user include

Nn number of null subcarriers. Thus, by removing null subcarriers, the estimated

data symbols are given as

d̂κ
q = (T(d)

q )Hx̂κ
q , (5.7)

for 0 ≤ κ < Nv. For the remaining of symbols, i.e. Nv ≤ κ, the transmitted data is

equal to the combiner output, d̂κ
q = x̂κ

q . In the following, we present the three steps

of our proposed blind channel estimation technique.

5.2 Multiuser interference cancellation

Stacking the received signals at the BS antennas in an M ×N matrix as

Rκ = [rκ0 , r
κ
1 , · · · , rκM−1]

T, (5.8)
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we can rewrite equation (5.2) as

Rκ =
P−1∑
p=0

Hp(X
κ
p)

T +Nκ, (5.9)

where Hp = [h0,p,h1,p, · · · ,hM−1,p]
T, and Nκ = [nκ

0 ,n
κ
1 , · · · ,nκ

M−1]
T. Let us take

the matrix Rκ to the frequency domain, and then, extract the null subcarriers of

the user q as

Υκ
q = RκFNT

(n)
q , (5.10)

where T(n)
q is an N×Nn null subcarrier assignment matrix of user q whose ith row is

equal to the ith row of the identity matrix INn if i is in Vp and otherwise is all zeros.

I assume that there is no overlap between the null subcarriers of di�erent users, i.e.

Vp

∩
Vq = ∅ for p ̸= q. In other words, at the position of null subcarriers of one

user, other users are transmitting their data symbols. Hence, Υκ
q does not contain

null subcarriers of any user except user q.

Based on the subspace theory, the signal and noise subspaces can be obtained

from the eigenvalue decomposition of the covariance matrix ofΥκ
q in equation (5.10),

which can be obtained as

R(γ)
q = E

[
Υκ

q (Υ
κ
q )

H
]
, (5.11)

The expectation is taken with respect to the data symbols and noise and can be

approximated by

R(γ)
q ≈

Nv−1∑
κ=0

Υκ
q (Υ

κ
q )

H, (5.12)

where Nv is the number of OFDM symbols with Nn number of null subcarriers. R
(γ)
q

can also be represented as

R(γ)
q =

P−1∑
p=0

HpR
(x)
p,qH

H
p + Ñκ, (5.13)

where Ñκ is the noise e�ect, and R
(x)
p,q is

R(x)
p,q =E

{
(Xκ

p)
TFNT

(n)
q (T(n)

q )HFH
N(X

κ
p)

∗}
=E

{
FLdiag

(
T(d)

p dκ
p

)
T(n)

q

×(T(n)
q )Hdiag

(
(dκ

p)
∗T(n)

q

)
FH

L

}
. (5.14)

where FL is formed by the �rst L columns of FN . Since R
(x)
p,q is a L × L matrix,

its rank is equal or smaller than L. In addition, if Nn ≥ L, and consequently,
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|Dp

∩
Vq| ≥ L for p ̸= q, R(x)

p,q has L non-zero column vectors and the rank of L.

Note that for p = q, we have Dq

∩
Vq = ∅, and R

(x)
q,q = 0. Therefore, the rank of the

matrix R
(γ)
q in (5.13) is (P − 1)L.

Then, performing eigenvalue decomposition of R(γ)
q , we have

R(γ)
q =

[
U(s)

q ,U(n)
q

]
Sq

[
U(s)

q ,U(n)
q

]H
, (5.15)

where Sq is a diagonal matrix with the eigenvalues of matrix R
(γ)
q on its diagonal

elements, andM×(P−1)LmatrixU(s)
q andM×Me matrixU(n)

q correspond to signal

and noise space, respectively, where Me = M − (P − 1)L. Since the eigenvectors

are orthogonal to each other, U(n)
q is orthogonal to U

(s)
q and consequently, to the

signal subspace of all the users other than user q. Hence, if we multiply U
(n)
q to the

received signal, we have

R̆κ
q =U(n)

q Rκ (5.16)

=U(n)
q Hq(X

κ
q )

T +
P−1∑
p=0
p ̸=q

U(n)
q Hp(X

κ
p)

T +U(n)
q Nκ.

Note that U(n)
q is orthogonal to the signal subspace of all the users p ̸= q and the

second term on the right hand side of equation (5.16), which corresponds to MUI,

is zero. Thus,

R̆κ
q = H̆q(X

κ
q )

T + N̆κ, (5.17)

where H̆q = (U
(n)
q )HHq, is the Me × L equivalent channel matrix of user q, and

N̆κ = U
(n)
q Nκ is theMe×N equivalent noise matrix. Once the multiuser interference

is canceled, the data detection can be performed individually for each user.

5.3 Virtual pilot detection

I consider the �rst transmitted data symbol of each user as a virtual pilot and blindly

detect it to be used in the channel estimation stage. To keep the formulation simple

and without loss of generality, let us drop the symbol index κ in our derivations.

Then, the mth row of the received signal for user q in equation (5.17) can be written

as

r̆m,q = Xqh̆m,q + n̆m, (5.18)

where h̆m,q is an L× 1 vector equal to the mth row of the equivalent channel matrix

H̆q, and N × 1 vector n̆m consists of the mth row of equivalent noise matrix N̆.
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After DFT operation, the covariance matrix of the received signal in the fre-

quency domain can be calculated as

R(r)
q =

1

Me

Me−1∑
m=0

FN r̆m,q(FN r̆m,q)
H

= FNXqCh̆,h̆X
H
q F

H
N + FNVqF

H
N + FNCn̆,n̆F

H
N , (5.19)

with

Ch̆,h̆ =
1

Me

Me−1∑
m=0

h̆m,qh̆
H
m,q, (5.20)

and

Vq = XqCh̆,n̆ + (XqCh̆,n̆)
H, (5.21)

is the noise e�ect where

Ch̆,n̆ =
1

M

M−1∑
m=0

h̆m,pn̆
H
m, (5.22)

and

Cn̆,n̆ =
1

M

M−1∑
m=0

n̆mn̆
H
m. (5.23)

We can express h̆m,q as

h̆m,q = (u(n)
m,q

HHq)
T

= HT
q (u

(n)
m,q)

∗, (5.24)
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where u
(n)
m,q is the mth column of matrix U

(n)
q . Then, if we substitute the value of

h̆m,q in equation (5.20), we can expand Ch̆,h̆ as

Ch̆,h̆ =
1

Me

Me−1∑
m=0

(HT
q (u

(n)
m,q)

∗)(HT
q (u

(n)
m,q)

∗)H

=
1

Me

Me−1∑
m=0

HT
q (u

(n)
m,q)

∗(u(n)
m,q)

TH∗
q

= HT
q

{
1

Me

Me−1∑
m=0

(u(n)
m,qu

(n)
m,q

H)∗

}
H∗

q

= (HH
q IMHq)

∗

= C∗
h,h. (5.25)

According to the law of large numbers, asM grows large, Ch,h[i, j] → E
{
hm,q[i]h

∗
m,q[j]

}
.

Since hm,q[i] is a set of i.i.d. random variables, E
{
hm,q[i]h

∗
m,q[j]

}
= 0 for i ̸= j, and

E
{
hm,q[i]h

∗
m,q[i]

}
= ρq[i]. Thus, Ch,h is a real-valued diagonal matrix with the main

diagonal equal to ρq. Following a similar line of derivations as above, we have

Ch̆,n̆ =
1

Me

Me−1∑
m=0

(HT
q (u

(n)
m,q)

∗)(NT(u(n)
m,q)

∗)H

=
1

Me

Me−1∑
m=0

HT
q (u

(n)
m,q)

∗(u(n)
m,q)

TN∗

= HT
q

{
1

Me

Me−1∑
m=0

(u(n)
m,qu

(n)
m,q

H)∗

}
N∗

= (HH
q IMN)∗

= C∗
h,n. (5.26)

and

Cn̆,n̆ =
1

Me

Me−1∑
m=0

(NT(u(n)
m,q)

∗)(NT(u(n)
m,q)

∗)H

=
1

Me

Me−1∑
m=0

NT(u(n)
m,q)

∗(u(n)
m,q)

TN∗

= NT

{
1

Me

Me−1∑
m=0

(u(n)
m,qu

(n)
m,q

H)∗

}
N∗

= (NHIMN)∗

= C∗
n,n. (5.27)
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Note that nm[i] and hm,q[i] are also independent and both are identically distributed.

Thus, asM grows large, Ch,n[i, j] → E {hm,q[i]n
∗
m[j]} = 0, and Cn,n[i, j] → E {nm[i]n

∗
m[j]}

which is zero for i ̸= j and σ2
n for i = j. Note that the last term on the right hand

side of equation (5.19) can be removed by subtracting σ2
nIN .

Moreover, considering FH
NFN = IN , equation (5.19) can be rewritten as

R(r)
q = (FNXqF

H
N)(FNCh,hF

H
N)(FNX

H
q F

H
N) + FNVqF

H
N (5.28)

It is worth noting that since Xq is a circulant matrix, FNXqF
H
N is a diagonal matrix

with the main diagonal equal to T
(d)
q dq. Hence, we have

R(r)
q = diag(T(d)

q dq)C̃h,h(diag(d
H
q (T

(d)
q )H) + FNVqF

H
N

= C̃h,h ⊙
{
T(d)

q dqd
H
q (T

(d)
q )H

}
+ FNVqF

H
N , (5.29)

where C̃h,h = FNCh,hF
H
N = circ(ρ̄q) is a circulant matrix as Ch,h is diagonal, and

ρ̄q is the Fourier transform of ρq. Furthermore, if we element-wise divide the matrix

R
(r)
q by the elements of the matrix C̃h,h, and then, multiply to T

(d)
q , we have

Gq = (T(d)
q )H

{
C̃h,h ⊘R(r)

q

}
T(d)

q

= dqd
H
q + Ṽq, (5.30)

where

Ṽq = (T(d)
q )H

{
C̃h,h ⊘ (FNVqF

H
N)

}
T(d)

q . (5.31)

Let us assume that the data on the �rst subcarrier of the �rst OFDM symbol of the

users, i.e. dp[0] for p = 0, 1, · · · , P − 1, is known as a reference data. Then, we can

form a matrix Yq as

Yq[i, j] = dq[0]×
Gq[i, j]

Gq[0, j]

= dq[0]×
dq[i]dq[j] + Ṽq[i, j]

dq[0]dq[j] + Ṽq[0, j]

= W [j]dq[i] + V̂q[i, j], (5.32)

where

Wq[j] =
dq[0]dq[j]

dq[0]dq[j] + Ṽq[0, j]
, (5.33)
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and

V̂q[i, j] =
dq[0]Ṽq[i, j]

dq[0]dq[j] + Ṽq[0, j]
. (5.34)

One can see from equation (5.32) that all the Na elements in the ith row of the

matrix Yq contain the information of dq[i]. Moreover, in case the number of BS

antennas, M , is large and noise e�ect is averaged out, Vq[i, j] in equation (5.21) is

zero, and we have Wq[j] ≈ 1 and V̂q[i, j] ≈ 0. Therefore, the data symbols dq[i] can

be estimated as

d̂q[i] =
1

Na

Na−1∑
j=0

Yq[i, j], (5.35)

for i = 0, 1, · · · , Na − 1 without any phase ambiguity. However, in practice, due to

the practical limitations on the number of BS antennas, the noise e�ects will not

completely fade away and will therefore distort the received symbols.

5.4 DL-aided virtual pilot detection

To address this issue, we propose applying CNN-based DL algorithms to mitigate

the noise e�ect and extract the information in virtual pilots with higher accuracy.

The DL algorithm can learn the pattern of both the additive and the multiplicative

noises and eliminate them. Moreover, with joint denoising and demodulation, the

DNN can be trained to learn the pattern of the noises based on the symbol that is

transmitted on the desired subcarrier and also other subcarriers of the OFDM sym-

bol. In addition, unlike other conventional denoising techniques which are iterative

and time consuming, a DNN is trained o�ine, and during online data transmission,

it only consists of some simple operations like addition and multiplication. There-

fore, after training when the parameters/weights of the network are tuned and saved

in the memory, its implementation on FPGA is quite straightforward.

In the following, �rst, we propose applying DnCNN algorithm to our virtual pilot

detection technique. Second, we propose another DL-based algorithm named U-net

which can provide a better denoising performance compared to DnCNN. Third, we

propose applying ResNet architecture followed by a fully connected feed forward

neural network to jointly denoise and detect the transmitted symbols.



86 Deep learning aided blind channel estimation for massive MIMO systems

5.4.1 Denoising with DnCNN

DnCNN is based on a CNN which contains three types of layers. The �rst convolu-

tional layer uses 64 di�erent 3×3×1 �lters and is followed by a recti�ed linear unit

(ReLU). Second, there are 18 convolutional layers with 64 �lters of size 3× 3× 64,

batch-normalization, [58], and a ReLU. Final layer utilizes one 3 × 3 × 64 �lter to

reconstruct the output. DnCNN is capable to learn either the original mapping or

the residual mapping. In original mapping, DnCNN directly detects the data from

a noisy observation. While in residual mapping, �rst, it detects the additive noise,

and then, subtracts it from the input to recover the original data. This method is

known as residual learning, [60].

Here, we deploy DnCNN for the residual mapping. I separate the real and the

imaginary parts of the matrixYq into twoNa×Na matrices and give them to DnCNN

as two di�erent inputs. Then, DnCNN learns the additive noise for each part, and

we can obtain the complex noise from the outputs of DnCNN corresponding to the

real and imaginary parts as

V̂(DnCNN)
q = V̂

(DnCNN)
q,real + V̂

(DnCNN)
q,imag , (5.36)

that should be subtracted from Yq. Therefore, we have the denoised version of the

matrix Yq as

Y (DnCNN)
q [i, j] = Yq[i, j]− V̂ (DnCNN)

q [0, j], (5.37)

and the data symbols dq[i] can be estimated as

d̂(DnCNN)
q [i] =

1

Na

Na−1∑
j=0

Y (DnCNN)
q [i, j], (5.38)

for i = 0, 1, · · · , Na − 1. It is worth noticing that since the massive MIMO systems

are supposed to be able to work at low SNRs, the level of noise in our case is

higher than the one in image processing problems. Therefore, we propose another

DL-based algorithm as a denoiser that can outperform DnCNN at low SNRs.

5.4.2 Denoising with U-Net

As it is explained in section 2.4.1.3, U-Net consists of several convolutional layers

as DnCNN, but it has several unitary shortcuts which take into account the fea-

tures from multiple layers, and consequently, help remove the noise more e�ectively.

Moreover, the size of tensors does not remain constant as in DnCNN. In contracting

path of the U-Net architecture, the weight and height of the tensors are halved and
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the size of the feature channels is doubled every other convolutional layer. Then,

in the expanding path, this large number of feature channels allows the network

to better propagate the context information to higher resolution layers. Therefore,

even in the high noise level scenarios, this ability of U-Net architecture helps us

better extract the features of the received matrix Yq.

Similar to the case of DnCNN, we separate the real and the imaginary parts of

the matrix Yq into two Na ×Na matrices and give them to U-Net as two di�erent

inputs. The transmitted data symbols can be estimated from the output of the

U-Net denoiser, Y(U−Net)
q , as

d̂(U−Net)
q [i] =

1

Na

Na−1∑
j=0

Y (U−Net)
q [i, j], (5.39)

for i = 0, 1, · · · , Na − 1. Both DnCNN and U-Net denoisers can reconstruct the

patterns in the matrix Yq. However, they may not converge to the exact expected

value on each row, which leads to an inaccurate data detection. To address this

problem, we propose an alternative technique which is presented in the following.

5.4.3 ResNet detector

In order to force the network to converge to the right point while reconstructing the

original pattern in the matrix, we add a fully connected feedforward neural network

at the end of the denoiser. In fact, the DL algorithm jointly denoises and demodu-

lates the received signals. To this end, the received data on each subcarrier should

be detected separately. Because if we consider all the subcarriers, which means the

whole matrix Yq, the network will be too big to be trained. For instance, consid-

ering 16-QAM modulation, the number of the number of classes, and consequently,

the number of neurons on the output layer will be N4. Therefore, we take each row

of the matrix Yq as the input of the neural network.

I utilize the ResNet architecture introduced in section 2.4.1.2 instead of a simple

convolutional neural network to take advantage of the unitary shortcuts for denois-

ing. In addition, we consider a contracting path such as in the U-Net architecture to

bene�t from the large number of feature channels. Note that there is no need for the

successive expanding path to increase the resolution since the classi�cation network

can extract the transmitted data symbol from the resulting tensors. In addition,

we propose that instead of separating the real and the imaginary parts, to consider

the imaginary part as the information of the second channel of the input image to

the ResNet network. It means that considering the three channels of red, green and

blue of each image (RGB), the real part of the input matrix is on the red channel,
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the imaginary part is allocated on the green channel, and the blue channel remains

zero. Therefore, the number of classes is 16 for a system with 16-QAM modulation.

In this technique, the output of the network indicates the estimated data symbols

d̂
(ResNet)
q , and can be used as virtual pilots to estimate the channels.

5.5 Channel Estimation

After detecting the users' �rst symbols, we can treat them as virtual pilots and em-

ploy a simple maximum likelihood (ML) channel estimation to estimate the channel

impulse responses. To this end, we rearrange equation (5.2) as

rm = Xhm + nm, (5.40)

where X = [X0,X1, · · · ,XP−1], and hm = [hT
m,0,h

T
m,1, · · · ,hT

m,P−1]
T. Then, the

logarithm of the conditional probability density function (PDF) of rm given hm,p

can be written as

ln p(rm |hm,p) = Θ0 −Θ1 [rm −Xhm,p]
H (5.41)

× [rm −Xhm,p] ,

where Θ0 = −N ln(2πσ2
n)/2, and Θ1 = 1/2σ2

n. By taking the derivative of equation

(5.41) with respect to hm,p and setting it equal to zero, the estimated channel can

be obtained as

ĥm = (XHX)−1XHrm. (5.42)

5.6 Simulation results

In this section, we con�rm our theoretical developments in the previous sections

through numerical simulations. We consider the uplink transmission of a multi-

user OFDM-based massive MIMO system with perfect power control for all the

users. I assume that all the users simultaneously communicate to a BS with M =

100 antennas over N = 256 subcarriers using 16 QAM. In our simulations, we

use the 3GPP Long Term Evolution (LTE) extended typical urban (ETU) channel

model, [127], and a CP length of ⌊N/14⌋. We set the coherence time to 1ms, which

is equal to the length of two sub-frames including 14 OFDM symbols. For MUI

cancellation, we consider the distributed null subcarrier assignment scheme, where

the null subcarrier index set of user q is Vq =
{
q, q + N

Nn
, · · · , q + N(Nn−1)

Nn

}
. Since

it is desirable to keep the number of null subcarriers as low as possible to save
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Figure 5.1 MSE with respect to the number of symbols with null subcarriers, Nv, for
M = 100 BS antennas, N = 256 subcarriers, and 16-QAM modulation.

more subcarriers for data transmission, we set Nn = L = 8. We have conducted a

thorough analysis to select the value of the number of symbols with null subcarriers,

Nv, by studying its impact on MSE when varying the SNR and the number of users,

as shown in Fig. 5.1. The same trend on MSE can be observed regardless of the

SNR and number of users, i.e. the MSE decreases with Nv until a �xed level is

reached. The minimum value of Nv for which a minimum MSE is reached is 4, and

this is the value used in all the simulations presented in this section.

For training the proposed deep neural networks, the training and validation sets

contain 80000 and 16000 samples for DnCNN and U-net denoiser, and 179200 and

89600 samples for ResNet detector. The input data to these networks, at both o�ine

and online setups, is scaled to the range of [0, 1]. In o�ine training, the network

parameters are tuned according to the training set to minimize the cost function.

The validation set is a data set that the network does not see during the tuning.

Thus, in the o�ine training, the validation set can evaluate the performance of the

network for an unseen data. If a network does not have over�tting or under�tting

problem, its performance for training and validation sets is almost the same. Adam

optimizer, [50], is utilized to train the networks. The training rate is set to be 10−3

initially, and then, it is dropped 10 times after any 10 epochs. As it is observed,

the validation error stops improving after 40 epochs. After o�ine training, the

trained networks is used in an online setup, where new data set is generated and

transmitted through new channels and processed in the receiver before reaching the

neural network.

As a benchmark, we consider the data-aided channel estimation technique in [11],

which is introduced in section 2.3.1. As in LTE standard, the subcarrier spacing is
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Figure 5.2 MSE with respect to SNR for M = 100 BS antennas, N = 256 subcarriers,
P = 4 users, and 16-QAM modulation.

∆f = 15 kHz. Since 14 OFDM symbols are transmitted in each 1ms, one OFDM

symbol interval is Ts = 1000/14 = 71.4 microseconds, the useful symbol duration

is Tu = 1/∆f = 66.7 microseconds, and consequently, the guard interval is Tg =

Ts − Tu = 4.76 microseconds. Therefore, the frequency smoothness interval in

equation (2.18) is Nsmooth = 14 subcarriers. As mentioned before, each coherent

block must host the number of pilots greater or equal to the number of users, thus,

we consider τp = 4.

Fig. 5.2 displays the MSE performance of our proposed blind channel estimation

techniques with respect to SNR for P = 4 users. As the SNR increases, the MSE

of the proposed technique without denoiser coincides with the benchmark. By de-

ploying the DnCNN algorithm, the MSE curve approaches the benchmark at lower

SNRs. However, its MSE can be higher than the MSE of the one without denoising

at very low SNRs. Instead applying U-net denoiser can improve the MSE curve at

all the SNRs. Moreover, As it is depicted, the utilization of ResNet detector gives

an MSE very close to the benchmark. In Fig. 5.3, we study the performance of the

proposed techniques for a system with P = 2 users. As it is shown, the MSE curve

of the ResNet detector almost matches the benchmark. This means if there is less

amount of MUI, the proposed technique can provide a performance similar to that

of the system with data-aided channel estimation.

I also analyze the bit error rate (BER) performance of the system with the

proposed techniques in Fig. 5.4. As it can also be seen in this �gure, DnCNN can

improve the performance of the system, and U-net denoiser can outperform the

DnCNN, especially at lower values of Eb/N0. Moreover, it is shown that the blind
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Figure 5.3 MSE with respect to SNR for M = 100 BS antennas, N = 256 subcarriers,
P = 2 users, and 16-QAM modulation.

estimation technique with ResNet detector approaches that of the system with the

data-aided channel estimation.

Fig. 5.5 presents the MSE of our proposed techniques with respect to the number

of BS antennas for di�erent values of SNR. It demonstrates that by increasing the

number of BS antennas, the MSE of our proposed technique without denoiser is

improved and approaches the benchmark. Moreover, by deploying the proposed

denoiser techniques, an MSE similar to the data-aided channel estimation technique

can be achieved with fewer BS antennas. As one can see, M = 100 BS antennas

are su�cient for the system with ResNet detector to achieve an MSE close to that

of the system with data-aided channel estimation.

Finally, Fig. 5.6 presents the throughput of the system with our proposed channel

estimation techniques. In our simulations, we calculated the number of successfully

detected bits of all the users' signals, and divide it by the duration of the transmis-

sion, i.e. 1ms, and the communication bandwidth of 2.5 MHz. It is demonstrated

that our proposed technique, o�ers a higher throughput than the data-aided chan-

nel estimation. In addition, when it is assisted by the proposed denoiser algorithms,

can reach to the maximum throughput at lower values of Eb/N0.

5.7 Conclusion

In this chapter, we proposed a deep learning-aided blind channel estimation tech-

nique for multi-user OFDM-based massive MIMO systems. Our proposed technique

consists of three steps: MUI cancellation, virtual pilot detection, and channel es-

timation. For MUI cancellation, some null subcarriers are inserted in each user
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Figure 5.4 BER for M = 100 BS antennas, N = 256 subcarriers, and 16-QAM modu-
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Figure 5.6 Spectral e�ciency for P = 4, M = 100 BS antennas, N = 256 subcarriers,
and 16-QAM modulation.

signal, where other users are transmitting their data. Then, using the subspace

theory, a matrix orthogonal to the signal space of all the users other than the de-

sired one can be calculated. Thus, we canceled the MUI by multiplying this matrix

to the received signal at the BS antennas. Afterward, we proposed a virtual pilot

detection technique that can detect the transmitted signal without the knowledge of

channel impulse responses. Since in the proposed technique, several noise a�ected

observations of the transmitted symbol are obtained, a DL-based algorithm can

be used as a denoiser to improve the system performance. Then, �rst, we applied

DnCNN algorithm as a denoiser that enhanced the accuracy of virtual pilot detec-

tion. Second, we proposed U-Net denoiser which outperforms DnCNN and leads to

further improvement. Third, we proposed a joint denoising and detection technique

based on the ResNet architecture which can e�ectively remove both the additive

and the multiplicative noise. In our simulations, we demonstrated that the MSE

performance of our proposed blind channel estimation technique meets that of the

data-aided one at high SNRs. Then, we showed that by deploying the mentioned

denoiser techniques, the MSE of our proposed technique can meet the MSE curve

of the data-aided technique at lower SNRs.





Chapter 6

Conclusions and future work

This thesis addresses some of the main challenges of massive MIMO systems to

prepare them for the next generation of wireless networks. In general, the goal of

this thesis has been to explore the speci�c features of massive MIMO channels to

enable these systems to work with low computational complexity, high spectral and

energy e�ciency, while preserving the optimal performance.

6.1 Summary of contributions and conclusions

In this section, the contributions of the thesis that were previously discussed in

detail in chapters 3, 4 and 5 are brie�y presented.

6.1.1 Performance analysis of FBMC-PAM for massive MIMO

systems

Due to the drawbacks of OFDM modulation commonly used in multicarrier massive

MIMO systems, FBMC-PAM is proposed as an alternative. FBMC-PAM has the

same data rate as OFDM, while it does not need CP which makes it more spectrally

e�cient than OFDM. Moreover, FBMC-PAM has lower out of band emission, and

consequently, it is more robust against frequency synchronization error. In addition,

it has the lowest computational complexity among the traditional FBMC-based

waveforms because of its minimum overlapping factor.

As discussed in chapter 3, while the low overlapping factor of FBMC-PAM causes

some shortcomings in terms of equalization, self-equalization property of massive

MIMO compensates this weakness and completely removes the error �oor in the

BER. Therefore, due to the absence of CP, FBMC-PAM o�ers a better BER per-

formance compared to OFDM.
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However, as the number of BS antennas grows, performance of massive MIMO

system with FBMC-PAM saturates. It is explained that although the noise and

MUI are averaged out in the asymptotic regime, some residual interference due to

the multipath channel remains and causes the SIR saturation. Then, the level of this

saturation, which is the upper bound of the system performance, is mathematically

calculated. It is also shown that by increasing the number of subcarriers, a higher

level of saturation can be achieved.

It is worth noticing that the e�ect of multipath channel can be completely re-

moved in OFDM modulation due to the CP assignment. Thus, such a saturation

level is not observed in OFDM-based massive MIMO systems, and their performance

linearly grows as the number of BS antennas increases. Therefore, for the rest of

this thesis, we focused on the OFDM-based massive MIMO systems.

6.1.2 Low-complexity frequency synchronization for massive

MIMO systems

Since OFDM modulation is very sensitive to the frequency o�set, an e�ective fre-

quency synchronization technique is crucial for multi-user OFDM-based massive

MIMO systems. Therefore, in chapter 4, two low-complexity CFO estimation tech-

niques are proposed that are based on the covariance matrix of the received signals

at the base station. In the �rst one, CFO can be estimated using a closed-form

equation and there is no need to solve an optimization problem. However, it is

limited to real valued pilots, while the second one is more general and works with

any arbitrary pilot sequence. In the second technique, an optimization problem is

proposed for CFO estimation that has a unimodal objective function, and can be

simply solved by Golden search algorithm.

Then, since the time domain CFO compensation increases the complexity of

the system, a frequency domain CFO compensation technique is proposed that

takes place after combining the received signals. Performance of the proposed CFO

estimation and compensation techniques is investigated in terms of SIR, and it is

proved that even in the presence of CFO estimation error, the scattering e�ect

of CFO is eliminated and only a phase shift remains. Hence, two iterative phase

correction algorithms are proposed to mitigate the remaining error and achieve a

high accuracy synchronization.
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6.1.3 DL-aided blind channel estimation for massive MIMO

systems

Another important concern in massive MIMO systems is CSI acquisition. As the

scale of antenna array increases or the number of users in the network grows, chan-

nel estimation can limit massive MIMO system performance. Data-aided channel

estimation techniques which employ the pilot information waste a large amount

of resources and energy on transmitting pilot signals. Moreover, if the pilots are

reused in the neighboring cells, pilot contamination causes inter-cell interference

that strongly a�ects the performance of channel estimation. There are some blind

channel estimation techniques in the literature that are presented in section 2.3.2.

Those works either are limited with some constraints, such as the sparsity level of

the channels, or impose high computational complexity to the system.

In chapter 5, a DL-aided blind channel estimation technique is proposed which

consists of three steps. First, MUI cancellation is performed by calculating the

orthogonal complement space matrix of the MUI. After that the system can be

treated as a single user system. Second, the covariance matrix of the received

signals in the resulting equivalent single user system is calculated. Then, with

some mathematical manipulations and relying on the favorable propagation property

of massive MIMO systems, the �rst transmitted symbols of all the users can be

estimated individually. These detected signals can be considered as virtual pilots,

and channels can be estimated based on the virtual pilots as the third step.

Ideally, noise and MUI are averaged out in massive MIMO system, and the

channels can be accurately estimated with the aforementioned steps. However, in

practice, noise is not completely eliminated and causes considerable amount of dis-

tortion. To deal with this issue, �rst the DnCNN is applied to suppress the noise

e�ect before virtual pilot detection. Although, DnCNN can bring some improve-

ment to the estimation technique, it does not work in the low SNR scenarios. Thus,

U-Net, an alternative DL-based algorithm, is proposed that can o�er a better perfor-

mance than DnCNN at low SNRs. Then, we noticed that these denoising algorithms

can learn the pattern in the input matrix and recover it, but they do not give the

exact desired value at the output. In fact, they can only cope with additive noise,

while there is some multiplicative noise as well. Therefore, we proposed the ResNet

architecture followed by a feedforward fully connected neural network that can be

trained to converge to the desired value and provide much more accurate virtual

pilot detection. As a result, an MSE very close to that of a data-aided channel

estimation technique can be achieved.
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6.2 Future works

The work that is presented in this thesis can be extended, by pursuing a number of

directions such as:

� The frequency synchronization technique proposed in this thesis is designed for

fully digital massive MIMO systems. Similar approach can be applied to the

hybrid massive MIMO, where digital domain combining/precoding is replaced

by a combination of analog and digital processing to reduce the number of

required analog to digital convertors (ADC). Hybrid massive MIMO systems

are mostly applied to millimeter wave systems.

� Study the possibility of applying proposed denoising techniques for other use

cases such as pilot decontamination can be useful.

� The main barrier of the deep learning-based end-to-end communication system

is dealing with channel layer. As it is proved in this thesis, the transmitted

symbols in massive MIMO systems can be detected without the knowledge of

CSIs. Therefore, the possibility of replacing the whole system with an deep

learning algorithm by exploiting unique properties of massive MIMO can be

investigated.
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