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Abstract

In this work, by using a broadspectrum angle-resolved absorption technique, we studied enhanced absorption from multi-layered materials with near-zero dielectric permittivity in the near-infrared. These materials, known as epsilon (ε)-near-zero (ENZ) materials, are known to exhibit novel physics, including perfect absorption. We demonstrate, both theoretically and experimentally, the excitation of two plasmon modes in indium tin oxide thin-films, a bulk plasmon mode, known as the “Ferrell – Berreman mode” and a long-range surface plasmon polariton mode known as the “non-radiative ENZ mode”. These modes result in significant absorption from deeply subwavelength ITO thin-films of thickness 127 nm which is enhanced from a value of 52.5% to values >95% by depositing a 10 nm layer of Pt on the ITO layer as a backing. We observed this near-perfect absorption (NPA) from exciting both modes and studied the dependence of the absorption on the thickness of the Pt backing layer. We observed an asymptotic increase in the absorption maximum with increased Pt backing thickness. Furthermore, we numerically and analytically studied the excitation of these modes, with and without a backing of various metals and of various thicknesses. We found that any common metal can be used to achieved near-perfect absorption by depositing on ITO and exciting these plasmon modes, however the thickness at which the maximum absorption can be achieved is dependent on the complex refractive index and the skin depth of each metal. We also found that there is a maximum in the non-radiative ENZ mode absorption when the metal backing is sufficiently thin so as to allow the excitation of an insulator – metal – insulator (IMI) mode, where two long-range surface plasmons, on the upper and lower surfaces of the metal, are coupled together with the ENZ mode to result in near-perfect absorption.

Finally, we studied the suitability of high aspect ratio two-dimensional (2D) nanoflakes of hexagonal boron nitride (h-BN) produced by Liquid Phase Exfoliation (LPE) as a 2D material to deposit on our ITO – Pt structures. As these nanoflakes are produced in aqueous suspensions and tend to form high-scattering surfaces when deposited on solid substrates, we characterised the scattering from these nanoflakes in aqueous suspension using a diffuse scattering intensity path-length resolved technique. We considered several models to describe the scattering from these highly anisotropic nanoflakes and found that the Two-Stream Approximation to the Radiative Transfer Equation best described the scattering form such flakes. Furthermore, we devised an in-situ technique to estimate the lateral size of these particles by direct comparison with polystyrene (PS) nanospheres of similar diameter. However, we found that these nanoflakes are not suitable for coupling with ENZ materials as the highly irregular size and shape led to a dominance of scattering in the optical response.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENZ</td>
<td>Epsilon (ε) Near Zero</td>
</tr>
<tr>
<td>MNZ</td>
<td>Mu (μ) Near Zero</td>
</tr>
<tr>
<td>EMNZ</td>
<td>Epsilon (ε) &amp; Mu (μ) Near Zero</td>
</tr>
<tr>
<td>NPA</td>
<td>Near-Perfect Absorption</td>
</tr>
<tr>
<td>PA</td>
<td>Perfect Absorption</td>
</tr>
<tr>
<td>TE</td>
<td>Transverse Electric</td>
</tr>
<tr>
<td>TM</td>
<td>Transverse Magnetic</td>
</tr>
<tr>
<td>AFM</td>
<td>Atomic Force Microscopy</td>
</tr>
<tr>
<td>TEM</td>
<td>Transmission Electron Microscopy</td>
</tr>
<tr>
<td>SPP</td>
<td>Surface Plasmon Polariton</td>
</tr>
<tr>
<td>FB</td>
<td>Ferrell – Berreman</td>
</tr>
<tr>
<td>TMM / T-Matrix</td>
<td>Transfer Matrix Method</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite Element Method</td>
</tr>
<tr>
<td>h-BN</td>
<td>Hexagonal Boron Nitride</td>
</tr>
<tr>
<td>PS</td>
<td>Polystyrene</td>
</tr>
<tr>
<td>SLS</td>
<td>Single Light Scattering</td>
</tr>
<tr>
<td>DLS</td>
<td>Dynamic Light Scattering</td>
</tr>
<tr>
<td>LPE</td>
<td>Liquid Phase Exfoliation</td>
</tr>
<tr>
<td>scem</td>
<td>Standard Cubic Centimetres per Minute</td>
</tr>
<tr>
<td>PVD</td>
<td>Physical Vapour Deposition</td>
</tr>
<tr>
<td>TO</td>
<td>Transverse Optic</td>
</tr>
<tr>
<td>LO</td>
<td>Longitudinal Optic</td>
</tr>
<tr>
<td>TCO</td>
<td>Transparent Conducting Oxide</td>
</tr>
<tr>
<td>TMDC</td>
<td>Transition Metal Dichalcogenide</td>
</tr>
<tr>
<td>ITO</td>
<td>Indium Tin Oxide</td>
</tr>
<tr>
<td>IZO</td>
<td>Indium Zinc Oxide</td>
</tr>
<tr>
<td>QCM</td>
<td>Quartz Crystal Monitor</td>
</tr>
<tr>
<td>NIR</td>
<td>Near-Infrared</td>
</tr>
</tbody>
</table>
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“An experiment is a question which science poses to Nature, and a measurement is the recording of Nature’s answer.”

Max Planck
Chapter 1: Introduction and Motivation

1.1 Introduction

Photonics is a field of physics concerned with light, its fundamental properties, its propagation, detection, generation, and manipulation [1][2]. While the term “photonics” originated in the 1960s with the invention of the laser [3][4][5] and later the invention of laser diodes in the 1970s as well as optical fibres which formed the basis of the telecommunications industry, the foundation of the field is based more generally in optics. The foundations of optics itself can be traced back to antiquity, particularly the development of the first lenses by the Egyptians and Mesopotamians. This was later followed by the theories of vision of the great Greek philosophers such as Ptolemy and the development of geometric optics [6]. In fact, the word “optics” comes from the ancient Greek word “ὀπτικά” which translates as “appearance” or “look”. In the centuries that followed, further advancements in optics were made by Islamic scholars such as Ibn Sahl, Ibn al-Haytham, Avicenna, and Alhazen on the focusing of light with curved mirrors, the refraction of light, and even positing that the speed of light is finite [7]. For centuries following this and throughout the Renaissance period in Europe, significant discoveries were made regarding the wave nature of light, its basic properties, and behaviours such as the mathematical description of refraction devised by Willebrord Snellius in 1621, now known as Snell’s Law [8]. During this historic period, René Descartes outlined the laws of reflection, Sir Isaac Newton demonstrated his Theory of Colour and the phenomenon of dispersion, and diffraction was described by Francesco Maria Grimaldi in his 1665 posthumous publication [9]. It was then Thomas Young in 1803 who demonstrated the wave nature of light using his famous double slit interferometer [10]. Up until the 19th century, optics was largely concerned with light itself and its properties, however in 1839 at the age of 19, Edmund Becquerel produced the first photovoltaic cell by coating platinum electrodes with either silver bromide or silver chloride [11]. Upon illumination a voltage was setup across these electrodes and a current was detected passing through them, thus providing the first ever demonstration of the photovoltaic effect. This was, perhaps, the first discovery that laid the foundation of photonics as a field of its own. In 1865, James Clerk Maxwell published his four famous equations of electromagnetism in his book “A Dynamical Theory of Electromagnetic Fields.” [12] These equations formed the basis of our understanding of light as an electromagnetic wave and paved the way for a century of great discoveries. In 1905, Albert Einstein demonstrated, via his work on the photoelectric effect, that light is not just a wave, but also comes in discrete packets of energy or “quanta” for which he later won the Nobel Prize in physics [13]. This not only revolutionised our understanding of light, but also created the entirely new and enigmatic field of quantum theory. Throughout the 20th century, further advancements were made such as
stimulated emission in 1917, the first practical photovoltaic cell by Fuller and Pearson of Bell Labs in 1954 [14], the development of the semiconductor laser in 1962 [15], the development of optical fibres for transmitting signals in 1966 [16], the charge coupled device (CCD) based digital camera in 1975 [17], and the first transatlantic fibre cable in 1988 [18]. Indeed, the focus of much research on light shifted from the study of light itself to the design and fabrication of devices that allow us to manipulate its interaction with materials for own purposes and application, now known as photonics.

Photonics encompasses a range of fields from telecommunications [19], laser manufacturing [20], environmental photonics [21], chemical sensing [22][23], biochemical sensing [24], and even medical diagnostics [25][26]. It also encompasses a range of classical, modern, and quantum physics from classical linear and opto-mechanics to electro-optics and quantum optics. However, photonics does not only help us to build new technology but also allows us to understand the very fundamental nature of materials at the macroscopic, microscopic, and nanometre scales. From techniques such as spectroscopic ellipsometry we can determine the optical constants of a material and the propagation of light within that material [27][28]; from rotational-vibrational spectroscopy in the infrared we can determine the vibrational and rotational states of molecules [29][30]; from x-ray spectroscopy we determine the arrangement, density, and lattice constants of atoms in a material [31], and from UV spectroscopy we can determine the bandgaps of many materials [32]. Indeed, photonics has not only become a field for manufacturing new technology but has become an important and vital technique to understanding the world around us and the materials of which it is composed. In this work, we employ photonics to understand the nature and behaviour of materials and use our understanding to design and fabricate structures with unique optical properties.

1.2 The 2D Revolution

For decades, like much of physics, photonics was isolated to studying bulk materials, however that all changed with the isolation of graphene from graphite in 2004 [33]. This was the first ever reported two-dimensional (2D) material and ever since then a whole range of 2D materials have now become readily available in research labs. Much research has been carried out into the properties of graphene and particularly into the optical and photonic properties of graphene [34][35][36][37]. Graphene has been demonstrated to exhibit saturable absorption [38][39] and the nonlinear Kerr effect [40][41] and has even been used to produce a graphene-based Bragg grating [42][43]. However, graphene is not the only 2D material that has become available and certainly not the only thin film material that has been produced. With the development of extremely precise deposition techniques such as atomic layer deposition (ALD) [44], ion sputtering [45], direct current (DC) and radio frequency (RF) magnetron sputtering [46], chemical
vapour deposition [47], molecular beam epitaxy (MBE) [48], and pulsed laser deposition (PLD) [49] the production of extremely thin films has become possible. The density of states (DoS) of graphene matches quite precisely with the DoS which would be expected of a truly 2D material [50]. Thus, it is important that we correctly define what we consider in this work to be a 2D material. While in materials science and chemistry, a “2D material” is typically considered to be monolayer think material such as graphene, in this work, we consider any thin film which is sufficiently smaller than the wavelength of incident light and exhibits unique optical properties different from the bulk material as a result of this, to be a 2D material. In this work, we particularly study nanometre thick flakes of hexagonal boron nitride, and thin layers (< 150 nm) of indium tin oxide (ITO).

1.3 Epsilon-Near-Zero (ENZ) 2D Nanomaterials

A particular phenomenon that is studied in photonics is absorption of light. Significant research, both theoretical and experimental, has been carried out on the achievement of near-perfect and perfect absorption in 2D and thin-film materials [51][52][53][54]. The achievement of such a feat would have a strong impact on future technologies such as solar cells [55], anti-reflective coatings [56], and near-field transducers. A set of materials which is expected to exhibit significantly high absorption are epsilon-near-zero (ENZ) materials. An ENZ material is a material with a dielectric permittivity, $\varepsilon$ close to zero, or more specifically, a material with a zero-real component of the dielectric permittivity and a reasonably small imaginary component [57][58]. The dielectric permittivity is an important parameter in photonics as it tells us how an electric field is affected by the medium in which it’s propagating [59]. The effects of permittivity on the wave dynamics in a material has been well understood for quite some time, however, the case where $\varepsilon \approx 0$ has been surprisingly neglected, possibly due to difficulty involved in measuring such effects in bulk materials. However, with the ability to deposit thin films and 2D materials, the study of ENZ effects in naturally occurring ENZ materials is now possible, and particularly the ability to produce multi-layered structures with unique topologies that combine to form effective ENZ materials are not only possible but have been experimentally demonstrated. Much of the unique physics surrounding these materials is a result of spatial confinement of electric field in these ultra-thin materials. Such materials have been theoretically and experimentally demonstrated to host unusual physical effects such as super-coupling [60], infinite phase velocities [61], static electric fields [62], reduced group velocities [63], perfect reflection [64], near-perfect absorption (NPA) [65], and even confinement of light [66]. These materials have been a topic of intense study in recent years by researchers such as Nader Engheta [67], Andrea Alù [68], and Salvatore Campione [69]. Much work has been carried out on their unique physics and their potential implementation in photonic devices. The unique physics of such materials will be discussed in further detail in Chapter 4. One such ENZ material that is readily available is ITO which for
extremely thin films can achieve enhanced absorption as a result of its ENZ behaviour. This ENZ behaviour is a direct result of the confinement of electric fields in deeply-subwavelength films of ITO and presents promising prospects in future technology. However, this enhanced absorption is confined to a small spectral region about the ENZ wavelength. Thus, the achievement of broadband absorption from such materials is highly desired to allow these materials to be used in a range of optical devices, such as detectors, anti-reflective coatings, etc. In this work we demonstrate the achievement of near-perfect absorption in various ITO thin-films with Pt metal backings of thicknesses less than 25 nm. While NPA has previously been achieved in ITO films with a Pt backing > 100 nm [69], we demonstrate that the same effect can be achieved using a range of different metals and with backing thicknesses significantly thinner than ever previously considered. Furthermore, we provide the first study of ENZ-based NPA for various metal backings. The ability to achieve such NPA in such thin films makes the ITO – Metal structures in this research potential candidates for thermally stable alternative to gold-based near-field transducers in heat-assisted magnetic recording (HAMR) technology which are subject to thermal degradation with CW laser irradiation [70][71].

1.4 Liquid Phase Exfoliation of 2D Nanoflakes

A recently developed and unique method of synthesising 2D nanomaterials is Liquid Phase Exfoliation (LPE) which is a top-down method for synthesising stable dispersions of monolayer nanoflakes by high-shear mixing, sonication and size-selection via centrifugation [72]. This technique is readily used to produce a variety of 2D nanoflakes in dispersion by the Coleman Group in Trinity College Dublin. Of particular interest to this research are nanoflakes of hexagonal boron nitride (h-BN) nanoflakes [73]. These nanoflakes are highly interesting because they have a high refractive index which could make them useful in multi-layered structures, particularly for coupling to ENZ materials such as ITO due to the large mismatch of the refractive indices. However, one drawback of these nanoflakes is that they typically form rather rough surfaces when deposited on solid substrates and films and thus scatter light rather strongly. We aimed to examine the suitability of these 2D particles for coupling to such ENZ structures. However, in order to understand how these nanoflakes would behave in solid multi-layered structures it is first necessary to understand how they scatter light in solution and to find a theory that described this scattering process well. While scattering theory has existed for centuries and has been well understood since the mid-19th century from the works of physicists such as Mie, Rayleigh, and Tyndall, it’s important to note that scattering theory is only well defined and well understood for homogenous spheres [74][75]. Scattering is particularly easy when dealing with such spheres as a sphere is the only geometric structure which can be perfectly defined by a single parameter, the radius, \( R \). However, with the advent of highly anisotropic 2D nanomaterials such as h-BN nanoflakes, developing a scattering theory and understanding how these materials scatter
light is a difficult challenge, particularly because such flakes require at least three dimensional parameters to be defined, the length, \( l \), the width, \( w \), and the thickness, \( t \), all of which vary over each flake. In this work we set out to study the scattering behaviour of such 2D flakes. We found that the scattering from such films is highly irregular and cannot be easily and fully modelled from current existing scattering theories [76]. The irregular nature of the nanoflakes are not really suitable when making multi-layered nanoscale optical structures, as scattering of light dominate the optical response.

This thesis will begin by laying the foundation for the modelling of ITO and the physics of plasmons in Chapter 2 by describing the Drude model and the free electron gas. These models will then be applied to characterise the optical properties of commercial ITO films in Chapter 3. Chapter 4 will focus on experimental verification of ENZ mode excitation in ITO thin films and the achievement of NPA. In Chapter 5 we will discuss the fabrication of thin-film ITO for ENZ applications via various methods and present a recipe for producing high-quality ITO with ENZ behaviour in the near-infrared. Chapter 6 will present computational modelling of NPA via the excitation of the Ferrell-Berreman plasmon mode in ITO thin-films backed by various metals. Chapter 7 will then examine the scattering from high-refractive index two-dimensional boron nitride nanoflakes and examine their suitability for depositing on ENZ materials. Finally, Chapter 8 will give a summary of proposed future work as well as potential applications for this research.
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Chapter 2: The Free Electron Gas, Bulk Plasmons and Surface Plasmon Polaritons

2.1 Introduction

In solid-state physics, materials can be neatly classified based on the energy separation between the valence and conduction bands. The valence band is the uppermost occupied energy state of a material in which electrons sit and the conduction band is the lowermost unoccupied state to which electrons can be promoted for cases of semiconductors and insulators while in metals the band is occupied [1]. It is convenient to separate materials into three categories, insulators which have a very large energy gap between their bands, semiconductors which have a small gap between bands, and metals which have an overlap between their valence and conduction band as represented in Figure 2.1. The case of metals is particularly interesting because no additional energy is needed to promote an electron to the conduction band of a metal due to the overlap between these bands, and thus electrons are free to conduct and move about the surface of the metal [2].

![Diagram of bands in a metal, semiconductor, and insulator](image)

Figure 2.1 Schematic representation of the bands of a metal, semiconductor, and an insulator. The dashed line at an energy value of $E_F$ is the Fermi level.

The freedom of electrons to conduct in a metal means that we can consider a metal to be a sea or gas of negative electrons moving about positive fixed ions. This gas of charged electrons in
Dynamic equilibrium is also known as a plasma [3]. The charged particles in this plasma are constantly in motion and this can lead to local charge fluctuations in the plasma. If a small region of excess charge forms due to a fluctuation, the charges in that volume will be repelled by the surrounding charges. The velocity acquired by these charges can cause them to overshoot their original position and they are then pulled back in the opposite direction. The result is an oscillation of the plasma, known as a plasma oscillation [4]. Such plasma oscillations occur in metals [5], doped semiconductors [6], and transparent conducting oxides (TCOs) [7]. Consider an oscillating electric field incident on a metal nanoparticle as depicted in Figure 2.2. The presence of the external electric field causes motion of the electrons in the nanoparticle leading to a separation of charges on either side of the nanoparticle. As the electric field oscillates, the electrons follow the field leading to a quantised oscillation of charge called a plasmon which oscillates at the plasma frequency, \( \omega_p \). A plasmon is a quasiparticle and is a quanta of plasma oscillation analogous to a phonon which is the quanta of a mechanical lattice vibration.

![Figure 2.2 Representative diagram of a plasmon on spherical metal particles.](image)

These discrete plasma oscillations create a hybrid particle plasma at optical frequencies resulting in a quasiparticle known as a plasmon polariton [8]. The field of plasmonic has led to the use of plasmons in various technologies and potential future technologies such as molecular sensing [9], plasmon based amplifiers [10][11], high-resolution lithography [12] and microscopy [13], full-colour holograms [14], and even cosmetics [15]. However, in order to understand plasmons, we must first understand the free-electron gas, and specifically the Drude Free-Electron Model.
2.2 The Drude Free-Electron Model for Dielectric Dispersion

The Drude model is a simple model to describe the motion of charge carriers in a metallic conductor. The model is founded on the principles of Boltzmann’s kinetic theory for gases [16][17][18] with three added assumptions [3]. These assumptions are:

i. There exists a scattering time, $\tau$ such that the probability of scattering within a time interval $dt$ is given by $\frac{dt}{\tau}$. The scattering time is a phenomenological parameter and can be described as the average time between scattering events.

ii. The momentum, $\vec{p}_e$ of an electron returns to zero after a scattering event with the stationary nucleus. While this is a crude assumption that would appear to violate the conservation of momentum, it works in the case of this model because if we take the mean momentum over a period of time, this is equivalent to averaging the momenta over all directions, i.e. $\langle \vec{p}_e \rangle = 0$.

iii. The electrons respond to external forces between scattering events, such as applied electric or magnetic fields in accordance with a Lorentz force

$$\vec{F} = e(\vec{E} + \vec{v} \times \vec{B})$$

[19][20].

Despite the simplicity of the model, it works extremely well at describing the motion of electrons in a metal. The oscillatory behaviour of electrons to an applied electric field can be considered as a harmonic oscillator. We start by equating the forces exerted on a charged particle, i.e.

$$m \ddot{\vec{r}} = \vec{F}_E + \vec{F}_d + \vec{F}_r$$

(1)

Where $m$ is the electron mass, $\ddot{\vec{a}}$ is the total acceleration, $\vec{F}_E$, $\vec{F}_d$, and $\vec{F}_r$ are the force of the local E-field, the damping force, and restorative force respectively.

$$m \frac{d^2 \vec{r}}{dt^2} + m \gamma \frac{d\vec{r}}{dt} + C \vec{r} = -e \vec{E} e^{-i\omega t}$$

(2)

Here $\gamma = \frac{1}{\tau}$ is the scattering rate and is the damping coefficient in the second term. While $\tau$ is the average time between scattering events, $\gamma$ is the average number of scattering events that occur in one second. The constant $C$ in the third restorative force term is zero for free electrons, i.e. the electrons in the metal experience no restoring force [4]. The value of this parameter $C$ distinguishes the Lorentz oscillator model from the Drude model. If $C$ is non-zero there is a restoring force and it is the Lorentz model, if $C = 0$ there is no restoring force and it is the Drude model. Given that the velocity is given by $\vec{v} = \frac{d\vec{r}}{dt}$ and the current density, $\vec{J}$ is defined by $\vec{J} = -Ne\vec{v}$ we can rewrite Equation 2 as
\[
\frac{d\vec{J}}{dt} + \gamma \vec{J} = \left( \frac{Ne^2}{m} \right) \vec{E} \tag{3}
\]

and assuming \( \vec{J} = J_0 e^{-i\omega t} \) and \( \vec{E} = \vec{E}_0 e^{-i\omega t} \) we obtain

\[
\frac{d}{dt}(J_0 e^{-i\omega t}) + \gamma J_0 e^{-i\omega t} = -i\omega J_0 e^{-i\omega t} + \gamma J_0 e^{-i\omega t} = \left( \frac{Ne^2}{m} \right) \vec{E}_0 e^{-i\omega t} \tag{4}
\]

Multiplying across by \((e^{+i\omega t})\) yields

\[
(-i\omega + \gamma) \vec{J} = \left( \frac{Ne^2}{m} \right) \vec{E}. \tag{5}
\]

For static fields, \( \omega = 0 \):

\[
\vec{J} = \left( \frac{Ne^2}{m\gamma} \right) \vec{E} = \sigma \vec{E} \tag{6}
\]

where \( \sigma = \frac{Ne^2}{m\gamma} \) is the static conductivity [21]. For an oscillating applied field, \( \omega \neq 0 \):

\[
\vec{J} = \left( \frac{\sigma}{1 - \frac{i\omega}{\gamma}} \right) \vec{E} = \sigma_\omega \vec{E} \tag{7}
\]

where \( \sigma_\omega \) is the dynamic conductivity [22]. For low frequencies \( \left( \frac{\omega}{\gamma} \ll 1 \right) \), \( \sigma_\omega \) is purely real and the electrons follow the applied electric field. As the frequency of the applied field increases, a phase lag is introduced due to the inertia of the electrons and \( \sigma_\omega \) becomes complex [23]. For high frequencies \( \left( \frac{\omega}{\gamma} \gg 1 \right) \), the electrons oscillate out of phase by \( \frac{\pi}{2} \) and \( \sigma_\omega \) becomes purely imaginary.

To relate this to the optical properties of a material we now examine Maxwell’s equation for the electric field:

\[
\nabla^2 \vec{E} = \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} + \frac{1}{\epsilon_0 c^2} \frac{\partial \vec{J}}{\partial t} \tag{8}
\]

Substituting Equation 7 into Equation 8 gives

\[
\nabla^2 \vec{E} = \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} + \frac{1}{\epsilon_0 c^2} \left( \frac{\sigma}{1 - \frac{i\omega}{\gamma}} \right) \frac{\partial \vec{E}}{\partial t} \tag{9}
\]

where \( c \) is the vacuum speed of light, and \( \epsilon_0 \) is permittivity of free space. This equation has solutions of the form \( \vec{E} = \vec{E}_0 e^{i(k \cdot r - \omega t)} \) where \( k^2 = \frac{\omega^2}{c^2} + i\left( \frac{\sigma_\omega \mu_0}{1 - \frac{i\omega}{\gamma}} \right) \), \( c^2 = \frac{1}{\epsilon_0 \mu_0} \), and \( \mu_0 \) is the magnetic permeability of free space. The wavevector \( k^2 \) can be represented as
\[ k^2 = \frac{\omega^2}{c^2} + i \left( \frac{\sigma \omega \mu_0}{1 - \frac{i \omega}{\gamma}} \right) \approx i \sigma \omega \mu_0 = e^{\frac{i \pi}{2}} \sigma \omega \mu_0 \quad (10a) \]

\[ \tilde{k} \equiv \sqrt{\frac{i \pi}{2} \sigma \omega \mu_0} = e^{\frac{i \pi}{4}} \sqrt{\sigma \omega \mu_0} \quad (10b) \]

where \( \tilde{k} \) now denotes the complex wavevector and is further simplified to

\[ \tilde{k} = \left( \cos \frac{\pi}{2} + i \sin \frac{\pi}{4} \right) \sqrt{\sigma \omega \mu_0} = \left( 1 + i \right) \sqrt{\sigma \omega \mu_0} = \frac{1}{2} \sqrt{\sigma \omega \mu_0} \quad (11a) \]

\[ k_R = k_I = \frac{\sqrt{\sigma \omega \mu_0}}{2} \quad (11b) \]

\( k_R \) and \( k_I \) are the real imaginary components of the complex wavevector. We can now represent this in terms of the real and imaginary components of the complex refractive index, \( n_R \) and \( n_L \).

\[ n_R = \left( \frac{c}{\omega} \right) k_R = \frac{\sqrt{\sigma c^2 \mu_0}}{2\omega} = \sqrt{\frac{\sigma}{2\omega \varepsilon_0}} = n_l \quad (12) \]

The equation for a wave propagating in the \(+z\)-direction in a metal is given by

\[ \vec{E} = \vec{E}_0 e^{-k_I z} e^{i(k_R \cdot z - \omega t)} = \vec{E}_0 e^{-\frac{z}{2\delta}} e^{i(k_R \cdot z - \omega t)} \quad (13) \]

and the skin depth [24], \( \delta \) is

\[ \delta = \frac{1}{k_I} = \frac{2}{\sqrt{\sigma \omega \mu_0}} = \sqrt{\frac{2\varepsilon_0 c^2}{\sigma \omega}} \quad (14) \]

Leading on from Equation 12 we can relate this to the refractive index

\[ n^2 = \frac{c^2}{\omega^2} k^2 = 1 + i \left( \frac{\sigma c^2 \mu_0}{\omega \left( 1 - \frac{i \omega}{\gamma} \right)} \right) \]

\[ = 1 + i \left( \frac{i \gamma}{i \gamma} \right) \left( \frac{\sigma c^2 \mu_0}{\omega \left( 1 - \frac{i \omega}{\gamma} \right)} \right) \]

\[ = 1 - \frac{\gamma \sigma c^2 \mu_0}{\omega^2 + i \omega \gamma}. \]

We now introduce a term, \( \omega_p \), the plasma frequency which is the frequency at which there is a collective oscillation of the charge density.
\[ \omega_p^2 = \gamma \sigma c^2 \mu_0 = \gamma \left( \frac{N \varepsilon^2}{m y} \right) c^2 \mu_0 = \frac{N \varepsilon^2}{m \varepsilon_0} \]  

(16)

Thus, the dielectric permittivity, \( \varepsilon = \tilde{n}^2 \) is given by

\[ \varepsilon(\omega) = \tilde{n}^2(\omega) = 1 - \frac{\omega_p^2}{\omega(\omega + i\gamma)} \]  

(17)

where the tilde diacritics signify that the parameters are complex, i.e. having both a real and imaginary component. For very high frequencies such that \( \omega \gg \omega_p \), \( \varepsilon(\omega) \) approaches unity, however in reality at higher frequencies, the function \( \varepsilon(\omega) \) approached a specified value, \( \varepsilon_{\infty} \), known as the high-frequency permittivity limit [25]. Thus, a more precise expression for the dielectric dispersion is

\[ \varepsilon(\omega) = \varepsilon_{\infty} - \frac{\omega_p^2}{\omega(\omega + i\gamma)} \]  

(18)

When the electrons in the plasma are displaced from the uniform background of ions, the electric field builds up so as to restore the electrons back to their equilibrium positions, however the inertia of the electrons causes them to overshoot the equilibrium position and thus they oscillate around this position at the plasma frequency, \( \omega_p \). The plasma wavelength, \( \lambda_p \) is thus

\[ \lambda_p = 2\pi c \left( \frac{N \varepsilon^3}{m \varepsilon_0} \right)^{\frac{1}{2}} \]  

(19)

Above \( \lambda_p \) the metal is opaque and highly reflective, but below \( \lambda_p \) the metal is transparent. While this model was originally devised to explain electrodynamics in metals, the model also works surprisingly well for other materials, such as transparent conducting oxides (TCOs). One such TCO that this model is readily applied to with great success is indium tin oxide (ITO). In this research, the Drude model is used to model the dielectric permittivity dispersion of ITO. Of particular interest to this research is the ENZ frequency, \( \omega_{\text{ENZ}} \) which is the frequency at which the real component of the dielectric permittivity is zero. An expression for this parameter can be derived by considering Equation 18 separated into its real and imaginary components, i.e.

\[ \varepsilon(\omega) = \varepsilon_{\infty} - \frac{\omega_p^2}{\omega^2 + \gamma^2} + i \frac{\omega_p \gamma}{\omega(\omega^2 + \gamma^2)} \]  

(20)

Considering just the real component of the permittivity at the frequency, \( \omega_{\text{ENZ}} \) at which this component is zero, we get

\[ \varepsilon_{\infty} = \frac{\omega_p^2}{\omega^2_{\text{ENZ}} + \gamma^2} = 0 \]  

(21a)
\[ \varepsilon_{\infty}\left(\omega_{\text{ENZ}}^2 + \gamma^2\right) = \omega_p^2 \]  
(21b)

and hence [26]

\[ \omega_{\text{ENZ}} = \sqrt{\frac{\omega_p^2}{\varepsilon_{\infty}} - \gamma^2} \]  
(22)

where \( \omega_{\text{ENZ}} \) is the wavelength at which the real component of the dielectric permittivity is zero.

2.3 Dispersion Relation for Bulk Plasmons and Surface Plasmon Polaritons

As mentioned above, a plasmon is the quasiparticle associated with the collective quantised oscillation of the charge density of a polar dielectric material. There are two types of plasmons: bulk plasmon polaritons and surface plasmon polaritons. In this section, we will derive the expression for the dispersion relation of both these plasmons [27][28][29].

2.3.1 Bulk Plasmons

We start by consider a conductive volume, \( V \) enclosed by a surface, \( S \). Due to conservation of charge, any net flow of current into or out of the volume must be balanced by a change in the total charge density inside the surface, i.e.

\[ \oint_S \mathbf{j} \cdot dS = -\frac{\partial}{\partial t} \int_V \rho dV \]  
(23)

where \( \mathbf{j} \) is the current density, \( dS \) is the surface element, \( \rho \) is the charge density, and \( dV \) is the volume element. Applying the divergence theorem, i.e.

\[ \int_S \mathbf{j} \cdot dS = \int_V \nabla \cdot \mathbf{j} dV \]  
(24)

to Equation 23, we get that

\[ \int_V \nabla \cdot \mathbf{j} dV = -\int_V \frac{\partial \rho}{\partial t} dV \]  
(25)

and since the volume over which we are integrating is arbitrary, we can thus simplify this expression to

\[ \nabla \cdot \mathbf{j} = -\frac{\partial \rho}{\partial t} \]  
(26)

which is known as the charge continuity equation. In this derivation, we consider the collective motion of free electrons relative to the positive ions of the lattice which are considered to be fixed and motionless. Hence, only the charge density of electrons need be considered as the positive ions, being stationary, do not generate current. Equation 26 thus becomes
\( \nabla \cdot \mathbf{j} = -\frac{\partial \rho_e}{\partial t} \)  
\hspace{1cm} (27)

where \( \rho_e \) now denotes the charge density of electrons. Then considering Gauss’ Law, i.e.

\( \nabla \cdot \mathbf{E} = \frac{\rho_e}{\varepsilon_0} \)  
\hspace{1cm} (28)

where \( \varepsilon_0 \) is the dielectric permittivity of free space; rearranging this to find an expression for \( \rho_e \) and substituting into Equation 26 we get

\( \nabla \cdot \left( \mathbf{j} + \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t} \right) = 0 \)  
\hspace{1cm} (29)

i.e. a vector in terms of current density and local electric field whose divergence is zero. Mathematically, any vector whose divergence is zero can be rewritten as the curl of another vector which can be demonstrated by considering Maxwell’s fourth equation

\( \nabla \times \mathbf{B} = \mu_0 \mathbf{j} + \frac{1}{c^2} \frac{\partial \mathbf{E}}{\partial t} \)  
\hspace{1cm} (30)

we can thus relate Equation 29 and Equation 30 as

\( \mathbf{j} + \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t} = \frac{1}{\mu_0} \nabla \times \mathbf{B}. \)  
\hspace{1cm} (31)

Now, taking the time derivative of both sides and applying Maxwell’s third equation, i.e.

\( \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \)  
\hspace{1cm} (32)

we obtain

\( \frac{\partial \mathbf{j}}{\partial t} + \varepsilon_0 \frac{\partial^2 \mathbf{E}}{\partial t^2} = -\frac{1}{\mu_0} \nabla \times (\nabla \times \mathbf{E}). \)  
\hspace{1cm} (33)

The electrons thus move in response to a local electric field according to their equation of motion

\( \frac{m}{\mathcal{V}} \frac{d\mathcal{V}}{dt} = -e \mathbf{E} \)  
\hspace{1cm} (34)

where \( m \) is the electron mass, \( \mathcal{V} \) is the velocity, and \( e \) is the charge of an electron. Taking the definition of the current density in terms of the carrier concentration, \( N \)

\( \mathbf{j} = -Ne \mathcal{V} \)  
\hspace{1cm} (35)

and taking its time derivative

\( \frac{\partial \mathbf{j}}{\partial t} = -Ne \frac{d\mathcal{V}}{dt} \)  
\hspace{1cm} (36)
we can now substitute the expression for \( \frac{d\vec{v}}{dt} \) in Equation 34 to obtain

\[
\frac{\partial j_i}{\partial t} = -\frac{Ne^2}{m} \vec{E}.
\] (37)

This can then be substituted into Equation 33 to yield the equation of a harmonic oscillator.

\[
-N_e^2 \frac{\varepsilon_0}{m} \frac{\partial^2 \vec{E}}{\partial t^2} = -\frac{1}{\mu_0} \nabla \times (\nabla \times \vec{E})
\] (38)

Using the definition of the plasma frequency from Section 2.2,

\[
\omega_p = \sqrt{\frac{N_e^2}{m \varepsilon_0}}
\] (39)

and the fact that the speed of light in a vacuum is given by \( \frac{1}{\varepsilon_0 \mu_0} \), Equation 38 can be simplified to

\[
\frac{\partial^2 \vec{E}}{\partial t^2} - \omega_p^2 \vec{E} = -c^2 \nabla \times (\nabla \times \vec{E})
\] (40)

which is the equation of a harmonic oscillator with natural resonant frequency of \( \omega_p \). It is now useful to consider the electric field as being composed of two components, a transverse component, \( \vec{E}_t \) and longitudinal component \( \vec{E}_l \), where \( \vec{E} = \vec{E}_t + \vec{E}_l \) and

\[
\nabla \cdot \vec{E}_t = 0
\] (41a)

\[
\nabla \times \vec{E}_l = 0.
\] (42b)

Substituting into Equation 40 gives

\[
\frac{\partial^2 \vec{E}_t}{\partial t^2} + \omega_p^2 \vec{E}_t = -c^2 \nabla^2 \vec{E}_t = -\left( \frac{\partial^2 \vec{E}_l}{\partial t^2} + \omega_p^2 \vec{E}_l \right)
\] (43)

and thus, we are left with 2 individual equations of motion, one for each component of the electric field:

\[
\frac{\partial^2 \vec{E}_t}{\partial t^2} + \omega_p^2 \vec{E}_t - c^2 \nabla^2 \vec{E}_t = 0
\] (44a)

\[
\frac{\partial^2 \vec{E}_l}{\partial t^2} + \omega_p^2 \vec{E}_l = 0
\] (44b)

Here we search for temporal and spatially varying solution to Equations 44a and 44b of the form \( e^{i(k \cdot r - \omega t)} \). The solution to the Equation 43 and the transverse component of the electric field is

\[
\omega^2 = \omega_p^2 + c^2 k^2
\] (45)
and therefore, no propagating solutions with $\omega < \omega_p$ exist because the waves are reflected by the plasma. This is the reason why metals are reflective below their plasma frequency, and transparent above. For the longitudinal case, Equation 45 has a dispersionless solution independent of the wavevector, $k$, i.e.

$$\omega = \omega_p$$  \hspace{1cm} (46)

And thus, the medium can support longitudinal waves at the plasma frequency. These oscillations are a direct result of a zero valued relative permittivity, $\varepsilon_r = 0$. Consider once more Gauss’ Law and the definition of the displacement field, $\vec{D} = \varepsilon_0 \varepsilon_r \vec{E}$, we get

$$\nabla \cdot \vec{D} = \nabla \cdot (\varepsilon_0 \varepsilon_r \vec{E})$$  \hspace{1cm} (47)

If $\varepsilon_r \neq 0$ then we have that $\nabla \cdot \vec{E} = 0$ which is the normal case for transverse EM waves in which the electric field is normal to the direction of wave propagation. However, if $\varepsilon_r = 0$, then Equation 47 can be satisfied by waves that have $\nabla \cdot \vec{E} \neq 0$, i.e. longitudinal waves. Thus, a dielectric can support longitudinal waves that satisfy the condition that $\varepsilon(\omega) = 0$. These longitudinal plasma oscillations behave as harmonic oscillators with natural resonant frequencies of $\omega_p$.

However, it’s important to note that while this derivation is classical, and the harmonic oscillator can take any energy, in reality the energy of the oscillator is quantised and can only take values that are multiples of Planck’s reduced constant times the plasma frequency, $\hbar \omega_p$.

### 2.3.2 Surface Plasmon Polaritons (SPPs)

To derive the expression for the dispersion relation of an SPP we must solve Maxwell’s equations for the electric, $\vec{E}_i$ and magnetic, $\vec{H}_i$ fields

$$\nabla \cdot \varepsilon_i \vec{E} = 0$$  \hspace{1cm} (48a)

$$\nabla \cdot \vec{H} = 0$$  \hspace{1cm} (48b)

$$\nabla \times \vec{E} = -\mu_0 \frac{\partial \vec{H}}{\partial t}$$  \hspace{1cm} (48c)

$$\nabla \times \vec{H} = -\varepsilon_i \frac{\partial \vec{E}}{\partial t}$$  \hspace{1cm} (48d)

where the subscript, $i$ denotes the medium and the equations are subject to the boundary conditions

**Dielectric Side**

$$\vec{H}_d = (0, \vec{H}_{yd} 0) e^{i(k_x d x + k_z d z - \omega t)}$$  \hspace{1cm} (49a)
where \( z = 0 \) is the boundary between the dielectric and metal. At the boundary, the electric, magnetic, and displacement fields must all be continuous, i.e. at \( z = 0 \)

\[
\vec{E}_d = \vec{E}_m(0, \varepsilon_d \varepsilon_m, \varepsilon_m) e^{i(k_x d z_m + k_z z - \omega t)}
\]

Metal Side

\[
\vec{H}_m = (0, \vec{H}_m(0, \varepsilon_d \varepsilon_m, \varepsilon_m) e^{i(k_x m z_m + k_z m z - \omega t)}
\]

z < 0:

\[
\vec{E}_m = (\vec{E}_m(0, \varepsilon_d \varepsilon_m, \varepsilon_m) e^{i(k_x m z_m + k_z m z - \omega t)}
\]

Replacing the \( d \) and \( m \) with \( j \) to represent any given layer, the magnetic curl equation is then calculated.

\[
\nabla \times \vec{H}_j = \varepsilon_j \frac{\partial \vec{E}_j}{\partial t} = \left( \frac{\partial \vec{H}_y_j}{\partial t} - \frac{\partial \vec{H}_x_j}{\partial t}, \frac{\partial \vec{H}_x_j}{\partial t} - \frac{\partial \vec{H}_z_j}{\partial t}, \frac{\partial \vec{H}_z_j}{\partial t} - \frac{\partial \vec{H}_x_j}{\partial t} \right)
\]

\[
= (-i k_{z_j} \vec{H}_y_j, 0, i k_{z_j} \vec{H}_x_j) = (-i \omega \varepsilon_j \vec{E}_x_j, 0, -i \omega \varepsilon_j \vec{E}_z_j)
\]

Comparing both sides and dividing across by common parameters gives

\[
k_{z_j} \vec{H}_y_j = \omega \varepsilon_j \vec{E}_x_j
\]

and thus, the electric and magnetic fields in the metal and dielectric can be related as

\[
k_{z_d} \vec{H}_y_d = \omega \varepsilon_d \vec{E}_x_d
\]

\[
k_{z_m} \vec{H}_y_m = \omega \varepsilon_m \vec{E}_x_m
\]

Since the transverse components of the electric and magnetic fields must be continuous at the boundary, such that \( \vec{H}_y_d = \vec{H}_y_m \) and \( \vec{E}_x_d = \vec{E}_x_m \), these equations can thus be related,

\[
\frac{k_{z_d}}{\varepsilon_d} \vec{H}_y_d = \frac{k_{z_m}}{\varepsilon_m} \vec{H}_y_m
\]

giving the condition for a surface plasmon to exist, i.e.

\[
\frac{k_{z_d}}{\varepsilon_d} = \frac{k_{z_m}}{\varepsilon_m}
\]
and $k_{x,d} = k_{x,m} = k_x$. For any electromagnetic wave $k^2 = \varepsilon_i \left(\frac{\omega}{c}\right)^2 = k_j^2 + k_z^2$ thus for a surface plasmon polariton we obtain an expression for the SPP mode dispersion in both the metal and dielectric

$$k_{\text{SPP}} = k_{x,j} = \frac{\omega}{c} \sqrt{\frac{\varepsilon_d \varepsilon_m}{\varepsilon_d + \varepsilon_m}}$$  \hspace{1cm} (56)

Where $k_x = k \sin \theta$ is the x-component of the $k$-vector and $\theta$ is the incident angle. It is important to note that both

$$k_x = k_x' + ik_x''$$  \hspace{1cm} (57)

and

$$k_{z,j} = k_{z,j}' + ik_{z,j}'' = \pm \sqrt{\varepsilon_j \left(\frac{\omega}{c}\right)^2 - k_x^2}$$  \hspace{1cm} (58)

are complex numbers and for bound SPP modes $k_{z,j}$ must be purely imaginary, i.e. $\varepsilon_d + \varepsilon_m < 0$ and hence $|k_x| > \sqrt{\varepsilon_j \left(\frac{\omega}{c}\right)^2}$. $k_x'$ must be real and $\varepsilon_m' < -\varepsilon_d$. Figure 2.3 shows a representative schematic of an SPP and Figure 2.4 shows a representative graph of non-radiative and bound plasmon modes.

Figure 2.3 Schematic demonstrating the propagation of a surface plasmon polariton at the interface between a metal and a dielectric.

Figure 2.4 compares the dispersion of a bulk plasmon as derived in the previous section and a surface plasmon polariton. Considering the bulk plasmon dispersion again, for frequencies below $\omega_p$, light is reflected, thus there are only evanescent fields in the medium and no propagating modes. For $\omega > \omega_p$ the dispersion is given by

$$\omega(k) = \sqrt{\frac{\omega_p^2}{c^2} + c^2k^2}$$  \hspace{1cm} (59)
which follows an asymptotic to the free space light line $\omega = ck$. However, for an SPP the light line for the dielectric is given by

$$\omega = \frac{ck_x}{\sqrt{\varepsilon_d}}$$  \hspace{1cm} (60)

where $\varepsilon_d$ is the permittivity of the dielectric. As shown in Figure 2.4, there are three frequency regions. The first of these is when $0 < \omega < \frac{\omega_p}{\sqrt{1 + \varepsilon_d}}$ in which $\varepsilon_m$ and $(\varepsilon_m + \varepsilon_d)$ are both negative and thus the wavevector, $k_x$, is real. At low frequencies $|\varepsilon_m|$ is large and thus the dispersion curve approaches the light line. The second is when $\frac{\omega_p}{\sqrt{1 + \varepsilon_d}} < \omega < \omega_p$ in which $\varepsilon_m$, but $(\varepsilon_m + \varepsilon_d)$ is positive. This results in an imaginary $k_x$ and thus there are no propagating modes. The final frequency region to consider is when $\omega > \omega_p$ in which $\varepsilon_m$ and $(\varepsilon_m + \varepsilon_d)$ are both positive and real solutions for $k_x$ can be found. At high frequencies, $\varepsilon_m$ approaches unity and the dispersion tends towards the limit of $\omega = \frac{ck_x}{\sqrt{1 + \varepsilon_d}}$. In the first frequency region, the group velocity is zero for large $k_x$ and $k_x$ approaches infinity in the limit when $(\varepsilon_m + \varepsilon_d)$ approaches zero. Thus, by solving the expression

$$\varepsilon_m(\omega) = -\varepsilon_d$$  \hspace{1cm} (61)

we can find an expression for the surface plasmon frequency, $\omega_{sp}$ for an undamped plasma

$$\omega_{sp} = \frac{\omega_p}{\sqrt{1 + \varepsilon_d}}$$  \hspace{1cm} (62)

as shown in Figure 2.4.

Figure 2.4 Representative figure of the radiative, quasi-bound, and bound plasmon modes in a metal-dielectric structure. The mode lying to the left of the light line and above the plasma frequency, $\omega_p$, is a
bulk plasmon mode. The bound mode below \( \frac{\omega_p}{\sqrt{1+\varepsilon_d}} \) and to the right of the light line is a bound surface plasmon polariton mode and the modes lying between these two values are long-range surface plasmon modes.

The spatial extent of the fields in the z direction can thus be determined by considering the \( k_z \) vector in the metal and dielectric.

\[
k_{zd} = \frac{\omega}{c} \sqrt{-\frac{\varepsilon_d}{\varepsilon_m + \varepsilon_d}} \tag{63a}
\]

\[
k_{zm} = \frac{\omega}{c} \sqrt{-\frac{\varepsilon_m^2}{\varepsilon_m + \varepsilon_d}} \tag{63b}
\]

The field decay length, \( L_z \) can thus be determined by \( \frac{1}{k_z} \). While bulk plasmons, lying to the left of the light line can be excited from air, SPPs require prism coupling to match the momentum of light to the mode. Prism coupling allows access to greater angles of incidence, \( \theta \) and hence higher values of \( k_x \), this is typically achieved using the Kretschmann excitation geometry.

### 2.4 Epsilon – Near – Zero (ENZ) Modes

Epsilon – Near – Zero (ENZ) modes are plasmon modes that result from materials having a near-zero dielectric permittivity. In this thesis, two of these modes will studied, The radiative ENZ mode, more commonly known as the “Ferrell – Berreman” mode and the non-radiative ENZ mode, simply referred to as the “ENZ mode”. These modes are labelled on the dispersion plots in Figure 2.4. As shown, the Ferrell – Berreman mode is a radiative bulk plasmon mode, which is a quantised oscillation of the charge density over the bulk of the film, transverse to the surface. The ENZ mode is a dispersionless, long-range, surface plasmon polariton mode as shown, however the existence of this mode is highly dependent on the skin depth, \( \delta_s \) of the material. The skin depth is the distance at which the magnitude of an incident electric field drops to a value of \( 1/e \) of the incident field, where \( e \) is Euler’s mathematical constant.
Figure 2.5 (a–b) Schematic diagram of the thickness of a material relative to its skin depth, and (d–f) the corresponding surface plasmon modes that can be excited in such a film.

Figure 2.5 (a–c) presents schematic diagrams of a metal films compared to their skin depths and (d–f) shows the surface plasmon modes that can be excited in such films. Three cases are shown; where the thickness is much larger than the skin depth \( d \gg \delta_s \), where the two thicknesses are comparable \( d \sim \delta_s \), and where the thickness is much smaller than the skin depth \( d \ll \delta_s \). As shown, when the thickness is much larger than the skin depth, only a bound, short-range, surface plasmon mode can be excited. However, when the thickness is comparable to the skin depth, a quasi-bound, long-range, surface plasmon can now be excited. This is the ENZ mode. In materials where the thickness is much smaller than the skin depth, the ENZ mode follows the light line and plateaus at the plasma frequency, \( \omega_p \), resulting in a dispersionless surface plasmon mode. These modes will be discussed in further detail in Chapter 4.

2.5 The Fresnel Equations for Reflectivity and Transmission

In Section 2.2 we arrived at an expression for the dielectric permittivity of a metal / conductive oxide in Equation 20. This the permittivity can be related to the refractive index of the medium by the expression

\[
n = \sqrt{\varepsilon_r \mu_r}
\]

where \( \mu_r \) is the relative magnetic permeability. The purpose of using this model was to simulate the reflection and transmission from thin films via the Transfer Matrix Method which will be discussed in Chapter 4. The basis of this method is solving the Fresnel equations for thin films. The Fresnel equations are a set of equations that relate the amplitudes, phases, and polarisations of transmitted and reflected waves at the boundary between two materials of different refractive
indices. We consider a plane wave propagating towards the boundary between two materials of refractive indices $n_1$ and $n_2$ as depicted in Figure 2.6.

![Figure 2.6 Schematic of light incident on the boundary between two media of refractive indices $n_1$ and $n_2$ with electric field orientations for (a) TE and (b) TM polarisation.](image)

The incident wavevector, $\vec{k}_i$, is oriented an angle $\theta_i$ from the surface normal of the boundary. The incident and transmitted angles can thus be related using Snell’s Law

$$n_1 \sin \theta_i = n_2 \sin \theta_t$$

(65)

where $\theta_t$ is the angle of transmission with respect to the surface normal. As all the films considered in this research are non-magnetic, we can assume that the magnetic permeability is unity for all media. We can also split the incident field into two components, one component with the electric field transverse to the surface, TE (s-polarisation) and one component parallel to the surface, TM (p-polarisation). The Fresnel equations are thus derived by considering the continuity condition of the tangential component of electric field, $\vec{E}$ at the boundary. We can thus relate the amplitudes of the incident, $E_i$, reflected, $E_r$, and transmitted, $E_t$ as

$$E_i \cos \theta_i + E_r \cos \theta_r = E_t \cos \theta_t$$

(66)

and for the magnetic field for which all components are colinear

$$H_i - H_r = H_t.$$  

(67)

The magnetic field can be related to the electric field as

$$\vec{H} = \sqrt{\frac{\varepsilon_r}{\mu_r}} \vec{E}$$

which for $\mu_r = 1$ becomes
\[ \vec{H} = \sqrt{\varepsilon_r} \vec{E} = n \vec{E}. \]  

Equation 67 then becomes

\[ n_1(E_i - E_r) = n_2E_t \]  

(69)

and by defining the reflection and transmission coefficients as \( r = \frac{E_r}{E_i} \) and \( t = \frac{E_t}{E_i} \) respectively, we can combine these with Equation 66 to obtain these components in terms of the refractive indices and incident angles, i.e.

\[ r_{TM} = \frac{(n_1 \cos \theta_t - n_2 \cos \theta_i)}{(n_1 \cos \theta_t + n_2 \cos \theta_i)} \]

(70a)

\[ r_{TE} = \frac{(n_1 \cos \theta_i - n_2 \cos \theta_t)}{(n_1 \cos \theta_t + n_2 \cos \theta_i)} \]

(70b)

\[ t_{TM} = \frac{2n_1 \cos \theta_i}{n_1 \cos \theta_t + n_2 \cos \theta_i} \]

(70c)

\[ t_{TE} = \frac{2n_1 \cos \theta_i}{n_1 \cos \theta_t + n_2 \cos \theta_i} \]

(70d)

where the TE and TM subscripts denote the corresponding polarisations. To calculate the absolute reflectivity and transmission, we use

\[ R = |r|^2 \]

(71a)

\[ T = \frac{n_2 \cos \theta_t}{n_1 \cos \theta_i} |t|^2. \]

(71b)

The absorption in a thin film can also be calculated from these parameters for either polarisation by using the rather simple expression

\[ A = 1 - T - R \]

(72)

where \( A \) is the absorption.

### 2.5.1 The Brewster Angle

There exists a particular case when \( \theta_i + \theta_t = 90^\circ \) where all incident light polarised parallel to the plane of incidence is transmitted, and thus all reflected light is of TE polarisation, and TM polarisation is zero. To demonstrate this, the TE and TM reflectivity is plotted as a function of angle from Equations (71a) and (71b) for light incident on Si (\( n_{Si} = 1.54 \)) from air (\( n_{air} = 1.00 \)). As shown in Figure 2.7, the reflectivity for TM polarisation reaches a minimum of zero at 55.6° incidence, corresponding to the Brewster angle.
Figure 2.7 Calculation for TE (black) and TM (red) polarised reflectivity of light incident from air on Si as a function of angle. The reflectivity at $\theta_B = 55.6^\circ$ reaches zero, corresponding to the Brewster angle for Si.

This phenomenon will be used in Figure 4.3 of Chapter 4 as a calibration of the lowest measurable reflectivity signal that can be measured by the custom-built angle-resolved reflectivity system used for experimental measurements. The specifications and layout of this system will also be discussed in Chapter 4.

2.6 Conclusion

In this chapter, we discussed plasma oscillations in the free-electron gas and plasmons. Derivations were carried for the dispersion relations of both bulk plasmons and surface plasmon polaritons. Furthermore, the Drude free-electron model for metals was discussed and how it can be used to devise a robust and surprisingly accurate expression for the dielectric permittivity of a metal and other materials with free-electrons. Finally, we briefly discussed the Fresnel equations for measuring the reflectivity and transmission from thin films in terms of the optical constants and the angles of incidence and transmission. The theory presented in this chapter forms the basis for the physics discussed in later chapters. The Drude model discussed in this chapter will be used to model the permittivity as a function of frequency for ITO, and the plasmon dispersions discussed will be applied to plasmon modes excited in thin-film ITO. Furthermore, the Fresnel
equations outlined here will be solved by means of the Transfer Matrix Method for multilayer thin films.
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Chapter 3: Optical Properties and Characterisation of Indium Tin Oxide

3.1 Introduction

Indium tin oxide (ITO) is a ternary compound consisting of indium (In), tin (Sn) and oxygen (O) in varying proportions. It is a material that has garnered much attention and has readily worked its way into our daily lives due to its unique and tuneable electrical [1], optical [2], and thermal properties [3]. Depending on the oxygen content, it can be considered a ceramic or an alloy [4]. Typically, ITO is sold commercially as an oxygen saturated material. Its attraction to the industrial and research worlds is due to a combination of two properties that together make the material rather special: it is highly transparent at visible wavelengths with transmission values of 90 – 95% [5], and exhibits a high conductivity [6][7][8], allowing it to be used in the production of transparent electronics. It also exhibits exceptional thermal stability with a very high melting point of between 1530 – 1930˚C [9]. ITO is classified as a transparent conductive oxide (TCO), however specifically, it is a degenerately doped semiconductor (Sn doped In₂O₃) with a large concentration of dopant Sn and a large direct bandgap of in the range 3.5 – 4.3 eV [10]. Typically, ITO is sold commercially as a 10:90 wt.% proportion of SnO₂ and In₂O₃ however other stoichiometries can be purchased or deposited. While the electrical conductivity and the visible range transparency make this such an attractive material, there is a trade-off in both of these parameters; as thickness and conductivity of an ITO film increase, the transparency decreases [5]. Careful control of the deposition conditions, particularly the temperature and oxygen content of the atmosphere are required [11][12][13]. The usual methods of deposition are radio-frequency (RF) [14][15][16] and direct current (DC) [17][18][19] magnetron sputtering, however other physical vapour deposition (PVD) techniques are also possible. ITO is predominantly used as an optoelectronic material with applications ranging from capacitive touchscreens for smart phones [20], smart windows [21], infrared anti-reflective coatings [22] to electromagnetic interference shielding [23]. ITO is even used on aeroplane windows [24] as a means of defrosting the windows via resistive heating when applying a current through the ITO film.

In this chapter, the basic optical and electrical properties of ITO will be discussed, particularly the application of the Drude model to commercial ITO films. The ITO examined in this chapter was purchased from Sigma-Aldrich as thin-films deposited on a glass substrate. The films had quoted sheet resistances of 8 – 12 Ω sq⁻¹, 30 – 60 Ω sq⁻¹, and 70 – 100 Ω sq⁻¹. This chapter will focus on the properties of ITO using these commercial samples as a basis and will include optical characterisations that will be used in further chapters.
3.2 Transmission Spectra of ITO Thin Films

The transmission (T), reflection (R), and absorption (A) data of our commercial ITO samples are presented in Figure 3.1. These measurements, taken using a Perkin-Elmer Lambda 1050 UV-Vis-NIR spectrophotometer at normal incidence, show a transmission of > 85% at visible wavelengths for all samples as would be expected of ITO. While all samples also exhibit a gradual decrease in transmission at longer wavelengths, the thicker, 8 – 12 Ω sq⁻¹ sample exhibits significantly larger decrease in the region above 1000 nm. This decrease in transmission can be attributed to the significant difference in thickness of this samples (127 nm) for the 30 – 60 Ω sq⁻¹ and 70 – 1000 Ω sq⁻¹ samples (17 nm and 11 nm respectively) as well as the oxygen content. The thicknesses of these films was determined using spectroscopic ellipsometry as outlined in Section 3.4. This aligns well with what is expected of ITO. At longer wavelengths in the NIR range the film becomes more metallic behaving and highly reflective. The 8 – 12 Ω sq⁻¹ ITO sample visually showed a slight yellow coloration and this corresponds to a decrease in transmission (and hence an increase in reflection) shown about 550 nm. In Figure 3.1(c) the absorption, calculated by taking $A = 1 - T - R$, of the ITO films is shown to be relatively low, particularly for the thicker 8 – 12 Ω sq⁻¹ film. While the absorption is relatively low at normal incidence, it is important to note that ITO can also exhibit very high absorption features at oblique angles in the NIR as a result of a near-zero permittivity. The reflectivity as a function of wavelength and incident angle will be discussed in Chapter 4.

![Figure 3.1](image-url)
3.3 Bandgap of ITO

As previously mentioned, ITO is a highly degenerately doped semiconductor with a large bandgap between $3.5 - 4.3$ eV. The bandgap of ITO and many other materials can be determined from absorption data by representing the data on a Tauc plot. A Tauc plot, first devised by Jan Tauc [25], is a plot of the parameter $(\alpha h\nu)^r$ against the energy, $h\nu$, where $\alpha$ is the absorption coefficient, $h$ is Planck’s constant, $\nu$ is the frequency, and the exponent $r$ describes the type of transition. The value of $r$ used in these plots is indicative of different types of transitions from the valence to the conduction band. The significance of $r$ and the corresponding types of transitions is outlined in Table 3.1.

<table>
<thead>
<tr>
<th>$r$</th>
<th>Transition Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1/2$</td>
<td>Direct Allowed</td>
</tr>
<tr>
<td>$3/2$</td>
<td>Direct Forbidden</td>
</tr>
<tr>
<td>2</td>
<td>Indirect Allowed</td>
</tr>
<tr>
<td>3</td>
<td>Indirect Forbidden</td>
</tr>
</tbody>
</table>

Table 3.1 Significance of the values of the exponent, $r$ to the transitions they describe.

Figure 3.2 shows Tauc plots for the three Sigma-Aldrich commercial samples. These plots were produced from the absorption data for the ITO films presented in Figure 3.1(c). Since ITO is a direct bandgap semiconductor, a value of $r = 1/2$, corresponding to direct allowed transitions, was used. The linear regions shown in plots the in Figure 3.2 were fitted and extrapolated to the abscissa. The energy value on the abscissa with which the extrapolated linear trend intersects gives the bandgap of the material being examined. All plots in Figure 3.2 give a bandgap value of around $E_g = 4.04$ eV. This is within the range of values expected of ITO. All trendlines fit the measured data with coefficients of determination, $R^2 > 0.97$ for all samples.
Figure 3.2 Tauc Plots for absorption data obtained thin-film commercial ITO samples (a) 8 – 12 Ω sq\(^{-1}\), (b) 30 – 60 Ω sq\(^{-1}\), and 70 – 100 Ω sq\(^{-1}\). All samples exhibit a bandgap of around 4.04 eV.

### 3.4 Spectroscopic Ellipsometry of ITO

Spectroscopic ellipsometry measurements in the 500 nm – 1650 nm spectral range were performed using a J. A. Woollam Co. HS-190 ellipsometer at discrete incident angles of 65°, 70°, 75°, and 80°. For each sample measured, the optical properties of the films were fitted to experimental data measured between 65° and 80° with a 5° step, while the optical constants of the substrate were considered known. Here, the unscreened plasma frequency is given by \(\omega_p\), while \(f_j\), \(\gamma_j\), and \(E_{0j} = \hbar\omega_{0j}\) define the Lorentz oscillator term according to strength, damping factor, and energy respectively.

\[
\varepsilon(\omega) + i\varepsilon'(\omega) = \varepsilon_{\infty} - \frac{\omega_p^2}{\omega^2 - i\gamma_D\omega} + \sum_{j=1}^{m} \frac{f_j\omega_p^2}{\omega_{0j}^2 - \omega^2 - i\gamma_j\omega}
\]  

Surface roughness was accounted for in each of the samples through the Bruggeman effective-medium approximation, as described by Aspnes et al. [26]. The complex permittivity was thus determined from this data using the relations.
\[ \varepsilon_r = n^2 - \kappa^2 \]  
\[ \varepsilon_i = 2n\kappa \]  

where \( \varepsilon_r \) and \( \varepsilon_i \) are the real and imaginary components of the complex permittivity respectively. Of particular interest in this thesis is the region about 1200 nm where \( n = \kappa \) and \( \varepsilon_r = 0 \). This is the epsilon-near-zero region which will be discussed in Chapter 4.

![Figure 3.3](image)

Figure 3.3 Real (solid lines) and imaginary (dashed lines) components of the complex refractive index of commercially purchased thin film samples of ITO on Glass and (b) the corresponding real and imaginary components of the dielectric permittivity. As shown in (c) the real component of the permittivity reaches zero (black dashed line) about 1225 nm.

The ITO films were reported by the manufacturer as having nominal thicknesses of 140 nm, 45 nm, and 20 nm for the 8 – 12 Ω sq\(^{-1}\), 30 – 60 Ω sq\(^{-1}\), and 70 – 100 Ω sq\(^{-1}\) samples respectively. However, to determine the precise thickness of each ITO film, further visible range ellipsometry was carried out on one sample from each range using an ITO library file in the CompleteEASE software. Four measurements were carried out on each sample at different incident angles. The true respective film thicknesses were thus determined to be 127 nm, 17 nm, and 11 nm with an error margin of ± 10 nm for each sample. Table 3.2 presents this data as well as the ENZ wavelength, \( \lambda_{ENZ} \) calculated from Equation 22 of Chapter 2, and the real and imaginary values.
of the permittivity of the films at $\lambda_{ENZ}$. As shown, $\lambda_{ENZ}$ varies by 16 nm between the thinnest and thickest samples and $\text{Im}(\varepsilon)$ varies by a value of 0.12, suggesting lower absorption in the thinner samples, as expected and consistent with Figure 3.1(c).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Thickness (nm)</th>
<th>$\lambda_{ENZ}$ (nm)</th>
<th>$\text{Re}(\varepsilon)$ at $\lambda_{ENZ}$</th>
<th>$\text{Im}(\varepsilon)$ at $\lambda_{ENZ}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 – 12 $\Omega$ sq$^{-1}$</td>
<td>127 ± 10</td>
<td>1216</td>
<td>0</td>
<td>0.58</td>
</tr>
<tr>
<td>30 – 60 $\Omega$ sq$^{-1}$</td>
<td>17 ± 10</td>
<td>1226</td>
<td>0</td>
<td>0.56</td>
</tr>
<tr>
<td>70 – 100 $\Omega$ sq$^{-1}$</td>
<td>11 ± 10</td>
<td>1232</td>
<td>0</td>
<td>0.46</td>
</tr>
</tbody>
</table>

Table 3.2 Measured sheet resistances, thicknesses, ENZ wavelength, and the real and corresponding components of the dielectric permittivity at that wavelength for the commercial samples of ITO purchased from Sigma Aldrich.

ITO can readily be modelled using the rather simple Drude free-electron model [27][28][29], and hence the data in Figure 3.3(b) was fitted to a Drude model and is presented in Figure 3.4. The following section will outline the basis of the Drude model and a derivation of the relations that will be readily used throughout this thesis to model the electrical and optical properties of ITO.

### 3.5 Drude Model Fits for ITO Thin Films

The real and imaginary components of the complex permittivity from Figure 3.3(b) were simultaneously fitted to the real and imaginary components of the Drude model dielectric dispersion expression in Equation 20 of Chapter 2. The results of those of fits are presented in Figure 3.4 and the fitted parameters are presented in Table 3.3. As shown in Figure 3.4 and as would be expected from ITO, the experimental ellipsometry data fit a Drude model exceptionally well with a correlation coefficient of > 0.98 for all samples. Some minor variation in the plasma frequency, $\omega_p$ is noted between samples as well as a significant variation in the high-frequency permittivity limit and the damping parameter, $\gamma$ which suggests significantly more scattering in the thinner ITO films. The standard errors on all fitted parameters in Table 3.3 were less than 0.02.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\varepsilon_\infty$</th>
<th>$\omega_p$ (rad fs$^{-1}$)</th>
<th>$\gamma$ (rad fs$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 – 12 $\Omega$ sq$^{-1}$</td>
<td>3.65960</td>
<td>2.95757</td>
<td>0.189305</td>
</tr>
<tr>
<td>30 – 60 $\Omega$ sq$^{-1}$</td>
<td>3.15153</td>
<td>2.74525</td>
<td>0.278178</td>
</tr>
<tr>
<td>70 – 100 $\Omega$ sq$^{-1}$</td>
<td>2.82058</td>
<td>2.63297</td>
<td>0.325611</td>
</tr>
</tbody>
</table>

Table 3.3 Fitted parameters of the Drude model for commercial ITO films.

Extracting these fitted parameters from Table 3.3 was essential as these values were required to properly model the behaviour of our ITO films in our various simulations and numerical calculations throughout this thesis. The transfer-matrix method, complex eigenfrequency analysis, and COMSOL finite element method (FEM) simulations discussed in Chapter 4 and Chapter 6 all required these parameters as input.
Figure 3.4 Drude models fits for the ellipsometry data carried out on the commercial samples of ITO thin films. (a – c) show the fits of the real component of the permittivity for the 8 – 12 Ω sq\(^{-1}\), 30 – 60 Ω sq\(^{-1}\), and the 70 – 100 Ω sq\(^{-1}\) samples and (d – f) show the fits for the corresponding imaginary components.

### 3.6 Resistivity, Conductivity, and Carrier Concentration of ITO

As previously mentioned, the conductivity of ITO is one of the properties that make it such an attractive material in both industry and research. The samples thus far have been referred to by the range of sheet resistances specified by the manufacturer. The ranges given for these films are quite broad, particularly for the thinner 30 – 60 Ω sq\(^{-1}\) and 70 – 100 Ω sq\(^{-1}\) samples. The reason for this is that sheet resistance, measured in ohms per square (Ω sq\(^{-1}\)) varies significantly with film thickness. The sheet resistance is defined more precisely as the bulk resistivity, \(\rho\) (in Ω·cm) divided by the film thickness, \(t\) (in cm) [43], i.e.
The sheet resistances and hence conductivities of the ITO films were determined precisely using a four-point probe system.

### 3.6.1 Four-Point Probe Technique

The four-point probe technique to measure the resistivity of a bulk or thin film material consists of four colinear metallic pins contacting the surface of the material to be measured. Figure 3.5 presents a schematic of the setup used.

![Figure 3.5 Schematic of the operation of a four-point probe system.](image)

A high impedance current source supplies current through the two outer probes and a voltmeter then measured the voltage drop, $\Delta V$ across the inner two probes to measure the resistivity. This technique can be used to measure the bulk resistivity of a material or the resistivity of a thin film, however the calculation required is different for both cases.

**Bulk Samples:**

To measure the resistivity of a bulk material we assume that the tips of the metallic pins are infinitesimally small, and that the sample is semi-infinite in thickness, i.e. $t \gg s$ where $t$ is the sample thickness. In this case, we consider the protrusion of the current into the sample from the outer probes as being spherical. Therefore, we can describe the resistance differential, $\Delta R$ as

$$R_s = \frac{\rho}{t}$$
\[ \Delta R = \rho \left( \frac{dx}{A} \right) \]  

(4)

where \( A \) is the surface area of the sample. Integrating this expression between the inner probes gives an expression for the resistance.

\[
R = \int_{x_1}^{x_2} \rho \frac{dx}{2\pi x^2} = \frac{\rho}{2\pi} \left( \frac{1}{x} \right) \bigg|_{x_1}^{x_2} = \frac{\rho}{2\pi} \left( \frac{1}{(x_2-x_1)} \right) = \frac{\rho}{4\pi s}
\]

(5)

Due to the superposition of current at the outer two tips, the resistance is also given by

\[ R = \frac{V}{2I} \]  

(6)

which can be equated to Equation 5 and rearranged to determine an expression for the bulk resistivity

\[ \rho = 2\pi s \left( \frac{V}{I} \right) \]  

(7)

and from Equation 3, an expression for the sheet resistance can be obtained.

\[ R_s = \frac{2\pi s}{t} \left( \frac{V}{I} \right) \]  

(8)

**Thin Film Resistivity:**

For the case of a thin film where \( t \ll s \), we consider the protrusion of the current from the two outer probes to form current rings in the sample rather than spheres. Thus, we consider once again the integral from Equation 5, but with an area, \( A = 2\pi xt \).

\[
R = \int_{x_1}^{x_2} \rho \frac{dx}{2\pi xt} = \int_{s}^{2s} \frac{\rho}{2\pi t} \frac{dx}{x} = \frac{\rho}{2\pi t} \ln x \bigg|_{2s}^{s} = \frac{\rho}{2\pi t} \ln 2
\]

(9)

Again, we have \( R = \frac{V}{2I} \) at the outer probes and hence the resistivity is given by

\[ \rho = \frac{\pi t}{\ln 2} \left( \frac{V}{I} \right) \]  

(10)

Which can again be related to Equation 3.

\[ R_s = \frac{\pi}{\ln 2} \left( \frac{V}{I} \right) \]  

(11)

This technique was applied using a custom-built four-point probe system with copper pins with a 1 mm spacing. The measured sheet resistances, and subsequent calculated parameters are presented in Table 3.4. Three measurements of sheet resistance were taken for one sample of each thickness.
Table 3.4 Thickness, sheet resistance, bulk resistivity, and bulk conductivity of ITO thin films.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$t$ (nm)</th>
<th>$R_s$ (Ω sq$^{-1}$)</th>
<th>$\rho$ (Ω·cm) [×10$^{-4}$]</th>
<th>$\sigma$ (S cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 – 12 Ω sq$^{-1}$</td>
<td>127 ± 10</td>
<td>12 ± 0.33</td>
<td>1.52 ± 0.13</td>
<td>6478.94 ± 554.12</td>
</tr>
<tr>
<td>30 – 60 Ω sq$^{-1}$</td>
<td>17 ± 10</td>
<td>42 ± 0.33</td>
<td>0.71 ± 0.41</td>
<td>14005.60 ± 8087.74</td>
</tr>
<tr>
<td>70 – 100 Ω sq$^{-1}$</td>
<td>11 ± 10</td>
<td>108 ± 0.33</td>
<td>1.19 ± 1.08</td>
<td>8403.36 ± 7626.59</td>
</tr>
</tbody>
</table>

The electron mobility, $\mu_e$ and carrier concentration, $N$ in the ITO was estimated using the expressions [42] [44]

$$\mu_e = \frac{e}{m_e^* \gamma} \quad (12)$$

$$N = \frac{\omega_p^2 m_e^* \varepsilon_0}{e^2} \quad (13)$$

where $e$ is the charge of an electron, $m_e^*$ is the effective mass of an electron in ITO, and $\gamma$ and $\omega_p$ are the scattering rate and plasma frequency obtained by fitting the ellipsometry data to a Drude model. The effective mass of the electron was estimated as $m_e^* = 0.35 m_0$, where $m_0$ is the rest mass of an electron. This value of $m_e^*$ was chosen based on the published work of Lin et al. [45] who studied the electrical properties of ITO films having very similar resistivity values as the ITO films in this research. The electron mobilities and electron concentrations are presented in Table 3.5.

Table 3.5 Electron mobility and electron concentration in ITO thin films.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\mu_e$ (cm$^2$ V$^{-1}$ s$^{-1}$)</th>
<th>$N$ (cm$^{-3}$) [×10$^{20}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 – 12 Ω sq$^{-1}$</td>
<td>26.54 ± 0.05</td>
<td>9.62021 ± 0.00682</td>
</tr>
<tr>
<td>30 – 60 Ω sq$^{-1}$</td>
<td>18.06 ± 0.12</td>
<td>8.28854 ± 0.03159</td>
</tr>
<tr>
<td>70 – 100 Ω sq$^{-1}$</td>
<td>15.43 ± 0.16</td>
<td>7.62441 ± 0.05614</td>
</tr>
</tbody>
</table>

The calculated carrier concentration is consistent with the work of Lin et al. who obtained a value of about 1×10$^{21}$ cm$^{-3}$. The values of $N$ decrease with decreasing thickness as would be expected as the films thickness limits the amount of charge carriers the ITO film can physically contain.

3.7 Conclusion

ITO is a material that exhibits incredibly unique and useful properties for both industry and research. It is an incredibly versatile material with a high optical transparency at visible wavelengths and a rather high electrical conductivity. The combination of these two properties make it an ideal material for use in transparent electronics. While ITO is a rather easy material to produce using PVD methods, making ITO with specific combinations of electrical and optical properties is a rather difficult task. As discussed in this chapter, the oxygen content, crystallinity, thickness, and deposition/annealing temperature are all factors that have to be considered for the
fabrication of ITO for specific purposes. In this Chapter, the basic electric and optical characterisation of our commercial ITO films has been presented. We use these samples as reference for high-quality research/industry-grade ITO, however in Chapter 5, further research will be presented on locally fabricated ITO, specifically for use as an ENZ material. The results of those fabrications will be compared to the commercial ITO samples discussed in this chapter.
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Chapter 4: Epsilon-Near-Zero Induced Near-Perfect Absorption in Thin-Film ITO – Pt Structures

4.1 Introduction

The interaction of light with matter and its propagation within a given medium is governed mostly by two complex parameters, \( \varepsilon \), the dielectric permittivity, and \( \mu \), the magnetic permeability of the material. These two parameters are in essence a measure of how an electric and magnetic field, respectively, interact with a given material. Figure 4.1 shows a representative graph of the real components of the permittivity and permeability of both natural and artificially realised materials.

The ability to control or tune these two parameters is the key to controlling the wave dynamics of an electromagnetic wave within a given medium. For most dielectric materials \( \varepsilon_r > 0 \) and for metals/plasmas \( \varepsilon_r < 0 \) [1]. For practically all naturally occurring materials, \( \mu_r > 0 \) and for nonmagnetic materials \( \mu_r \approx 1 \) at optical frequencies [2]. However, recent advances in materials fabrication that give a high degree of control over film dimensions, especially thickness, has facilitated the design and fabrication of novel materials that break the boundaries of the naturally occurring. Metamaterials with indices approaching zero have been experimentally realised in the microwave [3][4][5][6], near-infrared [7][8][9][10], and visible regimes [11][12][13][14]. These near-zero index materials have three categories, \( \varepsilon \)-near-zero (ENZ) which have near-zero dielectric permittivity, \( \mu \)-near-zero (MNZ), with near-zero magnetic permeability, and \( \varepsilon-\mu \)-near-zero (EMNZ) with both parameters simultaneously near-zero. The category examined in this
chapter is the ENZ materials. Structures with near-zero permittivity display a whole host of novel and unusual properties such as near-zero refractive index \[15\][16][17], a decoupling of electricity and magnetism \[18\], significantly enlarged wavelength \[15\][19][20][21], decoupling of spatial and temporal field variations \[18\], infinite phase velocity \[22\][23][24], and slow light effects \[25\][26][27]. The refractive index of a medium is given by

\[ n = \sqrt{\varepsilon_r \mu_r} \]  

(1)

However, \( n, \varepsilon_r, \) and \( \mu_r \) are all complex parameters and thus equation 1 can be written as

\[ \tilde{n} = n + i\kappa = \sqrt{(\varepsilon'_r + i\varepsilon''_r)(\mu'_r + i\mu''_r)} \]  

(2)

where \( \tilde{n} \) now denotes the complex refractive index, \( n \) is the real component, and \( \kappa \) is the imaginary component which is also called the extinction coefficient. The single and double dashes after the \( \varepsilon \) and \( \mu \) parameters represent the real and imaginary components respectively. For a non-magnetic ENZ material, \( \varepsilon'_r = 0, \mu'_r + i\mu''_r = 1 + 0i \), and a non-zero \( \varepsilon''_r \), the refractive index of the material can become negative, and if both complex \( \varepsilon_r \) and \( \mu_r \) are simultaneously near-zero, the refractive index can be zero itself \[15\]. Furthermore, given that the wavenumber is \( k = \frac{2\pi}{\lambda} \) and the refractive can also be described as

\[ n = \frac{k\omega}{c} = 0 \]  

(3)

it follows that \( \lambda \) approached infinity and thus ENZ materials exhibit a significant enlargement of the wavelength of electromagnetic waves. This enlargement can be viewed as a spatially static electric field through the medium and can be used to enhance the emission from fluorescent emitters \[28\] and to give Purcell factor enhancements and Dicke superradiance effects \[29\]. It can then be shown that for a material with \( \varepsilon_r = 0 \) that the phase velocity,

\[ v_p = \frac{c}{\sqrt{\varepsilon_r \mu_r}} \rightarrow \infty \]  

(4)

where \( c \) is the speed of light in vacuum \[30\]. Although the phase velocity can be considered to be infinite in a zero permittivity material and the phase of the wave as being instantaneously transmitted, the electromagnetic waves in the material are still subject to causality as the group velocity and the speed of propagation of energy through the material remain below \( c \) due to the time taken to build up a solution in the medium in the steady-state regime \[31\], thus it is more accurate to consider this phenomenon of infinite phase velocity as the transmission of a steady-state wave through the material with zero phase delay or advance \[22\]. In this case, the wave effectively "tunnels" through the ENZ medium, which Engheta et al. have called "supercoupling" \[24\]. The decoupling of electricity and magnetism in zero index materials can be demonstrated...
by considering the source-free Maxwell curl equations and the effects of setting $\varepsilon$ or $\mu$ to zero. In particular

\[
\nabla \times \vec{H} = i \omega \varepsilon_r \varepsilon_0 \vec{E} \tag{5a}
\]
\[
\nabla \times \vec{E} = i \omega \mu_r \mu_0 \vec{H} \tag{5b}
\]

where $\vec{H}$ and $\vec{E}$ are the magnetic and electric fields respectively. Equations 5a and 5b thus become zero valued. In this case the curls of the electric and magnetic fields lose their co-dependence and become effectively decoupled. Similarly, the temporal and spatial field become effectively separated as frequency and wavelength also lose their co-dependent. The confinement of light within these materials is also possible [32] and can be demonstrated by considering the electric and magnetic flux densities in ENZ and MNZ media and the effects of zero permittivity and permeability.

\[
\vec{D} = \varepsilon_r \varepsilon_0 \vec{E} \tag{6a}
\]
\[
\vec{B} = \mu_r \mu_0 \vec{H} \tag{6b}
\]

These vanish in ENZ and MNZ media as a result of the zero permeability and permittivity. As a result, strong discontinuities at the boundaries of the medium of the $\vec{E}$ and $\vec{H}$ fields are induced due to the required continuity of the displacement field, $\vec{D}$ and the magnetic $\vec{B}$ field at these boundaries [33][34]. If one considers an ENZ medium with an air exclusion within, then it follows from above that the displacement current,

\[
\vec{j}_D = -i \omega \vec{D} \tag{7}
\]

would be non-zero inside the exclusion, and zero everywhere else in the ENZ medium. The light in the material is essentially confined or "trapped" within the ENZ structure. Amazingly, this confinement is independent of the geometry of the ENZ medium and has been suggested as an ideal candidate for the design of geometry-invariant cavities [35]. There are many materials that exhibit ENZ behaviour over different frequency ranges. Several materials exhibit zero permittivity at their plasma frequencies, including silicon carbide [36], potassium and transparent conducting oxides (TCOs)[37] such as aluminium doped zinc oxide (AZO) [38][39] and indium tin oxide (ITO) [40][41][42], which is the ENZ material utilised in this research. The optical properties of ITO and the physics of its ENZ behaviour are discussed in this chapter. Of particular interest in ITO is its ability to exhibit a bulk plasmon mode known as the Ferrell-Berreman mode [43][44][45], and another bound mode known as the ENZ mode [46].
4.2 Plasma Frequency and Epsilon-Near-Zero Wavelength of ITO

As discussed in Chapter 3, ITO is a transparent conducting oxide with an ENZ wavelength about 1200 nm. The Drude model discussed in Chapter 2 can be used to model the optical and electrical properties of ITO and an expression for the plasma wavelength of ITO was derived as

\[ \lambda_p = \frac{2\pi c}{N e^2 / m \varepsilon_0}^{1/2} \]  

where \( N \) is charge carrier concentration, \( m \) is the electron mass, \( e \) is the charge of an electron, and \( \varepsilon_0 \) is the permittivity of free space. The ENZ frequency is related to the plasma wavelength as

\[ \lambda_{ENZ} = \frac{2\pi c}{4\pi^2 c^2 / \lambda_p^2 \varepsilon_\infty - \gamma^2}^{-1} \] 

where \( \varepsilon_\infty \) is the high-frequency permittivity and \( \gamma \) is the scattering rate. These two expressions are used readily to describe the ENZ behaviour of ITO.

4.3 The Ferrell-Berreman Mode and ENZ Mode

The Ferrell-Berreman mode and the non-radiative ENZ mode are quantised oscillations of the charge density of a metal or polar dielectric thin film. The Ferrell – Berreman mode specifically is a radiative bulk plasmon polariton, lying to the left of the light line, and the non-radiative ENZ mode is a long-range surface plasmon polariton lying to the right of the light line. The foundation for these modes was set in 1958 by Richard A. Ferrell [44] wherein the excitation of plasma oscillations in metal thin films were experimentally confirmed by studying the energy loss of electrons passing though metallic thin films. Ferrell discovered that the energy lost by electrons passing through these films lost specific values of energy equal to multiples of Planck’s constant times the characteristic frequency of the free-electron gas. Two types of plasma oscillations, transverse optic (TO), and longitudinal optic (LO) oscillations were described. Due to the longitudinal nature of plasmons in an infinite electron gas, i.e. the electrons move in the direction of the plasmon momentum, these oscillations cannot be excited by TM waves because they are transverse, and hence these modes do not radiative. However, due the confinement of charge in thin films, some uncertainty is contributed to the momentum and hence a degree of transversality is awarded to the plasmon allowing it to both radiate and couple to TM waves. It follows that for a bulk electron gas in the absence of external sources, the displacement field

\[ \vec{D} = \varepsilon_r \varepsilon_0 \vec{E} = 0. \]
However, due to the continuity condition of the displacement field at the boundary of the electron gas, and to maintain a non-zero $\vec{E}$-Field, the relative permittivity, $\varepsilon$ of the gas must be zero at the frequency of excitations. Further contributions to this field were made by D. W. Berreman in 1963 [45], who studied both LO and TO oscillations and their resulting absorption as a consequence of the ENZ effect. Berreman studied long-wavelength TO frequency modes, characterised by an angular frequency, $\omega_{TO}$, and long-wavelength LO modes with a characteristic frequency, $\omega_{LO}$ which has now become to be known as the Berreman mode or Ferrell – Berreman mode. This mode is connected to the TO mode via the Lyddane – Sachs – Teller [47][48] relationship

$$\omega_{LO} = \omega_{TO} \left( \frac{\varepsilon_s}{\varepsilon_\infty} \right)^{\frac{1}{2}}$$

(10)

where $\varepsilon_s$ and $\varepsilon_\infty$ are the low and high frequency limits of the permittivity. Since only plasma oscillations transverse to the surface of the film can radiative, TO modes do not radiative and cannot be excited from air as they lie to the right of the light line. The LO / FB mode, however, lies to the left of the light line, is radiative, and can be excited by TM waves. When infrared light with an $\vec{E}$-field component normal to the surface is incident on the film large-amplitude oscillations normal to the surface are set up. This is a direct consequence of a small value of $\varepsilon_r$ due to the continuity condition of the $\vec{D}$-field at the surface boundary. At this boundary, polarised oscillations normal to the surface generate a surface polarization that is equal in magnitude and opposite in direction such that the value of $|\varepsilon_r|$ is minimized. In fact, both TO and LO mode oscillations can be attributed to high and low values of $|\varepsilon_r|$ respectively. Oscillations of this nature have been shown both theoretically and experimentally to exhibit reflectance and transmittance maxima / minima at their mode frequencies.

$$T_{TE} = 1 - \delta \varepsilon'' \cos \theta$$

(11a)

$$T_{TM} = 1 - \delta (\varepsilon'' \cos \theta + \left( \varepsilon''^2 + \varepsilon''^2 \right) \sin^2 \theta \cos \theta$$

(11b)

Equations 11a and 11b give expressions for the transmission of TE and TM waves, where $\delta$ is the thickness of the film in vacuum wavelengths and $\theta$ is the angle of incidence relative to the surface normal. Both $T_{TE}$ and $T_{TM}$ have minima at $\omega_{TO}$, however only $T_{TM}$ has a minimum when both $\varepsilon'$ and $\varepsilon''$, the real and imaginary components respectively, are small. Similarly, the reflectance at $\omega_{TO}$ is a maximum, and a minimum at $\omega_{LO}$, thus we expect significant absorption from TO plasmon modes due to the coinciding minima of the reflectance and transmittance at this frequency. Since practically no $\vec{E}$-field can exist parallel to a conductive metal, transverse
modes are not excited and only absorption from LO modes in possible, meaning that such TO modes can be excited by TM light at oblique incidence. In this scenario, the reflectance of TE polarised light becomes unity, and the reflectance of TM light is given by equation 12b.

\[
R_{TE} = 1 \tag{12a}
\]

\[
R_{TM} = 1 - 4\delta \left( \frac{\varepsilon''}{\varepsilon''^2 + \varepsilon'''} \right) \frac{\sin^2 \theta}{\cos \theta} \tag{12b}
\]

However, these expressions are highly dependent on \(|\varepsilon_m| \gg |\varepsilon|\) being true. For quite some time it was believed that such oscillations could only be excited in metallic films. However, with the discovery of materials such as ITO, a transparent conducting oxide whose optical properties are describable by the Drude free-electron model, extensive research has been carried out on the ENZ behaviour of such materials and its applications [42][49][42]. Near-perfect absorption (NPA) as a result of exciting the Ferrell – Berreman (also known as the “radiative ENZ mode”) and the non-radiative ENZ mode has been experimentally observed by Campione et al. (2016) in ITO thin films without a metal backing [46][50]. The dispersion of both modes was theoretically calculated using complex eigenfrequency analysis and matched exceptionally well with experiment. Particularly, Campione noted that the frequency at which NPA occurs is close to, but not at the ENZ frequency, \(\omega_{ENZ}\) and attributed this NPA to a significantly enhanced electric field confined within the ITO layer. However, the range of angles available to study the non-radiative ENZ mode were limited to just a few discrete angles above the critical angle. Further work by Luk et al. and Campione examined NPA in films of ITO of thicknesses 24 nm, 53 nm, 88 nm, and 137 nm on an Ag substrate [50]. In this study, we extend the work of Campione and Luk by studying NPA in both the Ferrell-Berreman and non-radiative ENZ modes over a significantly broader angular range. Furthermore, we add to this work by studying this NPA and the mode dispersion in ITO films backed by a Pt layer of varying thicknesses, as well as theoretically studying the effects of depositing ITO on other metals. Furthermore, we study the confinement of the electric field in the ITO layer with and without the presence of a metal backing using COMSOL finite element method simulations.

The Ferrell-Berreman mode and non-radiative ENZ modes were also studied in other ENZ materials, such as in silver/silica multi-layered structure studied by Newman et al. [43], and near-perfect absorption in films of Ge on Ag studied by Park et al who achieved an absorption of up to 80% [51]. Perfect absorption has also been predicted via numerical simulation in graphene layers separated by a PMMA polymer spacer on an ENZ substrate [52]. ENZ metamaterials have also been demonstrated to exhibit non-linear effects such as second-harmonic generation [53] and enhanced non-linear refractive index. [54]
Significant research has been carried out on the perfect absorption achievable via the ENZ effect, both with and without the presence of a metallic backing, however, to date the most successful studies have been limited in the capabilities of their measurements, having the ability to measure only at discrete angles. In this study, we further the work on NPA in ITO films. We study the excitation of these modes over a significantly broader angular range, and particularly of the Ferrell – Berreman mode, excited from air, and the enhancement of the absorption provided by the application of metal backing. We also experimentally demonstrate NPA by exciting the non-radiative ENZ mode in the Kretschmann geometry. To date, the excitation of these modes in ITO boosted with a metallic backing has been limited to Ag and Au. We contribute to this research field by examining the effects of varying the thickness of the metallic backing, as well as a simulation study of the effects of using different metals.

4.4 Broad-spectrum Angle Resolved Reflectivity, Transmission, and Absorption

Angle resolved reflectivity, transmission, and absorption measurements were carried out on all ITO films. The apparatus used to make these measurements was a custom-built setup consisting of a Thorlabs halogen lamp light source polarised to TM polarisation and weakly focused onto a sample mounted on an inner rotating stage using a convex lens of focal length, $f = 100$ mm (TE polarisation was also possible by adjusting the orientation of the optic axis of the polariser). The receiving end of an Ocean Optics optical fibre with numerical aperture, $NA = 0.22$ was mounted on an outer rotating stage which revolved at twice the rate of the inner stage to detect the light reflected from the sample’s surface. The fibre was connected to an Ocean Optics NIRQuest spectrometer operating in the wavelength range $1000 – 2000$ nm. As the light source had both visible and NIR output, it was possible to take visible range ($300 – 900$ nm) measurements by swapping out the spectrometer for an Ocean Optics USB4000 spectrometer. The motion of the inner and outer stages was controlled using a code written in LabView and allowed a measurable angular range of $10 – 85^\circ$ with $0.5^\circ$ increments. In order to take transmission measurements, the settings of the code were changed to allow only motion of the inner stage, thus detecting the light transmitted through the sample as it rotated. The light detected by the spectrometer was monitored using Spectra Suite software and a matrix of reflectivity/transmission values for each wavelength and angle were taken and plotted in Origin. Absorption could then be determined using the expression

$$A = 1 - T - R$$

where $T$ is the transmission and $R$ is the reflectivity.
Coupling into higher momenta modes was possible by placing a BK7 glass prism (n = 1.51) onto the surface of the sample by means of index matching fluid. The resulting data allowed for the generation of a contour plot of the reflectivity, transmission, and absorption as a function of both angle and wavelength. Figure 4.2 shows a diagram of the described setup.

As a test of the sensitivity and lowest possible reflectivity that the system can measure a measurement was taken on a pure silica sample and the value of reflectivity measured at the Brewster angle of the SiO\(_2\) sample was taken as the lower limit of detectability. Figure 4.3(a) presents the broad-spectrum angle-resolved reflectivity surface map of an samples of SiO\(_2\) with TM polarisation and (b) presents the TE and TM reflectivities as a function of angle at 633 nm incidence. Figure 4.3(b) follows the expected trend for the reflectivity of SiO\(_2\), with a gradual increase in reflectivity with higher angles for TE light, and a gradual decrease to a minimum value at an angle of 55˚ followed by a large increase at higher angles. For SiO\(_2\), the Brewster angle, \(\theta_B\) at 633 nm incidence is 55.537˚ [55][56] in excellent agreement with the experimental data. This graph also agrees very well with the calculation carried out in Figure 2.6 of Chapter 2. In theory, the reflectivity measured at this angle is zero, thus the value of reflectivity measured at this angle was taken as the minimum measurable value of the spectrometer. The reflectivity measured at this angle was \(R(\theta_B) = 0.192\%\).

Figure 4.2 Schematic of the angular resolved system for measuring broad spectrum reflectivity, transmission and absorption of thin film samples.
Figure 4.3 (a) Broad-spectrum angle resolved TM polarised reflectivity measurement of bare SiO$_2$ and (b) TE and TM reflectivity as a function of angle at 633 nm. The Brewster angle located at 55˚ shows a reflectivity of 0.0192% which is taken as the lowest possible value measurable by the system.

4.5 Transfer Matrix Method

In this work we have a series of samples composed of different layers and we need to examine how light propagates through the layers of each structure. We do this by utilizing the Transfer Matrix Method (TMM) which is used to examine the reflected (E$^+$) and transmitted (E$^-$) components of the incident TE and TM polarised electric field at the boundaries of a layer $i$ and $i+1$ for a film of thickness $d$. The propagation of the electric field through successive layers can be described using a 2×2 transfer matrix, $A_{i,i+1}$, which is composed of the Fresnel reflection and transmission coefficients.

$$
\begin{pmatrix}
E_i^+ e^{ik_{z_i}d_i} \\
E_i^- e^{-ik_{z_i}d_i}
\end{pmatrix} = \begin{pmatrix}
1/t_{i,i+1} & r_{i,i+1}/t_{i,i+1} \\
r_{i,i+1}/t_{i,i+1} & 1/t_{i,i+1}
\end{pmatrix} \begin{pmatrix}
E_{i+1}^+ e^{ik_{z_{i+1}}d_{i+1}} \\
E_{i+1}^- e^{-ik_{z_{i+1}}d_{i+1}}
\end{pmatrix}
$$

(13)

Here $k_{z_i}$ is the wavevector normal to the incident plane of the layer and is given by

$$
k_{z_i} = \sqrt{\frac{\varepsilon_i \omega^2}{c^2} - k_0^2 \varepsilon_i \sin^2 \theta_i}
$$

(14)

where $k_0$ is the wavevector incident from free space. The transfer matrix of the overall structure of $N$ layers can then be obtained by taking the product of the successive transfer matrices for each layer, i.e.

$$M = \prod_{i}^{N} A_{i,i+1}
$$

(15)
From this, the reflection and transmission coefficients for composite structures can be obtained from the expressions

\[
t = 2i k_i e^{-ik_i d} \left[ \frac{1}{-M_{2,1} + k_i k_N M_{1,2} + i(k_N M_{1,1} + k_N M_{2,2})} \right]
\]

\[
r = \left[ \frac{M_{2,1} + k_i k_N M_{1,2} + i(k_i M_{2,2} - k_N M_{1,1})}{-M_{2,1} + k_i k_N M_{1,2} + i(k_i M_{2,2} + k_N M_{1,1})} \right]
\]

where the subscripts represent the elements of the 4 \times 4 transfer matrix for the entire composite structure. The transmission, T and reflection, R can thus be found to be

\[
T = \frac{k_{i+1}^l}{k_i^l}
\]

\[
R = r\bar{r}
\]

where the overbar notation represents the complex conjugate of the coefficients.

A TMM code was written in Wolfram Mathematica which takes the real and imaginary components of the refractive index of the materials being examined as input. The thickness of each layer, wavelength range and angular range are specified in the code. A Drude free electron model was used to model the optical properties of ITO as discussed in Chapter 2.

### 4.6 Complex Eigenfrequency – Real Wavevector Root Solving Method

The complex eigenfrequency – real wavevector root solving method for determining the mode dispersion of multilayer structure works by utilising the afore mentioned T-Matrix method and using a root solving method to find solutions to the equation

\[
\sin^{-1} \left( \frac{c \beta}{\omega} \right) = 0
\]
where $\beta$ is real wavevector and $\omega$ is the complex frequency. The result is a range of values of $\omega$ as a function of $\beta$ for which the above equation hold true, corresponding to the dispersion of plasmon mode. The particular advantage to considering the frequency as a complex value is that a real mode is a standing wave that assumed there is no net flux of energy in the system, whereas by treating the frequency as a complex value we can obtain information about the transfer of energy from one part of the system to another. The resulting simulated mode-dispersion curve is derived by taking the complex frequency within the transfer matrix analysis and assuming the plasmon decays away as one moves away from the stack in the super and substrate.

4.7 Ferrell-Berreman Mode Excitation in Thin-Film ITO

As mentioned previously, the Ferrell-Berreman, also known as the radiative ENZ mode [12] is a radiative bulk plasmon mode lying to the left of the light line and thus it can be excited from air. Angle-resolved reflectivity, transmission, and absorption measurements were carried out on the commercial ITO samples by exciting them from air. Figure 4.5(a) and (b) shows a comparison of the broadspectrum angle resolved reflectivity measurements of the commercial ITO samples compared to those calculated using the transfer matrix method. The superstrate was air ($n_a = 1.00$) and the substrate was glass ($n_g = 1.51$). There is significant agreement between experiment and simulation, both show the expected region of extremely low reflectivity below $\lambda_{ENZ} \approx 1225$ nm.

From the experimental data, there are reflectivity minima of 6.8% at 49˚, 1.9% at 56˚, and 0.9% at 56˚ for the commercial samples 8 – 12 $\Omega$ sq$^{-1}$, 30 – 60 $\Omega$ sq$^{-1}$, and 70 – 100 $\Omega$ sq$^{-1}$ respectively, which were discussed in Chapter 3. The film thicknesses used in the simulations for these films were 127 nm, 17 nm, and 11 nm respectively. These regions of ultra-low reflectivity correspond to the excitation of the Ferrell-Berreman mode. At around 70˚ incidence for samples 30 – 60 $\Omega$ sq$^{-1}$ and 70 – 100 $\Omega$ sq$^{-1}$ there is prominent high reflectivity feature which for thin films of ITO occurs within a few nanometres of $\lambda_{ENZ}$. 


Figure 4.5 Experimental data for the angle-resolved reflectivity of ITO films purchased from Sigma Aldrich. The films are quoted in terms of their sheet resistance range, 8 – 12, 30 – 60, and 70 – 100 Ω sq⁻¹ with thicknesses 127 nm, 17 nm, and 11 nm respectively. (b) The corresponding T-matrix simulations. The glass substrate refractive index was taken to be n = 1.51 and the thicknesses of the ITO films were taken to be 127 nm, 17 nm, and 11 nm respectively for each film.

Figure 4.6 shows the data from Figure 4.5 presented on a log scale to highlight the low-reflectivity region. Figure 4.6(c) shows a comparison of experiment and simulation for the reflectivity as a function of wavelength for the ITO films at 49°, 56°, and 56° for samples 8 – 12 Ω sq⁻¹, 30 – 60 Ω sq⁻¹, and 70 – 100 Ω sq⁻¹ respectively. These values of the incident angle were chosen as they contained the points of lowest reflectivity. A high degree of agreement can be observed between simulation and experiment for the reflectivity.
Figure 4.6 A comparison of the experimentally measured (a) angle dependent reflectivity with simulations (b) carried out via the transfer matrix method and (c) the reflectivity profile as a function of wavelength on a log scale for ITO films at the incident angle exhibiting the lowest reflectivity for each film (49°, 56°, and 56° respectively). The solid lines show the experimentally measured values and the dashed lines represent the corresponding simulated value. The glass substrate refractive index was taken to be $n_\text{g} = 1.51$ and the thicknesses of the ITO films were taken to be 127 nm, 17 nm, and 11 nm respectively for each film.
This agreement between experiment and simulation in Figure 4.5 and Figure 4.6 demonstrates the ability to model ITO and its ENZ behaviour using the relatively simple Drude model coupled with the T-matrix method. In both experiment and simulation, a region of increased reflectivity about 1200 nm and at higher angles appear consistently about $\lambda_{ENZ}$. Figure 4.7 shows T-matrix simulations of 50 nm of ITO on soda lime glass with a constant loss of $\gamma = 0.1$ rad fs$^{-1}$ and plasma frequencies in the range $\omega_p = 2.00 – 3.00$ rad fs$^{-1}$. The aforementioned ITO feature at larger angles progressively blueshifts with increasing $\omega_p$. The spectral position of this feature appears at $\lambda_{ENZ}$ for each simulation and thus this method can be used to estimate $\lambda_{ENZ}$ to within a few nanometres. This is demonstrated in Figure 4.7(c) which shows the reflectivity profiles as a function of wavelength at 65° incidence for each simulation. The solid lines show the calculated position of $\lambda_{ENZ}$. The ITO feature blueshifts and decreases in reflected intensity with increasing $\omega_p$ but always remains a few nanometres below $\lambda_{ENZ}$. The dashed lines show the actual $\lambda_{ENZ}$ calculated using Equation 9. As shown, the calculated $\lambda_{ENZ}$ lines appear consistently a few nanometres above the peak of this feature. This demonstrates that the ENZ wavelength of ITO thin films can be reasonably estimated using this simple and relatively quick angle-resolved technique.

As well as providing a reasonable estimate of $\lambda_{ENZ}$ the angle-resolved technique is also capable of making a qualitative analysis of the loss in ITO. Figure 4.7(b) shows a set of T-matrix simulations of a 50 nm film of ITO on soda lime glass. In these simulations the plasma frequency was kept at a constant value of $\omega_p = 3.00$ rad fs$^{-1}$ and the loss was varied between $\gamma = 0.1 – 0.3$ rad fs$^{-1}$. These values for the loss were chosen as they are close to the range of $\gamma$ parameters experimentally measured for the commercial samples using NIR ellipsometry. As shown the ITO feature appears consistently about 1200 nm, coinciding with $\lambda_{ENZ}$. However, it can also be seen in both Figure 4.7(b) and (d) that the broadness of the feature increases with increasing scattering rate. Thus, depending on the broadness/sharpness of the profile, it’s possible to make a qualitative estimate the loss of the ITO film. It is also important to note that an increase in loss also causes a small redshift in the ITO feature consistent with Equation 9. However, as the shift with increasing $\gamma$ is small compared to the shift caused by $\omega_p$ it is still possible to estimate $\lambda_{ENZ}$ to a reasonable degree, but the higher the loss in the ITO films, the less accurate the estimate.

Transmission measurements for the Commercial ITO films were also carried and the absorption was calculated by using $A = 1 - T - R$. The transmission measurements are presented in Figure 4.8(a). There is significant transmission through the ITO as one would expect from a transparent material, and indeed for the thinner samples of ITO, samples $30 – 60 \Omega$ sq$^{-1}$ and $70 – 100 \Omega$ sq$^{-1}$, the transmission is significantly larger in line with what would be expected from the Beer-Lambert Law. However, at higher incident angles around $\lambda_{ENZ}$ we see a suddenly drop in transmission. This coincides with an increase in absorption as presented in the same regions as
shown in (b). Here we see a lobe of absorption extending across the angular range from 30° – 80° incidence. This region of absorption in the ITO films is attributed to the excitation of the Ferrell-Berreman mode. At longer wavelength, about 1800 nm, and across the entire angular range, there are periodic dips in the measured intensity. These are artefacts of the experimental setup and are caused by a minor delay in the motors which cause the reflected image to move slightly off the collecting fibre. From this data it appears that there is a thickness dependence on the relative absorption by the excitation of this mode. In Figure 4.9 the absorption profile for the ITO samples at 62° (8 – 12 Ω sq\(^{-1}\)), 76° (30 – 60 Ω sq\(^{-1}\)), and 82° (70 – 100 Ω sq\(^{-1}\)) are plotted and their respective absorption maxima take values of 52.6%, 40.8%, and 38.9%. While the commercial samples vary minutely in terms of their Drude parameters, the most notable difference between the samples are their thickness. The 8 – 12 Ω sq\(^{-1}\) sample exhibits the largest absorption due to its greater thickness.
Figure 4.7 T-matrix simulations for a 50 nm film of ITO on soda lime glass with (a) a constant $\gamma = 0.1$ and $\omega_p = 2.00 - 3.00$ rad fs$^{-1}$ and (b) a constant $\omega_p = 3.00$ rad fs$^{-1}$ with a range of loss values, $\gamma = 0.1 - 0.3$ rad fs$^{-1}$. (c) Reflectivity profile of the ITO feature as a function of energy at 65° for the data in (a) and (d) the reflectivity profile at 65° as a function of energy for the data in (b).
Figure 4.8 Broad spectrum angle resolved transmission (a) and absorption (b) measurements for commercial ITO thin films, $8 - 12 \ \Omega \text{sq}^{-1}$, $30 - 60 \ \Omega \text{sq}^{-1}$, and $70 - 100 \ \Omega \text{sq}^{-1}$.

Figure 4.9 Absorption profile for commercial ITO samples at angle of maximum absorption for each. The maximum absorption 52.6% at 62°, 40.8% at 76°, and 38.9% at 82° for samples $8 - 12 \ \Omega \text{sq}^{-1}$, $30 - 60 \ \Omega \text{sq}^{-1}$, and $70 - 100 \ \Omega \text{sq}^{-1}$ respectively.
Real wavevector – complex eigenfrequency simulations were carried out using the root solving method discussed in Section 4.6. The resulting data was converted to wavelength – incident angle plots and superimposed on the angle-resolved absorption data presented in Figure 4.10. In these calculations the superstrate was specified as glass \( (n_g = 1.51) \), the ITO was modelled using the Drude parameters fitted from the ellipsometry data in Chapter 3, and the superstrate was air \( (n_s = 1.00) \). The thicknesses of the ITO films were specified as 127 nm (a), 17 nm (b), and 11 nm (c). The solid lines tracing the absorption features in (a – c) are the Ferrell-Berreman mode dispersions for the three commercial ITO samples. The dashed lines represent the light line. Figure 4.10(d) replots these mode dispersions in the typical frequency – wavevector representation. As shown, all three modes lie to the left of the light line and match perfectly with the experimentally measured high absorption features. However, the downward curve of the dispersion lines about the light line (dashed green line) for the 30 – 60 Ω sq\(^{-1}\) and 70 – 100 Ω sq\(^{-1}\) films are non-physical and hence these films were not chosen for further study. The kink in the dispersion curve for the 8 – 12 Ω sq\(^{-1}\) film is a result of a discontinuity about that region in the refractive index data for this film. This provides clear confirmation that the absorption about 1200 nm in all samples is the excitation of the Ferrell-Berreman mode. Particularly, the mode dispersion of the 8 – 12 Ω sq\(^{-1}\) film approaches the light line with increasing wavevector, agreeing well with what would be expected of a bulk. A minor discontinuity is noted in the calculated mode dispersion of this sample about 0.005 nm\(^{-1}\), however it is suspected that this is a minor artefact of the code.
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Figure 4.10 Angle resolved absorption measurements for commercial ITO films (a) 8 – 12 Ω sq\(^{-1}\), (b) 30 – 60 Ω sq\(^{-1}\), and 70 – 100 Ω sq\(^{-1}\) with the simulated Ferrell-Berreman mode dispersion overlaid. The mode dispersions are replotted in the standard frequency – wavevector representation in (d).
4.8 Enhancement of Ferrell-Berreman Mode Absorption in Thin-Film ITO with a 10 nm Pt Backing

While all commercial samples exhibited a $\lambda_{\text{ENZ}}$ about 1200 nm as shown in Figure 4.9 and high transmittance in the visible range as shown in Figure 3.1(a) of Chapter 3, the 8 – 12 $\Omega \text{ sq}^{-1}$ ITO film exhibited the lowest scattering rate, $\gamma$ when fitted to a Drude model. As a result, this sample was chosen for further study. For quite some time there has been debate as to whether Ferrell-Berreman modes can be excited in dielectric films without the presence of a metallic backing. Several publications have since demonstrated the excitation of this mode in ITO [43][57][58]. Furthermore, as mentioned in Section 4.3, the presence of a metal backing can cause significant enhancement of the Ferrell-Berreman mode absorption. Here, we theoretically and experimentally measure the differences in Ferrell – Berreman mode excitation with and without the addition of a metal backing. 10 nm of Pt metal were deposited on the ITO-containing side of this sample using argon ion sputtering as discussed in Section 5.3.1 of Chapter 5. Reflection, transmission, and hence absorption measurements were carried out as before, exciting the sample from the glass side. Figure 4.11 shows a comparison of the experimentally determined angle-resolved absorption for the ITO film with and without the addition of this 10 nm Pt backing. The refractive index data for ITO was determined using a Drude model with the aforementioned parameters for the 8 – 12 $\Omega \text{ sq}^{-1}$ film fitted from near-infrared spectroscopic ellipsometry. The refractive index data for Pt was taken from the published work of Werner et al. [59]. The superstrate was again take to be glass ($n_g = 1.51$) and the substrate was air ($n_a = 1.00$). As shown, both the experiment and simulation reveal a region of increased absorption about $\lambda_{\text{ENZ}}$ which extends across the 15˚ – 40˚ angular range. The incident angles quoted here are the angles made inside the superstrate to the surface normal of the ITO, hence why the angular range only extends to 43˚ as the incident angle in the glass, $\theta_{ig}$ relative to the incident angle for the air – glass interface is given by $\theta_{ig} = \sin^{-1} \left( \frac{1}{1.51} \sin \theta_{ia} \right)$, where 1.51 is the real component of the refractive index of the glass substrate. The spectral and angular position of this absorption feature is indicative of the excitation of a bulk plasmon mode attributed to the near-zero permittivity of ITO in this spectral region. The addition of 10 nm of Pt shows a significant enhancement of the absorption in the ITO across the entirety of the mode. The dashed lines shown are the light lines in glass. Figure 4.11(e) shows a profile of this mode taken at the angle of highest mode absorption (39˚ incidence) for the ITO with (black) and without (red) the addition of Pt. The solid lines represent experimental data and the dashed lines represent the corresponding T-matrix simulation. Both experiment and simulation clearly show a significant enhancement of the absorption with the addition of Pt.
Figure 4.11 An angle-resolved absorption comparison of simulation (a and b) and experiment (c and d) for the 127 nm commercial 8 – 12 Ω sq \(^{-1}\) ITO film with and without the addition of 10 nm of Pt metal deposited on the ITO side and excited in the near-infrared from the glass side and (e) a comparison of the mode absorption profile at 39\(^\circ\) incidence in glass for simulation and experiment with and without the addition of the Pt metal. The solid lines extending across the angular range of the mode absorption is the mode dispersion calculated using a complex eigenfrequency root-finding method. The dashed lines shown are the light lines in glass.

The maximum absorption for the mode about 1170 nm is 52.5% for ITO without the Pt and this reaches a value of 85.6% with the addition of Pt. It is also to be noted that the addition of just 10 nm of Pt appears to cause significant blue-shifting of the NPA region from 1174 nm to around 1125 nm. The origin of this blueshift is uncertain, however it may be due to a relative change to lower values in the proximal refractive index at the boundary between the ITO and Pt layers as a result of the surface roughness of both the ITO and Pt films at their interface. The relative intensities of experimental data are less than those of the simulation and the spectral broadness of the absorption is significantly larger for the experimental data, however this is most likely due to the surface roughness and defects in the samples that the parameters of the T-matrix simulation
do not account for. The solid black lines tracing the absorption mode along the angular range is the mode dispersion for each sample calculated from the complex eigenfrequency analysis previously described. In Figure 4.11, the dashed black lines in each plot is the light line in the ITO film. The positioning and extent of the mode dispersion agree exceptionally well with experiment. A significant confinement is expected in the ITO film leading to this Ferrell – Berreman mode absorption and hence finite element method (FEM) simulations were carried out in COMSOL to determine the electric field strength in the ITO layer.

4.9 Electric Field Confinement of the Ferrell-Berreman Mode

The near-perfect absorption (NPA) wavelength for the ITO with and without Pt was determined from both T-matrix simulation, simulations in COMSOL, and experimental data to be around 1175 nm for ITO alone and 1125 nm with the addition of Pt. Note that the region of near-perfect absorption (NPA) is found at shorter wavelengths to \( \lambda_{\text{ENZ}} \). This is consistent with previous literature that shows that the NPA wavelength occurs below \( \lambda_{\text{ENZ}} \) but is a result of the near-zero permittivity of the ITO layer. [50] COMSOL FEM simulations were carried out for the time averaged propagation of the electric field in the multilayer structures with and without the Pt layer. COMSOL Multiphysics is Finite Element Method (FEM) software that carries out numerical simulations on user-defined geometric structures. As shown in Figure 4.12, glass \((n = 1.51)\) was chosen as the superstrate, the thickness of the ITO was set to 127 nm, and the simulation was carried out for 10 nm of Pt below the ITO layer and above air. The index data for Pt was again taken from the published work of Werner et al. [59], and the index data for ITO was assigned using the Drude model and the fitted parameters of the experimental data obtained via NIR ellipsometry. The simulations carried out were two-dimensional, 1000 nm in width and between 1127 nm – 1137 nm in height. The tessellation selected for the mesh was “Automatic” with a minimum element size of 0.0227 nm and a maximum element size of 1.5 nm. The total number of degrees of freedom solved for were 566,666. To test for convergence the absorption was calculated for a known sample of thin-film gold and the mesh size adjusted until the calculated values agreed with experimental values and previous T-Matrix simulations of the same film. Figure 4.12(a) shows the ratio of the electric field modulus (given by \( \sqrt{|E_x|^2 + |E_y|^2} \)) to the magnitude of the incident electric field, \( |E_0| \) for ITO alone with a noticeable enhancement of about 1.5 times the incident magnitude of the electric field in the ITO layer. While (a) shows the enhancement of the modulus of the field, in reality the enhancement is occurring only in the vertical (y-component) of the field and not the horizontal (x-component) which is consistent with what is expected of the Ferrell – Berreman plasmon mode. As shown, there is no enhancement of the field in the ITO layer in (b), however the y-component in (c) shows an enhancement of the field of 2.5\(|E_0|\). The data shows that the confinement of the electric field in the ITO layer as a
result of the near-zero permittivity and the continuity condition of the normal component of the electric field at the boundaries results in enhanced absorption in the NPA region. Figure 4.12 (d) and (f) show further confinement of the electric field in the ITO layer with the addition of Pt. (f) demonstrates an enhancement of the y-component of the field of $3.14|\vec{E}_y|$. Comparing (c) and (f), it’s clear that the presence of the 10 nm Pt layer causes a greater enhancement of the field in the ITO layer. As well as the enhancement of the electric field strength in the ITO film, there is a minor decrease in the electric field strength in the air superstrate with the application of the 10 nm Pt layer. This is due to the added reflectivity provided by the Pt layer which suppresses the transmission into the air substrate. Comparative FEM simulations of the ITO and ITO – Pt films away from the ENZ spectral region at 1800 nm are presented in Figure 4.13. This wavelength was chosen for comparison as no resonant behaviour was observed at this value. As shown, no substantial confinement of the electric field is noted in the ITO layer in any of the plots (a – f) as would be expected in the off-resonance spectral region. There is a decrease in the transmission into the air substrate as a result of the Pt layer.

Figure 4.12 COMSOL simulations of ITO for the electric field enhancement without (a – c) and with (d – f) a 10 nm Pt backing at the NPA wavelength of 1125 nm (for ITO alone) and 1175 nm (for ITO with Pt) and 39° incidence. (a – c) show the electric field modulus, the x-component and y-component of the electric field, respectively. (d – f) shows the same data for ITO with 10 nm Pt. An enhancement of the electric field of about 1.5 times the incidence field strength is observed in the ITO layer which is enhanced further to two times the incident value via the application of the Pt backing.
4.13 COMSOL simulations of the electric field enhancement in ITO without (a – c) and with (d – f) a 10 nm Pt backing away from the ENZ region at 1800 nm and 39˚ incidence. (a – c) show the enhancement of the electric field modulus, the x-component and y-component of the electric field, respectively. (d – f) shows the same data for ITO with 10 nm Pt. The application of the Pt layer in this off-resonance region appears to cause little to no change in the field within the ITO layer.

4.10 Thickness Dependence on Metal Backing for Enhanced Ferrell-Berreman Mode Absorption

In order to understand the thickness dependence of the metal backing and to optimise the absorption from the Ferrell-Berreman mode, several thicknesses of Pt in the range 2 – 25 nm were deposited on the ITO-containing side of several identical 8 – 12 Ω sq\(^1\) commercial samples of thicknesses around 127 nm. The reflection, transmission, and hence absorption for these samples were also measured. Figure 4.14(a – f) presents the broadspectrum angle resolved absorption data for the 127 nm ITO films with a metallic Pt backing of thicknesses 2 nm – 15 nm excited from the glass side of the samples. In all samples, a distinctive high reflectivity feature is again noted across the measured angular range. The solid black lines tracing these absorption features are the mode dispersions theoretically calculated using the real wavevector – complex eigenfrequency analysis described previously. The calculated mode dispersions agree extremely well with the position of the absorption features. The dashed line is again the light line and each mode frequency can be seen to slowly increase towards the light line, consistent with what is expected of a radiative bulk plasmon mode. This confirms that the measured absorption feature is the
Ferrell–Berreman mode of ITO. Comparisons between experimentally measured absorption and the absorption measured by T-matrix simulations for each sample are presented in Figure 4.14. The absorption profiles were all compared at an incident angle of 39°, corresponding the region of maximum absorption in both experiment and simulation. As shown, for each sample the addition of a few nanometres of Pt causes increased absorption above 80% compared to just 52.5% for ITO alone. There is very close agreement between simulation and experiment, however it is important to note that due to the fact that the addition of sputtered material adds further scattering to the multi-layered structure in the form of defects and surface roughness, particularly for smaller values of thickness. To account for this, the scattering rate, γ, was increased to a value of 0.40 rad fs⁻¹ for all samples, and the value of the plasma frequency, ωₚ, was adjusted slightly for each sample. The values of ωₚ used for each thickness of Pt is presented in Table 4.1.

Figure 4.14 Broadspectrum angle resolved absorption profiles measured for 127 nm of ITO (a) with Pt metal backings of (b) 2 nm, (c) 7 nm, (d) 10 nm, (e) 15 nm, and (f) 25 nm. The black solid lines tracing the high absorption features are the theoretically calculated mode dispersion for the samples and the black dashed lines represent the light line.
Figure 4.15 Mode absorption profile at 39° for 127 nm films of ITO with the addition of 2 – 25 nm (a – f) of Pt metal on the ITO-containing side of the samples.

Table 4.1 Drude parameters values used in the simulation of the Pt backed ITO samples of thicknesses 2 – 25 nm on 127 nm of ITO.

<table>
<thead>
<tr>
<th>Pt Thickness (nm)</th>
<th>( \varepsilon_\infty )</th>
<th>( \omega_p ) (rad fs(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.6959</td>
<td>3.20</td>
</tr>
<tr>
<td>7</td>
<td>3.6959</td>
<td>3.13</td>
</tr>
<tr>
<td>10</td>
<td>3.6959</td>
<td>3.10</td>
</tr>
<tr>
<td>15</td>
<td>3.6959</td>
<td>3.08</td>
</tr>
<tr>
<td>25</td>
<td>3.6959</td>
<td>3.06</td>
</tr>
</tbody>
</table>
Figure 4.16 presents the Ferrell – Berreman mode dispersions from Figure 4.16 in the typical frequency – wavevector representation. These were calculated using the complex frequency – real wavevector root finding method discussed in Section 4.6. All samples exhibit the characteristic dispersion of bulk plasmon polariton, with the mode frequency increasing towards the light line (dashed line) as the wavevector increases. There is a very clear effect on the mode dispersion with the application of Pt; the mode frequency increases significantly relative the mode frequency in the ITO film with the application of just 2 nm of Pt. Thicker Pt further increases the mode frequency about the light line, however no further increase is noted above 10 nm and all samples appear to cluster about the same value. The rather striking change in the mode dispersion of the ITO with the application of just 2 nm of Pt is consistent with the blueshift in the mode absorption observable in Figure 4.21(a).
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Figure 4.16 Ferrell-Berreman mode dispersion for a 127 nm ITO thin film with 2 nm – 25 nm of Pt deposited on the ITO-containing side and excited from the planar glass interface.

4.11 Transmission and Absorption in the Ferrell-Berreman Mode Spectral Region

To better understand the optical behaviour in our ITO – Pt films, the transmission and reflectivity data used to calculate the absorption in Figure 4.14 were extracted at 39° and plotted as a function of Pt thickness in Figure 4.17. The addition of a highly reflective material such as Pt of course decreases the transmission through the structure, but significant transmission still occurs for thicknesses of Pt below the skin depth. The skin depth of Pt at 1125 nm was determined to be 9.05 nm using an interpolation of the complex refractive index data published by Werner et al. 2009 [59] and Equation 18 [60]
\[
\delta_s = \sqrt{\frac{2\rho}{\omega \mu} \sqrt{1 + (\rho \omega \varepsilon)^2 + \rho \omega \varepsilon}}
\]  \hspace{1cm} (18)

where \( \omega \) is the angular frequency of incident light, \( \rho \) is the resistivity of Pt taken to be \( 1.06 \times 10^{-7} \) \( \Omega \) m, \( \mu = \mu_r \mu_0 \) is the permeability. For non-magnetic platinum, \( \mu_r \) is taken to be unity. As shown in Figure 4.17(a) the transmission through the multilayer structure decreases exponentially with the thickness of the Pt backing, consistent with the Beer-Lambert law. As the transmission is suppressed there is an increase in absorption about the NPA and ENZ regions. The respective exponential and linear trends in Figure 4.17(a) and (b) confirm that the thicker the layer of Pt metal the more suppressed the transmission. By plotting the natural logarithm of the transmission against thickness we can achieve an effective extinction coefficient for the multilayer stack by taking the slope of the fitted trend line. The magnitude of the slope for the experimental data is larger than that of the simulated data which suggests that the transmission through the ITO – Pt samples is falls off more slowly than simulated structures, however this is to be expected as the samples likely exhibit surface roughness and other scattering-causing defects. Figure 4.17(c) shows that the reflection at 1125 nm is also suppressed with increasing Pt thickness and (d) shows a coinciding increase in absorption. The absorption as a function of Pt thickness appears to follow an asymptotic trend with the turning point appearing to coincide with the skin depth of Pt at about 9 nm. The asymptotic nature of the curve suggests that increasing thicknesses of Pt enhances the absorption up to a maximum value, thus we can conclude that a Pt thickness of no more than 15 – 25 nm is necessary to achieve extremely high values of absorption. Again, due to imperfections in the samples that the simulations cannot account for, the experimentally measured reflection through the structure is higher than simulated values and the absorption is lower. The agreement in the trends, however, clearly demonstrates that the application of a metallic backing can induce significant enhancement of the absorption of the Ferrell – Berreman mode of ITO. It was deduced from COMSOL FEM simulations of the structures that the suppressed transmission and reflection and hence enhanced absorption was a result of a significant impedance mismatch at the boundary of the ITO – Pt interface which causes further reflection back into the ITO layer wherein
the reflected light at the NPA wavelength undergoes further absorption by exciting the Ferrell-Berreman mode.

Figure 4.17 A comparison of simulation (red) and experiment (black) for (a) the linear transmission and (b) the natural logarithm of transmission through the ITO – Pt multilayer structure as a function of Pt thickness at 1125 nm and 39˚ incidence. The slope of the linear fit in (b) gives the penetration depth of the Pt layer. The experimental and simulated data for reflection (c) and absorption (d) show a minor suppression of reflection and an increase in absorption with increasing Pt thickness.

4.12 Non-Radiative ENZ Mode Excitation in ITO Thin Films

While it has been demonstrated theoretically and experimentally that ITO exhibits a highly absorptive bulk plasmon polariton, another higher momentum plasmon mode can also be excited in ITO thin films; a long-range surface plasmon polariton known as the “non-radiative ENZ mode”, or simply the “ENZ mode”. To excite this higher momentum mode, the ITO samples had to be excited using the Kretschmann geometry. A BK7 glass coupling prism was used with index matching fluid ($n = 1.48$). Angle-resolved absorption measurements were carried out using this configuration and are presented in Figure 4.18. The use of the coupling prism not only allowed higher momentum and greater coupling efficiency into the ENZ mode, but also allowed a greater measurable angular range of 29˚ – 70˚ incidence. The critical angle for the glass superstrate was 43˚ and hence both the Ferrell-Berreman mode, below this angle, and the ENZ mode, above this angle were measurable. The ENZ mode is clearly visible in the ITO film in Figure 4.18(a), and the ITO films with Pt backings of thicknesses 7 nm – 25 nm in Figure 4.18(c – f). The ITO film with 2 nm of Pt, however, doesn’t appear to show excitation of the ENZ mode, but rather another
unidentified high absorption feature in the spectral range 1600 nm – 2000 nm. The data clearly shows a significant enhancement of the absorption with the presence of the Pt backing. Similar enhancement of absorption in observed for the Ferrell-Berreman mode below the critical angle also.

Figure 4.19 presents plots of the ENZ mode absorption as a function of wavelength at an incident angle of 47° compared to the same data calculated from the T-matrix method. Experiment and simulation agree quite well and are consistent with previous findings. The application of a Pt backing greatly increases the absorption of the ENZ mode across all samples. The initial application of 2 nm of Pt appears to cause a blueshift of about 90 nm compared to the ITO film alone. The ITO film alone exhibits an ENZ mode absorption of 71.5%, which for all samples except the ITO film with 2 nm of Pt (b) is pushed to values > 90%. There is also some minor spectral shifting of the mode for each thickness which could be a result of different surface roughness for each sample or some minor experimental error in index matching the prism and the ITO film. In both experiment and simulation, the Ferrell-Berreman mode below the critical angle, and the non-radiative ENZ mode above the critical angle are clearly visible about the ENZ region of 1200 nm. The absorption region attributed to the ENZ mode occurs at shorter wavelengths as the incident angle increases and a clear blueshift in the ENZ mode absorption is noted with the application of the Pt backing layer. The ENZ mode NPA peak for each sample appears in the 900 nm – 1000 nm range. The experimentally measured absorption in each sample is somewhat larger than the simulated value, however only by about 5%. This is likely due to use of the index matching fluid which was placed between the coupling prism and the glass side of the sample and exhibits some absorption in the near infrared. In particular, a consistent peak at 1400 nm is noted across the entire sample set which corresponds perfectly to a peak in the absorption spectrum of the fluid. The fluid also absorbs quite strongly about 1800 nm – 2000 nm which could explain why the absorption at longer wavelengths is greater than suggested by the T-matrix simulations across all samples. This may also explain the anomalous absorption feature in the ITO sample with 2 nm Pt shown in Figure 4.18(b) and Figure 4.19(b).
Figure 4.18 Angle resolved absorption measurement using the Kretschmann geometry of a 127 nm ITO film (a) and identical ITO films with the addition of (b) 2 nm, (c) 7 nm, (d) 10 nm, (e) 15 nm, and (f) 25 nm of Pt metal deposited on the ITO containing side. (g – l) presents the corresponding T-matrix simulations.
Figure 4.19 A comparison of experiment (solid lines) and simulation (dashed lines) for the ENZ mode absorption as a function of wavelength and at 47° incidence for a 127 nm ITO film (a) and identical ITO films with (b) 2 nm, (c) 7 nm, (d) 10 nm, (e) 15, and (f) 25 nm of Pt as a backing. These measurements were carried out using the Kretschmann geometry with a BK7 coupling prism.

4.13 Ferrell-Berreman Mode Excitation using the Kretschmann Geometry

While the ENZ mode is most apparent when exciting in the Kretschmann geometry, a significant portion of the Ferrell-Berreman mode is also measurable below the critical in the 29° – 43° incidence angular range. The ITO film alone achieves a Ferrell-Berreman mode absorption of
81.8%, significantly higher than the single-pass absorption in Figure 4.15(a) which is a result of using the Kretschmann geometry.

Figure 4.21 presents the Ferrell–Berreman (a) and ENZ (b) mode absorptions together for comparison as a function of wavelength and at incident angles of 39˚ and 47˚ respectively for the various thicknesses of Pt. In Figure 4.21, the application of just 2 nm of Pt causes a significant blueshift of about 90 nm and a substantial enhancement of the absorption to > 95%. This enhanced absorption persists for thicker films of Pt, however the NPA peak appears to slowly redshift back towards the initial NPA peak of ITO alone, but with much higher values. This blueshifting and subsequent redshifting behaviour with increased thickness could be a result of the surface roughness and quality of the Pt film’s surface. Previous work by Berreman [45] predicted that roughness in ENZ thin-film samples would cause spectral shifting of the mode. As the Ar-ion sputtering technique used to deposit these Pt films has a tendency to produce rough films, it would suggest that the 2 nm deposition is not a continuous film and hence has the lowest quality and largest surface roughness. As the Pt films become thicker, the effective contribution of the surface roughness to the overall quality of the film becomes less, and hence the mode redshifts back towards the wavelength for an ITO film alone. Figure 4.20 presents the NPA wavelength shift, \( \Delta \lambda_{NPA} \) as a function of the Pt film thickness. This spectral shift in the mode absorption was calculated using

\[
\Delta \lambda_{NPA} = \lambda_{ITO+Pt} - \lambda_{ITO}
\]  

where \( \lambda_{ITO+Pt} \) is the NPA wavelength for each of the ITO–Pt structures, and \( \lambda_{ITO} \) is the NPA wavelength for ITO alone. The graph shows that the spectral shift in the wavelength of NPA follows a trend of exponential decay with increasing Pt thickness.
Figure 4.20 The shift in the NPA wavelength for ITO films with a Pt backing as a function of the Pt layer thickness.

While the mode absorption shifts by a maximum value of about 75 nm, the results from Figure 4.20 allows us the ability to tune the spectral position of the absorption by selecting the appropriate thickness of Pt. However, it is important to note that these results may only apply to the deposition technique and equipment used in this work. Whether identical or similar results would occur with other deposition techniques and deposition tools remains, as of yet, unknown, however this may be an avenue to pursue in further research.

Figure 4.21 (a) Ferrell-Berreman mode absorption for ITO films with various thicknesses of Pt as a backing and (c) the non-radiative ENZ mode absorption of the same samples.
An interesting trend notable in Figure 4.21(a) and (b) is the decrease in absorption with a thicker Pt backing layer. This is most noticeable when examining an off-resonance region, such as 1800 nm. Figure 4.22 presents a comparison of simulation and experiment for the absorption in the off-resonance 1800 nm region of the ITO – Pt films as a function of Pt thickness at 47° incidence. Both experiment and simulation show the same decreasing trend in absorption with increasing Pt thickness, however the experimental absorption is significantly higher than simulation which is likely due to the high absorption of the index matching fluid at this wavelength. While at first appearance it may seem counter-intuitive for a thinner sample to exhibit higher absorption, it was posited that this greater absorption for thinner samples is a result of the excitation of an insulator – metal – insulator (IMI) mode. Because the thickness of the Pt is so small, and for some of the samples, smaller than the skin depth, incident light excites an SPP at the boundaries of the ITO – Pt interface and the Pt – Air interface. If the Pt layer is sufficiently thin, these two modes on either interface can be simultaneously excited and coupled. Thus, the thinner the Pt layer, the greater the absorption as the light can penetrate down to the Pt – Air interface to excite this SPP mode.

Figure 4.22 Experiment (black) and simulation (red) for the absorption as a function of thickness in the ITO – Pt films at 1800 nm. Both experiment and simulation follow the same trend, however the experimental absorption is significantly higher than simulated values.

To achieve such high values of absorption via the addition < 25 nm of Pt is a significantly important result as previous work has shown that the maximum achievable absorption of light by a free-standing thin film is 50% [61]. By combining such films with ITO we can achieve much higher absorptions in the ITO layer as a result of adding the metal.
4.14 Impedance Mismatching as a Route to Enhanced Ferrell-Berreman and ENZ Mode Absorption

The absorption enhancement of the Ferrell-Berreman mode observed with the addition of a Pt backing is a result of reflection from the Pt surface back into the ITO layer wherein it undergoes further absorption by exciting the mode again. This reflectivity back into the ITO layer is a result of a large mismatch between the impedances of the ITO and Pt layers. Figure 4.23(a) and (b) present the relative complex impedances of the ITO and Pt layers respectively. The complex wave impedance, $Z$ is given by the following expression:

$$Z = \sqrt{\frac{i \omega \mu_0 \mu_r}{\sigma + i \omega \varepsilon_0 \varepsilon_r}}$$  \hspace{1cm} (20)

where $\omega$ is the incident frequency, $\sigma$ is the electrical conductivity, $\mu_0$ and $\mu_r$ are the magnetic permeability of free space and the relative permeability respectively, and $\varepsilon_0$ and $\varepsilon_r$ are the respective permittivity of free space and relative permittivity. Here, we plot the real and imaginary components of the relative impedance, $\frac{Z}{Z_0}$ where $Z_0 = \frac{1}{\varepsilon_0 c} \approx 120\pi \Omega$. The impedance of a material is a phase vector quantity or “phasor” represented by a complex number. While the imaginary part carries some useful information regarding the phase, it is the real component we are most concerned with for calculating the reflectivity from the ITO–Pt and ITO–Air interfaces of our samples. Figure 4.23 (a) and (b) show the real (solid lines) and imaginary (dashed lines) components of this complex impedance of the 127 nm 8–12 Ω sq-1 ITO film and Pt. As shown, there is a large mismatch between the impedances of the two materials and hence both data sets had to be plotted on separate graphs for visibility. This suggests that at an interface between the two materials, a large reflectivity is expected. A reflection coefficient between two interfaces, 1 and 2 can be determined from the impedances of these layers using the following expression:

$$\Gamma_{12} = \left| \frac{Z_1 - Z_2}{Z_1 + Z_2} \right|$$  \hspace{1cm} (21)

where $\Gamma_{12}$ denotes the reflection coefficient of an EM wave propagating in medium 1 and incident on the boundary of medium 2. The reflectivity can thus be determined by taking the square of $\Gamma_{12}$. Equation 21 was used to calculate the reflectivity at the boundaries of the ITO–Pt interface, and the ITO–Air interface. Figure 4.23 presents these calculations as a function of wavelength. As shown, the reflectivity expected for light at and below 1250 nm propagating from the ITO layer to the air substrate is close to zero at the NPA wavelength of ITO alone (1175 nm), whereas the reflectivity of an EM wave at the NPA wavelength for the ITO–Pt interface (1125 nm) is greater than 90%. Thus, we would expect a high transmission of light travelling from the ITO layer into the air superstrate and a high reflection for light travelling from the ITO layer into the
Pt layer of the other samples. This confirms that the increase in absorption as a result of a Pt backing is due to reflection of the remaining light at the NPA wavelength that is not absorbed after its first pass through the ITO being reflected back into the ITO layer and exciting the Ferrell-Berreman mode once more and thus being further absorbed. Figure 4.23(d) and (e) present a representative diagram of the interfaces examined in this calculation. While a large proportion of the absorption can be attributed to the high reflectivity as a result of the impedance mismatch between the ITO and Pt layers, there is also evidence to suggest the excitation of an IMI mode in the ITO – Pt structures also occurs for sufficiently thin layers of Pt.

Figure 4.23 The real (solid lines) and imaginary (dashed lines) components of the complex impedance of (a) the 127 nm 8 – 12 Ω sq⁻¹ and (b) the Pt layer. (c) presents the calculated reflectivity at these interfaces and (d) and (e) present a schematic representation of the ITO – Pt and ITO – Air interfaces considered in this calculation.

4.15 Conclusions

In this chapter we presented experimental observation of the excitation of both the Ferrell-Berreman, a bulk plasmon polariton, and the non-radiative ENZ mode, a long-range surface plasmon polariton mode in commercial thin-film ITO samples. We map these modes more precisely and over a larger angular and spectral range that precious work carried on these mode and ITO. Along with our mapping of the absorption we also calculate the mode dispersion of the
Ferrell-Berreman mode with and without the presence of a Pt backing. The Ferrell-Berreman mode achieved a single-pass absorption of 52.5% in the ITO film alone which was pushed to a value of 85.6% via the application of a 10 nm Pt backing. The ENZ mode in an ITO film alone achieved a maximum absorption of 71.5% and with the application of the Pt backing of just 10 nm this absorption was increased to over 90%. This work provides the first demonstration that such high values of ENZ absorption can be achieved from much thinner metal backings than previously considered. Furthermore, we provide the first study of the dependence of this absorption as a function of the metal backing thickness. The enhancement of these plasmon mode absorptions was demonstrated theoretically and experimentally to be assisted by the application of Pt to the ITO-containing side of the commercial ITO films and it was shown using FEM simulations that the absorption is a result of a rather substantial electric field confinement in the ITO layer, and reflection back into this layer of light at the NPA wavelength incident on the Pt layer. Furthermore, a comparison of these mode absorptions for various thicknesses of Pt were carried out. It was shown that the transmission through the structures followed an exponential trend with increased Pt thickness consistent with the Beer-Lambert law. It was also demonstrated the absorption follows an asymptotically increasing trend with increasing Pt thickness. Spectral shifting of the NPA Ferrell-Berreman mode absorption excited in the Kretschmann geometry was also observed and that the wavelength of NPA could be tuned within a 75 nm window by selecting an appropriate Pt thickness. Finally, it was also noted that in the off-resonant lower wavelengths, particularly 1800 nm, that the absorption in the ITO–Pt structures was greater for thinner samples of Pt. This counterintuitive result was posited to be the excitation of an IMI mode which will be discussed in further detail in Chapter 6.
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Chapter 5: Fabrication of Thin-Film Indium Tin Oxide for ENZ Applications

5.1 Introduction
In Chapter 4 we demonstrated the excitation of the Ferrell – Berreman and non-radiative ENZ modes in commercial films of ITO and demonstrated near-perfect absorption via the application of a metallic backing. However, in order to use ITO in novel and unique ENZ structures we must be able to tune the thickness of ITO layers with great precision. This in itself is not a difficult task as modern deposition techniques such as Ar⁺ ion sputtering [1], atomic layer deposition (ALD) [2] and DC [3][4][5] and RF magnetron sputtering [6][7][8] allow very precise control of film thicknesses, however the true challenge lies in producing ITO of a given thickness while maintaining ENZ behaviour in the narrow 1200 – 1400 nm NIR range. The majority of work to date on the fabrication of ITO is for use in transparent electronic devices [9][10][11] and solar cells [12][13][14]. In this chapter, we will focus on the production of ITO for use as an ENZ material and the achievement of perfect absorption in the NIR range. While various techniques and techniques exist for the production of ITO, the properties of this material are highly sensitive to the specific condition under which it is fabricated which can vary from apparatus to apparatus, and thus it is important to devise and test one’s own recipe. The goal of the work in this chapter was to devise a recipe for the production of high-quality ITO using the tools and techniques available to us. However, in order to understand how to achieve an ENZ wavelength in the specified range, it is first necessary to understand how charge carriers are generated in ITO films and the effects of various deposition and annealing variables on this carrier generation.

5.2 Charge Carrier Generation in ITO
In particular, the effects of several variables such as temperature, oxygen content, and deposition technique and how they affect the carrier concentration will be discussed. The ENZ wavelength, \( \lambda_{ENZ} \) of ITO is highly dependent on the value of the plasma frequency, \( \omega_p \) which is itself highly dependent on the carrier concentration, \( N \) and thus generation of sufficient carriers is essential to produce ITO with ENZ behaviour [15][16]. To achieve this, we must first examine how charge carriers are generated in ITO. There are two main ways to generate charge carriers in ITO; the activation of Sn⁴⁺ ions on In³⁺ sites and the generation of oxygen vacancies [17][18]. When ITO is deposited, it often deposits in the form of an amorphous composite of In₂O₃ and SnO₂[19][20]. To free up electrons for conduction, a post-deposition annealing process (or an in-situ annealing process) is required to induce the afore mentioned ion activation. The difference of -1 in the valency of Sn⁴⁺ and In³⁺ contributes one electron per substitution for conduction. Very high temperatures of greater than 425°C are needed to take ITO from an amorphous to polycrystalline state as shown in Figure 5.1.
Figure 5.1 Resistivity, carrier mobility, and carrier concentration of ITO thin films as a function of annealing temperature. The data indicates a temperature of >425°C is needed to produce polycrystalline ITO [17].

A more efficient method of producing charge carriers is to induce oxygen vacancies in the ITO, which can be achieved by annealing in vacuum which causes outward diffusion of oxygen [21][22]. As the valency of oxygen is 2, each O-vacancy contributes two electrons for conduction. However, ion activation and generation of O-vacancies alone are not sufficient to produce high quality ITO as the crystallinity of the ITO is also a factor. Thus, a fine balance between both methods of charge carrier generation are necessary to achieve ITO of commercial quality. Particularly, the oxygen content of the deposition / annealing atmosphere is significantly important [23]. ITO that is deficient in oxygen tends to behave somewhat like a metal, and ITO that is over-saturated with oxygen tends to behave as more of an oxide [17]. A fine balance is needed in the oxygen content as demonstrated in Figure 5.2 which presents the “oxygen – resistivity well” for ITO. The O₂ flow rate is presented on the x-axis and the bulk resistivity on the y-axis. This graph shows that too little oxygen and too much oxygen result in an increase in resistivity (and hence a decrease in conductivity). As shown, O₂ flow rates at the bottom of the well of between 2 – 7 sccm are ideal for conducive ITO films.

A simplified 2D atomic representation showing the structure of ITO and the two methods of charge carrier generation is presented in Figure 5.3.
Figure 5.2 Sheet resistance for ITO thin films as function of the O\(_2\) flow rate in the annealing atmosphere. This graph was plotted from data published by the Society of Vacuum Coaters 2009 [17].

Figure 5.3 Simplified atomic model of ITO demonstrating the origin of charge carrier generation in the material.

The oxygen content of ITO also plays a rather significant role in the optical transmission of the films. ITO films with a large oxygen content display higher optical transmission at NIR wavelengths. Figure 5.4 presents the transmission spectra of indium zinc oxide (IZO), which is
another TCO with almost identical properties to ITO. The data shows that as the oxygen content increases, so does the optical transmission in the NIR range. For ITO with a lower oxygen content, we see that the transmission gradually decreases at longer wavelengths. This particular “without oxygen” plot appears quite similar to the transmission of the 127 nm 8 – 12 Ω sq⁻¹ commercial ITO film mentioned in precious chapters.

Figure 5.4 Optical transmission for indium zinc oxide (IZO) films as a function of wavelength and oxygen content. Increased oxygen content corresponds to a higher optical transmission in the NIR regime. This graph was taken from Transparent Electronics by Facchetti and Marks [17].

5.3 ITO Thin Film Deposition Techniques

ITO is a rather versatile material which can be deposited using various techniques such as RF magnetron sputtering. DC magnetron sputtering [24][3], argon ion sputtering [1], pulsed laser deposition [25][26], atomic layer deposition [27][28][29], and even chemical vapour deposition [30][31]. In this chapter, we focus on two techniques which were locally available: argon ion sputtering and RF magnetron sputtering.

5.3.1 Argon Ion Sputtering

Argon ion sputtering is a physical vapour deposition (PVD) technique for producing thin films of material [32]. As demonstrated in Figure 5.5, the technique involves ejecting material from a target via argon ion bombardment of a target material and the adhesion of the ejected material onto a substrate. The argon ion sputtering carried out in this research was performed using a Gatan Model 682 Precision Etching and Coating System (PECS) tool. The tool operates under a vacuum of 4 – 5 Torr, a beam energy of around 5 keV, and a beam current of 150 μA with argon gas flow into the chamber. The deposition rate and thickness were monitored using a quartz crystal monitor (QCM). This technique was used to produced Batch 1 and Batch 2 of the ITO samples as well as the platinum samples used in this research.
Figure 5.5 (a) A Gatan PECS system and (b) a schematic showing the technique of argon ion sputtering. Argon ions bombard a target material in vacuum ejecting material from target which adheres to a substrate. An anode is placed below the target and a cathode above the substrate to aid adhesion of the ejected material onto the substrate by applying a voltage across the target and substrate.

5.3.2 Radio Frequency Magnetron Sputtering

Radio Frequency (RF) Magnetron Sputtering is a physical vapour deposition technique for depositing thin films [33]. It works by running current through an inert gas, usually argon, under high vacuum to ionise the Ar gas forming a plasma of Ar\(^+\) and electrons. These energetic Ar\(^+\) ions then bombard the target ejecting ions of the target material which are attracted to the substrate cathode and thus adhering to the substrate. Magnets are placed under the target anode to trap electrons so as not to bombard the substrate and to thus allow faster deposition rates. Typically, the temperature of the substrate stage can be varied to allow for heated depositions and the stage can rotate to produce a more even deposition. RF and DC magnetron sputtering typically can be performed in the same apparatus by changing the power supply. In DC magnetron sputtering, cessation of the sputtering process can occur as a result of arcing due to charge build-up on non-conductive dielectric targets. RF Magnetron Sputtering remedies this issue by alternating the electrical potential of current across the target anode at radio frequencies (13.56 MHz), effectively “cleaning” the target material of charge. RF Magnetron Sputtering also has other advantages over DC as RF plasmas tend to diffuse throughout the chamber rather than concentrate around the anode. RF can also sustain plasmas at much lower vacuum pressures (1 – 15 mTorr) which results in fewer ionised gas collisions and hence a more efficient deposition.
This technique was used to deposit ITO on quartz substrates in collaboration with Nokia Bell Labs. The deposition was carried out at a vacuum pressure of 2.25 mTorr, an RF power of 10 mW, a deposition temperature of 300°C, and an Ar gas flow rate of 5 scem. Unfortunately, at the time of deposition, the quartz crystal monitor was not operational, and thus the thickness could not be selected. The deposition was instead carried out for 30 mins and the thickness was determined post-deposition by spectroscopic ellipsometry to be 130 nm.

### 5.4 Depositing ITO for ENZ Applications

In this section we’ll discuss the effects of various deposition and annealing conditions that were examined in an ultimately successful effort at achieving locally deposited ITO with an ENZ wavelength in the 1200 nm – 1400 nm range. The goal of this was to devise a recipe for producing ITO thin films for future work on ITO ENZ structures.

#### 5.4.1 Depositing ITO using Argon Ion Sputtering

An initial attempt at producing thin film ITO was carried out using argon ion sputtering described in Section 5.3.1. A 10 nm film was deposited on a quartz substrate. The deposition was carried out under vacuum and at room temperature without any in-situ annealing or post-annealing of the film. Angle-resolved reflectivity measurements were carried out on the 10 nm ITO film and unsurprisingly, no evidence of reduced reflection attributed to ENZ behaviour was observed. The angle-resolved surface map of the reflectivity is presented in Figure 5.7. As shown, the reflectivity across the entirety of the NIR range is rather low but no region of ultra-low reflectivity indicative of ENZ behaviour is noted. The reason for the absence of ENZ behaviour is most likely due to the formation of an amorphous film of SnO₂ and In₂O₃ complexes. Without an annealing step to
activate 4-valent Sn ions on 3-valent In sites, no electrons are given up for conduction, and thus the film behaves more like a non-conductive oxide.

Figure 5.7 Angle-resolved reflectivity of a 10 nm ITO film on quartz. The film was deposited using Ar⁺ ion sputtering under vacuum and at room temperature.

5.4.1.1 Vacuum Annealing of Ar⁺ Ion Sputtered ITO Thin Film

Following on from the results of Figure 5.7, a further set of samples of thicknesses 20 nm, 50 nm, 70 nm, 100 nm, and 150 nm were deposited on quartz. However, on this occasion the films were subjected to annealing at 300°C in vacuum for one hour. The system used for annealing was the four-point probe system described in Chapter 3 with a heating plate, bell-jar and vacuum pump attached to the system. The benefit of using this system was that the sheet resistance, $R_s$, could be monitored throughout the annealing process. The utility of measuring the sheet resistance is that it can be indirectly used an estimate of the ENZ frequency without the need to directly measure it. This is based on an approximate expression devised by Brewer and Franzen who studied the dependence of sheet resistance on the plasma frequency of ITO thin films. Their approximate expression is given by [34]

$$\nu_p = \frac{1}{\sqrt{R_s t \varepsilon_0 \tau}}$$

where $\nu_p$ is the plasma frequency in wavenumbers (cm⁻¹), $t$ is the thickness (in cm), $\tau = \frac{1}{\gamma}$ is the electron scattering time, and $\varepsilon_0$ is the permittivity of free space. Converting this to angular frequency (in rad s⁻¹), i.e. $\omega_p = 2\pi \nu_p$, and using the expression for the ENZ wavelength [35] derived in Equation 22 of Chapter 2, i.e.
\[ \omega_{ENZ} = \frac{2\pi c}{\lambda_{ENZ}} = \sqrt{\frac{\omega_p^2}{\varepsilon_\infty} - \gamma^2} \]  

where \( \omega_p \) is the angular plasma frequency, \( \varepsilon_\infty \) is the high-frequency permittivity, and \( \gamma \) is the scattering rate, the ENZ wavelength, \( \lambda_{ENZ} \) can thus be related to the sheet resistance by

\[ \lambda_{ENZ} = 2\pi c \left( \frac{4\pi^2 \gamma}{R_s t \varepsilon_0 \varepsilon_\infty} - \gamma^2 \right)^{-\frac{1}{2}} \]  

where \( \varepsilon_\infty \) is the high-frequency permittivity. We can see from Equation 3 that the lower the sheet resistance, the shorter the ENZ wavelength, thus the goal of the annealing process is to decrease \( R_s \) to as low values as possible. The ability to measure \( R_s \) during the annealing process is a great advantage, however, the system also had some trade-offs, the temperature of 300°C was chosen as it was the maximum achievable temperature of the system, there was no control over the vacuum pressure, nor could the deposition be carried out in the presence of oxygen.

Figure 5.8 presents a comparison of experimental (a – e) and T-matrix simulations (f – j) for the broad-spectrum angle-resolved reflectivity of these ITO films. While all experimental samples show regions of very low reflectivity, none of these regions exhibit ENZ behaviour. Particularly the data in Figure 5.8(a) which shows very low reflectivity about 1100 nm may appear similar to the low-reflectivity measured in the commercial samples in Chapter 4, however in reality this region is simply a result of thin-film interference as a result of depositing the ITO on an SiO₂ (300 nm) – Si substrate. This conclusion becomes clearer when examining the experimental data on a logarithmic scale to highlight any discrete regions of ultra-low reflectivity. These logarithmic plots are presented in Figure 5.9.
Figure 5.8 Experimental (a – e) and simulated data (f – j) of the angle-resolve reflectivity of ITO thin films on an SiO$_2$ (300 nm) – Si substrate deposited using Ar$^+$ ion sputtering and annealed in vacuum at 300°C for one hour.
Figure 5.9 Logarithmic plot of the angle-resolved reflectivity of ITO films deposited on an SiO$_2$ (300 nm)–Si substrate using Ar$^+$ ion sputtering and treated to one hour of annealing in vacuum at 300°C. The log plots reveal no distinct regions of ultra-low reflectivity.
The log plots reveal no regions of distinct ultra-low reflectivity suggesting that no ENZ is present in the films in the measurable range. This is further supported by the results of the T-matrix simulations in Figure 5.8(f – j) which agree very well with experimental data. The agreement between simulation and experiment was achieved by setting the plasma frequency, $\omega_p$ in the Drude Model of the T-matrix simulations to zero, setting the scattering rate to a value of $\gamma = 0.1$, and maintaining the high-frequency permittivity at $\varepsilon_\infty = 3.68$. The fact that simulation and experiment agree in the absence of a plasma frequency suggests that, despite the annealing process, the films behave just as an oxide with no plasma oscillations in the measurable range.

However, while no ENZ behaviour was observed from these films, the annealing process was successful in significantly decreasing the sheet resistance, and hence increasing the conductivity of the films. The sheet resistance for each film before the annealing process were measured using the four-point probe system described in Chapter 3 and the results are presented in Table 5.1. One sample of each thickness was measured and the quoted sheet resistance values are an average of three measurements carried out on each sample.

<table>
<thead>
<tr>
<th>ITO Film Thickness (nm)</th>
<th>Sheet Resistance (kΩ sq$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>150 ± 10</td>
<td>3.52 ± 0.01</td>
</tr>
<tr>
<td>100 ± 10</td>
<td>8.57 ± 0.01</td>
</tr>
<tr>
<td>70 ± 10</td>
<td>12.75 ± 0.01</td>
</tr>
<tr>
<td>50 ± 10</td>
<td>287.85 ± 0.01</td>
</tr>
<tr>
<td>20 ± 10</td>
<td>982.33 ± 0.01</td>
</tr>
</tbody>
</table>

Table 5.1 Sheet resistance for ITO films of thicknesses 20 nm – 150 nm deposited using Ar$^+$ ion sputtering. The measured values are for the films before annealing.

Plots of the sheet resistance as a function of annealing time are presented in Figure 5.10. The first 3 – 5 minutes of each annealing process shows large fluctuations as there is a delay between the hot plate reaching the quoted temperature and the films reaching that temperature. However, the rest of the data shows a significant decrease in the sheet resistance compared to the data in Table 5.1. The sheet resistance values are taken from the order of kΩ sq$^{-1}$ to hundreds of Ω sq$^{-1}$. The 150 nm ITO film in Figure 5.10(e) exhibits the lowest post annealing sheet resistance at around 15.5 Ω sq$^{-1}$. The 100 nm film, however, appears to exhibit an increase in the sheet resistance.

While the annealing temperature of 300°C is not high enough to cause sufficient ion activation, the process of annealing in vacuum leads to outward diffusion of oxygen [36][37], creating oxygen vacancies that lead to a significant increase in the film conductivity, and hence a decrease in the sheet resistance. The increase in conductivity from the annealing process and the absence of ENZ behaviour in the ITO films shows clearly that annealing in vacuum alone is not enough to produce the desired ENZ behaviour.
In comparison with the data from the literature in Figure 5.2, the sheet resistances of the annealed films are of the same order of magnitude as films produce in the absence of oxygen. In order to achieve a lower sheet resistance, it appears that oxygen in the annealing environment is essential. Figure 5.1, also from the literature, suggests that the 300°C at which the films were annealed is too low and a temperature of at least 400°C is required to take the films from an amorphous state to a polycrystalline one. The combination of these conditions should allow sufficient ion activation in the ITO and ensure that too much oxygen isn’t removed from the films during the annealing process, leading to a highly conductive crystalline film.

Figure 5.10 Sheet resistance of ITO films as a function of time during the 300°C annealing process in vacuum.
5.4.1.2 High Temperature Annealing in Vacuum

To achieve a lower sheet resistance and ENZ behaviour, the ITO films from Section 5.4.1.1 were reannealed in a vacuum tube furnace at 500°C for one hour with an O₂ flow rate of 4 sccm. The value of 500°C was chosen as it was sufficiently above the temperature required for polycrystallinity suggested in Figure 5.1 to ensure that all samples were above the necessary temperature in case there was a temperature variation in the tube furnace away from the centre. Angle-resolved reflectivity measurements were again carried out and are presented in Figure 5.11. In all deposited films, the reflectivity is very low, however there exists a region of ultra-low reflectivity about 1600 nm – 1800 nm and 15º incidence which becomes much more apparent when plotted on a logarithmic scale in Figure 5.12.

The transfer matrix simulations presented in Figure 5.11(f – j) were carried out by selecting the Drude parameters by trial-and-error and comparing to the experimental until a sufficient match to the experimental data was obtained. A value of εₐ₀ = 3.6 was chosen for the high frequency permittivity, a value of ωₚ = 2.10 rad fs⁻¹ was chosen for the plasma frequency, and a scattering rate of γ = 0.1 rad fs⁻¹ was chosen. Clear agreement between experiment and simulation was thus achieved. These Drude parameters correspond to an ENZ wavelength of λₑNZ = 1709 nm, which is beyond the desired range for the ENZ behaviour in the ITO films as typically the imaginary component of the complex refractive index increases rapidly at wavelengths longer than λₑNZ.

The ITO annealed using these conditions also exhibited rather low sheet resistances in line with the thinner commercial samples discussed in Chapter 4 with thicker films exhibiting values as low as 50 Ω sq⁻¹. Figure 5.13 presents this data along with a comparison of the previous annealing process discussed in Section 5.4.1.1. The graph presents the sheet resistances for ITO films annealed at 300°C in absence of oxygen for the SiO₂ (300 nm) on a Si substrate as well as an additional deposition which was carried out on quartz, but also yielded no ENZ behaviour. As shown, both sets of films annealed at 300°C achieve the same values, suggesting that the choice of substrate has little effect on the conductivity of the films. However, we see that the annealing process at 500°C in the presence of oxygen yields higher sheet resistances for thinner samples, but the lowest sheet resistance for thicker films, particularly the 70 nm film.
Figure 5.11 Experimental (a – e) and T-matrix (f – j) data for the angle-resolved reflectivity of the Ar⁺ ion sputtered ITO films on an SiO₂ (300 nm) – Si substrate annealed at 500°C for one hour with 4 sccm of O₂ gas flow.
Figure 5.12 Logarithmic plot of the angle-resolved reflectivity of ITO films deposited on an SiO$_2$ (300 nm) – Si substrate using Ar$^+$ ion sputtering and treated to one hour of annealing in vacuum at 500˚C with an O$_2$ flow rate of 4 sccm. All films exhibit an ultra-low reflectivity about 1600 nm – 1800 nm and 15˚ incidence which is attributed to the excitation of the Ferrell-Berreman mode.
5.4.1.3 Broadspectrum Spectroscopic Ellipsometry of Locally Deposited ITO Films

To confirm the presence of the an ENZ wavelength about 1600 nm – 1800 nm, broadspectrum spectroscopic ellipsometry measurements were carried out on the ITO films which were annealed at 500°C in the presence of oxygen. A further 200 nm film was also deposited and annealed and subjected to ellipsometry. The ellipsometry measurements were carried out as previously described in Chapter 4. The resulting complex refractive indices and complex permittivities are presented in Figure 5.14. The real and imaginary components of the complex refractive index are presented in Figure 5.14(a) and (b), respectively, and the real and imaginary components of the complex permittivity are presented in Figure 5.14(c) and (d), respectively. Focusing on the real component of the permittivity, the 150 nm and 200 nm show a clear ENZ wavelength about 1600 nm, while the other films have ENZ wavelengths at outside of the measurable range. This confirms the existence of ENZ behaviour in the thicker ITO films, however the imaginary
component of the refractive index increases with ITO film thickness suggesting there is significant absorption in the films. To confirm this, normal incidence transmission measurements were carried out on the ITO films using a Perkin-Elmer Lambda 1050 UV – Visible – NIR spectrophotometer. The resulting transmission data is presented in Figure 5.15.

Figure 5.14 Real and imaginary components of the complex refractive index of argon ion sputtered ITO films of varying thicknesses and (b) the corresponding real and imaginary components of the dielectric permittivity.
A clear thickness dependence of the transmission is present in Figure 5.15. While such a thickness would commonly be expected in accordance with the Beer-Lambert law [38], typically high-quality ITO of any thickness exhibits a visible transmission of > 90% [4]. Comparing Figure 5.15 to Figure 5.4, the low values of transmission in the near-infrared may be indicative that the ITO films are still deficient in oxygen, which led us to suspect that the quality, transmission, and ENZ wavelength of the ITO films may be limited by the sputtering technique used and thus alternative sputtering techniques should be considered.

5.4.1.4 Applying the Drude Model to Locally Deposited ITO Films

As with the commercial samples in Chapter 4, the locally deposited ITO films exhibiting ENZ behaviour were fitted to a Drude model to extract the plasma frequency, scattering rate, and high-frequency permittivity. The fits shown in Figure 5.16. The thicker 100 nm, 150 nm, and 200 nm films fit a Drude model quite well with correlation coefficients of > 0.9, however the fits for the thinner 20 nm, 50 nm, and 70 nm samples are quite poor, particularly for the imaginary components of the permittivity which diverge greatly from the Drude model. The extracted Drude parameters are presented in Table 5.2.

The fact that the fit to the Drude model becomes worse as the films gets thinner may be a result of the effective contribution of surface roughness to the overall film quality. While Ar⁺ ion sputtering is a useful technique, it tends to produce quite rough films. For a thinner sample, the surface roughness will have a greater relative contribution to the overall quality of the film than for a thicker sample. This further suggests that the quality of these films and their optical properties are limited by the sputtering technique.
<table>
<thead>
<tr>
<th>ITO Thickness (nm)</th>
<th>( \omega_p ) (rad fs(^{-1}))</th>
<th>( \gamma ) (rad fs(^{-1}))</th>
<th>( \varepsilon_\infty )</th>
<th>( R^2 ) Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>200 ± 10</td>
<td>2.58 ± 0.01</td>
<td>0.63 ± 0.01</td>
<td>3.77 ± 0.03</td>
<td>0.97182</td>
</tr>
<tr>
<td>150 ± 10</td>
<td>2.70 ± 0.01</td>
<td>0.81 ± 0.01</td>
<td>3.58 ± 0.04</td>
<td>0.96239</td>
</tr>
<tr>
<td>100 ± 10</td>
<td>2.72 ± 0.01</td>
<td>1.16 ± 0.03</td>
<td>3.61 ± 0.04</td>
<td>0.91403</td>
</tr>
<tr>
<td>70 ± 10</td>
<td>2.40 ± 0.04</td>
<td>0.91 ± 0.05</td>
<td>4.18 ± 0.07</td>
<td>0.84306</td>
</tr>
<tr>
<td>50 ± 10</td>
<td>2.11 ± 0.05</td>
<td>0.55 ± 0.05</td>
<td>4.26 ± 0.09</td>
<td>0.83504</td>
</tr>
<tr>
<td>20 ± 10</td>
<td>95.05 ± 1.6\times10^6</td>
<td>5440.02 ± 1.9\times10^6</td>
<td>1.26 ± 103.93</td>
<td>-1.50607</td>
</tr>
</tbody>
</table>

Table 5.2 Fitted Drude parameters for ITO films of thicknesses 20 nm – 200 nm annealed at 500°C for one hour and with 4 sccm of O\(_2\) gas flow.

An attempt was made to determine \( \lambda_{ENZ} \) for these films using these Drude parameters in Table 5.2 and the sheet resistance values from Table 5.1, however upon substituting these values into Equation 3 the equation did not converge to a real value of \( \lambda_{ENZ} \). The reason for this is that Equation 3 is an approximate expression that only works when applied to conductive ITO. The sheet resistance values, which were in the order of kΩs, are far too high. To demonstrate this, we consider the limit of \( \lambda_{ENZ} \) as \( R_s \).

\[
\lim_{R_s \to \infty} \lambda_{ENZ} = \lim_{R_s \to \infty} \left( 2\pi c \left[ \frac{4\pi^2 \gamma}{R_s \varepsilon_\infty} - \gamma^2 \right]^{-\frac{1}{2}} \right) = 0 + i2\pi c \gamma
\]

As shown, as \( R_s \) approaches infinity, the value of \( \lambda_{ENZ} \) approaches a purely imaginary value dependent on \( \gamma \) which provides no physical insight into the properties of the ITO films. When applied to the deposited films, the very large sheet resistances resulted in an imaginary value of \( \lambda_{ENZ} \). Thus, we can conclude that while this expression is a useful approximation when working with high quality conductive ITO, it only works for reasonably low values of the sheet resistance.

All films, except the 20 nm appear to fit the Drude model somewhat, however the 100 nm – 200 nm films fit the trend with reasonably large correlation coefficients and reasonable values of \( \omega_p \), \( \gamma \), and \( \varepsilon_\infty \). As the films become thinner, the quality of the fit and the correlation coefficient becomes less. The 20 nm sample however appears to not fit the trend at all with a negative \( R^2 \) value and as a result the standard error on each measurement was larger than the parameter value.
Figure 5.16 Drude models fits for the ellipsometry data carried out on the argon ion sputtered samples of ITO thin films. (a – f) show the fits of the real component of the permittivity and (g – l) show the fits for the imaginary components.
5.4.2 Depositing ITO using RF Magnetron Sputtering

A further set of ITO thin films were deposited on quartz using the technique of RF magnetron sputtering as described in Section 5.3.2 in collaboration with Ryan Enright and Kenny Wu of Nokia Bell Labs. These films were deposited in vacuum under a pressure of 2.37 mTorr and at a deposition temperature of 200°C. Unfortunately, no quartz crystal monitor was present in the system at the time of measurement, and thus a deposition time of 30 minutes was chosen to ensure the films remained sufficiently thin. Five films were produced, labelled N1 – N5. These films were then subjected to one hour of annealing in a vacuum tube furnace under a pressure of 3.00 mTorr and at an annealing temperature of 500°C. 4 sccm of O₂ gas flow was pumped into the tube furnace throughout the annealing process.

5.4.3 Linear Transmission through RF Magnetron Sputtering ITO Thin Films

Linear transmission measurements at normal incidence were carried out the RF magnetron sputtered ITO films and the resulting data is presented in Figure 5.17. As shown, all samples exhibit a very large transmission in the visible range of > 95%. This is significantly larger than the values achieved by the commercial ITO films. While there is some variation in transmission cross the samples, this is likely a result of slight variations in thickness as a result of their relative positions during the deposition.

![Figure 5.17 Linear transmission of RF magnetron sputtered ITO thin films. The films were heated during deposition at 200°C and then treated to one hour of annealing at 500°C, a vacuum pressure of 3.00 mTorr, and 4 sccm of O₂ gas flow.](image-url)
Of particular note is the decrease in the transmission to about 60% at longer wavelengths (1700 nm – 2000 nm), which is very similar to the transmission of the 127 nm 8 – 12 Ω sq⁻¹ commercial ITO film in this range. This suggests that the film contains sufficient oxygen vacancies, and thus must be quite conductive.

5.4.4 Spectroscopic Ellipsometry of RF Magnetron Sputtered ITO Thin Films

As the thickness of the RF magnetron sputtered ITO film could not be controlled upon deposition, spectroscopic ellipsometry measurements in the visible range were carried out on the ITO films to determine the thickness and the optical constants of the films. The resulting data is presented in Figure 5.18.

Figure 5.18 (a) A comparison of the experimentally measured $\Psi$ and $\Delta$ values (solid lines) and the Drude model fits (dashed lines) used in the CompleteEASE software, (b) the real and imaginary components of the complex refractive index, and (c) the real and imaginary components of the complex permittivity. From the fits in (a) the film was determined to be approximately 130 nm in thickness.

Figure 5.18 (a) shows the experimentally measured $\Psi$ and $\Delta$ values (solid lines) compared to the Drude Model (dashed lines) used in the CompleteEASE software for incident angle of 65˚, 70˚, and 75˚ for one of the ITO films. As shown, there is excellent agreement between the measured values and the model. The thickness was thus determined to be around 130 nm for each film. Figure 5.18(b) and (c) present the real (black) and imaginary (red) components of the complex
refractive index and the complex permittivity respectively. The optical constants of the ITO films are consistent with what is expected of ITO, with both the real and imaginary components decreasing at longer wavelengths in the visible range. Of particularly benefit is the relatively low values of the imaginary components which suggests the RF magnetron sputtered ITO films exhibit low loss, which is consistent with the very high values of transmission in Figure 5.17. Having thus determined the average thickness of the films, it was possible to determine the electrical properties of the ITO films.

5.4.5 Bandgap, Conductivity and Electrical Properties of RF Magnetron Sputtered ITO Thin Films

Figure 5.19 presents Tauc plots for the RF magnetron sputtered ITO thin films which were calculated from absorbance data taken using a Lambda 1050 UV-Visible-NIR spectrophotometer. As with the commercial samples in Chapter 4 the plots present the parameter \((\alpha h\nu)^2\) against the energy \(h\nu\) in eV [39]. Here, \(\alpha\) is the absorption coefficient determined by taking the ratio of the absorbance values to the film thickness of 130 nm, \(h\) is Planck’s constant, and \(\nu\) is the frequency in Hz. The exponent of 2 on the y-axis corresponds to direct allowed transitions. By fitting the linear region of the data and extending the trendline to the abscissa a value for the bandgap was determined. All films exhibit a bandgap in the range 4.20 eV – 4.26 eV, in the expected range for ITO [40]. The optical bandgap values obtained from this analysis provides further suggestion that RF magnetron sputtering produces ITO of far higher quality that Ar\(^+\) ion sputtering. Using the four-point probe technique previously discussed, the sheet resistances before and after the annealing process of these films were measured. The sheet resistance data before and after the annealing process is presented in Figure 5.20. As shown, after the deposition and before the annealing process, the sheet resistances of the films are of the order of several hundred \(\Omega\) sq\(^{-1}\) with significantly large variation across all films. After the annealing process, the sheet resistance drops to values \(\leq 60\ \Omega\) sq\(^{-1}\) with the lowest sheet resistance measuring 31 \(\Omega\) sq\(^{-1}\). This suggests that the annealing process caused sufficient ion activation and generation of oxygen vacancies to contribute to the conductivity of the film. The sheet resistance, bulk resistivity, and bulk conductivity are presented for the annealed films in Table 5.3. The presented sheet resistance values are an average of three measurements taken on each sample.
Figure 5.19 Tauc plots for ITO samples N1 – N5 produced by RF Magnetron sputtering at a deposition temperature of 200°C and then treated to one hour of annealing at 500°C under vacuum with an O₂ flow rate of 4 sccm.
Figure 5.20 Comparison of the sheet resistance of RF magnetron sputtered ITO films before and after annealing for one hour at 500°C with 4 sccm of O₂ gas flow.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$R_s$ (Ω sq⁻¹)</th>
<th>$\rho$ (Ω·cm) [×10⁻⁴]</th>
<th>$\sigma$ (S cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>46 ± 0.33</td>
<td>5.98 ± 0.46</td>
<td>1672.24 ± 129.19</td>
</tr>
<tr>
<td>N2</td>
<td>31 ± 0.33</td>
<td>4.03 ± 0.31</td>
<td>2481.39 ± 192.70</td>
</tr>
<tr>
<td>N3</td>
<td>34 ± 0.33</td>
<td>4.42 ± 0.34</td>
<td>2262.44 ± 175.41</td>
</tr>
<tr>
<td>N4</td>
<td>60 ± 0.33</td>
<td>7.80 ± 0.60</td>
<td>1282.05 ± 98.87</td>
</tr>
<tr>
<td>N5</td>
<td>39 ± 0.33</td>
<td>5.07 ± 0.39</td>
<td>1972.39 ± 152.63</td>
</tr>
</tbody>
</table>

Table 5.3 Sheet resistance, bulk resistivity, and bulk conductivity of RF magnetron sputtered ITO thin films deposited at 200°C and then annealed for one hour at 500°C under vacuum with 4 sccm of O₂ gas flow.

5.4.6 Ferrell-Berreman Mode Excitation in RF Magnetron Sputtered ITO Thin Films

All characterisation of the RF magnetron sputtered ITO thin films thus far exhibited significantly high quality electrical and optical properties in line with the commercial samples discussed in Chapter 4. To determine whether the films exhibited an ENZ wavelength in the 1200 nm – 1400 nm range, angle-resolved absorption measurements were carried out on one of the films to excite the Ferrell – Berreman mode. 10 nm of Pt were also deposited on the ITO containing side of this films and angle-resolved absorption measurements were carried out on this ITO – Pt combination exciting from the quartz side. The measurements were carried out between 1000 nm and 2000 nm with 5 nm wavelength increments and across the 13° – 41° angular range with 1° increments. Figure 5.21 presents a comparison of simulation and experiment for the angle-resolved absorption of this film with and without the presence of a 10 nm Pt backing. Figure 5.21(b) and (d) present the experimentally measured absorption which clearly shows the presence of a high-absorption feature about 1300 nm which is significantly enhanced by the application of 10 nm of Pt. The
ITO alone exhibits a peak absorption of 47.6% at 1333 nm, and with the application of 10 nm Pt, exhibits a peak absorption of 90.1% at 1243 nm. As before, the presence of the Pt backing causes a very large enhancement of the absorption and a blueshift of 90 nm of the peak absorption.

Figure 5.21 A comparison of simulation and experiment for a 130 nm RF magnetron sputtered and annealed ITO thin film without (a – b) and with (c – d) a 10 nm Pt backing, and (e) a comparison of simulation (dashed lines) and experiment (solid lines) for the Ferrell-Berreman mode absorption of the ITO film.
This becomes more apparent in Figure 5.21(e) which presents the Ferrell – Berreman mode absorption at 39° incidence as a function of wavelength.

At the time of fabrication of these films, NIR range spectroscopic ellipsometry was not available, and thus the Drude parameters used in the simulations in Figure 5.21(a) and (c) had to be selected by trial-and-error comparison to the experimental data. From the permittivity data presented in Figure 5.18(c), a value of $\varepsilon_\infty = 4.5$ was chosen for the high-frequency permittivity as the real component of the permittivity reached this value about 400 nm. A value of $\gamma = 0.25$ was chosen for the scattering rate to match the broadness of the mode absorption, and a value of $\omega_p = 3.00$ was chosen for the plasma frequency. These parameters correspond to an ENZ wavelength of $\lambda_{ENZ} = 1355$ nm. The resulting simulations match very well with experimental data. The contour lines in Figure 5.21(a) are shown to increase visibility of the mode. In Figure 5.21(e) the dashed lines represent the simulated data and match exceptionally well with the experimental data, showing conclusively that ITO films produced by RF magnetron sputtering do indeed exhibit ENZ behaviour in the 1200 nm – 1400 nm range and near-perfect absorption via the application of a Pt backing. This result opens up an exciting host of future opportunities for manipulating this near-perfect absorption.

5.5 Conclusion

In this chapter we discussed the necessary parameters for consideration when fabricating high-quality ITO such as deposition atmosphere, annealing temperature, annealing atmosphere, oxygen content, and how they affect the conductivity and transparency of ITO thin films. We discovered than a fine balance between all these parameters is needed to produce ITO of industrial and research quality. However, little previous work had been carried out on producing ITO specifically for its ENZ applications in the near-infrared, particularly the 1200 nm – 1400 nm range. In this chapter, we carried out a novel study of the necessary conditions for producing high-quality ITO with ENZ behaviour in the aforementioned spectral region. Several attempts were made at producing ITO with ENZ behaviour in this range: Ar+ ion sputtering and RF magnetron sputtering. Several attempts were made in particular at varying the annealing conditions of Ar+ ion sputtered ITO such as oxygen content and annealing temperature. ENZ behaviour was successfully achieved about 1700 nm using this deposition technique by annealing at 500°C in low pressure vacuum for one hour with 4 sccm of O2 gas flow. However, the ENZ behaviour of the ITO films produced using this combination of techniques was further in the near-infrared than desired, and the films exhibiting poor transparency for thicker films. Using RF magnetron sputtering instead yielded far more promising results. A recipe for producing ITO locally was devised which consisted of a 200°C deposition temperature in an argon environment and then post deposition annealing in a vacuum tube furnace for one hour at 500°C with an O2
flow rate of 4 sccm. The resulting films not only exhibited relatively high conductivity for ITO, but also high transparency in the visible, a band gap of about 4.20 eV and an ENZ wavelength of about 1335 nm. The Ferrell–Berreman mode was also successfully excited in thin films correspond to a peak absorption of 47.6% at 1333 nm for the ITO film alone, and an enhanced peak absorption of 90.1% at 1243 nm when 10 nm of Pt was deposited on the ITO containing side of the sample.

This ability to locally fabricate ITO thin films with an ENZ wavelength in the 1200 nm – 1400 nm opens up a whole host of exciting possibilities for future work on this near-perfect absorption and ENZ behaviour. Future multilayer structured of various thicknesses of ITO and various geometries can now be considered.
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Chapter 6: Optimising Ferrell – Berreman and ENZ Mode Absorption in ITO – Metal Multilayers: Choice of Metal Backing and Thickness Dependence

6.1 Introduction

In Chapter 4 we demonstrated the excitation of the Ferrell – Berreman mode in ITO and demonstrated near-perfect absorption by depositing a 10 nm Pt backing on the ITO film, and in Chapter 5 we again demonstrated the achievement of near-perfect absorption by applying a 10 nm Pt backing on locally fabricated ITO. In both these cases, significant enhancements of the Ferrell – Berreman mode were obtained, and enhancement of the ENZ mode absorption was observed in commercial ITO films. However, the metal used as the backing in all cases was platinum as a result of its particularly large κ value, however near-perfect absorption is also achievable using a whole host of other common metals. Previous work on near-perfect absorption (NPA) in ITO has been carried out for ITO alone, or with an Au or Ag metal backing layer [1][2][3][4][5][6]. However, little research into the thickness or the metal layer or the type of metal used has been carried out. This chapter will focus on the role of the metal backing as well as modelling of the Ferrell – Berreman mode absorption and NPA when utilising different metals in the ITO – Metal structure and using different thicknesses of these metal.

6.2 Complex Refractive Index of Common Metals

While work on the coupling of ENZ materials has previously been published by Luk et al. [3] the work carried out was for ITO on an Ag metal backing of 100 nm thickness and no other metals were considered. Theoretical work has also been published by Krayer et al. [6] expanding on the analysis of perfect absorption by coupling with various metals, but in this case the simulated ENZ material was assumed to be a perfect ENZ material across a broad range of wavelengths. In this chapter, we expand further on the work of Luk and Krayer by considering the effects of coupling various different and commonly used metals to the backing of our ITO films. Furthermore, we not only consider the effects of various metals in a realistic ENZ material, but also the effect of the metal backing thickness. As already mentioned, the near-perfect absorption achieved by Luk et al. was achieved by coupling ITO with a 100 nm Ag backing, however we have demonstrated in previous chapters that a thickness of just 10 nm is sufficient to achieve near perfect absorption. Thus, in this chapter we also consider the effect of the metal backing thickness. By utilising ITO, we demonstrate this effect in a real ENZ material with scattering included. The metals considered and simulated in this work were Cr [7], Ni [7], Pd [8], Sn [9], Ag [10], Au [11], Cu [10], In [12], Bi [8], and Al [10]. Figure 6.1(a – e) and Figure 6.2 (a – e) present the real and imaginary components of the complex refractive index and (f – j) in both figures present the real and imaginary components of the complex permittivity for each metal. These optical constants were
obtained from the literature and the corresponding publications from which they were obtained are cited. As shown, in the case of all metals except Cr, there is a very large $\kappa$-value and a small $n$-value which corresponds to a relatively small imaginary component of the permittivity and a large negatively valued real component of the permittivity. However, in the case of Cr, the real and imaginary components of the complex refractive index are roughly equal in the ENZ region of ITO and diverge at larger wavelengths. The real and imaginary components of the complex refractive index and the complex permittivity of each metal at an incident wavelength of 1125 nm, corresponding to the Ferrell – Berreman mode absorption in ITO is presented in Figure 6.3 as in order of increasing $\kappa$-value. Again, as shown, there is a significant difference between the real and imaginary components of both the refractive index and permittivity for all metals, except Cr which overlap at 1125 nm. This data was utilised in all subsequent simulations considered in this work.
Figure 6.1 Real (black) and imaginary (red) components of (a–e) the complex refractive index and (f–j) the complex permittivity of Cr, Ni, Pd, Sn, and Ag.
Figure 6.2 Real (black) and imaginary (red) components of (a – e) the complex refractive index and (f – j) the complex permittivity of Au, Cu, In, Bi, and Al.
Figure 6.3 Complex refractive index (a) and complex permittivity (b) of various metals at a wavelength of 1125 nm.

6.3 Dependence of Metal Backing on Ferrell – Berreman and ENZ Mode Absorption in ITO – Metal films.

To theoretically determine the effects of changing the previously used Pt backing for other common metals, transfer-matrix simulations were carried out for a 127 nm ITO film with a 10 nm layer of the common metals Cr, Ni, Pd, Sn, Ag, Au, Cu, In, Bi, and Al. The ITO film in all simulations was maintained constant in both thickness and the Drude parameters, which were taken from experimental data obtained by NIR spectroscopic ellipsometry and are presented in Table 3.3 of Chapter 3. The optical constants of the various metals were obtained from literature and are cited above in Section 6.1. The simulations were carried for a glass superstrate (n = 1.51), a 127 nm ITO film, a 10 nm metal backing, and an air substrate (n = 1.00) as shown in Figure 6.4. The simulations were separated into the two angular ranges, 13˚ – 41˚ for the Ferrell – Berreman mode and 41˚ – 90˚ for the non-radiative ENZ mode above the critical angle.

T-Matrix simulations of the metal-backing-enhanced Ferrell-Berreman mode absorption are presented in Figure 6.5 and Figure 6.6. The data is separated into two figures to aid visibility. Figure 6.5(a – e) and Figure 6.6(a – e) present the simulated broad-spectrum angle-resolved absorption and the black line tracing the high absorption feature is the calculated mode dispersion for each ITO – Metal combination. The mode dispersions were calculated using the previously described real – wavevector complex eigenfrequency root solving method in Mathematica and are in reasonable agreement with previous calculations on ITO by Campione et al. [13]. The mode dispersions follow the absorption features perfectly for all simulations except Cr. Several attempts were made at calculating the mode dispersion of an ITO – Cr structure, however the code did not converge at a particular solution, and as a result, the mode dispersion could not be calculated and is not included in Figure 6.5(a). Figure 6.5(f – j) and Figure 6.6(f – j) present the Ferrell – Berreman mode absorption at the angle of maximum absorption, 39˚ incidence. This data is
reprinted together for comparison in Figure 6.7(a) and the peak mode absorption for each metal is presented in Figure 6.7(b). As shown, the greatest absorption of 98% is achieved with a 10 nm Pt layer and the lowest absorption of 79% is obtained with a 10 nm Cr backing. However, all other metals except Cr produce an absorption of > 92%. This clearly demonstrates that that Ferrell – Berreman mode absorption can be significantly enhanced from a value of about 60% for ITO alone (as demonstrated in Chapter 4) to values greater than 92% by the application of just 10 nm of almost any common metal.

![Figure 6.4 2D Schematic showing the ITO – Metal (M) multilayer structure simulated in this chapter. The superstrate is glass (n = 1.51) and the substrate is air (n = 1.00). The optical parameters of the ITO layer are simulated using the Drude model with previously determined Drude parameters and the optical constants of the metals are taken from the literature.](image)

To determine why certain metals, achieve greater absorption than others, the complex refractive index data and the complex permittivity data were again considered for each of these metals. Comparing the refractive index and permittivity data previously discussed in Figure 6.1 and Figure 6.2, a clear trend in visible across all metals in both the refractive index and permittivity data. All metals appear to exhibit a large imaginary (κ) value and a rather small real (n) value which progressively diverge at larger wavelengths. Particularly, the difference between the real and imaginary components of for each metal appears to be quite large across all metals except for Cr. Cr has a small κ-value about the ENZ region of the ITO films (≈ 1200 nm) and is the only metal which has a real component larger than its κ-value in this region. Cr also has two points of overlap in its n and κ values which correspond to two points in the permittivity where \( Re(\varepsilon) = 0 \), making Cr another ENZ material. However, the imaginary component of the permittivity is quite high (about 25) at these points and previous reports in the literature of fitting Cr to a Drude Lorentz model has shown that that the scattering rate is very high at \( \gamma = 2.58 \) rad fs\(^{-1}\) [14], which suggests that while Cr could be considered an ENZ material, it’s not an ideal candidate for
examining ENZ behaviour. Furthermore, the resulting difference between the real and imaginary components is rather small and this may be the reason for the relatively poor performance of Cr compared to the other metals considered. As the real component of the dielectric permittivity can be related to the real and imaginary components of the complex refractive index by

\[ \text{Re}(\varepsilon) = n^2 - \kappa^2 \]  

(1)

where \( n \) is the real component of the refractive index, we can see that a large difference in the \( n \)- and \( \kappa \)-values results in a large value of \( \text{Re}(\varepsilon) \). Thus, we suggest that in order to achieve near-perfect absorption or even perfect absorption, a lossy metal is the ideal candidate, and particularly a metal with a low \( n \)-value and a very large \( \kappa \)-value. This requirement for a metal with a large difference between its real and imaginary components of the refractive index was previously discussed by Krayer et al. [6], however they assumed an ENZ material with homogenous ENZ behaviour, i.e. with \( \text{Re}(\varepsilon) = 0 \) across all frequencies. Here we demonstrate this for a real ENZ material with scattering included.
Figure 6.5 Broad spectrum angle-resolved absorption (a–e) and Ferrell-Berreman mode absorption at 39° incidence as a function of angle for a structure composed of ITO (127 nm) on a metal backing of Cr, Ni, Pd, Sn, and Ag.
Figure 6.6 Broadspectrum angle-resolved absorption (a – e) and Ferrell-Berreman mode absorption at 39° incidence as a function of angle for a structure composed of ITO (127 nm) on a metal backing of Au, Cu, In, Bi, and Al.
Figure 6.7 (a) Ferrell–Berreman mode absorption as a function of wavelength for a 127 nm ITO film with a 10 nm metal backing of various metals and (b) the peak mode absorption for each metal.

### 6.3.1 Ferrell–Berreman Mode Dispersion in ITO–Metal Film Structures

As mentioned above, the Ferrell–Berreman mode dispersions for each sample were calculated using a real wavevector–complex eigenfrequency root solving method. These mode dispersions are replotted in Figure 6.8(a) in the typical frequency versus wavevector representation showing the characteristic behaviour of a bulk plasmon, i.e. the frequency of the mode curving upwards towards the light line (black dashed line) [15][16][17]. All variations of the ITO–Metal structure show this same behaviour, and at \( k = 0 \) all ITO–Metal structures converge at the same value of around 1.545 rad fs\(^{-1}\) which is the ENZ frequency of the ITO film, however as the value of the wavevector increases the mode frequencies begin to diverge from each other. A commonly expected phenomenon in ENZ materials and particularly in exciting the Ferrell–Berreman mode is a significant reduction in the group velocity, \( v_g \) [18][19] of light and a significant increase in the phase velocity, \( v_p \) [20][21][22]. Using the definition of the group and phase velocities [23][24], i.e.

\[
\begin{align*}
    v_g &= \frac{\partial \omega}{\partial k} \\
    v_p &= \frac{\omega}{k}
\end{align*}
\]

it was possible to calculate both by taking the first derivative of the frequency with respect to the wavevector to obtain the group velocity, and by taking the ratio of the frequency to the wavevector to obtain the phase velocity. These are plotted in Figure 6.8(b) and (c) respectively as the relative group and phase velocities, i.e. divided by the vacuum speed of light, \( c \). As expected, the group velocity in the structure is reduced to values between 0.005\( c \) and 0.12\( c \). However, the group velocity appears to have some dependence on the choice of metal backing which may be a result of exciting surface plasmon polaritons with different dispersions for each metal. Interestingly, the phase velocity for all structures appears the same regardless of the metal.
backing used and as expected is superluminal ranging from \(c\) to 50\(c\). Both these phenomena are expected from ENZ materials and provides further confirmation that the excitation of this mode in ITO is a result of its ENZ behaviour [25][26][27][28].

![Figure 6.8](image)

Figure 6.8 (a) Ferrell-Berreman mode dispersion for a 127 nm ITO film with various metals backings calculated from real-wavevector complex eigenfrequency analysis and the subsequently calculated relative (b) group velocity, \(\frac{v_g}{c}\) and (c) phase velocity \(\frac{v_p}{c}\).
To determine whether the $\kappa$-value or the real component of the permittivity were the deciding factor in the absorption enhancement, the $\kappa$-value and the real component of the dielectric permittivity were plotted on two-scale plots in Figure 6.9(a) and (b) respectively, alongside the peak mode absorption for each metal. A clear correlation between the $\kappa$-value and the peak mode absorption is apparent. As the $\kappa$-value increases, so too does the peak mode absorption, almost identically. An inverse correlation is noted between the real component of the permittivity and the peak mode absorption. As shown, the lower the value of $\text{Re}(\varepsilon)$, the higher the peak mode absorption. This suggests that both these parameters are indeed the deciding factors to deciding which metal is best for achieving the highest absorption possible form the ITO – Metal structures. This also confirms previous suggestions to why the performance of Cr is so much poorer than the other metals. From Figure 6.9(a), we see that Cr has the lowest $\kappa$-value and that the small difference between the $n$- and $\kappa$-values that leads to a positive and very small real component of the permittivity.

![Figure 6.9 (a) Peak Ferrell – Berreman mode absorption (black) compared to the imaginary component of the complex refractive index (red) at 1125 nm for various metals and (b) compared to the real component of the dielectric permittivity at 1125 nm.](image)

Furthermore, we can conclude that exceptional performance of Pt in achieving significant enhancement of the Ferrell – Berreman mode absorption is a result of it being a very high $\kappa$-value metal with a significantly large difference between its real and imaginary components of the refractive which leads to the largest value of $\text{Re}(\varepsilon)$. To further demonstrate this, the peak mode absorption was plotted as a function of the $\kappa$-value and is presented in Figure 6.10. There is a clear, almost asymptotic, trend in the peak mode absorption with increasing $\kappa$. While any metal backing is sufficient to achieve extremely high absorption, this plot demonstrates that the correct choice of a high-loss metal as the backing can greatly assist the achievement of near-perfect absorption.
6.3.2 Thickness Dependence of Metal Backing on Ferrell – Berreman Mode Absorption

As well as studying the effects of using different metal backings on the Ferrell – Berreman mode absorption, we also examined the thickness dependence of the metal backings. Previous data in Chapter 4 for ITO with a Pt backing showed that the absorption increased with increasing Pt thickness. To gain further insight into this effect, COMSOL FEM simulations were carried out on the structure represented in Figure 6.4. The simulations were carried at the NPA wavelength of 1125 nm and an incident angle of 39˚. A parametric sweep was carried out varying the thickness of the metal backing layer between 1 nm – 130 nm in increment of 1 nm. The resulting calculated absorption, transmission, and reflectivity were plotted as a function of the metal backing thickness for various metals and this data is presented in Figure 6.11. A clear asymptotic dependence on the thickness is noted, with all ITO – Metal structures experiencing a large increase in absorption via the application of just a few nanometres of metal, however the absorption reached a maximum value and plateaus at thicknesses below 30 nm for most metals, except Cr. Furthermore, each metal reaches its plateau at a different value of the metal backing thickness. Pt reaches its plateau about 20 nm, while Cr reaches its absorption plateau about 60 nm. The order in which each metal reaches its plateau appears to correspond very well with the imaginary component of the refractive index, \( \kappa \) from Figure 6.10 with the metals having a higher \( \kappa \)-value reaching their plateaus at much thinner thicknesses. A similar trend is noted in the transmission data in Figure 6.11(b), with the lowest loss metals such as Cr exhibited the greatest transmission, and the highest \( \kappa \)-valued metals such as Pt exhibiting the lowest. However, the transmission data for all metals follows an exponential decay with increasing thickness as would be expected. The reflectivity data in Figure 6.11(c) is low for all metals which shows that the Ferrell – Berreman mode absorbs almost all of the light in such thin layers. The intuitive
expectation when adding a metal to any structure would be an increase in reflectivity, however in this case, by placing the metal on the back of an ENZ material, the metallic layer works to enhance the absorption while increasing reflectivity in the off-resonant regions, but maintaining near-zero reflectivity in the Ferrell – Berreman and ENZ regions, and in the case of the ENZ mode, the reflectivity is actually suppressed with the 10 nm backing. This is demonstrated in Figure 6.12. While the values of the reflectivity are very low, an interesting feature is also noted in the data. For each metal, at very small thicknesses there is a minimum in the reflectivity which varies in position for each metal.

Figure 6.11 COMSOL FEM simulations of (a) absorption, (b) transmission, and (c) reflectivity from a structure composed of a 127 nm ITO film with a metal backing of various thicknesses and materials at the NPA wavelength of 1125 nm and 39° incidence.
Figure 6.12 presents T-Matrix simulations of the angle resolved reflectivity of a 127 nm ITO film with (b) and without (a) a 10 nm Pt backing, and the resulting Ferrell – Berreman mode (c) and ENZ mode (d) reflectivities taken at 39˚ and 55˚ incidence respectfully. In Figure 6.12(c) we see that the there is little to no change in the magnitude of the reflectivity with the addition of the 10 nm Pt layer, however there is a red-shifting of the reflectivity minimum. The interesting feature to note is that in all spectral regions outside of the Ferrell – Berreman region, the presence of the 10 nm layer causes an increase in reflection, except in the Ferrell – Berreman mode region itself, where it remains unchanged. Another interesting effect is noted in Figure 6.12(d) which shows the ENZ reflectivity. The presence of the metal backing this time causes a blue-shift in the reflectivity minimum to shorter wavelengths as well as a reduction in the reflectivity in the ENZ mode region. Since the ENZ mode also lies to beyond the critical angle for glass, the ENZ mode transmission is zero, this this zero-transmission coupled with suppressed reflection by the 10 nm backing leads to a huge increase in absorption as previously demonstrated both experimentally and by simulation. Similar results can also be observed in the other metals.
As well as having different value of the refractive index, each metal also has a different skin depth. The skin depth is defined as the distance from the surface of a conductor at which the AC current density drops to a value of $1/e$ of the current density at the surface. It can also be thought of as the distance at which the electric field interacts most with the charge carriers in the material. Another relevant parameter for each metal is the wave impedance. Typically, metals have a very low wave impedance in the near-infrared and it’s the substantial mismatch between the ITO and metal layers that cause significant reflection back into the ITO layer in which it undergoes further absorption. The wave impedance, $Z$ and skin depths, $\delta_s$ can be calculated using the following expressions [29]

$$Z = \sqrt{\frac{i \omega \mu}{\sigma + i \omega \varepsilon}}$$  \hspace{1cm} (3)$$

$$\delta_s = \sqrt{\frac{2}{\sigma \omega \mu}} \sqrt{1 + \left(\frac{\omega \varepsilon}{\sigma}\right)^2 + \frac{\omega \varepsilon}{\sigma}}$$  \hspace{1cm} (4)$$

where $\omega$ is the incident frequency of light, $\mu$ is the magnetic permeability, $\varepsilon$ is the dielectric permittivity of the metal, and $\sigma$ is its electrical conductivity. A code was written in Matlab to calculate the skin depth and the relative wave impedance of light at 1125 nm in each metal. Figure 6.13(a) and (b) present the real and imaginary components of the relative wave impedance, $Z/Z_0$ where $Z_0 \approx 120\pi \Omega$ is the impedance of free space. As shown, all metals exhibit a very low value of both real and imaginary components of the impedance, across all wavelengths in the near-infrared. Figure 6.13(c) presents the reflectivity as a function of wavelength calculated using the wave impedance obtained from Equation 3 for ITO and the metals. The reflectivity in terms of the impedance was calculated for an ITO – Air interface and the ITO – Metal interfaces using the expression [3]

$$R = \left|\frac{Z_m - Z_{ITO}}{Z_m + Z_{ITO}}\right|^2$$  \hspace{1cm} (5)$$

where $Z_m$ and $Z_{ITO}$ are the wave impedance of the metal and ITO respectively. As shown, very high reflectivity is expected at the ITO – Metal interface from all metals leading to significant absorption from excitation of the Ferrell-Berreman mode. Figure 6.13(d) presents the skin depth calculated using Equation 5. The lowest skin depth of about 4 nm is achieved by Ag and the largest of about 18 nm is achieved by Bi. Pt, the best performer for achieving enhanced absorption has a skin depth of around 9 nm. While the skin depth itself appears to have little effect on the perfect absorption in the films, it does explain the exponential trend in the transmission through the structures as a function of thickness. When light is incident on metal layer at oblique incidence, light can still be transmitted through the layer if the thickness of the metallic layer is
below the skin depth. Even in the case where the angle is above the critical value, light can still be transmitted by the process of frustrated total internal reflection (FTIR).

![Graphs showing wave impedance and reflectivity](image)

Figure 6.13 Real (a) and imaginary (b) components of the relative wave impedance \( \left( \frac{Z}{Z_0} \right) \) where \( Z_0 \) is the wave impedance of free space as is approximately \( Z_0 \approx 120\pi \) \( \Omega \). (c) The normal incidence reflectivity at the interface between ITO and various metals and (d) the skin depths of these metals as a function of wavelength.

### 6.3.3 Dependence of Metal Backing on non-radiative ENZ Mode Absorption in ITO – Metal films.

Further T-Matrix simulations were carried out in the 41˚ – 90˚ range of incident angles to simulate the ENZ mode in the ITO – Metal multilayer films. Figure 6.14(a – e) presents the simulated broadspectrum angle-resolved absorption data for a 127 nm ITO film with a 10 nm layer of Cr, Ni, Pd, Sn, and Ag. Figure 6.15(a – e) presents the same data for an Au, Cu, In, Si, and Al backing.

It was noted during preliminary simulation across the 100 nm – 2000 nm range that the non-radiative ENZ mode for the ITO films with a metal backing appeared to extend further into the visible, whereas in the case of an ITO film alone, the absorption feature remained confined to the ENZ spectral region about 1200 nm, thus these simulations were carried out over the 500 nm – 2000 nm spectral range. Figure 6.14(f – j) and Figure 6.15(f – j) present the corresponding ENZ mode absorption at 65˚ incidence. Again, in all samples, a very clear high absorption feature is
clearly visible starting at 1200 nm at 41° and then moving towards shorter wavelengths as the incident angle increases. As show, the ENZ mode absorption gradually extends to shorter wavelengths with increased incident angle. For this reason, the non-radiative ENZ mode absorption as a function of wavelength was taken at 65° to show the near-perfect absorption further into the visible range. Figure 6.16 presents these EMZ mode absorption profiles at 65° in a single plot for comparison. All metals exhibit a theoretical absorption value of greater than 95% for all metals except Pt which has an absorption just above 90%.

In Figure 6.14(a), Figure 6.15(e) there is a discontinuity in the simulation at 1700 nm. This is a result of the simulation switching to an extrapolation as the refractive index data for both Cr and Al only extended as far as 1700 nm. This results in a small discontinuity across the entire angular range at this wavelength.

The non-radiative ENZ mode absorption was also taken at 55° across the 900 nm – 2000 nm range as these were the spectral and angular ranges compared in experiment in Chapter 4. This data is presented in Figure 6.17(a). In Chapter 4, the excitation of the non-radiative ENZ mode in a 127 nm ITO film alone achieved a peak absorption of 71.5%, but as can be seen here, a thin film of only 10 nm of any metal except Cr is sufficient to enhance ENZ mode absorption to values greater than 90%. Although the ITO – Cr structure exhibits the lowest absorption due its low κ-value and the relatively small difference between the real and imaginary components of its refractive index, the absorption achieved with this metal is still significantly enhanced to a peak value just below 85%. All other metals achieve an absorption $\geq 90\%$ as shown in the peak mode absorption at 55° incidence. The absorption achieved by exciting the non-radiative ENZ mode is in general greater than the absorption achieved by exciting the Ferrell – Berreman. The reason for this is that the ENZ mode lies beyond the critical angle and to the right of the light line and beyond the critical angle only total internal reflection can occur, thus transmission is suppressed and is zero regardless of the metal used. This very low transmission is due to the greater absorption in the ITO – Metal films.
Figure 6.14 Broadspectrum angle-resolved absorption (a – e) and non-radiative ENZ mode absorption at 55° incidence as a function of angle for a structure composed of ITO (127 nm) on a metal backing of Cr, Ni, Pd, Sn, and Ag.
Figure 6.15 Broadspectrum angle-resolved absorption (a – e) non-radiative ENZ mode absorption at 55° incidence as a function of angle for a structure composed of ITO (127 nm) on a metal backing of Au, Cu, In, Bi, and Al.
Figure 6.16 Simulated non-radiative ENZ mode absorption from a 127 nm ITO film with 10 nm of various metal backings excited from a glass substrate at 65° incidence.

The ENZ mode absorption profiles at 55° for each metal are presented together for comparison in Figure 6.17(a) and the peak mode absorption is presented for each metal in Figure 6.17(b). Interestingly, while Pt provided the highest absorption when exciting the Ferrell – Berreman mode, in this case Pt provides one of the lowest absorption values of around 90%, and the greatest absorption is achieved by Pd with a value of about 96%. Metals that had lesser performance appear now to achieve much better performance when exciting the non-radiative ENZ mode. This may be due to the fact that the ENZ mode lies beyond the critical angle and that transmission through the metal backing layer cannot occur. To determine how the peak ENZ mode absorption relates to the optical constants of the various metal backings, the peak mode absorption was again plotted on a double y-scale graph against the imaginary component of the refractive index, $\kappa$ and the real component of the permittivity, $\text{Re}(\varepsilon)$ of the metals. These are presented in Figure 6.18(a) and (b) respectively. As with the Ferrell – Berreman mode, there again appears to be some correlation between the optical constants of the metals and the absorption achieved in the ITO – Metal multilayers. Setting aside the data for Cr, which has previously shown to have quite different optical behaviour to the other metals, there appears to be an inverse trend between the peak mode absorption and $\kappa$, with the mode absorption increasing as $\kappa$ decreases.
Figure 6.17 (a) Non-radiative ENZ mode absorption as a function of wavelength for a 127 nm ITO film with a 10 nm metal backing of various metals and (b) the peak mode absorption for each metal.

Figure 6.18 (a) Peak non-radiative ENZ mode absorption (black) compared to the imaginary component of the complex refractive index (red) at 980 nm for various metals and (b) compared to the real component of the dielectric permittivity at 980 nm.

The opposite trend is noted between the peak absorption and Re(ε), with the mode absorption increasing as the value of Re(ε) increases. Surprisingly, both these trends are the inverse to those observed for the peak Ferrell–Berreman mode absorption. While this suggests that Pt is not the ideal choice for achieving enhanced ENZ mode absorption, it remains the best candidate for our structure in achieving overall near-perfect absorption due to the fact that it achieves the highest Ferrell–Berreman mode absorption at lower angles which does not require prism coupling, and also because while achieving one of the lowest ENZ mode absorptions, it still achieves a theoretical value of around 90% which is an extremely large absorption by such thin films.

However, it is important to note that the point of maximum absorption for each ITO – Metal structure can actually be located along a locus of incident angle values depending on the metal backing used. Two approximate expressions to determine the incident angle of perfect absorption, $\theta_{PA}$ and the wavelength of perfect absorption, $\lambda_{PA}$ were derived by Luk et al. who studied and
experimentally demonstrated perfect absorption from Glass – ITO – Ag structures. These expressions were

\[
\sqrt{\varepsilon_s} \sin \theta_{PA} = \sqrt{\frac{\text{Re}(\varepsilon_{ITO})^2 + \text{Im}(\varepsilon_{ITO})^2}{\text{Re}(\varepsilon_{ITO})}} \\
\]

\[
\frac{2\pi d_{ITO}}{\lambda_{PA}} = \frac{\text{Re}(\varepsilon_{ITO}) \cos \theta_{PA}}{\sqrt{\varepsilon_s \text{Im}(\varepsilon_{ITO})}}
\]

where \(\varepsilon_s\) is the permittivity of the ambient dielectric substrate and \(d_{ITO}\) is thickness of the ITO layer. By rewriting Equation 6a to find an expression for \(\theta_{PA}\) in terms of the permittivities of the substrate and ITO layer, i.e.

\[
\theta_{PA} = \sin^{-1} \left( \frac{1}{\sqrt{\varepsilon_s}} \sqrt{\frac{\text{Re}(\varepsilon_{ITO})^2 + \text{Im}(\varepsilon_{ITO})^2}{\text{Re}(\varepsilon_{ITO})}} \right)
\]

the range of incident angles for which perfect absorption is possible could be determined for our ITO – Metal structures.

To calculate the angles at which perfect absorption can occur in our ITO – Metal structures, the permittivity of the superstrate was taken from published data for soda-lime glass [30] and the permittivity of ITO was defined using the Drude model using the same optical constants determined from spectroscopic ellipsometry measurements on the 127 nm 8 – 12 \(\Omega\) sq\(^{-1}\) commercial film. The resulting data is plotted in Figure 6.19.

![Figure 6.19 Wavelength vs angle of perfect absorption for a 127 nm ITO film with a soda-lime glass superstrate.](image-url)
This plot shows the locus of incident angle values at which perfect absorption can occur for each wavelength of near-perfect absorption. For each sample, the point of highest absorption can occur anywhere along this locus. The data agrees very well with the simulations in Figure 6.14 and Figure 6.15, particularly the shift to shorter wavelengths of the NPA with increased incident angle. However, one drawback of this calculation is that the precise angle and wavelength at which perfect absorption occurs for a given sample cannot be determined with absolute precision as of yet, only this locus of potential values can be determined. While Luk et al. were able to determine their point of perfect absorption with precision for their Glass – ITO – Ag structures, they considered only a single metal backing of significantly larger thickness of 100 nm than considered in this work, whereas here we consider the effects of various metal backing of much thinner thickness of 10 nm. While we cannot determine with precision the exact point of highest absorption, the novelty in this research lies in the discovery that NPA of values greater than 90% according to simulation and greater than 85% experimentally can be achieved from practically any metal of just 10 nm.

For comparison with the absorption data from the ITO – Metal structures, T-Matrix simulations were also carried out for each of the metal films alone, excited from a glass substrate. The angle-resolved absorption for one these films alone, Pt is presented in Figure 6.21. The purpose of this simulation is to demonstrate that the absorption achieved by Pt is homogenous across the spectral range without any high absorbing features. All metals studied exhibited similar homogeneity of the absorption across the spectral range. An increase in absorption is noted, however about 80˚ as would be expected, but this absorption is again homogenous across the spectral range. This demonstrates clearly that the high absorption achieved from the ITO – Metal structures is not simply a result of the metal, but rather a coupling of the physics between metals and the ENZ behaviour of ITO. The absorption as a function of wavelength is presented for all metals at an incident angle of 39˚ and 55˚ respectively in Figure 6.22(a) and (b). As shown, the highest absorption is achieved by the metals with lowest κ-value and the absorption decreases progressively for metals with gradually increasing κ-value down to Al which has the highest. While this result at first seemed counterintuitive as it would be expected that the absorption from a metal film would increase linearly with κ-value consistent with the absorption coefficient, α of each metal which is given by

\[ \alpha = \frac{4\pi\kappa}{\lambda} \]  

(8)

where \( \lambda \) is the incident wavelength. However, in reality the absorption from a metal is also dependent on how much light is reflected at the initial superstrate – metal interface and the absorption coefficient then tells us how much of the light that isn’t reflected will be absorbed. To examine how much light would be expected to be reflected from the surface of metals of various
\( \kappa \)-value we can consider a simple case of the Fresnel equation for normal incidence and an air superstrate. The resulting reflection can be calculated using the expression

\[
R = \left| \frac{(n - 1)^2 + \kappa^2}{(n + 1)^2 + \kappa^2} \right|
\]

(9)

where \( n \) and \( \kappa \) are the real and imaginary components of the complex refractive index of the hypothetical metal in question. The output of Equation 9 was thus plotted as a function of \( \kappa \) between 0 and 15 (consistent with the ranges of the actual metals considered in this work) and for values of \( n \) in the range 0 – 4 (again consistent with the ranges of the actual metals considered). The resulting plots are presented in Figure 6.20.

Figure 6.20 Reflectivity (a) calculated from Equation 9 for a range of \( \kappa \)-values and a range of \( n \)-values and absorption (b) calculated assuming there is no transmission and the absorption can be approximated as \( A = 1 - R \).

As shown, the reflectivity increases as a function of \( \kappa \)-value and assuming that transmission is zero (as is the case for a sufficiently thick metal, the absorption also decreases as a function of \( \kappa \).

This data demonstrates that the metals which achieve the highest free-standing absorption also exhibit the lowest reflectivity and hence exhibit the least absorption when coupled with an ITO film. This suggests that the metals with the highest \( \kappa \)-values, whilst having the highest absorption coefficients increase reflectivity back into the ITO layer of the ITO – Metal structures which leads to further absorption by exciting the Ferrell – Berreman and non-radiative ENZ modes once again.
Figure 6.21 Broadspectrum angle-resolved absorption for 10 nm metal films Pt. This simulation was carried out for a semi-infinite glass superstrate and a semi-infinite air substrate.

Figure 6.22 Absorption as a function of wavelength for various 10 nm metal films excited from glass at an incident angle of (a) 39˚ and (b) 55˚. These angles correspond to the angles of incidence used for the analysing the Ferrell – Berreman and ENZ modes respectively in the ITO – Metal structures.
6.3.4 Thickness Dependence of Metal Backing on Non-Radiative ENZ Mode Absorption

COMSOL FEM simulations were again carried out on the structure depicted in Figure 6.4, but this time at an incident angle of 55° and a wavelength of 1060 nm. The optical properties of the 127 nm ITO layer were again defined by a Drude model using the Drude parameters determined from spectroscopic ellipsometry and presented in Chapter 3 and the optical constants of the various metals were taken from the COMSOL library and originate from the publications cited in Section 6.3. A parametric sweep of the metal backing thickness was again carried out between 1 nm and 130 nm with increments of 1 nm. The peak mode absorption and reflection as a function of the metal backing thickness were calculated and are presented in Figure 6.24(a) and (b) respectively. Once again, an increase in mode absorption with increasing metal backing thickness is observed, however an interesting feature present in all profiles, except that of Cr, is the presence of an absorption peak at thicknesses below 20 nm. The presence of this peak is attributed to the excitation of an insulator – metal – insulator mode at the ITO – metal and metal – air interfaces. When light above the critical angle is incident on the boundary between the ITO and metal layers, a long-range surface plasmon polariton is excited at the boundary as shown represented in Figure 6.23 and an evanescent wave that decays exponentially with distance from the metal surface is setup in the metal. If the metal is sufficiently thin that the evanescent wave has not fully decayed across the thickness of the film, another surface wave can be induced at the lower metal – air boundary.

If the metal layer is thin enough, these two surface waves can couple together with the ENZ mode of ITO to achieve sizeable enhancement of the absorption. Figure 6.24(c) presents a comparison of the peak mode absorption of each metal and the thickness at which the absorption maximum is achieved for each metal. There appears to be an interesting inverse correlation between the
peak absorption and the thickness at which this absorption occurs. This is likely due to the fact that the surface waves on the upper and lower interfaces of the metal layer can couple to each other better in thinner metal films resulting in a greater current density in the film and hence absorption.

Figure 6.24 (a) Non-radiative ENZ mode absorption at 55° incidence and a wavelength of 1060 nm as a function of metal backing thickness for various metals, (b) the reflectivity corresponding thickness dependent reflectivity, and (c) a comparison of peak mode absorption (black) and the thickness at which the peak mode absorption is achieved (red) for each metal.
6.3.5 Insulator – Metal – Insulator Modes in ITO – Metal Multilayer Films

As mentioned in the previous section, if the metal layer in the ITO – metal multilayer structures is sufficiently thin that the evanescent wave in the metal does not fully decay across the thickness, a second surface wave, a long-range surface plasmon polariton, can be excited at the lower metal – air interface.

Figure 6.25 (a – e) 2D diagram displaying the norm of the current density in the Pt layer of an ITO – Pt multilayer film. The arrows on the upper and lower boundaries display the current density vector and (f) the current density as a function of position about the Pt layer of the ITO – Pt structure. These simulations were carried out at 1060 nm and 55° incidence.

If the metal layer is also sufficiently thin, these two surface waves can couple together, resulting in a large current density in the metal layer and at its boundaries. Figure 6.25(a – e) presents a 2D map of the COMSOL FEM simulations carried out to calculate the current density in the metal backing layer. As shown, when the metal is very thin (around 5 – 10 nm) as in (a) and (b), the norm of the current charge density, \( \vec{J} = \sqrt{\vec{J}_x^2 + \vec{J}_y^2} \) where \( \vec{J}_x \) and \( \vec{J}_y \) are the x- and y-components of the current density, appears almost uniform across the Pt layer with a value above \( 1 \times 10^{10} \) A m\(^{-2}\). The red arrows at the upper and lower boundaries in each image represents the current density as a vector and the length and thickness of the arrows are proportional to the magnitude of the vector. As the Pt layer becomes thicker in (c – d), a gradient becomes apparent in the Pt layer. In the thinner Pt layers, the current density vector on both sides appear almost identical in magnitude, however as the film becomes thicker, the lower vector has a lower magnitude, consistent with the
explanation than the thinner samples allow the light to more easily penetrate to the lower boundary and thus exciting a surface wave. This wave can then couple to the upper surface wave causing enhanced absorption. This is further evidenced by Figure 6.25(f) which presents the current density norm across the length of the ITO – Pt – Air structure about the Pt layer. As shown, the thinner Pt layers achieve a significantly higher current density than the thicker Pt films. Also, to be noted is the fact that the current density appears to decay slowly through the thickness of the Pt later. A further simulation was carried out for an ITO – Au film to give a fair comparison between metals and to further confirm the results of Figure 6.25. An identical set of simulations using Au are thus presented in Figure 6.26. As shown in Figure 6.26(a – c), the current again appears almost uniform across the thickness of Au films. The reason the current density is higher and more uniform across the 15 nm (c) film is a result of Au having a higher skin depth than Pt and a lower $\kappa$ value. This allows the light to more easily penetrate to the lower Au – air boundary and excite a surface wave. This is also the reason that the absorption peak for Au in Figure 6.24(a) occurs at a larger value of thickness than for Pt. As the Au film becomes much thicker to between 20 nm – 25 nm in (d) and (e) respectively, a current density gradient is set up across the thickness of the Au layer, and this is further shown in (f) which again shows the magnitude of the current density across the length of the structure.

Figure 6.26 (a – e) 2D diagram displaying the norm of the current density in the Au layer of an ITO – Au multilayer film. The arrows on the upper and lower boundaries display the current density vector and (f) the current density as a function of position about the Au layer of the ITO – Au structure. These simulations were carried out 1060 nm and 55$^\circ$ incidence.
A further set of simulations of the current density was carried out for an ITO – Cr structure for comparison. As Cr exhibited the least absorption when exciting both the Ferrell – Berreman mode and non-radiative ENZ modes and had the greatest difference in its optical constants, this simulation was carried out to give further insight into the process behind the mode absorption and role of metals in these structures. Figure 6.27 presents these simulations using a Cr backing. We see in Figure 6.27(a) and (b) and we see that the thinner 5 nm and 10 nm Cr layers exhibit a larger current density than the larger layers of 15 nm – 25 nm in (c – e), however the current density is significantly lower than for a Pt or Au backing in Figure 6.25 and Figure 6.26. This is further demonstrated in Figure 6.27(f) which shows a significantly lower current density across all Cr layers than for Pt and Au and the red arrows representing the current density vector on the upper and lower interfaces of the Cr layer appear roughly the same size suggesting that the current density is almost equal in magnitude. This is consistent with the fact that Cr has a larger skin depth than most of the other metals examined in this chapter and that it has the lowest κ-value. These two parameters together explain why the current density is comparable in magnitude on the upper and lower interfaces as the light can penetrate significantly further into the Cr layer than the high κ-valued Pt and Au layers with smaller skin depths. As these surface waves induced on the metallic backing tend to be long-range in nature, i.e. extending over a large range of frequencies and k-vectors, these results also shine light on an a seemingly unusual result from Chapter 4. In Figure 4.22 of Chapter 4, at longer wavelengths away from the Ferrell – Berreman and ENZ mode resonances, there is an inverse relationship between metal backing thickness and absorption.
Figure 6.27 (a–e) 2D diagram displaying the norm of the current density in the Pt layer of an ITO–Cr multilayer film. The arrows on the upper and lower boundaries display the current density vector and (f) the current density as a function of position about the Cr layer of the ITO–Cr structure. These simulations were carried out 1060 nm and 55° incidence.

This can be attributed to the fact that there is better coupling, and hence better absorption between these surface waves when the metal layer is thinner. As the metal backing layer becomes thicker, the absorption in the off-resonance region decreases as a result of reduced coupling between the surface waves at the upper and lower interfaces as a result of the increased distance between them.

Figure 6.28, Figure 6.29, and Figure 6.30 present identical COMSOL FEM simulations of the current density norm of films of Pt, Au, and Cr respectively of thicknesses 5 nm – 25 nm excited from just a glass superstrate and without an ITO layer. In these cases, we again see a very high current density for thinner films of about 5 nm – 15 nm, and the presence of a current density gradient for thicker films of 20 nm – 25 nm. The red arrows again represent the current density vector and their thickness and length are proportional to the magnitude of the vector. For Pt and Au these vectors appear to have greater magnitude at the upper interface for the thicker samples, and for Cr they appear to have the same magnitude even at 25 nm. This is again a result of the skin depth and \( \kappa \)-value of the films as discussed above. Furthermore, the in part (f) of each figure, the current density is once again plotted along the vertical cross-section of the multilayer structure and a clear and rapid increase of the current density is observed across the metal layer. This is attributed to the excitation of an IMI mode as before. However, when compared to their corresponding figures with the ITO layer included in Figure 6.25, Figure 6.26, and Figure 6.27, we can see that the current density in the metal layer is higher than when the ITO layer is included.
This is simply due to the absence of the 127 nm ITO layer which causes significant absorption of light, thus a great intensity of light is incident on the metal films in this case. This data clearly shows that the increased absorption as a result of the metal layer is not simply due to increased reflectivity back into the ITO layer of the ITO – Metal structures, but also due to the excitation of long-range surface plasmon polariton modes. The excitation of these IMI modes coupled with the Ferrell – Berreman and ENZ mode absorptions is what leads near-perfect absorption in these ITO – Metal structures.

Figure 6.28 (a – e) 2D diagram displaying the norm of the current density in the Pt layer of a Glass – Pt multilayer film. The arrows on the upper and lower boundaries display the current density vector and (f) the current density as a function of position about the Pt layer of the Glass – Pt structure. These simulations were carried out 1060 nm and 55° incidence.
Figure 6.29 (a – e) 2D diagram displaying the norm of the current density in the Au layer of a Glass – Au multilayer film. The arrows on the upper and lower boundaries display the current density vector and (f) the current density as a function of position about the Au layer of the Glass – Au structure. These simulations were carried out 1060 nm and 55° incidence.

Figure 6.30 (a – e) 2D diagram displaying the norm of the current density in the Cr layer of a Glass – Cr multilayer film. The arrows on the upper and lower boundaries display the current density vector and (f) the current density as a function of position about the Cr layer of the Glass – Cr structure. These simulations were carried out 1060 nm and 55° incidence.
While ITO is sometimes described as having “metallic” behaviour above its ENZ wavelength, particularly its reflectivity, it is in reality very different from a metal and thus in these structures, and the IMI structures discussed in Chapter 6 it can be considered to behave more like an insulator relative to the metal. As shown in Figure 2.4 of Chapter 2, the condition to have a surface plasmon polariton at the boundary between a metal and insulator is \( \varepsilon'_m < -\varepsilon'_d \), i.e. the real component of the permittivity of the metal must be less than that of the insulating dielectric and the frequency at which \( \varepsilon'_m = -\varepsilon'_d \) is the surface plasmon frequency. Figure 6.31 presents the parameter \(-\varepsilon'_{ITO}\) for ITO, where the dash represents the real component, compared to the real component of the permittivity of Pt, \( \varepsilon'_{Pt} \). As shown, the permittivity of Pt is significantly lower than \(-\varepsilon'_{ITO}\), satisfying the necessary condition for a bound surface plasmon to exist at the interface between the two media. However, the wavelength at which \( \varepsilon'_Pt(\lambda) = -\varepsilon'_{ITO}(\lambda) \), i.e. the plasma wavelength lies outside the range of available data for ITO.

![Graph comparing \(-\varepsilon'_{ITO}\) and \(\varepsilon'_{Pt}\)](image)

Figure 6.31 A comparison of the \(-\varepsilon'_{ITO}\) (black) compared to \(\varepsilon'_{Pt}\) (red). The wavelength at which \(\varepsilon'_Pt(\lambda) = -\varepsilon'_{ITO}(\lambda)\) is outside the range of available data for ITO.

### 6.4 Conclusion

In this chapter, we extended the work in achieving near-perfect absorption discussed in Chapter 4 by examining the role of the metal backing in the ITO–Metal ENZ structures. We theoretically, by means of T-Matrix simulations and COMSOL FEM simulations, provided the first study of the effects of various metal backings on the absorption of the Ferrell–Berreman and non-radiative ENZ modes. We determined that the highest absorption of the Ferrell–Berreman mode can be achieved by using Pt as the metal backing, and that the highest absorption of the ENZ mode could be achieved by using Pd. However, considering that the ENZ mode absorption achieved by Pt is 90%, we conclude that the best choice of metal backing overall is Pt due its extremely high absorption below the light line and its significantly large absorption above the
light line also. As Au and Ag are typically chosen as metal backings for ITO and other ENZ materials, the discovery of Pt as a better backing is a significantly advantageous result for future studies of ENZ behaviour and perfect absorption. Furthermore, we provide the first study of the effects of the metal backing thickness for various metals in the ITO – Metal structure. It was found that the Ferrell – Berreman mode absorption increased asymptotically with increased thickness of the metal backing and that all metals achieved a plateau value of absorption above a certain thickness related to the skin depth and κ-values. Pt was shown to achieve its plateau value for much thinner values than all other metals, and that Cr, having a larger skin depth and lower κ-value achieved its plateau at much larger thicknesses. A somewhat similar trend was also noted for the ENZ mode absorption, as increased thickness lead to rapidly increasing absorption until finally the absorption reaches a plateau value. However, an absorption peak as a function of thickness was noted at values below 20 nm. In this case, the absorption peak at lower thicknesses was a result of exciting long-range surface plasmon polaritons on the upper and lower metal boundaries which could couple together if the metal layer was sufficiently thin. This was confirmed by calculating the current density norm as a function of thickness for the ITO – Metal structures. Finally, in both the Ferrell – Berreman mode and non-radiative ENZ modes the peak absorption at the NPA wavelength was found to correlate with the imaginary component of the refractive index, κ and the real component of the complex permittivity, Re(ε). By now understanding the role of the metallic backing in achieving NPA and the ability to locally fabricate ITO for ENZ applications (discussed in Chapter 5) many avenues of research have now been opened for future work. Particularly, structures composed of high-quality ITO and various metal layers can be produced. In Chapter 8, we will discuss the design of a simple Metal – ITO – Metal structure capable of achieving enhanced absorption throughout the near-infrared, with NPA about the ENZ region. Such structures would be ideal candidates for future solar-cell technology.

References


2018.


Chapter 7: Single and Multiple Light Scattering from Turbid Suspensions of Two-Dimensional Hexagonal Boron Nitride Nanoflakes

7.1 Introduction

In previous chapters we demonstrated the achievement of near-perfect absorption in thin film ITO backed by Pt and other metals. However, a host of 2D materials can potentially be applied to ENZ materials, particularly 2D nanoflakes produced by liquid phase exfoliation (LPE). However, when deposited on solid films, they films tend to form rough and highly-scattering surfaces. Thus, in this this chapter we analyse the scattering of one such material as a potential candidate for coupling with our ITO. In recent years the popularity of two-dimensional nanomaterials has soared due to their unique optical, electronic, and mechanical properties. Graphene, one of the most widely studied 2D materials was first isolated in 2004 [1] and since then the range of 2D materials under investigation has grown dramatically to include transition metal dichalcogenides (TMDs) [2], transition metal oxides such as TiTaO$_5$ [3], MnO$_2$ [4], and a myriad of others [5]. 2D materials of various forms have been demonstrated, including metallic [6], semiconducting [7], magnetic [8], semi-metallic [9], insulating [10] and even superconductor phases [11]. Tuneable bandgaps and Fermi levels (and hence absorption), strong light-matter interactions, surface passivity to enable integration in photonic devices and many other properties have made these materials very desirable avenues of investigation. 2D materials have been proposed for novel batteries [12], photodetectors [13], strong composite materials [14], medical devices [15], and photovoltaic cells [16]. Hexagonal boron nitride (h-BN), a semiconducting 2D material with a large bandgap [17] is often considered an isoelectronic analogue to graphene, as shown in the representative structure diagram in Figure 7.1(a).

Figure 7.1 (a) Structure of a h-BN nanoflake, with blue atoms representing boron and pink ones representing nitrogen. (b) AFM image of BN nanoflakes before separation by centrifugation. Particles vary over a range of lateral dimensions <2 μm (black) and thicknesses <30 nm (green). The colourmap represents these thicknesses with the smallest thicknesses represented by dark black and red colours and the thickest particles represented by yellows and greens. (c) presents a representative aqueous 2D h-BN suspension of medium particle size particles (~388 nm) after centrifugation with mass concentration is fixed at 1.05 g/cm$^3$ for all samples showing strong visible light scattering.
h-BN exhibits high thermal and chemical stability and this has led to its frequent use in extreme temperature environments [18]. In industry, h-BN is widely-used as an industrial lubricant, due to its ability to withstand temperatures of up to 900°C and still maintain its lubricity in vacuum [19]. h-BN can be synthesised on mass scales using liquid phase exfoliation (LPE) outlined in Section 7.2.4, and this results in highly anisotropic dispersions of particles with lateral sizes in the 100 nm to 2 μm range and thickness ranging from 5 nm to 30 nm. A representative AFM image of h-BN flakes produced by LPE is presented in Figure 7.1(b). As a result of their extreme aspect ratio (up to 500), 2D nanomaterials are expected to have unique single particle light scattering properties, dependent on the polarisation of incident light and the particle orientation [20]. The particles are further separated by lateral size using a centrifugation technique [21]. It has been shown that this results in narrow size distributions. This presents an ideal opportunity to study single and multiple light scattering of these particles as a function of their size. The resulting dispersions display strong light scattering and turbidity characteristic of multiple light scattering with minimal absorption [22]. The strong light scattering, thermal, and chemical stability of 2D h-BN, suggest that it might be of use as a stable scattering agent for random lasing [23]. Gain in a standard laser occurs in a well-defined cavity at frequencies defined by the modes of the cavity [24]. In a random laser, a highly disordered multiple scattering medium acts as the gain medium in which light can be strongly amplified over a large optical path length [25][26]. These LPE particles are often used as additives in the described applications and their resultant properties are highly dependent on particle size, shape, and distribution. It is therefore essential to have an accurate and scalable method of sizing these particles and understanding how the particle size and shape affects these scattering properties. Light scattering is commonly used in industry as a method of sizing particles, however if the particle cannot be easily approximated as a sphere and are highly non-spherical, as is the case with 2D materials, the sizing results can be very inaccurate.

In this chapter, we study single and multiple light scattering in size selected dispersions of liquid phase exfoliated 2D h-BN and compare them to spherical polystyrene (PS) nanospheres as an ideal spherical reference. The angle and polarization dependence of scattering from the single particle to the multiple particle light scattering regimes were measured and compared with the PS nanospheres of similar sizes. From this we identify suitable theories to describe the scattering in the samples and to try and extract the particles size. Finally, it was demonstrated that 2D h-BN can be used as an effective scattering material for random lasing using Rhodamine B (RhB) as the active medium. However, in order to examine the scattering of light from such 2D materials, we must first understand light scattering theory in general.

7.2 Light Scattering Theory

When an electromagnetic wave is incident on a particle, the oscillating electric field generates an oscillating charge dipole which then radiates. The pattern and spatial distribution of the emitted radiation is heavily
dependent on the shape, size, orientation (which is randomised in a dispersion) and refractive index contrast of the particle from the background material. Both static light scattering [27] (SLS) and dynamic light scattering [28] (DLS) are important analytical tools for particle rheology in physical, biological, and pharmaceutical sciences. In SLS the intensity of scattered light is measured as a function of scattering angle and compared with an appropriate model to determine mean particle size and variance. However, these models commonly assume spherical particles and can give inaccurate results for non-spherical particles, particularly those with high aspect ratio [29].

When the particles are well separated, such that they can be considered as a collection of isolated particles, they are said to be in the single particle scattering regime. Mie theory, developed by Gustav Mie in 1908, provides a complete description of the scattering from spherical particles in the single scattering regime which requires only three parameters, the size parameter \( \alpha = \frac{2\pi r}{\lambda} \), where \( r \) is the diameter of a scattering sphere, \( \lambda \) which is the incident wavelength, and the refractive index contrast \( m = \frac{n_p}{n_{bg}} \), where \( n_p \) is the refractive index of the particle and \( n_{bg} \) is the refractive index of the background medium [30][31]. However, for non-spherical particles, no simple general closed form solution exists, and the light scattering is dependent on particle shape, size, refractive index contrast, orientation and incident polarization [32]. For particles in dispersion, Brownian motion causes random rotation of the particles and the angle averaged scattering properties are often sufficient to determine particle size.

To describe light scattering in an aqueous dispersion of particles, the particle concentration, scattering cross section \( \sigma_s \) [m\(^2\)], which determines the magnitude of scattered light from each particle, and the scattering phase function \( p(\theta) \) which is a function of scattering angle, \( \theta \) and determines the angular distribution of the scattered light, must be known. For spherical particles, \( \sigma_s \) [m\(^2\)] and \( p(\theta) \) have an analytical form as a sum over multipoles [33]. However, for a non-spherical or anisotropic particle these parameters have a complicated dependence on the shape, size, orientation and index contrast of the particle. The Henyey-Greenstein phase function is an approximate expression proposed by Henyey and Greenstein in 1941, which describes the angular distribution of scattered radiation with a single parameter, \( g \), the asymmetry parameter [34].

\[
p(\theta) = \frac{1}{4\pi} \frac{1 - g^2}{[1 + g^2 + 2g \cos \theta]^\frac{3}{2}}
\]

where \( g \) is the weighted average over all scattering angles, \( g = \langle \cos \theta \rangle \), \((-1 \leq g \leq 1)\) and describes the amount of forward scattering and backscattering. A value of \( g = -1 \) corresponds to complete backscattering, \( g = 0 \) corresponds to isotropic scattering, and \( g = 1 \) corresponds to entirely forward scattering [35]. The parameter \( g \) is tuned to match analytical, experimental measurements or numerical simulations of the real particle phase function.
For a large scattering cross section, or for a high particle concentration, multiple light scattering occurs. The scattering behaviour changes dramatically from the single scattering regime, and in the limit of high particle concentration the scattering is purely diffusive photon transport. A plethora of models and approximations exist to describe multiple scattering, all with their strengths and drawbacks, such as the diffusion approximation [36], the two-stream approximation [37], the four-stream approximation [38], and the scattering transfer matrix method [39]. In this work, the Monte Carlo approach of numerical modelling using the Henyey–Greenstein phase function to model the photon transport in the concentrated dispersions was used. Because the materials used in this work are comparable in size to the incident wavelength ($\lambda = 632.8$ nm), the scattering examined lies in the Mie scattering regime. While Mie scattering has been well understood for almost a century, scattering from non-spherical particles remains somewhat more difficult to analyse. However, to understand the latter, we must first examine the former.

7.2.1 Mie Scattering from a Homogenous Sphere

Mie scattering is a particular solution to Maxwell’s equations which describes the scattering of electromagnetic plane waves from a homogeneous sphere. There are three main regimes of light scattering, the Rayleigh [40], Mie [41] and Geometric scattering [42] regimes. The three regimes of scattering are distinguished by the value of the size parameter, $\alpha$ which is given by $\frac{nD}{\lambda}$, where $\lambda$ is the incident wavelength, and $D$ is the diameter of the sphere off which the wave is scattering. The three regimes can be neatly categorised as follows:

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>Regime</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ll 1$</td>
<td>Rayleigh Scattering Regime</td>
<td>Sphere is much smaller than the wavelength.</td>
</tr>
<tr>
<td>$\approx 1$</td>
<td>Mie Scattering Regime</td>
<td>Sphere approximately equal in size to wavelength.</td>
</tr>
<tr>
<td>$\gg 1$</td>
<td>Geometric Scattering Regime</td>
<td>Sphere is much larger than the wavelength.</td>
</tr>
</tbody>
</table>

In general, the Rayleigh regime, which applies for particles or spheres much smaller than the incident wavelength, breaks down when the diameter of the sphere/particle in question is larger than $\sim \frac{\lambda}{10}$ [43]. A very clear difference is present in the angular scattering profiles between the Rayleigh and Mie regimes. Figure 7.2 shows a representative diagram of this difference. As shown in the Rayleigh regime there is equal probability of forward-scattering and backscattering with a decrease in scattering probability around $90^\circ$ to the incident wave. For the Mie regime, it can be noted that there is a significantly higher proportion of forward-scattering, which increases with increasing sphere diameter approaching the geometric scattering regime.
These scattering phenomena can be simply explained by considering how an electromagnetic wave interacts with particles. Consider a particle much smaller than the wavelength, if a linearly polarised incident plane wave propagating in the $+x$-direction is incident on the particle. Particles much smaller than the incident wavelength become entirely polarised by the incident wave and an oscillating dipole is set up in the direction of the electric field ($y$-direction), i.e. the wave exhibits constant phase over the entire particle and the particle oscillates in phase with the wave [44]. Since an oscillating dipole never emits in the plane of its oscillation [45], we would thus expect to see no emission in the $y$-direction. In the case of an unpolarised wave, this phenomenon manifests itself as a dip in the scattering in the $y$-direction. This phenomenon is regularly used in commercial particle size analysers. However, these commercial setups are only accurate for spherical particles as a sphere is the only three-dimensional shape which can be perfectly described by a single parameter, i.e. the radius. However, a non-spherical particle cannot be so simply described. When non-spherical particles are analysed in these machines, a technique known as the "equivalent sphere method" is used. This works by taking a size-dependent measurement of the particle and approximating the particle as a sphere having the very same property. Typically, the length is the property used but the inability to measure the width and thickness of the particle leads to inaccuracies, particularly for atomically thin two-dimensional materials such as graphene and hexagonal boron nitride (h-BN) nanoflakes. At present there are only two methods to accurately measure the aspect ratio of 2D nanoflakes, atomic force microscopy (AFM) and a technique devised by McCloskey and Coleman which requires access to a spectrophotometer with an integrating sphere [46]. As shown in Figure 7.2, the angular distribution of the scattered intensity is quite characteristic of the scattering regime, and hence should contain some information about the size and/or shape of the scattering particle. The angular distribution of scattered radiation can be understood in terms of a probability distribution function known as the scattering phase function [47]. If the distribution of scattered light is highly dependent on the size and shape of the particle, it follows that the distribution from non-spherical particles must be significantly different and this is what we examine in this chapter by comparing our highly scattering 2D h-BN nanoflakes to an ideal spherical reference of PS nanospheres.
7.2.2 Scattering Phase Functions for Aqueous Suspensions of Spherical Particles

To understand light scattering in aqueous suspensions of highly anisotropic particles it is first necessary to consider how light interacts with ensembles of spherical nanoparticles. Scattering can be broadly defined as the redirection of radiation from one path to another. Consider a single electromagnetic wave incident on a scattering particle which redirects the wave along a new path deviated from the original by a scattering angle, $\theta$. Due to the quantum nature of electromagnetic radiation, the scattering angle of an individual EM wave cannot be pre-determined with absolute certainty; it can be scattered at any angle. We can only determine the probability that it’s scattered at a given angle.

![Figure 7.3](image.png)

Figure 7.3 Representative diagram of a scattering event. An incident ray is scattered off a particle and redirected along a new path by a scattering angle, $\theta$.

We define a parameter, $p(\theta)$ known as the scattering phase function which is in essence a probability density function which describes the chances of an EM wave being scattered by a particle in any particular direction. The phase function is defined as the radiance, $F$ at a given scattering angle, $\theta$ relative to the normalised integral of the scattered intensity over all angles, i.e. [48]

$$p(\theta) = \frac{F(\theta)}{\int_0^\pi \sin \theta \, d\theta}$$

(2)

Since the phase function describes the scattering of light over all angles the normalisation condition of the phase function must be unity when integrated over a full sphere, i.e. [48]

$$\frac{1}{4\pi} \int_0^{2\pi} \int_0^\pi p(\cos \theta) \sin \theta \, d\theta \, d\phi = 1$$

(3)

where $\phi$ is the azimuthal co-ordinate which can be neglected when dealing with a spherical particle. Several variation and alternate expressions for the phase function exist. Two such variations are considered in this research, the first of which is an expression in terms of Legendre
polynomials which are utilised in the models considered later. The phase function can be expressed in terms of Legendre polynomials [27] such that

\[ p(\cos \theta) = \sum_{i=0}^{N-1} \beta_n p_n(\cos \theta) \]  

(4)

where \( p_n(\cos \theta) \) are the Legendre polynomials, and \( \beta_n \) are the moments of the phase function given by

\[ \beta_n = \frac{2n + 1}{2} \int_{-1}^{1} P_n(\cos \theta) p(\cos \theta) d \cos \theta. \]  

(5)

Due to the normalisation condition, the zeroth moment of the phase \( \beta_0 \) will always be unity. Of particular interest, is the first moment of the phase function, \( \beta_1 \) which can be related to the asymmetry parameter, \( g \) of the Henyey-Greenstein phase function previously mentioned in Section 7.2.2. The Henyey-Greenstein phase function can also be expressed in terms of Legendre polynomials, i.e. [49]

\[ P(\mu) = \sum_{n=1}^{\infty} (2n + 1) g^n P_n(\mu) \]  

(6)

where \( \mu = \cos \theta \). The form of the phase function in equation 2 is not particularly useful for numerical calculations such as the Monte Carlo method described later in this work, and thus an accumulated distribution of this phase function is used instead.

\[ p(\mu) = \frac{1}{2} \int_{-1}^{\mu} \frac{(1 - g^2) d\mu}{[1 + g^2 - 2g\mu]^{\frac{3}{2}}} = \frac{1 - g^2}{2g} \left[ \frac{1}{(1 + g^2 - 2g\mu)^{\frac{1}{2}}} - (1 + g^2)^{-1} \right] \]  

(7)

Given that \( P(1) = 0 \) and \( P(1) = 1 \), the expression can be inverted to give \( \mu \) as a function of the asymmetry parameter alone, thus allowing the phase function to be calculated.

\[ \mu = \frac{1}{2g} \left[ 1 + g^2 - \left( \frac{1 - g^2}{1 + gc} \right)^2 \right] \]  

(8)

where \( c \) is defined as \( c = 2P - 1 \).

### 7.2.3 Asymmetry Parameter for Aqueous Suspensions of Spherical Particles

To theoretically calculate the scattering phase function of the PS nanosphere samples, a Matlab code based on the code originally published by Craig Bohren and Donald Huffman in the Appendix of their 1983 book "Absorption and Scattering of Light by Small Particles" was used to calculate the asymmetry parameter of the aqueous PS nanosphere suspensions. The code
utilises the refractive index of the PS nanospheres \( (n = 1.61) \), the refractive index of the water in which they were dispersed \( (n = 1.33) \), the particle diameter, the mass concentration \( (c = 1.05 \text{ g cm}^{-3}) \), and the incident wavelength \((632.8 \text{ nm})\) to calculate the asymmetry parameter. Figure 7.4 shows the calculated asymmetry parameter for PS nanospheres as a function of nanosphere radius. This asymmetry parameter was then used to calculate the scattering phase function of these suspensions.

Figure 7.4 Asymmetry parameter of an ensemble of PS nanosphere \( (n = 1.61) \) of mass concentration 1.05 g cm\(^{-3}\) dispersed in water \( (n = 1.33) \) for an incident wavelength of 632.8 nm as a function of nanosphere radius. The coloured vertical lines and the marks values are the asymmetry parameters for each of the purchased PS nanosphere samples.

These scattering phase functions are presented in Figure 7.5 for nanosphere diameters of 99 nm (a), 260 nm (b), 425 nm (c), and 628 nm (d) for TE and TM incident polarisations at 632.8 nm. The trend is consistent with what would be expected of scattering from particles with increasing particle diameter. In Figure 7.5(a) the 99 nm diameter spheres are significantly smaller than the incident wavelength and thus behave more in line with what would be expected of Rayleigh scattering, particularly the lack of scattering for TM polarisation at 90° and 270°. This is explained by the fact that the incident electric field sets up an oscillating electric dipole and an oscillating dipole never emits in the plane of its oscillation hence the lack of scattering at these angles for TM polarisation. As the particles progressively become bigger in Figure 7.5(b – c) and hence more comparable to the size of the wavelength of the incident light, the proportion of forward scattering greatly increases, with no backscattering expected. At larger diameters, the TE polarised light scatters forward over a reduced angular range. The graphs in Figure 7.5 are plotted to maximise the visibility of the scattering trends. To highlight the difference in the magnitude of the scattering phase functions with increasing particle diameter, the data is replotted in Figure 7.6.
for (a) TE and (b) TM polarisation. The progressive increase in the proportion of forward scattering with increasing particle diameter becomes more apparent for both polarisations.

Figure 7.5 Calculated scattering phase functions for PS nanospheres in water (1.05 g cm\(^{-1}\)) of diameters (a) 99 nm, (b) 260 nm, (c) 425 nm, and (d) 628 nm for an incident wavelength of 632.8 nm.

Figure 7.6 Calculated scattering phase functions for PS nanospheres in water (1.05 g cm\(^{-1}\)) of diameters 99 nm, 260 nm, 425 nm, and 628 nm for (a) TE and (b) TM polarised light with an incident wavelength of 632.8 nm.
From both Figure 7.5 and Figure 7.6, it is clear that there exists a diameter-dependent trend of the scattering phase function. However, while these are relatively easy to calculate for perfect spherical particles, it is a much more difficult task to calculate these for non-spherical particles, and particularly high-aspect 2D materials such as h-BN.

### 7.2.4 Liquid Phase Exfoliation of Hexagonal Boron Nitride Nanoflakes

2D hexagonal boron nitride (h-BN) nanoflakes were produced by liquid phase exfoliation (LPE) as outlined by Coleman et al. [5][23][22] The starting material was boron nitride powder which was pre-treated by sonication using a sonic tip for two hours in deionised water in order to remove any impurities in the powder. The dispersion was then centrifuged for one hour at 4.5 krpm (2150g) and the supernatant decanted. The remaining sediment was dried at 60°C. This pre-treated boron nitride was then sonicated in a mixture of surfactant and deionised water (2 gL⁻¹) in an 80 mL metal cup using a flat head sonic tip (Sonics VX-750) at 60% amplitude and an on:off pulse ratio of 6:2 s. The temperature was maintained at 15°C using water cooling around the metal cup. After sonication, the result was a dispersion of 2D h-BN nanoflakes of varying sizes. This dispersion was then centrifuged using a Hettich Mikro 220R centrifuge with a fixed-angle rotor. For this centrifuge, the g-force is related to the rate of revolution by the expression

\[ RCF = 106.4 f^2 \]

where \( f \) is the rate of rotation in krpm. Liquid cascade centrifugation with subsequently increasing rates of rotation was used to size-select the h-BN nanoflakes. 80 mL of sonicated solution was centrifuged for 60 minutes at 0.5 krpm. The resulting sediment was discarded, and the supernatant was then centrifuged for 60 minutes at 1 krpm. The resulting sediment from this last centrifugation was redispersed in 25 mL of fresh surfactant (25 gL⁻¹) and placed in a sonication bath for 5 minutes. The result was the largest sample of h-BN nanoflakes. The supernatant remaining after the 1 krpm centrifugation was then centrifuged for 60 minutes at 2 krpm, redispersed in fresh surfactant solution as before thus producing the second largest size of h-BN nanoflakes. These were repeated thrice more at 3 krpm, 4 krpm, and 5 krpm. The end result was five aqueous dispersion of h-BN nanoflakes with lateral sizes of 163 nm, 243 nm, 388 nm, 475 nm, and 628 nm which were given the labels XS, S, M, L, and XL respectively. The stock dispersion, in order of smallest to largest, had a mass concentration of 3.14 g mL⁻¹, 3.62 g mL⁻¹, 5.90 g mL⁻¹, 8.78 g mL⁻¹, 4.50 g mL⁻¹. All samples were then diluted with Millipore water to a mass concentration of 1.05 g mL⁻¹. This concentration was chosen because these samples were used to measure multiple scattering of h-BN and this concentration was turbid sufficiently turbid to multiply scatter incident light but not so turbid as to cause complete attenuation of a laser beam passing through the sample.

Figure 7.7(a – e) presents transmission electron microscopy (TEM) images of the LPE produced h-BN nanoflakes and the corresponding histograms of the lateral nanoflake size distributions (f –
While the nanoflakes will be referred to throughout this thesis by their average lateral size, \( \langle L \rangle \), it is important to note that the nanoflakes are not a monodisperse distribution of flake lengths, but in reality, a distribution of lateral sizes. Another set of h-BN nanoflakes were produced with an average lateral size of 400 nm. This sample was diluted to various concentrations of the stock dispersion (1% – 100% of stock solution) and used in angle-resolved scattering measurements.

![Figure 7.7 Transmission Electron Microscopy images (a – e) of h-BN nanoflakes and histogram showing the distribution of the nanoflake lateral sizes (f – j).](image)
7.3 Multiple Light Scattering by Path – Length Resolved Scattering Profile Measurements

As mentioned in Section 7.2.4, the PS microsphere were diluted to a mass concentration of 1.05 g cm$^{-3}$ with Millipore water. The h-BN samples were also diluted to this value. This concentration was chosen because it was sufficiently scattering to produce a strong diffuse scattered signal and sufficiently dilute to allow the beam to pass through the sample without complete attenuation. Measurements of the multiple scattering intensity profile of 632.8 nm laser beam were taken using a custom-built setup consisting of HeNe laser beam, linearly polarised using a Glan-Thomson polariser (LP) and collimated by means of two lenses (L1 and L2) and then incident on a PMMA cuvette containing an aqueous solution of multiply scattering particles. The diameter of the beam incident upon the cuvette was 2 mm. The polarisation could be changed between TE and EM input by means of a half wave plate (HWP) placed after the Glan-Thompson polariser. The stability of the laser was monitored by placing a beam splitter (BS) in the path of the laser, passing it through an optical chopper and incident on a photodiode (PD) connected to a Signal Recover lock-in amplifier. Any fluctuations in the laser output could be accounted for in post-processing of the data. The particles measured were 2D h-BN nanoflakes and polystyrene microspheres as a spherical reference. A Point Grey USB camera was placed transversely to the direction of beam propagation through the solution and 100 images of the beam profile were taken. These images were averaged using an image averaging algorithm written in Python and then exported into Matlab as an image matrix. The intensity of the beam was then profiled across the path length of the cuvette. These measurements were carried out for five aqueous suspensions of h-BN nanoflakes with lateral sizes of 163 nm, 388 nm, 475 nm, and 628 nm, and were compared to four aqueous suspensions of PS microspheres of diameters 99 nm, 260 nm, 425 nm, and 628 nm. These samples were placed in a poly(methyl methacrylate) (PMMA) cuvette of 10 mm optical path-length. Figure 7.8 shows a photo of the setup and Figure 7.9 shows a schematic diagram of the setup.

Figure 7.8 Photo of the path length resolved multiple scattering setup in operation.
7.4 Diffuse Multiple Light Scattering and Lateral Particle Size Estimation of Turbid Suspension of Aqueous h-BN Nanoflakes

Measurements of the diffuse multiple light scattering of the h-BN and PS nanosphere samples were carried out. The initial motive for these measurements were based on the Beer-Lambert Law

\[ I(x) = I_0 e^{-\mu x} \]  

(9)

which describes the attenuation of the intensity, \( I(x) \) of a beam of light propagating through an attenuating medium as a function of distance. Here \( I_0 \) is the initial incident intensity, \( x \) is the distance travelled by the beam, and \( \mu = N\sigma l \) is the extinction/attenuation coefficient. The Beer-Lambert law breaks down for sufficiently high values of concentration, and thus an extension of the Beer-Lambert law is required. Initially it was hoped that an extension of the Beer-Lambert law could be determined which included information of the particle size, shape, and/or aspect ratio. However, after much research and experiment it became apparent that extracting the aspect ratio of non-spherical particles is no easy task with no clear analytical solution. The methods most commonly used to determine particle properties from multiple scattering are statistical and/or numerical methods requiring long and complex computation.

Figure 7.10 presents the diffuse scattering intensity profiles of aqueous suspensions of PS nanospheres as a function of the optical path length. Figure 7.10 (a – d) presents the profiles for TE polarised light, and (e – h) for TM polarisation. All samples were diluted to a mass concentration of 1.05 g cm\(^{-3}\) and incident wavelength was from a collimated 632.8 nm HeNe laser.
beam. There is a clear trend in the intensity with increasing particle diameter for both polarisations consistent with the trend in the scattering phase functions calculated in Figure 7.5. For TE polarisation the diffuse scattered intensity decreases with increasing particle size, consistent with their being greater scattering with increased sphere diameter. For TM polarisation, the reverse trend is observed; the diffuse scattered intensity increases with increasing sphere diameter. This again is consistent with Figure 7.5 as the beam profiles were photographed orthogonally to the direction of propagation of the beam, and these smaller particles, falling closer to the Rayleigh scattering regime scatter less orthogonally to this direction. As the particle diameter increases, the particles enter further into the Mie regime, becoming comparable in size to the wavelength of the incident light, and these then scatter more in the orthogonal direction.
Figure 7.10 Diffuse scattering intensity profiles for aqueous suspensions of PS nanospheres with mean sphere diameters of 99 nm, 260 nm, 425 nm, and 628 nm. All samples were diluted to a mass concentration of 1.05 g cm$^{-3}$. The colour map represents the intensity of the laser beam with yellow being the most intense and dark blue being the least.
Figure 7.11 Diffuse scattering intensity profiles for aqueous suspensions of h-BN nanoflakes of mean lateral lengths of 163 nm (BN XS), 243 nm (BN S), 388 nm (BN M), 475 nm (NM L), and 674 nm (BN XL). All samples were diluted to a mass concentration of 1.05 g cm$^{-3}$. The colour map represents the intensity of the laser beam with yellow being the most intense and dark blue being the least.
Figure 7.11 presents the diffuse scattered intensity data for aqueous suspensions of the h-BN nanoflakes at a mass concentration of 1.05 g cm$^{-3}$, identical to that of the PS nanospheres. The incident wavelength was again 632.8 nm. The same trend is apparent in h-BN samples as in the PS nanospheres. The diffuse scattered intensity of TE polarised light (a – e) again decreases with increasing particle size and increases for TM polarisation (f – j). This is exactly what would be expected based on the trends in scattering phase functions in Figure 7.5 which show that as particle size increases, the proportion of scattered TM light normal to the direction of beam propagation (as was the geometry for these measurements) increases with increasing particle size and instead there is greater forward scattering. The opposite trend is also expected of TE polarised light, which for increasing particle size should show a decrease in the proportion of radiation scattered normal to the direction of propagation. For the BN M, BN L, and BN XL samples, there is an anomalous point of high intensity at the beginning of optical path through the cuvette. This may be explained by some light reflecting/guiding on the edges of the cuvette. Figure 7.12 presents the diffuse scattering profiles for both PS and h-BN samples for TE and TM polarisation in one figure for comparison.

Figure 7.12 Diffuse scattered intensity as a function of optical path length for PS nanospheres with (a) TE and (b) TM polarisation, and h-BN nanoflakes with (c) TE and (d) TM polarisation at incident wavelength of 632.8 nm.
7.5 Modelling Multiple Light Scattering in Turbid Suspensions of Highly Scattering Nanoparticles: A Comparison of Simulation and Experiment

While single scattering from homogenous spheres can be easily modelled both analytically and numerically, multiple light scattering is a far more complex scenario. When the number density of particles is sufficiently high to cause significant multiple scattering, simple analytical models such as the Beer-Lambert extinction law break down and thus other more complex models must be considered. In this research, we consider and attempt to fit several alternatives models for multiple scattering to the experimentally measured data, with limited and varied success. Three models are considered, the Two-Stream Approximation (Section 7.5.1), Hartel Theory (Section 7.5.2), and the numerical Monte Carlo Method (Section 7.5.3).

7.5.1 Two-Stream Approximation to the Radiative Transfer Equation

A simple method for estimating the size of nanoparticles was posited based on the aforementioned Lambert-Beer Law. According to this law, the intensity of an electromagnetic wave is attenuated by the process of absorption and scattering as it propagates through a medium of path length, \( l \). The intensity as a function of the path length is given by

\[
I = I_0 e^{-N\sigma l}
\]

where \( N \) is the number density of particles, \( \sigma = \sigma_a + \sigma_s \) is the extinction cross section and \( I_0 \) is the incident intensity, \( \sigma_a \) and \( \sigma_s \) are the absorption and scattering cross-sections respectively. In the case of highly-scattering and non-absorbing particles such as the h-BN studied in this work, the absorption and hence the absorption cross-section are zero, i.e. \( \sigma_a = 0 \) and thus the attenuation cross-section is simply the scattering cross section. The problem with this particular law is that for sufficiently high values of \( N \), the Lambert-Beer law is no-longer applicable as the medium is now in the multiple scattering regimes (i.e. a wave undergoes two or more scattering events before exiting the medium). In this regime, the attenuation and scattering can be more precisely described using the radiative transfer equation [51], i.e.

\[
\frac{1}{c} \frac{\partial}{\partial t} I_v + \nabla \cdot \nabla I_v + (k_{v,s} + k_{v,a}) I_v = j_v + \frac{1}{4\pi} k_{v,s} \int_{\Omega} I_v d\Omega
\]

This equation mathematically describes the propagation of electromagnetic radiation through a medium in which the propagation of radiation is affected by absorption, emission, and scattering. The first term of this on the left-hand side describes the variation in the spectral radiance, \( I_v \) as it propagates outward in all directions. The second term, the divergence of \( I_v \) over a solid angle \( \hat{\Omega} \) describes the volume density of spectral radiance propagating outwards over the solid angle. The third term describes the attenuation of the spectral radiance due to absorption and scattering which manifests itself mathematically as the scattering and absorption opacities, \( k_{v,s} \) and \( k_{v,a} \) respectively. On the right hand-side we can equate this to an emission coefficient, \( j_v \) plus an
integral over the solid of $I_d$. This second term essentially describes light that is scattered from all other directions back into the incident direction. The problem with this equation, however, is that there is no analytical solution without making approximations and assumptions to the model [52][53][54]. One such assumption is the two-stream approximation [55], where the scattering is assumed to only occur in one of two directions, forwards, or backwards through a medium with two flat parallel sides. Koh et al.[56] used this approximation to yield an expression for the diffuse intensity $I_d$ (i.e. the light that is scattered multiple times) as a function of the optical depth, $\tau$ (a measure of how light is attenuated through a medium of a given path length) for the propagation of radio waves in falling snow. We start by considering the transmission of diffuse intensity through a plane-parallel medium [57]

$$
\mu \frac{d}{d\tau} I_d(\tau, \mu, \varphi) = I_d(\tau, \mu, \varphi) - \frac{1}{4\pi} \int_{-1}^{1} \int_{0}^{2\pi} I_d(\tau, \mu', \varphi') P(\mu', \varphi'; \mu, \varphi) d\varphi' d\mu' - I_0 e^{-\mu} P(-\mu_0, \varphi_0; \mu, \varphi)
$$

(12)

where $\mu = \cos \theta$ is the cosine of the angle from the axis normal parallel to the medium and $P(-\mu_0, \varphi_0; \mu, \varphi)$ is the scattering phase function describing a single scattering event from the direction $(\mu_0, \varphi_0)$ to $(\mu, \varphi)$. We now make two assumptions, we assume azimuthal independence over the forwards and backwards hemispheres, and we assume that scattering is constrained in only two directions, forwards $I_d^+(\tau, +1)$ and backwards $I_d^-(\tau, -1)$. Applying these two constraints to equation 11 we obtain

$$
\frac{d}{dx} I_d^+(\tau) = -I_d^+(\tau) + F(-1; +1) I_d^-(\tau) + F(+1; +1) I_d^+(\tau) + F(-1; +1) I_0 e^{-\tau}
$$

(13a)

where $\mu = +1$, and

$$
\frac{d}{dx} I_d^-(\tau) = -I_d^-(\tau) + F(+1; -1) I_d^+(\tau) + F(-1; -1) I_d^-(\tau) + F(-1; -1) I_0 e^{-\tau}
$$

(13b)

where $\mu = -1$ and $F(\mu', \mu)$ is the fraction of light incident on a particle from the direction $\mu'$ and scattered to the direction $\mu$.

$$
F(-1; +1) \approx \frac{1}{4\pi} \int_{-1}^{0} \int_{0}^{2\pi} P(\mu', \varphi'; \mu, \varphi) d\varphi' d\mu
$$

(14a)

$$
F(+1; +1) \approx \frac{1}{4\pi} \int_{0}^{1} \int_{0}^{2\pi} P(\mu', \varphi'; \mu, \varphi) d\varphi' d\mu
$$

(14b)

We now introduce a new parameter, the asymmetry factor, $g = \langle \cos \theta \rangle$. The asymmetry factor is the mean cosine of the scattering angle and is a number $-1 \leq g \leq +1$ that describes the proportion of scattering in the backwards ($g = -1$) and forwards ($g = +1$) directions [58]. In the case of isotropic scattering around $90^\circ$, $g = 0$ such that $F(\mu', \mu)$ values are both one-half, i.e.
an equal proportion of scattering forwards and backwards. This parameter can be approximately applied as follows

\[
F(+1; -1) = F(-1; +1) = \frac{\omega_0}{2} (1 + g) \tag{15a}
\]

\[
F(+1; +1) = F(-1; -1) = \frac{\omega_0}{2} (1 - g) \tag{15b}
\]

where \(\omega_0\) is the single scattering albedo\[59\]. Substituting these into equations 13a and 13b

\[
\frac{d}{d\tau} l_\text{d}^{-\tau}(\tau) = l_\text{d}^{-\tau}(\tau) + \omega_0 \frac{(1 + g)}{2} l_\text{d}^{-\tau}(\tau) + \omega_0 \frac{(1 - g)}{2} l_\text{d}^{+\tau}(\tau) + \omega_0 \frac{(1 + g)}{2} I_0 e^{-\tau} \tag{16a}
\]

\[
\frac{d}{d\tau} l_\text{d}^{+\tau}(\tau) = l_\text{d}^{+\tau}(\tau) - \omega_0 \frac{(1 + g)}{2} l_\text{d}^{+\tau}(\tau) - \omega_0 \frac{(1 - g)}{2} l_\text{d}^{-\tau}(\tau) - \omega_0 \frac{(1 - g)}{2} I_0 e^{-\tau} \tag{16b}
\]

Applying the boundary conditions that \(l_\text{d}^{-\tau}(\tau) = 0\) and \(l_\text{d}^{+\tau}(\tau) = 0\), i.e. the diffuse intensity at the start and end of the optical path is zero the coupled differential equations can be solved. The result is an expression for the diffuse intensity as a function of the optical depth \(\tau = \sigma_s N l\)

\[
l_\text{d} = \frac{I_0}{1 + \frac{(1 - g)}{2}} \tau - I_0 e^{-\tau} \tag{17}
\]

To account for the capabilities of the USB camera used in these measurements, a minor modification to Equation 17 was used to fit the experimental data to the Two-Stream Approximation to the radiative transfer equation. A constant parameter \(d\) was introduced to account for the background signal of the camera and the second \(I_0\) parameter was replaced with a scattered intensity parameter \(I_1\) to account for the variation in the diffuse scattered radiation. The fitting equation used was

\[
\frac{I_0}{1 + \frac{1 - g}{2}} c x - I_1 e^{-c x} + d \tag{18}
\]

where \(c = N \sigma_s\) is the attenuation coefficient and \(g\) is the previously described asymmetry parameter. The Two-Stream model fits for the normalised diffuse scattered intensity data are given in Figure 7.13. This model works reasonably well in predicting the behaviour of the scattered intensity, particularly in terms of the rate of change of intensity across the path length of the sample, however for larger diameters ((c) and (d)) the position of the peak is not precise, possibly due to the anomalous peak in scattered intensity at the beginning of the optical path.
Figure 7.13 Normalised diffuse scattered intensity for multiply scattering PS nanosphere suspensions of (a) 99 nm, (b) 260 nm, (c) 425 nm, and (d) 628 nm fitted to the Two-Stream Approximation model for multiple scattering.

Similar agreement is observed for the h-BN nanoflakes samples also. The fits for these samples are provided in Figure 7.14. For both the BN XS and BN S samples, the fits match the data almost precisely.

For the larger, BN M, BN L, and BN XL samples, the fits match the trends in the data quite closely, however some disagreement is evident due to the high scattering feature at the beginning of the optical path length which is attributed to a reflection/guiding of the incident light along the walls of the PMMA cuvette. Despite this minor disagreement, all data fit the trend with a high correlation coefficient of greater than 0.95. The output of the fitted data is presented in Table 7.1.

In the fits, the initial intensity, $I_0$ was fitted as a constant value of 170 a.u. across all samples and the asymmetry parameters for the PS nanosphere samples were specified. For the h-BN samples, the asymmetry parameters were allowed to be adjusted as another fitting variable due to the inability to calculate an asymmetry parameter for an irregularly shaped particle.
Figure 7.14 Normalised diffuse scattered intensity for multiply scattering h-BN nanoflake suspensions of sizes (a) XS, (b) S, (c) M, (d) L, and (e) XL.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$I_1$ (a.u.)</th>
<th>$c$ (mm$^{-1}$)</th>
<th>$g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS 99 nm</td>
<td>0.00520 ± 0.00059</td>
<td>1.40585 ± 0.05282</td>
<td>0.07425*</td>
</tr>
<tr>
<td>PS 260 nm</td>
<td>0.02304 ± 0.00107</td>
<td>1.59188 ± 0.20643</td>
<td>0.53652*</td>
</tr>
<tr>
<td>PS 425 nm</td>
<td>0.02418 ± 0.0048</td>
<td>0.98115 ± 0.09958</td>
<td>0.75943*</td>
</tr>
<tr>
<td>PS 628 nm</td>
<td>0.02904 ± 0.00209</td>
<td>0.89208 ± 0.08619</td>
<td>0.86285*</td>
</tr>
<tr>
<td>BN XS</td>
<td>0.49566 ± 0.00527</td>
<td>0.09417 ± 0.00205</td>
<td>0.99851 ± 0.00004</td>
</tr>
<tr>
<td>BN S</td>
<td>0.42325 ± 0.02264</td>
<td>0.14729 ± 0.01251</td>
<td>0.99907 ± 0.00008</td>
</tr>
<tr>
<td>BN M</td>
<td>0.18835 ± 0.02231</td>
<td>0.11103 ± 0.02239</td>
<td>0.99885 ± 0.00233</td>
</tr>
<tr>
<td>BN L</td>
<td>0.12434 ± 0.02562</td>
<td>0.12120 ± 0.03737</td>
<td>0.99900 ± 0.00305</td>
</tr>
<tr>
<td>BN XL</td>
<td>0.16618 ± 0.02031</td>
<td>0.09325 ± 0.02148</td>
<td>0.99867 ± 0.00311</td>
</tr>
</tbody>
</table>

Table 7.2 Fitted parameters of the Two-Stream Approximation. The starred parameters indicate that the values were specified prior to fitting.
All data fit the Two-Stream Approximation model with significantly large correlation coefficient. The fitted value of $d$ was allowed to vary freely for all samples, however the consensus between fits at a value of around -169 suggests that this parameter is in fact correcting for a background intensity or noise present in the data. The values of $l_1$ vary substantially across all samples, however this would be expected as each sample has a different size and relative geometry.

### 7.5.2 Hartel Theory for Multiple Scattering of Light from Spherical Particles

Among the many models for multiple scattering of light in turbid media is Hartel Theory. In this model the angular distribution of the diffuse scattered radiation in the forward hemisphere of a turbid medium is considered as a superposition over all orders of multiple scattering. An order of scattering, $n$ is the number of scattering events experiences buy an individual wave passing through a multiple scattering/turbid medium. In a such a medium, there are multiple orders of scattering as each individual wave has the potential to undergo a various number of scattering events. To consider this we examine a parameter known as the scattering phase function, $P_n(\cos \theta)$ which is the angular distribution of the relative scattered intensity, $Q_0$ of radiation scattered by an angle $\theta$. This parameter can be represented in terms of scattering amplitudes (i.e. probability amplitudes for scattering), or more commonly expanded in terms of Legendre polynomials and is always a number between $-1$ and 1. In this theory, Hartel expresses the overall angular distribution of the scattered intensity as

$$f_k(\theta) = \frac{1}{4\pi} \sum_{n=0}^{N_t} (2n + 1) B_n^k P_n(\cos \theta)$$

(19)

where $N_t$ is the truncation number and is given in terms of the size parameter, $a = \frac{2\pi}{\lambda} r$, where $r$ is the radius of the sphere, and $N_t = 4a^2 + a + 2$ and $B_n$ is a multiple scattering expansion coefficient in terms of Ricatti-Bessel functions, i.e.

$$B_n(x) = \frac{\xi_{n-1}(x)}{\xi_n(x)}$$

(20)

and is determined by the size parameter and the relative refractive index of the scattering medium.

The very basis of Hartel Theory is that this angular distribution function, $f_k(\theta)$ is unity over all solid scattering angles, i.e.

$$\int_{\Omega} f_k(\theta) d\Omega = 1.$$  

(21)

Hartel also derived an expression for the relative intensity of scattered radiation as
\[ Q_k(x) = \frac{(\alpha x)^k}{k} e^{-(\alpha + \beta)x} \]  
\( k = 0 \)

where \( \alpha \) and \( \beta \) are proportional to the scattering and absorption cross-sections respectively.

Combining all this, we arrive at an expression for the diffuse intensity of light scattered over multiple orders of scattering

\[ I(x, \cos \theta) = \sum_{k=1}^{N_t} Q_k(x) f_k(\theta). \]  
\( N_t = 1 \)

The index of the sum starts at \( k = 1 \) because for \( k = 0 \) is the straight-through, unscattered light position and does not contribute to the diffuse scattered intensity.

A comparison of the normalised experimental data to theoretically calculated values for the diffuse scattered intensity using Equation 22 are presented in Figure 7.16 for aqueous suspensions of PS nanospheres (a – d) and Figure 7.17 for h-BN nanoflakes. Equation 23 account for incident polarisation and the HeNe laser used in these experiments had a polarised output which was alternated between TE and TM polarisation by means of a half-wave plate, thus to approximate unpolarised light the diffuse scattered intensities for each sample were halved and then summed.

In order to simulate the scattering using Hartel Theory, a custom Matlab code was written calculating the relative scattered intensity and the distribution function. Since the expression for the diffuse scattered intensity is the summation over all orders of scattering of the product of the relative scattered intensity and the distribution function, it was first necessary to determine how many orders of scattering had to be calculated. An initial calculation of the relative scattered intensity, \( Q_k \) was carried out as a function of the path length and scattering order. The result of this calculation in Figure 7.15 shows that five orders of scattering, i.e. \( k = 5 \), is sufficient as scattering at higher orders becomes negligible. In fact, the calculation appears to suggest that the majority of scattering, greater than 35% of the input intensity, is a result of single scattering events, with a smaller proportion being a result of two scattering events, an even smaller proportion a result of three scattering events, and so on. As a result of this, all further calculations of scattering in these suspensions were calculated up to a value of \( k = 5 \). While Hartel theory does not succeed in completely modelling the behaviour of our highly-scattering suspensions, the position of the diffuse scattering peak is predicted quite well for the PS nanospheres, and reasonably well for the h-BN nanoflakes. While the agreement appears less substantial in Figure 7.17(c – e), this is a result of the anomalous spike in intensity at the beginning of the path length, attributed to a reflection/guiding of the input light along the thickness of the cuvette. Neglecting this anomaly, it’s clear that the position of the diffuse peak is simulated quite well using this method. However, the failure of Hartel Theory to properly describe the behaviour of these samples is in the drop-off rate of the intensity as a function of path length, which for the Hartel
Theory plots is significantly greater than experimental values. This is possibly due to the fact that this theory assumes a monodisperse suspension of spheres when in reality the PS microspheres used in this work are a polydisperse suspension of spheres following a normal distribution of diameters with a mean value at the stated sphere diameter. Another possibility that cannot be ruled out is that the sensitivity of the camera to changes in intensity is not as accurate as desired.

Figure 7.15 A calculation of the diffuse scattered intensity according to Hartel Theory as a function of path length and scattering order for a turbid suspension of PS nanospheres.

Various attempts were made at improving the fit by tuning the $\alpha$ and $\beta$ values, however with little success, suggesting that while Hartel Theory correctly describes the position of the diffuse scattering peak, its predictive ability breaks down at larger path lengths. In an attempt to achieve a better model to describe this multiple scattering behaviour, a numerical method was thus chosen, the Monte Carlo Method for photon transport.
Figure 7.16 A comparison of experiment (solid lines) and Hartel Theory (dashed lines) for the normalised diffuse scattered intensity of aqueous suspensions of PS nanospheres of sizes (a) 99 nm, (b) 260 nm, (c) 425 nm, and (d) 628 nm.
Figure 7.17 A comparison of experiment (solid lines) and Hartel Theory (dashed lines) for the normalised diffuse scattered intensity of aqueous suspensions of h-BN nanoflakes of sizes (a) XS, (b) S, (c) M, (d) L, and (e) XL.
7.5.3 Monte Carlo Method for Photon Transport

The Monte Carlo Method is a common technique used to model the propagation of photons through a turbid medium of absorbing and scattering particles. Photon transport can be modelled analytically using the radiative transfer equation in Equation 10 [60][35]. For some geometries, closed-form solutions to this equation are not possible and hence approximations need to be made, such as the diffusion approximation.[61] However, as with all approximations, in doing so inaccuracies are introduced into the model. As a solution to this, partially with the availability of modern computers, a more statistical and computationally intense model can be used, the Monte Carlo Method for Photon Transport. This method is widely used now, particularly in biomedical imaging [62][63], radiotherapy [46], and radiography [64][65][66]. This method works by expressing the rules of photon transport as probability distributions; it calculates the step-size for photon transport between sites of scattering and absorption and calculates the angle of deflection in a photon’s trajectory upon scattering. The Monte Carlo Method, in basic terms, can be broken down into four easy steps [37][56][67].

Step 1: Launching the Photon Packet

A packet of 1000 photons is defined, and the initial position and direction of the photon packet are set in Cartesian co-ordinates as follows:

\[
\begin{align*}
    x &= 0 \\
    y &= 0 \\
    z &= 0 \\
    \cos \theta_x &= 0 \\
    \cos \theta_y &= 0 \\
    \cos \theta_z &= 0
\end{align*}
\]

where \( \theta_x, \theta_y, \text{ and } \theta_z \) are the scattering angles in the \( x, y \text{ and } z \) directions respectively.

Step 2: Setting the Step Size

The step size, \( d \), is the distance travelled by the photon packet between absorption/scattering interactions and is defined as follows:

\[
d = -\frac{\ln \xi}{\mu_{ext}}
\]

where \( \xi \) is a random number and \( \mu_{ext} \) is the total extinction coefficient, which gives the amount of light that is attenuated by the medium over a given unit distance. The photon packet then travels
a distance \( d \) in the direction specified by the direction cosines and the co-ordinates are then updated, i.e.

\[
\begin{align*}
    x &\rightarrow x + \cos \theta_x \, d \\
y &\rightarrow y + \cos \theta_y \, d \\
z &\rightarrow z + \cos \theta_z \, d
\end{align*}
\]

**Step 3: Absorption & Scattering**

Each photon in the simulation has a probability of surviving which we describe as a photon "weight". At each interaction site in the simulation, a fraction \( \Delta W \) of the photon weight is absorbed. Essentially, this means that at each interaction site the probability of the photon surviving decreases.

\[
\Delta W = \frac{\mu_a}{\mu_{ext}} \, W
\]  \( (25) \)

where \( \mu_a \) is the absorption coefficient. The photon weight is then updated.

\[
W \rightarrow W - \Delta W
\]  \( (26) \)

in the case of non-absorbing particles such as the polystyrene microspheres and hexagonal boron nitride used in this project, \( \Delta W = 0 \), \( \mu_{ext} = \mu_s \) and only scattering occurs at interaction sites. The scattering must now be considered in terms of its isotropy/anisotropy. This is done in terms of a parameter known as the asymmetry parameter \( g \) which is the weighted average of the photon scattering angle, i.e. \( g = \langle \cos \theta \rangle \). \( g \) is a number between \(-1\) and \(1\) and determines the isotropy of scattering and general direction of scattering [50].

\[
\begin{align*}
g = -1 &\quad \text{Anisotropic: Scattering entirely in the backwards direction.} \\
g = 0 &\quad \text{Isotropic: Scattering equally in forwards and backwards directions} \\
g = +1 &\quad \text{Anisotropic: Scattering entirely in forward direction.}
\end{align*}
\]

The scattering phase function in terms of this parameter is then used to determine the new direction of scattering. The most commonly used phase function in Monte Carlo photon transport simulation is the Henyey-Greenstein phase function [68]

\[
p(\theta) = \frac{1}{4\pi} \frac{(1 - g^2)}{[1 + g^2 - 2g \cos \theta]^\frac{3}{2}}
\]  \( (27) \)

and the new direction cosine can be determined using the equation

\[
\cos \theta = \frac{1}{2g} \left[ 1 + g^2 - \left( \frac{1 - g^2}{1 - g + 2g \xi} \right)^2 \right]
\]  \( (28) \)
and the azimuthal angle, $\varphi$ is assumed to be uniformly distributed between 0 and $2\pi$, thus $\varphi = 2\pi \xi$. The original direction cosines are then updated.

\[
\cos \theta'_{\hat{x}} = \frac{\sin \theta \left( \cos \theta_x \cos \theta_y - \cos \theta_y \sin \theta \sin \varphi \right)}{\sqrt{1 - \cos^2 \theta_x}} + \cos \theta_x \cos \theta \\
\cos \theta'_{\hat{y}} = \frac{\sin \theta \left( \cos \theta_x \cos \theta_z - \cos \theta_z \sin \theta \sin \varphi \right)}{\sqrt{1 - \cos^2 \theta_x}} + \cos \theta_y \cos \theta \\
\cos \theta'_{\hat{z}} = -\sqrt{1 - \cos^2 \theta_z} \sin \theta \cos \varphi + \cos \theta_z \cos \varphi
\]

**Step 4: Terminating the Photon Packet**

When the weight of the photon packet has fallen below a specific threshold the simulation must terminate that photon packet. The technique commonly used for this is a Russian roulette technique whereby a roulette constant $m$ is employed to determine whether or not a photon packet below the threshold will survive. This gives the photon packet a $\frac{1}{m}$ chance of survival. If the packet survives its new weight becomes $m \cdot W$, otherwise the weight is 0 which terminated the packet. Photon packets that cross the boundaries of the simulated cuvette are also given a weight of 0 and hence they terminate. Once the weight of all photons packets has become 0 the simulation terminates. For the simulations carried out in this research, the threshold value used was $1 \times 10^{-4}$ and the roulette parameter was chosen to be $m = 10$ which gives photon packets below the threshold a 0.1 chance of survival. Whether an individual photon packet survives or terminates is determined by a random number generator. If the generated random number is lower than $\frac{1}{m}$ the photon packet terminates. While this is a simplified explanation it is the basis and underlying idea of all Monte Carlo simulations for photon transport. A plethora of Monte Carlo photon transport codes exist with varying degrees of complexity, from simple cases of scattering from spherical particles to more advanced biomedical scattering simulations of the human brain. The flowchart in Figure 7.18 shows the steps of the simulation.
Figure 7.18 Flowchart depicting the steps of the Monte Carlo photon transport simulation.
A Monte Carlo method code was used to simulate the scattering of light through an ensemble of PS nanospheres dispersed in water. The code uses the refractive index of the nanospheres \( n_{PS} = 1.61 \), its diameter, the refractive index of the surrounding medium, which was water \( n_w = 1.33 \), the incident wavelength of 632.8 nm, the mass concentration of the nanospheres \( c = 1.05 \text{ g cm}^{-3} \) and the asymmetry parameter calculated in Figure 7.4 to calculate the attenuating and scattering properties of the medium. This simulation again does not account for input polarisation and thus during comparison unpolarised light was approximated by averaging the TE and TM contributions of the experimental data.

Figure 7.19 shows surface maps presenting spatial distributions of the calculated fluence rate for light propagating through the simulated multiple scattering medium for various particle sizes (a-d). The diffuse scattered intensity was extracted from these plots by taking a profile of the scattered intensity at the edge of the simulated medium. Figure 7.19(e – h) presents a comparison of the normalised experimental (solid lines) diffuse scattered intensity as a function of path length compared to the simulated values (dashed lines). As shown, there is substantial agreement between simulation and experiment for this method at larger diameters, with the 260 nm – 628 nm samples agreeing well in both positioning of the diffuse scattering peak as well as comparatively better agreement in the drop-off rate of intensity across the path-length. The PS 99 nm sample however disagrees with the simulation suggesting that this technique works better away from the Rayleigh regime and further into the Mie scattering regime. While the Monte Carlo method provides fair agreement between experiment and simulation, this unfortunately do not help with determining the particle size and/or aspect ratio. However, it does give an important insight into the statistically random nature of multiple scattering given the fair agreement between experiment and these statistically random simulations.
Figure 7.19 (a – d) Monte Carlo method simulations for light scattering through turbid suspensions of PS microspheres of various diameters and (e – h) experimental (solid lines) and simulated (dashed lines) normalised diffuse scattered intensities as a function of path length for the various PS nanosphere suspensions.
7.6 Measuring Angle Resolved Single Light Scattering

Samples of h-BN nanoflakes with an approximate lateral size of 400 nm and PS microspheres of diameter 425 nm were diluted to various concentrations ranging from 0.01 – 1 of the stock solutions. These were placed in a borosilicate glass vial and fixed stationary in the centre of a rotating stage. A HeNe laser beam was chopped at a frequency of 1123 Hz, linearly polarised using a Glan-Thompson polariser (LP), focused and collimated with two lenses (L1 and L2) onto the sample vial. The scattered light in all directions was measured as a function of angle by means of a photodiode mounted on a rotating stage. Another Glan-Thompson polariser (LP) was placed in front of the photodiode (PD) to allow the measurement of co-polarised and cross polarised signal. The rotation of the stage was controlled using a custom-written LabView code. The input polarisation was switched between TE and TM polarisation using a half-wave plate (HWP) positioned after the first polariser. The stability of the laser was monitored by redirecting a portion of the beam intensity onto a second photodiode connected to a Signal Recovery lock-in amplifier by means of a beam splitter (BS). Any fluctuations in the laser output were accounted for as part of the code by taking the ratio of the detected scattered signal to the input reference signal. The data obtained was output as a .csv file and post-processed in Origin. Figure 7.20 shows a schematic diagram of this setup.

![Figure 7.20 Schematic diagram of the angle-resolved single scattering setup.](image-url)
7.7 Angle Resolved Single Light Scattering of Aqueous Suspensions of h-BN

Figure 7.21 (a) and (b) show a comparison of the co-polarised angle resolved single scattering for 2D h-BN and PS microspheres, respectively, for a range of concentrations of the original stock solution of which the mass concentration was unknown in the angular range 5° – 145°.

Figure 7.21 Scattered light intensity as a function of angle for (a) h-BN nanoflakes and (b) PS nanospheres of diameter 400 nm for co-polarized incidence and collection, h-BN nanoflakes (c) and 400 nm PS nanospheres (d) for cross polarized incidence and collection, and relative depolarisation for h-BN (e) and PS nanospheres (f). The specified concentrations are multiples of the initial stock concentration which was unknown.
There is a variation in the magnitude of scattered light of over 3 orders in this range. The trends of decreasing light scattering at larger angles for both materials are quite similar, however, the h-BN exhibits a stronger fall-off than similarly dilute concentrations of PS nanospheres. The angular scattering properties in the multiple scattering regime of both samples become similar, however the particle shape has an important contribution to the scattering at lower concentrations. This is shown in Figure 7.21(c) and (d) which compares the cross-polarised scattered light intensity from the h-BN and PS samples respectively. The h-BN shows a much larger cross-polarised scattering intensity than the PS nanospheres due to the strong depolarising properties of the highly anisotropic 2D h-BN particles. The relative depolarisation, which is the ratio of the cross-polarised signal to the co-polarised signal, is presented in Figure 7.21(e) and (f) to highlight the depolarising properties of the h-BN flakes. These figures show that the depolarisation is more uniform for the h-BN particles than for the PS nanospheres and that the depolarisation is not as dependent on particle concentration. A distinct difference between scattering from 2D and 3D particles becomes clear for scattering at higher angles and for cross-polarised incident light.

7.8 Random Lasing in Aqueous Suspensions of h-BN

Random lasing can be observed in multiple scattering media. Any highly scattering medium with a mean free path, \( l \), much smaller than the scattering medium that also amplifies light via stimulated emission can be considered a random laser. Commonly, random lasers are made of a gain-exhibiting dye in a suspension of highly scattering spherical colloidal particles [69][70]. Initial spontaneous emission followed by subsequent stimulated emission leads to amplification. Random lasers operate in three main scattering regimes: the localisation regime, where the scattering mean free path, \( l_s \leq \lambda \) [71], the diffuse scattering regime, \( \lambda \leq l_s \leq L \) [72], and the weak scattering regime \( l_s \geq L \) [73]. Here, \( L \) is the length of the sample and \( l_s \) is the scattering mean free path, \( l_s = \frac{1}{\mu_S} \), where \( \mu_S \) is the scattering coefficient which is the number of scattering interactions per unit distance. When \( l_s \geq l_g \), where \( l_g \) is the gain length, random lasing occurs. Unlike cavity-based lasers, random lasers output radiation over the entire solid angle of \( 4\pi \), making them ideal for use in displays. Potential applications of these lasers include remote temperature sensing in hostile environments by probing the emission spectra of a piece of random lasing material, unique security tags on documents such as bank notes and identification tags on military vehicles [74]. More recently, random lasers have even shown great promise in medical diagnostics for distinguishing cancerous tissue from healthy tissue [62]. The large scattering cross section and low intrinsic absorption of 2D h-BN makes it an ideal candidate material for use in random lasers. By tuning the size and concentration of this material, lasers with highly tuneable mode volumes could be produced.
Figure 7.22 (a) PL spectrum for increasing incident pump energy. Peak forming at 587nm (b) Light-Light curve showing onset of lasing with threshold at pump energy of 0.8 mJ.

Figure 7.22(a) presents the PL spectrum for a highly multiply scattering suspension of h-BN nanoflakes with Rhodamine B dye. The data was taken using a green pump laser of 532 nm wavelength with variable power output. As the incident power of the pump laser increased a clear narrowing peak about 587 nm is observed. Figure 7.22(b) presents the peaking intensity at 587 nm as a function of the pump laser intensity in mJ. The data points fitted with a solid red line shows the onset of lasing which when extrapolated back onto the abscissa gives a lasing threshold energy of 0.8 mJ.

7.9 Conclusion

While light scattering by homogenous spheres of all sizes has been well understood and easily modelled for quite some time, the light scattering from extremely non-spherical particles,
particularly atomically thin 2D particles still remains difficult to approach analytically. In this chapter, we examined the angle-resolved single scattering of non-absorbing h-BN nanoflakes of various lateral sizes compared to spherical PS nanosphere references of comparable diameters. We have demonstrated that 2D h-BN nanoflakes exhibit greater randomisation of polarisation and depolarisation than a spherical reference of comparable size. We also observed random lasing in a highly scattering suspension of h-BN nanoflakes acting as a scattering medium with Rhodamine B as the optical gain medium. As well as this, we studied in depth the path-length dependent variation in intensity of 632.8 nm HeNe laser beam passing through a turbid suspension of these h-BN nanoflake and PS nanosphere samples. Several analytical and numerical models were considered to theoretically explain this behaviour. While each model had its drawbacks, the analytical Two-Stream Approximation model achieved the greatest match between theory and experiment, followed closely by the numerical Monte Carlo method. Hartel Theory however only had partial success in explaining this multiple scattering behaviour. In the multiple scattering regime, very little qualitative difference was noted between the h-BN nanoflakes compared to the PS nanospheres. Thus, we conclude that these highly scattering 2D nanoflakes qualitatively behave like spheres of equivalent diameter to their lateral size. Furthermore, we point out that this path-length – intensity variation technique can be used to estimate the lateral size of such flakes by comparing them to spheres of similar diameter. However, the accuracy of this technique is highly dependent on the range of PS nanospheres available to act as a size reference. While determining exact particle size / aspect ratio is greatly desired, we have concluded that such a measurement is not possible with any of the techniques examined in this research. In fact, such a feat may be impossible, leading several research teams to study the application of multiple scattering media as a potential method of producing unhackable statistically random encryption keys [75].
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Chapter 8: Future Work

8.1 Introduction

In Chapter 4, we demonstrated the achievement of near-perfect absorption in commercial ITO films via the application of a 10 nm Pt backing. In Chapter 5, we discussed the development of a technique and recipe for the deposition of high-quality thin film ITO with ENZ behaviour, and in Chapter 6 we discussed the role of the metal backing in these ITO – Metal structures. In this work, we demonstrated significant enhancement of absorption from ITO films by exciting the Ferrell – Berreman and non-radiative ENZ mode in both commercial and locally fabricated ITO thin films and demonstrated the achievement of near-perfect absorption from the excitation of these modes by applying a 10 nm Pt backing. Furthermore, we demonstrated theoretically that NPA is achievable by most common metals and analysed the effects of metal backing thickness on this absorption. We found that any metal can achieve this NPA, however the maximum absorption and the thickness at which this maximum value is achieved is dependent on the refractive index of the metal used and its skin depth at the measured NPA wavelength. The combination of all this research has left us with a myriad of possibilities and avenues of research to explore with ITO and various metals. Particularly, the ability to locally fabricate our own ITO films allows the ability to produce various different geometries and combinations of ITO and other materials. In this chapter we will discuss and provide theoretical and simulated data for some of the possible structures considered for future work.

8.2 Broadband Absorption from a Cr – ITO – Pt Multilayer Structure

In Chapter 6, we found that Cr achieved the worst performance for enhancing Ferrell – Berreman and ENZ mode absorption as a result of its relatively low $\kappa$-value and the small difference between the real and imaginary components of the complex refractive index in the region near 1100 nm as shown in Figure 6.1(a) of Chapter 6. However, this metal, having a particularly large skin depth can be used to our advantage in improving absorption from ITO – Metal multilayers. T-Matrix simulations were carried out for a Cr (10 nm) – ITO (127 nm) – Pt (10 nm) multilayer structure as depicted in Figure 8.1. As before, the optical constants for the ITO layer were specified by the Drude model using parameters obtained from spectroscopic ellipsometry on the 127 nm 8 – 12 $\Omega$ sq$^1$ commercial films, and the optical constants for Cr [1] and Pt [2] were obtained from the literature.
Figure 8.1 2D schematic of the Cr – ITO – Pt multilayer structure. Absorption from the structure was considered in the case of an air superstrate (a) and a glass superstrate (b).

As shown, the simulations were carried in two cases, excitation from an air superstrate in Figure 8.1(a) and from a glass superstrate in Figure 8.1(b). The reasoning for the addition of the 10 nm Cr layer on top was to increase absorption in non-resonant regions while allowing the light to still penetrate through to the ITO layer wherein the Ferrell – Berreman and non-radiative ENZ mode can be excited, as well as the IMI mode in the Pt layer. Several metals were considered as the capping layer, however only Cr exhibited a large enough skin depth and a low enough $\kappa$-value to not cause too much reflection of light. The simulated broadband angle-resolved absorption is presented in Figure 8.2. As shown, in both cases the addition of the 10 nm Cr capping layer to the ITO – Pt structure causes significant broadband absorption that even extends into the upper wavelength limits of the visible range. The choice of substrate appears to cause a shift in the high-absorption feature to lower incident angles allowing easier excitation. However, a particularly useful feature of this structure is the existence of the high absorption features at normal incidence.
Figure 8.2 Broad spectrum angle-resolved absorption from a Cr (10 nm) – ITO (127 nm) – Pt (10 nm) multilayer structure excited from (a) an air superstrate and (b) a glass superstrate.

Figure 8.3 Absorption profile as a function of wavelength from a Cr (10 nm) – ITO (127 nm) – Pt (10 nm) multilayer structure at normal incidence (a) and oblique incidence (b).

As shown in Figure 8.3(a) significant absorption above 80% is achieved at normal incidence in the 800 nm – 1000 nm range and above 90% when excited from a glass superstrate. Figure 8.3(b) presents the absorption as a function of wavelength at the oblique angle of highest absorption when excited from both an air and glass superstrate. The profile when excited from air was taken at 67° incidence, and at 45° when excited from glass. As shown significant absorption is achieved in the 650 nm – 1200 nm range of great than 85%, and another high absorption region about 1200 nm, which is attributed to the ENZ behaviour of the ITO film. While significant broadband spectrum and broad angular range absorption are achieved from this structure, not all of that absorption is due to the ITO layer itself. In fact, the high absorption in this structure is a combination of two different physical processes. While of course the absorption around 1200 nm is due to excitation of the Ferrell – Berreman and ENZ modes, the added absorption closer to the visible range is a result of exciting metal – insulator – metal (MIM) modes. Extensive research has previously
been carried out on such MIM structures and the subsequent absorption from them \[3\]\[4]\[5]\[6]\. For comparison, a further set of simulations were carried out replacing the ITO films with glass, i.e. a Cr – Glass – Pt structure. The resulting broadspectrum angle resolved absorption maps are presented in Figure 8.4 with the structure excited from an air superstrate (a) and a glass superstrate (b). Again, in both sets of simulations we see a high absorption feature extending across the 750 nm – 1500 nm spectral range. By exciting from a glass superstrate, we see a shift in the absorption feature to lower incident angle. Particularly, when exciting from air, the point of highest absorption is at about 60° and 900 nm, which gets pushed to normal incidence and spread over a larger wavelength range.

![Figure 8.4 Broad spectrum angle-resolved absorption from a Cr (10 nm) – Glass (127 nm) – Pt (10 nm) multilayer structure excited from (a) an air superstrate and (b) a glass superstrate.](image)

![Figure 8.5 Absorption profile as a function of wavelength from a Cr (10 nm) – Glass (127 nm) – Pt (10 nm) multilayer structure at normal incidence (a) and oblique incidence (b).](image)

Figure 8.5(a) and (b) present the absorption profiles as a function of wavelength at normal incidence and at the oblique angle of highest absorption for the Cr – Glass – Pt structure excited
from air and glass. As shown, absorption of greater than 85% is achieved when exciting the structure from air, and above 90% when exciting from glass. For oblique incidence, we again see significant absorption of greater than 85% when exciting from glass and greater than 90% when exciting from air. For normal incidence, we can see that the absorption remains above 85% across the entirety of the 700 nm – 1500 nm spectral range, and across the 500 nm – 1300 nm spectral range at oblique incidence. However, most noticeable is the absence of the ENZ related absorption. This demonstrates that the broadspectrum and broad angular absorption from the Cr – ITO – Pt structure is a combination of ENZ related absorption and the high absorption achievable by MIM structures. The resulting combined structure offers great promise as a broadband absorber in the visible and NIR ranges and could potentially be considered for use in solar cell technology [7][8][9]. Given the outcome of the research in previous chapters, particularly the ability to now locally deposit ITO of various thicknesses, the production of this structure is now possible.

### 8.3 ENZ Induced Near Perfect Absorption at Visible Wavelengths

Initially upon starting this research into ENZ materials and the subsequent near-perfect absorption attainable from such materials, the goal was to attempt to shift the ENZ wavelength of the ITO films into the visible range. However, after much research it was discovered that achieving carrier concentrations sufficiently high to obtain near-zero permittivity in visible is very difficult by simply doping via the generation of oxygen vacancies and ion activation. Typically, ITO can hold carrier concentrations in the range $10^{19} – 10^{21}$ cm$^{-3}$ [10]. To obtain an estimate of the carrier concentration that would be needed to achieve an ENZ wavelength in the visible range, an estimate was made using the expression

$$N = \left( \frac{4\pi^2 e^2}{\lambda_{ENZ}^2} + \gamma^2 \right) m^* \varepsilon_0 \varepsilon_\infty$$  \hspace{1cm} (1)

where all parameters are the standard Drude parameters previously discussed in other chapters, $N$ is the carrier concentration in [m$^{-3}$], $e$ is the charge of an electron, $\gamma$ is the scattering rate, and $\varepsilon_0$ and $\varepsilon_\infty$ respectively are the permittivity of free space and the high frequency permittivity of ITO. $m^*$ is the reduced mass of an electron and was taken to be 0.35$m_0$ where $m_0$ is the rest mass of an electron. For this calculation, the values of the Drude parameters used for the ITO layer were those of the 127 nm 8 – 12 $\Omega$ sq$^{-1}$ commercial ITO sample characterised in Chapter 3. The values used were, $\varepsilon_\infty = 3.6596$, $\gamma = 0.1893$, and $\lambda_{ENZ}$ was allowed to vary across the 600 nm – 2000 nm range. The resulting data is plotted in Figure 8.6. As shown, a significantly higher carrier concentration is required to achieve ITO with an ENZ wavelength in the visible range. Such a material has yet to be demonstrated. However, there is an alternative route to achieving an ENZ wavelength in the visible range. Research carried out by Feigenbaum et al. (2010) [11] and
published in Nano Letters experimentally demonstrates that by applying a voltage across a structure composed of a 350 nm Au layer, a 300 nm ITO layer, a 100 nm SiO₂ insulating layer, and a 20 nm Au layer as depicted in Figure 8.7, a 5 nm depletion layer with a higher localised carrier concentration, and hence short ENZ wavelength is achieved. This depletion layer is localised at the ITO – SiO₂ interface.

Figure 8.6 An estimation of the required carrier concentration needed to achieve an ENZ wavelength in the 600 nm – 2000 nm spectral range.

Figure 8.7 2D schematic of the structure studied by Feigenbaum et al. for the generation of ITO with an ENZ wavelength at visible frequencies. By applying an applied voltage in the 0 – 2.5 V range, significant concentration of charge carriers could be setup in the depletion layer leading to an increased localised carrier concentration and a visible range ENZ wavelength [11].

Feigenbaum et al. found that by applying a bias voltage between 0 – 2.5 V the localised carrier concentration in the depletion region could increase by an order of magnitude. The resulting large increase in carrier concentration shifts the ENZ region of the depletion layer to visible wavelengths. Figure 8.8 presents two graphs plotted using the data from the work of Feigenbaum
et al. The localised carrier concentration in the depletion region as a function of applied voltage is presented in Figure 8.8(a) and the corresponding plasma frequency and ENZ wavelength in the same region are presented in (b).

As shown, by applying a bias voltage across the structure, the localised carrier concentration can be increased by an order of magnitude and the ENZ wavelength can be pushed close to the visible range to wavelengths as low as 800 nm.

![Figure 8.8](image)

Figure 8.8 (a) Carrier concentration as a function of applied voltage for the depletion layer of the Au – ITO – SiO₂ – Au structure studied by Feigenbaum et al. and (b) the resulting plasma frequency (black) and ENZ wavelength (red) for the depletion region.

While depositing ITO with ENZ behaviour in the visible range may not be possible, this work demonstrates that achieving ENZ behaviour in the visible range is possible from ITO by applying a voltage, and thus it may be possible to also achieve near-perfect absorption in ITO at visible wavelengths by utilising this or a similar technique. Thus, a set of T-Matrix simulations were carried out to theoretically determine the absorption that such a structure would exhibit. In these simulations, presented in Figure 8.9, the previous Drude parameter values were used and the plasma frequency was chosen was \( \omega_p = 6.00 \text{ rad fs}^{-1} \), corresponding to an ENZ wavelength of \( \lambda_{ENZ} = 600 \text{ nm} \). Figure 8.9(a) presents the broadspectrum angle-resolved absorption from a 127 nm ITO with the aforementioned plasma frequency. As shown, a very clear absorption feature is noted just below 600 nm. The same absorption feature is again noted in Figure 8.9(b), however the addition of the 10 nm Pt backing has caused an enhancement of the absorption as in previous cases in the near-infrared range. In both graphs, the Ferrell – Berreman mode is located below the critical angle of 41˚ and the ENZ mode is located above 41˚ and extends to lower wavelengths.
Figure 8.9 Broadspectrum angle-resolved absorption for (a) a 127 nm ITO with a plasma frequency, $\omega_p = 6.00$ rad fs$^{-1}$, and (b) a 127 nm ITO with a plasma frequency, $\omega_p = 6.00$ rad fs$^{-1}$ and a 10 nm Pt backing. Both the Ferrell – Berreman mode, below 41˚ and the non-radiative ENZ mode, above 41˚ are clearly visible below 600 nm.

Figure 8.10 A comparison of (a) the Ferrell – Berreman mode absorption and (b) the non-radiative ENZ mode absorption from a 127 nm ITO with a plasma frequency, $\omega_p = 6.00$ rad fs$^{-1}$ with (red) and without (black) a 10 nm Pt backing layer.

The Ferrell – Berreman and non-radiative ENZ mode profiles as a function of wavelength at 39˚ and 55˚ incidence respectfully are presented for the 127 nm ITO film with (red) and without (black) the 10 nm Pt backing layer. For the ITO film alone, the maximum simulated Ferrell – Berreman mode absorption was found to be just above 50%, and just above 65% for the non-radiative ENZ mode. However, the addition of just 10 nm of Pt on the back causes a significant enhancement of the absorption to values greater than 95% for the Ferrell – Berreman mode, and to values just below 100% for the ENZ mode. The results of Feigenbaum et al. and of these simulations suggest that the achievement of near-perfect absorption may be achievable from such
structures as those considered in this thesis in the future. These results indeed open up a fascinating avenue of research for future work into this field.

8.4 Purcell – Factor Enhancement of Quantum Emitters by Coupling to ENZ Materials

Significant theoretical work has previously been carried out on the spontaneous emission lifetime of quantum emitters coupled to an ENZ material. Fleury and Alù [12] and Chebykin et al.[13] both theoretically demonstrated the possibility of achieving Purcell Factor enhancements and Dicke superradiance from quantum emitters embedded in an ENZ environment.

The Purcell Effect is the enhancement of the spontaneous emission rate of a quantum system due to its environment. It was first discovered and published by Edward Purcell in 1946 [14] by measuring the spontaneous emission rate of atoms in a resonant cavity. The magnitude of this enhancement is given by the Purcell Factor,

\[ F_p = \frac{3}{4\pi^2} \left( \frac{\lambda_0}{n} \right)^3 \frac{Q}{V} \]  

where \( \lambda_0 \) is the free-space wavelength, \( n \) is the refractive index of the cavity environment, \( Q \) is the quality factor or ‘Q-Factor’, and \( V \) is the mode volume. The Q-Factor [15] is a dimensionless parameter that described the damping of a resonator and is given by

\[ Q = \frac{f_r}{\Delta f} \]  

where \( f_r \) is the resonant frequency and \( \Delta f \) is the bandwidth and the mode volume, \( V \) is the volume number of bound modes that the cavity can support [16]. In the past it was believed that spontaneous emission was simply an intrinsic property of atoms, however Purcell’s work was the first demonstration that the spontaneous emission rate actually depends on the environment of the emitter. Modern applications of this phenomenon include fluorescence microscopy, Surface Enhanced Raman Spectroscopy (SERS) [17], DNA sequencing, and single molecule detection. However, the drawback of this phenomenon is that to gain enhancement of the spontaneous emission rate, precise control over the position of the quantum emitter is necessary to position it in the region of the environment with the highest density of states. However, another mechanism by which the spontaneous emission rate can be enhanced is by placing a multiple, \( N \) of identical quantum emitters in close proximity to each other in the environment which results in a phenomenon known as superradiance. This phenomenon was studied, and the subsequent work published by Robert Dicke in 1954 [18] in which he discovered that if these \( N \) quantum emitters are confined within a deeply subwavelength volume that there is a collective emission from them. The resulting emission intensity is proportional to the square of the number of emitters, \( N^2 \) and the decay time is proportional \( N^{-1} \). However, the downside of this phenomenon is that the quantum emitters have to be packed very close together to achieve Dicke superradiance. Fleury
and Alù examined these effects theoretically by considering quantum emitters embedded in an ENZ environment composed of a narrow plasmonic channel operating at its cut-off frequency. They demonstrated that a quantum emitter embedded in such an ENZ channel should exhibit significant enhancements of the Purcell Factor and Dicke superradiance as well as an increased density of states independent of the position in the channel. Further work by Chebykin et al. theoretically studying quantum emitters in ENZ ultra-anisotropic uniaxial metamaterials. This designed structure consisted of a periodic metal – dielectric multilayer nanostructure with a complex unit cell containing two different metallic layers which had an effective zero-permittivity at the operating frequency. They report the possibility of achieving strong Purcell enhancement of the spontaneous emission rate and significant far-field emission power in the studied structure. Engheta et al. [19] also carried out numerical simulations for the coupling of two quantum emitters in a linear waveguide and in two identical waveguides separated by an ε-μ-near zero (EMNZ) material as depicted in Figure 8.11.

![Figure 8.11](image)

Figure 8.11 Schematic of the waveguide structure considered by Engheta et al. demonstrating the coupling between two dipoles in (a) a standard linear waveguide, and (b) two waveguides separated by an EMNZ material. This figure was redrawn based on that published by Engheta et al. [19].

Typically, dipole – dipole coupling between two quantum emitters requires very precise positioning of the emitters. However, as previously mentioned, by embedding quantum emitters in an ENZ material this need for precise positioning is no longer necessary. This is a result of the ENZ ‘supercoupling’ effect which is the tunnelling like zero phase advance / decay of light at the ENZ wavelength as it passes through the material as well as the spatially static electric field in the ENZ material. However, Engheta et al. found that by separating two identical waveguides with an EMNZ material and placing two quantum emitters a distance of $s/2$ from the EMNZ
material boundary on either waveguide results in identical coupling to placing two quantum emitters a distance $s$ apart in a linear waveguide. This effect is independent of the shape, size and geometry of the EMNZ material separating the waveguides and is even independent of the angle between the two waveguides.

As shown, there is significant evidence to suggest that coupling ENZ or EMNZ materials with quantum emitters can lead to these Purcell enhancements and Dicke superradiance effects. However, to date very few experimental demonstrations of such an effect have been reported, possibly due to the unavailability of quantum emitters with an emission wavelength that overlaps with the ENZ wavelength of the ENZ material in question. Although, in recent years PbS core quantum dot quantum have been produced which can have emission wavelengths in the 1000 – 1600 nm spectral range. For future work, we hope to couple such quantum dots to our ITO films or to embed them in locally fabricated ITO and to measure their resulting emission lifetimes using the techniques of Fluorescence Lifetime Imaging Microscopy (FLIM) or photoluminescent spectroscopy.

8.5 Potential Application in Heat Assisted Memory Recording (HAMR)

HAMR is a memory writing process for storing binary magnetic data to hard drives. It works by applying thermal energy to individual bits of a bit-writing medium until the electrons in the bit are above the Curie temperature and thus become paramagnetic. The spins of these electrons can thus be aligned either “up” corresponding to a “1” or “down” corresponding to a “0” via the application of an external magnetic field. Once the electron spins in the bit are aligned, the bit is quickly cooled down to lock the electrons in their spin configuration. By repeating this process across several bits and aligning the electron spins binary data can thus be physically stored in the medium. This process is schematically demonstrated in Figure 8.12 [72].

![Figure 8.12 Representative schematic demonstrating the principle process of heat assisted magnetic recording (HAMR).](image)
However, in order to apply energy to the bit writing medium, a device called a near-field transducer (NFT) is used to harness the energy from a laser and the energy is then non-radiatively transferred to the medium. Currently, many NFTs are made of plasmonic gold tapers which harness the optical energy of the laser in form of surface plasmons which are then confined to the tip of the taper. However, the issue with using gold for such applications is that gold is not particularly thermally stable. Significant research by Abbot et al. has demonstrated the dewetting of gold films as a result of laser induced thermal energy [73][74]. If perfect absorption can be achieved from ITO in the correct wavelength range, the plasmonic and ENZ behaviour of ITO could harness the incident optical laser energy and operate in a similar fashion to gold tapers, the result would be a highly thermally stable NFT that is resistant to dewetting and thermal degradation as ITO can withstand temperature between 1100°C - 1600°C depending on the ambient atmosphere. In this work, we demonstrated near-perfect absorption (NPA) in ITO thin films coupled with a Pt backing and also demonstrated that it is possible using a whole range of different metal backings with thicknesses as low as 10 nm. However, the suitability of such ENZ materials for use in this process relies heavily on the wavelength at which perfect absorption can be achieved. Currently, HAMR operated in the near-infrared 700 – 900 nm range [75]. Numerical simulation in Chapter 6 shows that when a metal backing is applied to thin film ITO and excited from glass, the NPA achieved extends to this 700 – 900 nm spectral range, however only at oblique incidence. This is a promising result and could lead to significant advancements in improving NFTs for HAMR. However, significant further research is required.

8.6 Conclusion

ENZ materials, particularly ITO show great promise for a host of novel physical phenomena and has been readily demonstrated in this work to exhibit perfect absorption. As outlined in this chapter, a whole host of possibilities for the continuation of this work exist, from broadspectrum and broad-angle perfect absorption, Purcell factor enhancements, Dicke superradiance, and even the possibility of perfect absorption in the visible range. A plethora of avenues of further exploration into ITO and ENZ materials in general exists.

In this work, we demonstrated and studied in depth the excitation of ENZ modes in ITO and demonstrated the achievement of near-perfect absorption on Pt-backed ITO thin films. We have shown that absorption values of > 95% are possible from ITO on metal backings much thinner than previously considered (< 25 nm) and that the peak absorption increases asymptotically with Pt thickness. This is a highly advantageous discovery as it demonstrates that these materials can be implemented in devices with considerable size restrictions, such as in HAMR. Furthermore, we provide the first study of this behaviour for various different metal backings by T-Matrix and FEM simulations. We demonstrate for the first time that the achievement of NPA is possible from most common metals, however, the value of the maximum absorption and the thickness at which
that maximum is achieved is dependent on the refractive indices, wave impedances, and skin depths of the metals. We conclude that the best backing for ITO films to achieve maximum absorption about their ENZ region is one with a low real component of the refractive index and a very large imaginary component. Furthermore, we experimentally demonstrated that thinner metal backings result in higher non-radiative ENZ mode absorption as a result of exciting IMI modes in the ITO–Metal structures.

Finally, we considered the potential of coupling high refractive index, 2D, boron nitride nanoflakes to ENZ materials but demonstrated that the dominance of scattering in the optical response makes them unsuitable for such applications. However, we provide a detailed study of the scattering form such nanoflakes in both the single and multiple scattering regimes. We demonstrate that the high aspect ratio nanoflakes cause significant depolarisation of light compared to a polystyrene nanosphere reference. We also show that the lateral size of these particles can be estimated using a path length dependent, diffuse scattered, light intensity technique by direct comparison to polystyrene nanospheres of similar diameter. We also examined various models to describe this diffuse scattering from these nanoflakes in the multiple scattering regime and demonstrate that the Two-Stream Approximation to the radiative transfer equation is the best model to describe this phenomenon. However, extraction of the particle width and thickness of the 2D nanoflakes was not demonstrated to be possible using this technique. This may suggest that dynamic light scattering in general is insensitive to the aspect ratio of such particles and is dependent on the lateral dimension of the nanoflakes which when randomly oriented could result in successive scattering events that approximate the response of a sphere of similar diameter.
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