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Abstract: We propose and compare algorithms to allocate upstream PON capacity, where multiple virtual operators generate independent frame-level allocation over shared infrastructure. Our fragmentation-based approach shows the ability to limit latency increase to a few microseconds. © 2020 The Author(s)
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1. Introduction

Continuous growth in Internet traffic, together with the prospect of densified 5G mobile infrastructure and the new high-bandwidth services that it will enable, means that network operators need to continuously plan ahead the provisioning or upgrade of their access networks. Although Passive Optical Networks (PONs) are a future-proof and low-cost solution to deploy fibre-based access networks, large scale deployment is still hindered by the high capital expenditures required upfront. Similarly to what has happened in the mobile communication domain, thus fixed network operators have started designing architectural models to enable sharing network resources across multiple virtual operators and diverse services [1]. While sharing mechanisms that operate at higher layers have already been deployed (i.e., Virtual Unbundled Local Access (VULA) and next generation bitstream), the type of access services that PONs are required to support for 5G networks and beyond will need low latency and strict isolation between network slices. This means that Virtual Network Operators (VNOs) will require the ability to schedule their capacity within each transmission frame (e.g. at the microsecond scale), over a shared infrastructure. For example, work in [2] has shown that fronthaul operations can be supported by PONs in the upstream, if multiple bursts per frame are allowed. In a shared PON environment, VNOs will require the ability to directly schedule upstream transmission within each frame [3].

While PON virtualisation solutions have recently appeared, for example in the Residential-CORD (R-CORD) [4] open source platform, these typically provide resource slicing at the management level, without virtualising the Dynamic Bandwidth Allocation (DBA) protocol. This does not allow VNOs to control the frame-level scheduling required to support services like 5G fronthaul.

We have thus proposed the concept of Virtual DBA (vDBA) [5], recently standardised by the BroadBand Forum (BBF) in [6], to enable different VNOs schedule their frame-level capacity, using dedicated DBA algorithms that produce independent virtual Bandwidth Maps (BMaps) with their preferred allocation. These virtual BMaps are then merged together by a Merging Engine that produces the final BMap that is physically transmitted to all Optical Network Units (ONUs). These operations are summarised in Fig. 1.a. In this paper, we propose two novel stateless algorithms for the merging engine, both based on the use of class priority, and analyze their performance in terms of efficiency of capacity allocation and latency.
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Fig. 1. Architectural design of the virtual DBA mechanism
2. The Merging Engine Architecture and Algorithms Implementation

The Merging Engine carries out the difficult task to merge multiple virtual bandwidth maps, which are sent independently by the VNOs’ DBAs, into one final allocation, thus solving all conflicts between the virtual BMaps (i.e., where these are attempting to allocate capacity at the same time). The principle, which operates on the concept of class prioritisation, is that when a collision occurs in the scheduling, the merging engine will shift the allocation with lower priority, which will thus suffer increase in latency. If two conflicting allocations belong to the same class, then the algorithm will shift the one that would result in lower overall delay (shown in Fig. 1.b). In this work we consider 4 different strict priority classes (4 being the highest), where traffic from lower priority is always shifted every time it collides with a higher priority. In addition, we assume that classes 4 and 3 operate ultra-low latency fronthaul services using cooperative DBA, standardised in [7], where the Dynamic Bandwidth Report upstream (DBRu) mechanism is bypassed, and the scheduler of the base station informs the DBA algorithm in the Optical Line Terminal (OLT) directly about the required scheduling information. Since this mechanism operates just in time, it is not possible for the merging engine to anticipate the virtual BMap allocation, as the data to be transmitted would not be yet available at the OLT. Classes 1 and 2 operate instead over the normal DBRu report/grant scheme, where packets are buffered at the ONU for some time before the BMap is received. For this reason, allocations for classes 1 and 2 can also be anticipated within a given frame by the merging engine.

(a) Priority Based Merging Algorithm (PBMA)

(b) Fragmentation Aware Merging Algorithm (FAMA)

In this paper we define two merging engine algorithms and analyse their difference in performance. The algorithms are named Priority Based Merging Algorithm (PBMA) and Fragmentation Aware Merging Algorithm (FAMA) and their pseudo-codes are reported in Fig. 2.a and 2.b, respectively. In PBMA, all requests are traversed sequentially for each traffic class, starting from the highest priority \( p \). Conflicts are resolved by anticipating and/or postponing allocations on the basis of priority \( p \) and in case of similar priority, the allocation having an earlier start time is preferred (as this reduces the overall amount of latency introduced). On the other hand, FAMA works by considering allocations from the start of the frame till end, with all priorities examined at the same time. FAMA works by comparing the VNO’s requests whose start time is less than the current merged output. It first compares the priority and in case of similar priority the request with lower start time is selected. If there are no requests with start time less than the current merged output time, FAMA considers the requests that can be anticipated (i.e., those belonging to classes 1 & 2), for each VNO.

3. Simulation results

In our simulations we consider two VNOs sharing a 10G XGS-PON upstream frame, which is divided into 1152 slots, each of 135 bytes with approximate duration of \( 0.11\mu s \). We generate virtual BMaps using a random uniform distribution between a minimum grant size of 1 slot and a maximum of 50 slots (i.e., the maximum is about 5% of the total frame size), always leaving one slot as guard interval between the requests, and in a way that balances the requests across each frame.

Figures 3.a and 3.b compare the performance of both algorithms as a function of the offered traffic, the first showing the percentage of traffic that was actually served (i.e., not dropped) and the second the average additional latency introduced by the merging engine operations. In this case the traffic load is distributed uniformly across the 4 priority classes. With PBMA, with the increase in offered traffic, the served traffic of the lowest priority type starts to decrease noticeably. Latency tends to affect mostly the lowest priority class 1, with some repercussions also noticeable for classes 2 and 3. The FAMA algorithm instead, by its tight packing approach achieved by...
looping over each slot of the frame one by one, is capable of reducing latency across all classes, with the most noticeable improvement for class 1 (the latency is comparable to that of priority 3 in the PBMA algorithm). The main advantage of PBMA is that it can achieve the lowest latency for class 4 (less than 1 µs), because this priority is allocated in advance of all other calculations, which however leads to lower performance for all other classes.

As PONs might be used for transporting fronthaul 5G traffic, it is also important to understand the amount of highest priority traffic that an operator can support before violating a given latency requirement. Thus, in Fig. 3.c and 3.d, we show the system performance when we vary the amount of highest priority traffic (up to 100% of the total). The remaining traffic is equally distributed across the other three classes (and only shown up to the 80% point, as at 100% only priority traffic 4 is present). The figures show again how the FAMA algorithm outperforms the simpler PBMA approach, as it optimises frame utilisation by doing a fragment-less packing of allocations. For the FAMA approach, the latency added to the highest priority is only about 2 µs, and even the lowest class remains below 5 µs. On the other hand, the simpler PBMA algorithm tends to drop the second-highest priority traffic at 80% traffic level and also about 10% of the highest priority traffic at full load, with higher latency across all classes. The trade-off is on the higher complexity of FAMA, because for each allocation in the merged output FAMA has to choose a suitable request for each VNO that can compete for the current time slot. This trade-off will be further evaluated in our future work.
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