3D Modelling Tool to Optimise Advanced Plasmonic Luminescent Solar Devices for Building Integrated Photovoltaic Applications

By: Mehran Rafiee

Trinity College Dublin, The University of Dublin
Department of Civil, Structural and Environment Engineering

Supervisor: Professor Sarah McCormack

Co-Supervisors: Dr. Subhash Chandra and Dr. Hind Ahmed

Advisor: Professor Keith Barnham

Date: 30/08/2019
Declaration:

I declare that this thesis has not been submitted as an exercise for PhD Thesis at this or any other university and it is entirely my own work.

I agree to deposit this thesis in the University’s open access institutional repository or allow the Library to do so on my behalf, subject to Irish Copyright Legislation and Trinity College Library conditions of use and acknowledgement.

Signature:............................................ Date:..............................
Abstract:

This research concentrates on modelling and optimisation of a static building integrated PV (BIPV) component in which both direct and diffuse solar radiation are harvested through luminescent solar (LS) devices. Plasmonic coupling between luminescent species such as quantum dots (QD), organic dyes, and metal nanoparticles (MNPs) have been investigated and modelled for their application in plasmonically enhanced luminescent solar (pLS) devices to concentrate and convert both direct and diffuse solar radiation to the wavelength region spectrally matched with the PV cell.

A 3D Monte Carlo ray tracing (MCRT) algorithm has been developed to analyse the optical properties of LS device. Moreover, plasmonic modelling of MNPs were undertaken using a 3D finite difference time domain (FDTD) method. The combination of MCRT and FDTD achievements were used in a novel mathematical model and algorithm to develop the first comprehensive 3D tool (referred as PEDAL program) which can optimise and investigate both LS and pLS devices.

A new optimised FDTD (OFDTD) model has been developed which reduces the total memory requirement of the modelling by ~52%. As regards PEDAL, several proposed methods improved the modelling performance e.g. in a modelling with ~125k incident ray, the simulation time was decreased from ~6400 minutes to only ~3 minutes without mitigating the modelling accuracy.

In addition to pLS device modelling, PEDAL was also used to model the optical properties of a variety of LS device configurations where the modelling results were found in close agreement with experimental outcomes. Overall, ~96% average modelling accuracy was achieved. Finally, a new structure has been proposed using pLS device in a large scale BIPV component which not only gives the designer the ability to control the building’s interior and exterior visual comfort but also guaranties the optimisation of the BIPV component with any required size and shape of the interest.
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### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>Absorbance</td>
<td></td>
</tr>
<tr>
<td>$A_{Edge}$</td>
<td>PV cell area in luminescent solar concentrator (LSC)</td>
<td>$m^2$</td>
</tr>
<tr>
<td>$A_{PV}$</td>
<td>Total PV cell area in the luminescent solar device</td>
<td>$m^2$</td>
</tr>
<tr>
<td>$A_{APR}$</td>
<td>Surface of the aperture</td>
<td>$m^2$</td>
</tr>
<tr>
<td>$a_j$</td>
<td>Coefficient of complexity weight</td>
<td></td>
</tr>
<tr>
<td>$B$</td>
<td>Magnetic flux density</td>
<td>$Wb/m^2$</td>
</tr>
<tr>
<td>$C^E_{i}$</td>
<td>Curl terms of $E$ field</td>
<td></td>
</tr>
<tr>
<td>$C^H_{i} \frac{q_n}{\tau}$</td>
<td>Curl terms of $H$ field</td>
<td></td>
</tr>
<tr>
<td>$C$</td>
<td>Total Solar Concentration Ratio</td>
<td></td>
</tr>
<tr>
<td>$C_i$</td>
<td>$cos (\theta_i)$</td>
<td></td>
</tr>
<tr>
<td>$c$</td>
<td>Light speed</td>
<td>$m/s$</td>
</tr>
<tr>
<td>$c_0$</td>
<td>Light speed in vacuum</td>
<td>$m/s$</td>
</tr>
<tr>
<td>$c_{ICP-OES}$</td>
<td>Concentration obtained from ICP method</td>
<td>ppm</td>
</tr>
<tr>
<td>$c_{MNP}$</td>
<td>Concentration of MNP</td>
<td>N/L</td>
</tr>
<tr>
<td>$C_P$</td>
<td>Photon Concentration ratio</td>
<td></td>
</tr>
<tr>
<td>$D$</td>
<td>Electric flux density</td>
<td>$C/m^2$</td>
</tr>
<tr>
<td>$Dim$</td>
<td>Dimension</td>
<td></td>
</tr>
<tr>
<td>$d$</td>
<td>Thickness</td>
<td>cm</td>
</tr>
<tr>
<td>$d_i$</td>
<td>Distance</td>
<td>m</td>
</tr>
<tr>
<td>$DP$</td>
<td>Distance of plane from the coordinate system origin</td>
<td>m</td>
</tr>
<tr>
<td>$E$</td>
<td>Electric field intensity</td>
<td>$V/m$</td>
</tr>
<tr>
<td>$E_g$</td>
<td>Gap energy</td>
<td>$eV$ or $J$</td>
</tr>
<tr>
<td>$E_i$</td>
<td>Intensity of incident</td>
<td>$J$</td>
</tr>
<tr>
<td>$E_P(\lambda)$</td>
<td>Energy of photon in each wavelength</td>
<td>$eV$ or $J$</td>
</tr>
<tr>
<td>$E_{Posy}(\lambda)$</td>
<td>Output energy spectrum of the photons obtained in the detector plane</td>
<td>$J$</td>
</tr>
<tr>
<td>$E_{Pin}(\lambda)$</td>
<td>Input energy spectrum of the system</td>
<td>$J$</td>
</tr>
<tr>
<td>$EM(\lambda)$</td>
<td>Emission spectrum absorption spectrum of the luminescent material</td>
<td></td>
</tr>
<tr>
<td>$EQE(\lambda)$</td>
<td>External quantum efficiency spectrum</td>
<td></td>
</tr>
<tr>
<td>$e_p$</td>
<td>Dipole moment</td>
<td></td>
</tr>
<tr>
<td>$f$</td>
<td>Frequency</td>
<td>$Hz$</td>
</tr>
<tr>
<td>$f_0$</td>
<td>Natural frequency</td>
<td>$Hz$</td>
</tr>
<tr>
<td>$f_d$</td>
<td>damping rate</td>
<td>$Hz$</td>
</tr>
<tr>
<td>$f_c$</td>
<td>Maximum frequency</td>
<td>$Hz$</td>
</tr>
<tr>
<td>$f_{max}$</td>
<td>Dominant factor for the Kth event</td>
<td></td>
</tr>
<tr>
<td>$f_{OPT}$</td>
<td>Optimization factor of matrix group $i$</td>
<td></td>
</tr>
<tr>
<td>$f_{op}$</td>
<td>Optimization factor</td>
<td></td>
</tr>
<tr>
<td>$FF$</td>
<td>Fill factor</td>
<td></td>
</tr>
<tr>
<td>$G$</td>
<td>Airgap</td>
<td>$mm$</td>
</tr>
<tr>
<td>$G_g$</td>
<td>Geometric gain</td>
<td></td>
</tr>
<tr>
<td>$H$</td>
<td>Magnetic field intensity</td>
<td>$A/m$</td>
</tr>
<tr>
<td>$h$</td>
<td>Planck’s constant</td>
<td>$J.s$</td>
</tr>
<tr>
<td>$I$</td>
<td>Incident ray</td>
<td></td>
</tr>
<tr>
<td>$I_0 : [X_0 Y_0 Z_0]$</td>
<td>Origin point</td>
<td></td>
</tr>
<tr>
<td>$I_{CE}$</td>
<td>Integration terms for curl of $E$ field</td>
<td></td>
</tr>
<tr>
<td>$I_{CH}$</td>
<td>Integration terms for curl of $H$ field</td>
<td></td>
</tr>
<tr>
<td>$I_d : [X_d Y_d Z_d]$</td>
<td>Normalized vector</td>
<td></td>
</tr>
<tr>
<td>$I_p$</td>
<td>Integration terms of $D$</td>
<td></td>
</tr>
<tr>
<td>$I_H$</td>
<td>Integration terms of $H$</td>
<td></td>
</tr>
<tr>
<td>$I_L$</td>
<td>Ray vector with length L</td>
<td></td>
</tr>
<tr>
<td>$I_M$</td>
<td>Current of the PV terminal at maximum power</td>
<td>$A$</td>
</tr>
<tr>
<td>$I_o$</td>
<td>Intensity of the detected electric field</td>
<td>$V/m$</td>
</tr>
<tr>
<td>$I_{sc}(\lambda)$</td>
<td>Short circuit current</td>
<td>$A$</td>
</tr>
<tr>
<td>$I_t$</td>
<td>Intensity of the illuminated electric field</td>
<td>$V/m$</td>
</tr>
</tbody>
</table>
\( IQE(\lambda) \)
External quantum efficiency spectrum

\( J \)
Electric current density \( \text{A/m}^2 \)

\( J_0 \)
Dark current density \( \text{A.m}^2.\text{nm}^{-1} \)

\( J_{sc} \)
Short-circuit current density \( \text{A.m}^2.\text{nm}^{-1} \)

\( K \)
Internal Event index

\( k \)
Random number between 0 - 1

\( k_0 \)
Radiation free space wavelength \( 1/\text{nm} \)

\( k_b \)
Boltzmann constant \( \text{A.m}^2.\text{kg.s}^{-2}.\text{K}^{-1} \)

\( L \)
Length \( \text{m} \)

\( L_d \)
Length of the component \( \text{m} \)

\( L_{PML} \)
Length of the PML \( \text{m} \)

\( M_{Au} \)
Molar mass of gold \( \text{g/mol} \)

\( M_m \)
Mass \( \text{Kg} \)

\( MC \)
Multiplication constant

\( MEM_i \)
Memory size of matrix group \( i \)

\( MEM_{total} \)
Total FDTD memory size

\( m \)
Constitutive relation terms

\( me(\lambda) \)
Number of electrons which are generated by the PV at each wavelength

\( mp(\lambda) \)
Number of photons striking the PV cell at each wavelength

\( N \)
Surface normal

\( N_A \)
Avogadro number \( 1/\text{Mol} \)

\( N_{Au} \)
Number of gold ions

\( N_{Au/MNP} \)
Number of gold atom in one MNP

\( N_{BUF} \)
Number of cells required for the buffers

\( N_d \)
Total number of grid cells

\( N_{Iteration} \)
Total number of iteration

\( N_{int} \)
Total number of internal cycles

\( N_I \)
Total number of matrices in matrix group \( i \)

\( N_K \)
Total number of events in the internal cycles

\( N_L \)
Number of layers with different material in the luminescent solar device

\( N_m \)
Total number of used 3D spatial tracing matrixes

\( N_{IN}(\lambda) \)
Number of input photons at wavelength \( \lambda \)

\( N_{OUT}(\lambda) \)
Number of output photons at wavelength \( \lambda \)

\( N_{PML} \)
Number of cells required for the PMLs

\( N_R_s \)
Estimated number of the refracted rays with similar calculations

\( N_{Rot} \)
Total number of refracted rays

\( N_{Ray} \)
Total number of rays

\( N_{Records} \)
Number the record points

\( N_{res} \)
Grid resolution constant

\( N_{SRC} \)
Number of the source injection point

\( n \)
Ideality factor

\( OE \)
Optical efficiency

\( \tilde{p} \)
Polarisation vector

\( P(\lambda) \)
Incident power \( \text{W} \)

\( P_{abs}^I(\lambda) \)
Total power absorbed by the luminescent material \( \text{W} \)

\( P_{abs}^L(\lambda) \)
Power absorbed by the luminescent material in each wavelength \( \text{W} \)

\( P_{atte}(\lambda) \)
Attenuation power \( \text{W} \)

\( P_{cone}(\lambda) \)
Escape cone loss power \( \text{W} \)

\( P_{direct}(\lambda) \)
Power reaching PV directly \( \text{W} \)

\( P_{em}\mu(\lambda) \)
Power emitted by luminescent material in each wavelength \( \text{W} \)

\( P_{em}\text{mit}(\lambda) \)
Total power emitted by luminescent material \( \text{W} \)

\( P_{In}(\lambda) \)
Flux (power) density of the incident light \( \text{W.m}^2.\text{nm}^{-1} \)

\( P_{lost}(\lambda) \)
Power lost due to loss mechanisms including the reabsorption, escape cone, attenuation and scattering losses \( \text{W} \)

\( P_{out}(\lambda) \)
Power reached to the PV cell \( \text{W} \)

\( P_{ref}tect(\lambda) \)
Reflected power \( \text{W} \)

\( P_{refract}(\lambda) \)
Refracted power \( \text{W} \)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{re-abs}}(\lambda)$</td>
<td>Reabsorbing loss</td>
</tr>
<tr>
<td>$P_{\text{SPR}}(\lambda)$</td>
<td>SPR power</td>
</tr>
<tr>
<td>$P_{\text{scat}}$</td>
<td>Scattering loss</td>
</tr>
<tr>
<td>$P_{\text{trans}}$</td>
<td>Transmitted power</td>
</tr>
<tr>
<td>$P_{\text{trap}}$</td>
<td>Trapped power</td>
</tr>
<tr>
<td>$\vec{p}_x$</td>
<td>x-component of polarization vector</td>
</tr>
<tr>
<td>$\vec{p}_y$</td>
<td>y-component of polarization vector</td>
</tr>
<tr>
<td>$P_{\text{CE}}$</td>
<td>Power Conversion Efficiency</td>
</tr>
<tr>
<td>$P_{\text{L}} : [a_p, b_p, c_p, D_p]$</td>
<td>Plane in Space</td>
</tr>
<tr>
<td>$PR$</td>
<td>Probability or weighted probability of event</td>
</tr>
<tr>
<td>$PR_{\text{abs}}$</td>
<td>Probability of absorbance by luminescent material</td>
</tr>
<tr>
<td>$PR_{\text{abs}}^\text{MNP}$</td>
<td>Probability of absorbance by MNP</td>
</tr>
<tr>
<td>$PR_{\text{att}}$</td>
<td>Probability of attenuation</td>
</tr>
<tr>
<td>$PR_{\text{emit}}$</td>
<td>Probability of emission from emission spectrum</td>
</tr>
<tr>
<td>$PR_{\text{PDE}}$</td>
<td>Probability of enhancement due to PDEF</td>
</tr>
<tr>
<td>$PR_{\text{QF}}$</td>
<td>Probability of quenching</td>
</tr>
<tr>
<td>$PR_{\text{QY}}$</td>
<td>Probability of emission (from QY)</td>
</tr>
<tr>
<td>$PR_{\text{r}}$</td>
<td>Probability of reflection</td>
</tr>
<tr>
<td>$PR_{\text{re-abs}}$</td>
<td>Probability of reabsorption</td>
</tr>
<tr>
<td>$PR_{\text{scat}}$</td>
<td>Probability of scattering</td>
</tr>
<tr>
<td>$PR_{\lambda, \text{abs}}^\text{L}$</td>
<td>Luminescent material total absorbance probability</td>
</tr>
<tr>
<td>$QF$</td>
<td>Quenching factor</td>
</tr>
<tr>
<td>$q$</td>
<td>Electric charge (Coulombs)</td>
</tr>
<tr>
<td>$R$</td>
<td>Reflected ray</td>
</tr>
<tr>
<td>$r$</td>
<td>Vector of position</td>
</tr>
<tr>
<td>$r_i : [x_i, y_i, z_i]$</td>
<td>Intersection points</td>
</tr>
<tr>
<td>$S_u$</td>
<td>strength of the resonator</td>
</tr>
<tr>
<td>$S_{u_i}$</td>
<td>Total size of the $i$th 3D spatial tracing matric</td>
</tr>
<tr>
<td>SC</td>
<td>Stem component</td>
</tr>
<tr>
<td>$SR$</td>
<td>Spectral response (A/W)</td>
</tr>
<tr>
<td>$T$</td>
<td>Transmitted ray</td>
</tr>
<tr>
<td>$T_{\text{Fill}}$</td>
<td>Total amount of time consumed to survey the conditions to fill the arrays of the 3D spatial tracing matrices</td>
</tr>
<tr>
<td>$T_{\text{Intersection}}$</td>
<td>Total consumed time for calculating the intersection point in the whole ray tracing algorithm</td>
</tr>
<tr>
<td>$T_{\text{PV}}$</td>
<td>PV temperature (Kelvin)</td>
</tr>
<tr>
<td>$T_{\text{Staus}}$</td>
<td>Total time consumed for surveying the ray tracing events in internal cycles</td>
</tr>
<tr>
<td>$T_{\text{Stausopt}}$</td>
<td>Optimised total time consumed for surveying the ray tracing events in internal cycles</td>
</tr>
<tr>
<td>$T_t$</td>
<td>Total simulation time</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
</tr>
<tr>
<td>$t_c$</td>
<td>The consumed time of conditional statement</td>
</tr>
<tr>
<td>$t_{\text{c}_k}$</td>
<td>The consumed time of conditional statement which is used for the $k$th ray tracing event</td>
</tr>
<tr>
<td>$t_{\text{ex}}$</td>
<td>Exposing time</td>
</tr>
<tr>
<td>$t_{\text{ITR}}$</td>
<td>The consumed time of iterative statement</td>
</tr>
<tr>
<td>$t_s$</td>
<td>Time consumed by the mathematical method to calculate the intersection point</td>
</tr>
<tr>
<td>$\text{Trans}$</td>
<td>Transmittance (a.u.)</td>
</tr>
<tr>
<td>$U$</td>
<td>number of resonators</td>
</tr>
<tr>
<td>$V_M$</td>
<td>Voltage of the PV terminal at maximum power (V)</td>
</tr>
<tr>
<td>$V_{\text{MNP}}$</td>
<td>Volume of MNP (m$^3$)</td>
</tr>
<tr>
<td>$V_{\text{oc}}$</td>
<td>Open-circuit voltage (V)</td>
</tr>
<tr>
<td>$V_{\text{Sample}}$</td>
<td>Volume of sample (L)</td>
</tr>
<tr>
<td>$V_{\text{Tot}}$</td>
<td>Total volume of primary sample (L)</td>
</tr>
<tr>
<td>$V_{\text{UC}}$</td>
<td>Volume of unit cell (m$^3$)</td>
</tr>
<tr>
<td>$W_i$</td>
<td>Complexity weight</td>
</tr>
<tr>
<td>$X_d$</td>
<td>Place of particle</td>
</tr>
<tr>
<td>$Z_m\nu$</td>
<td>Material impedance in vacuum (Ω)</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$Z_m$</td>
<td>Material impedance</td>
</tr>
<tr>
<td>$\alpha_{\text{Abs}}$</td>
<td>Absorption coefficient</td>
</tr>
<tr>
<td>$\alpha_{\text{Att}}$</td>
<td>Attenuation coefficient</td>
</tr>
<tr>
<td>$\alpha_{\text{Scat}}$</td>
<td>Scattering coefficient</td>
</tr>
<tr>
<td>$\Gamma_{\text{nr}}$</td>
<td>Non-radiative decay</td>
</tr>
<tr>
<td>$\Gamma_r$</td>
<td>Radiative decay</td>
</tr>
<tr>
<td>$\Gamma_{\text{M}}$</td>
<td>Radiative decay due to the MNP presence</td>
</tr>
<tr>
<td>$\Gamma_u$</td>
<td>Damping rate of the resonator</td>
</tr>
<tr>
<td>$\Delta d$</td>
<td>Grid cell's size</td>
</tr>
<tr>
<td>$\Delta MEM_{\text{total}}$</td>
<td>Total deducted memory size</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Time step</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>Grid cell's size in x direction</td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>Grid cell's size in y direction</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>Grid cell's size in z direction</td>
</tr>
<tr>
<td>$\Delta \eta_{\text{opt}}$</td>
<td>Discrepancy error</td>
</tr>
<tr>
<td>$\Delta \theta$</td>
<td>The ray angle step</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Permittivity (dielectric constant)</td>
</tr>
<tr>
<td>$\varepsilon_0$</td>
<td>Vacuum permittivity</td>
</tr>
<tr>
<td>$\varepsilon_r$</td>
<td>Relative permittivity</td>
</tr>
<tr>
<td>$\varepsilon(\omega)$</td>
<td>Complex frequency-dependent absolute permittivity of the material</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Refraction index of the medium</td>
</tr>
<tr>
<td>$\theta_c$</td>
<td>Critical solid angle</td>
</tr>
<tr>
<td>$\theta_i$</td>
<td>Angle of direction</td>
</tr>
<tr>
<td>$\theta_r$</td>
<td>Angle of reflection</td>
</tr>
<tr>
<td>$\theta_t$</td>
<td>Angle of transmission</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Wavelength</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Permeability</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>Vacuum permeability</td>
</tr>
<tr>
<td>$\mu_r$</td>
<td>Relative permeability</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Conductivity</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Optical depth</td>
</tr>
<tr>
<td>$\tau_0$</td>
<td>Life Time</td>
</tr>
<tr>
<td>$\rho_p$</td>
<td>Volume charge density</td>
</tr>
<tr>
<td>$\phi_p(\lambda)$</td>
<td>Flux density spectrum of the input solar radiation</td>
</tr>
<tr>
<td>$\Psi\left(\epsilon_p, x_d, \lambda_{ex}\right)$</td>
<td>Excitation rate</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Frequency</td>
</tr>
<tr>
<td>$\omega_0\mu$</td>
<td>Natural frequency of metal nano particle</td>
</tr>
<tr>
<td>$\omega_p$</td>
<td>Plasma frequency</td>
</tr>
</tbody>
</table>
### List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.u.</td>
<td>Arbitrary Unit</td>
</tr>
<tr>
<td>ABC</td>
<td>Absorbing Boundary Condition</td>
</tr>
<tr>
<td>Ag NP</td>
<td>Silver nanoparticle</td>
</tr>
<tr>
<td>AM1.5G</td>
<td>Air Mass 1.5 Global standard solar spectrum</td>
</tr>
<tr>
<td>AR</td>
<td>Aspect ratio</td>
</tr>
<tr>
<td>ARC</td>
<td>Anti-Reflection Coating</td>
</tr>
<tr>
<td>Au NP</td>
<td>Gold nanoparticle</td>
</tr>
<tr>
<td>BIPV</td>
<td>Building Integration Photovoltaic</td>
</tr>
<tr>
<td>c-Si</td>
<td>Crystalline silicon</td>
</tr>
<tr>
<td>CdS/CdTe</td>
<td>Cadmium Sulfide/Cadmium Telluride</td>
</tr>
<tr>
<td>CdSe/CdS</td>
<td>Cadmium Selenide/Cadmium Sulfide</td>
</tr>
<tr>
<td>CIGS</td>
<td>Copper Indium-Gallium-diSelenid</td>
</tr>
<tr>
<td>DTB</td>
<td>di-benzo-thiadiazole</td>
</tr>
<tr>
<td>DPA</td>
<td>di-phenyl-anthracene</td>
</tr>
<tr>
<td>DSSC</td>
<td>Dye Sensitized Solar Cell</td>
</tr>
<tr>
<td>EF</td>
<td>Enhancement factor</td>
</tr>
<tr>
<td>EQE</td>
<td>External Quantum Efficiency</td>
</tr>
<tr>
<td>$E_{SPR}$</td>
<td>SPR energy</td>
</tr>
<tr>
<td>Eu(tta)$_3$</td>
<td>Europium Triethylammonium</td>
</tr>
<tr>
<td>EuD$_4$Tta</td>
<td>TetraDibenzoylmethide Triethylammonium</td>
</tr>
<tr>
<td>EVA</td>
<td>Ethylene-vinyl acetate</td>
</tr>
<tr>
<td>FDTD</td>
<td>Finite Difference Time Domain</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>GaAs</td>
<td>Gallium Arsenide</td>
</tr>
<tr>
<td>GaInP</td>
<td>Gallium Indium Phosphide</td>
</tr>
<tr>
<td>ICP-OES</td>
<td>Inductively coupled plasma optical emission spectroscopy</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>IQE</td>
<td>Internal Quantum Efficiency</td>
</tr>
<tr>
<td>ITO</td>
<td>Indium Tin Oxide</td>
</tr>
<tr>
<td>LDS</td>
<td>Luminescent Down Shifting</td>
</tr>
<tr>
<td>LSC</td>
<td>Luminescent Solar Concentrator</td>
</tr>
<tr>
<td>LS</td>
<td>Luminescent Solar</td>
</tr>
<tr>
<td>MCRT</td>
<td>Monte Carlo Ray Tracing</td>
</tr>
<tr>
<td>mc-Si</td>
<td>Multi Crystalline silicon</td>
</tr>
<tr>
<td>MLD</td>
<td>Multi-Layer Device</td>
</tr>
<tr>
<td>MNP</td>
<td>Metal Nanoparticle</td>
</tr>
<tr>
<td>NIR</td>
<td>Near infrared</td>
</tr>
<tr>
<td>NP</td>
<td>Nanoparticles</td>
</tr>
<tr>
<td>NR</td>
<td>Nano rod</td>
</tr>
<tr>
<td>NS</td>
<td>Nano sphere</td>
</tr>
<tr>
<td>PAE</td>
<td>Poly Arylene Ethynylene</td>
</tr>
<tr>
<td>PBC</td>
<td>Periodic Boundary Condition</td>
</tr>
<tr>
<td>PDEF</td>
<td>Photon density enhancement factor</td>
</tr>
<tr>
<td>PbS</td>
<td>Lead Sulphide</td>
</tr>
<tr>
<td>PCE</td>
<td>Power Conversion Efficiency</td>
</tr>
<tr>
<td>PLMA</td>
<td>Poly lauryl methacrylate</td>
</tr>
<tr>
<td>PML</td>
<td>Perfectly Matched Layer</td>
</tr>
<tr>
<td>PMMA</td>
<td>Poly methyl methacrylate</td>
</tr>
<tr>
<td>PV</td>
<td>Photovoltaic</td>
</tr>
<tr>
<td>PVA</td>
<td>Polyvinyl Acetate</td>
</tr>
<tr>
<td>PVB</td>
<td>PolyVinyl Butyral</td>
</tr>
<tr>
<td>PVSK</td>
<td>Perovskite</td>
</tr>
<tr>
<td>pBIPV</td>
<td>Plasmonic Building Integrated Photovoltaic</td>
</tr>
<tr>
<td>pLDS</td>
<td>Plasmonically enhanced Luminescent Down Shifting</td>
</tr>
<tr>
<td>pLSC</td>
<td>Plasmonically enhanced Luminescent Solar Concentrator</td>
</tr>
<tr>
<td>pLS</td>
<td>Plasmonically enhanced Luminescent Solar</td>
</tr>
<tr>
<td>QD</td>
<td>Quantum Dot</td>
</tr>
<tr>
<td>QE</td>
<td>Quantum Efficiency</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>QY</td>
<td>Quantum Yield</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning electron microscope</td>
</tr>
<tr>
<td>Si</td>
<td>Silicon</td>
</tr>
<tr>
<td>SLD</td>
<td>Single Layer Device</td>
</tr>
<tr>
<td>SPR</td>
<td>Surface Plasmon Resonance</td>
</tr>
<tr>
<td>TIR</td>
<td>Total Internal Reflection</td>
</tr>
<tr>
<td>UV</td>
<td>Ultra Violet</td>
</tr>
</tbody>
</table>
Chapter 1: Introduction

The efficiency of photovoltaic (PV) panels is increasing progressively while their manufacturing and installation costs is reducing continuously. However, developing conventional PV systems has been found to be highly challenging in populated cities due to lack of available space and land. Thus, facade and building integrated PV (BIPV) systems are more preferred in metropolitan areas. This Chapter briefly introduces luminescent solar (LS) devices as a solution for the aforementioned PV challenges. LS devices can be developed as a low-cost (semi-) transparent component in BIPV systems and used to improve the performance of PV systems under diffuse light. The limitations and loss mechanisms of LS devices, which contribute to reducing their optical performance, are explained. Plasmonically enhanced luminescent solar (pLS) device is introduced as an alternative technology to enhance the LS device performance and optical properties. The aims, objectives and contribution to knowledge of the research are outlined followed by the road map and structure of the thesis.

1.1. Photovoltaic (PV) Solar Cells

1.1.1. PV Solar Panel for Buildings

Buildings play a significant role in the global energy balance. Typically they account for 20-30% of the total primary energy requirement of industrialized countries and ~40% in the EU (Eu-Parliament, 2018). Applying PV panels to buildings is an important application which can help to achieve the goal of the European Parliament and the Council of the European Union enacted in 2009 on using renewable energy to reduce pollution and fossil energy consumption (Eu-Parliament, 2010) and achieving 20% of final consumed energy in EU from renewable energy sources by 2020 (Eu-Union, 2010) or at least 27% by 2030 (Eurostat, 2018). This was only 8.5% in 2004 and increased to 17% in 2016 (Eurostat, 2018).
1.1.2. Limitations and Losses of PV Solar Cells

When a photon strikes a semiconducting material such as gallium arsenide (GaAs) or silicon (Si), the photon is absorbed, and the energy is received by bound valence band electrons. If the energy of the photon \( E_p \) is more than the band gap energy \( E_g \) of the semiconducting material, the valence band electron is exited and promoted to the conduction band while leaving a positive hole in the valence band. In a p-n junction, if no recombination of the exited electron and hole happens, the exited electron reaches the junction where it can be flown and be collected through solar cell electrodes. Solar cells made of such materials can generate current (electrical energy) from solar radiation (electromagnetic energy) in a process called the PV effect (Chapin et al., 1954).

The PV current generation process is limited by the efficiency of solar cell. PV solar cells only operate efficiently for the incident photons with \( E_p \) close or a little higher than \( E_g \). For example, the market commonly-used PV solar cells such as Si-based cells are efficient in ~600 nm to ~900 nm (close to visible band of incident solar radiation). Moreover, optical losses reduce the efficiency of PV modules. These losses are produced from the absorption and reflection of the module top glass, encapsulation layer and the anti-reflective coating (ARC) layer (Klampaftis et al., 2009, Rothemund, 2014).

LS devices were introduced (Goetzberger and Greube, 1977, Goetzberger, 1978, Batchelder et al., 1979, Hovel et al., 1979) as low cost technologies to overcome the aforementioned PV challenges and limitations by reducing losses and improve the efficiency of PV modules.

1.2. Luminescent Solar (LS) and Plasmonically Enhanced Solar (pLS) Devices

1.2.1. LS Device Configuration and Losses

LS devices, such as luminescent solar concentrators (LSC) and luminescent down shifting (LDS) devices illustrated in Fig. 1.2, can enhance the performance of PV modules by converting and concentrating the incident solar radiation spectrum (in LSC) or red-shifting it (in LDS) to the energy band where PV cells have relatively high efficiency.
LS devices can collect both diffuse and direct solar radiation (Kerrouche et al., 2014), which also makes it a suitable technology to be used in countries where diffuse solar radiation is dominant (van Sark et al., 2008). With static nature and structure, it is a suitable device for façades and BIPV systems enabling buildings to be positive energy generators or achieve zero-carbon-energy consumption (Pagliaro et al., 2010, Aste et al., 2011, Debije and Verbunt, 2012, Meinardi et al., 2017b), which helps in reducing environmental pollution caused by fossil fuels (Eu-Parliament, 2010). LSCs can be developed as large-scale windows and solar noise barriers with different colours and shapes to enhance visual comfort and daylighting (Earp et al., 2004, Sholin et al., 2007, Yoon et al., 2011, Zhao and Lunt, 2013, Vossen et al., 2016, Cambié et al., 2017, Debije et al., 2017, Gajic et al., 2017, Kanellis et al., 2017, Meinardi et al., 2017c, Merkx et al., 2017, van Sark et al., 2017, Wilson et al., 2017, Reinders et al., 2018, Renny et al., 2018). They can be also fabricated as colourless transparent

LS devices inherently suffer from different sources of losses (van Sark et al., 2008, van Sark, 2013). Some part of solar radiation is lost through the device reflection due to the non-matched refraction indices of air and device host material (Glassner, 1989). A portion of radiation is lost in the wave guiding process during total internal reflection (TIR) inside the device through non-unity quantum yield (QY) of the luminescent material, attenuation, scattering and escape cone losses (Gutierrez et al., 2016a). The attenuation and scattering losses are governed by the host material characterisation including the material absorption spectrum. When the photon strikes device boundaries, if its incident angle is less than the critical solid angle ($\theta_c$) of the host material, it is lost as escape cone loss (Glassner, 1989). Emitted photons can be re-absorbed by another luminescent species and lost energy for luminescent materials with small Stokes-shift (spectral overlap of emission and absorption profiles) (Bronstein et al., 2015, Tummelshammer et al., 2016). All aforementioned loss mechanisms are magnified by increasing the size and geometric gain of LS devices (Currie et al., 2008, van Sark et al., 2008, van Sark, 2013, Erickson et al., 2014).

### 1.2.2. Advantages and Limitations pLS Devices

To overcome the aforementioned limitations, pLS devices, including plasmonically enhanced LSC (pLSC) and LDS (pLDS) devices, are alternative advanced technologies which offer higher optical performance than LS devices due to coupling luminescent species and metal nano particles (MNPs) (Chandra et al., 2012, Chandra, 2013, El-Bashir et al., 2013b, El-Bashir et al., 2014, Ahmed et al., 2016, Ahmed et al., 2017b).

The optical properties of MNPs is due to the collective response of conductive electrons which form an electron cloud (plasma) around the metal nuclei. When an electric field is applied, the electrons are pushed away from the nuclei which forces the electron cloud to be displaced and asymmetrical with respect to nuclei forming a dipole. This is known as the material polarization which creates restoring force. It results in oscillating the conduction electron cloud which is characterized by the resonance frequency of the MNP (Ritchie, 1957). When the incident photon frequency is resonant with collective oscillation of the conduction electron
cloud (referred as surface plasmon resonance (SPR)), the local electric field around the MNP is enhanced. If luminescent species are placed in the optimised proximity of MNP where they are able to spectrally interact with MNP SPR energy (i.e. they are plasmonically coupled), the optical performance of the whole coupling is enhanced due to increasing the coupling QY and excitation rate. In pLS devices, this can improve the performance and optical efficiency (OE) of the whole component.

On the downside, the optimisation process of pLS devices is more complex than LS devices. This includes optimising the doping concentration of luminescent material and MNP (i.e. the distance between them), device size and optical properties of the utilised material which have nonlinear impact on the performance of pLS devices.

As a solution, developing a novel modelling tool for pLS device can be helpful to ease the process of device optimisation and analysis before manufacturing stage.

1.3. Research Aim, Objective and Contribution to Knowledge:

The main aim and objective of this project is to develop the first novel tool with a comprehensive algorithm to model, optimise and analyse the performance and optical properties of small and large scale pLS devices.

The contribution to the current knowledge is categorised in 3 main fields:

- To develop the first novel pLS device modelling and optimisation tool:
  - Propose a configuration and mathematical model for pLS devices
  - Design and development of a new comprehensive algorithm to 3D-model small and large-scale pLS devices using Monte Carlo ray tracing (MCRT) and finite difference time domain (FDTD) methods
  - Validate the developed model by comparing experimental and modelling results.
- To study the impact of gold nano rod (Au NR) alignment directionality on its optical properties and also pLS device performance.
- To propose a new large-scale structure for pLS-based BIPV components

As additional contributions in the project, the final modelling tool has been developed as a novel comprehensive software which can model both LS and pLS devices with various
configurations and structures. Meanwhile, the tool has been used in modelling and studying of various complex configurations such as optical cavities, waveguides with selective mirrors and multi-layer structures. Although optimisation and investigation of LSC and pLSC are more focused here (at the time of finishing this thesis), the software is also capable of modelling LDS and pLDS devices.

1.4. Thesis Layout

The thesis layout can be found in Fig. 1.2. Chapter 2 reviews the features of LS devices and the ray tracing modelling of them. Based on the reviewed studies, the performance of LS devices depend on two main parameters: (1)-Materials including the host and luminescent materials and (2)- Device configuration including its shape, dimensions, structure and doping concentration. Therefore, before LS device fabrication, it is very useful to design and optimise them which can be undertaken by ray tracing modelling. Ray tracing has a loop-based algorithm and its main challenges are simulation time and the modelling accuracy. Chapter 2 continues with reviewing the characteristics and modelling of MNPs and plasmonic effect required in pLS devices modelling. FDTD method is reviewed as a grid-based, robust, accurate, and straightforward method to model and study the optical response of MNPs.

Chapter 3 presents the design and development of a 3D MCRT model (referred as “Ray Tracer” program). The Ray Tracer was developed as a software and used to model single and multi-layer LS devices. MCRT was inherently found time-consuming process implemented based on probability-calculation of optical phenomena such as absorption, emission, transmission, scattering and attenuation for each incident ray in an iterative loop. Therefore, the computational cost and accuracy were the main challenges in the MCRT algorithm and needed to be improved for modelling pLSS devices.

In Chapter 4, FDTD numerical method was used to design and develop a program for MNP modelling (referred as “Plasmon”). Plasmon was used to model the optical properties of real periodic homogenous devices doped with MNP (including the MNP extinction spectra). The model was validated by comparing the simulation and experimental results. Simulation time, time steps, accuracy and memory requirements of modelling were found dependent to FDTD grid resolution. Although the model could estimate the experimental results in acceptable
agreement, FDTD still required some optimizations to enhance the memory and computational requirements. Therefore, a 3D optimized FDTD (OFDTD) was designed and developed which introduced new FDTD approximation terms based on the physical events happening during the plasmonic oscillations of MNP.

Chapter 5 presents the proposed configuration and mathematical model for pLS devices. The mathematical model was used in development of a 3D software (referred as “PEDAL”) which is a novel comprehensive modelling tool to simulate both LS and pLS devices. The achievement of both Ray Tracer and Plasmon programs (in Chapter 3 and 4) have been combined and used in PEDAL development. In PEDAL, the defects of Ray Tracer mentioned in Chapter 3 (challenges about accuracy and high simulation time) have been also improved by applying optimisation techniques to the program which significantly decreased simulation time and improved modelling accuracy. Then, PEDAL was validated for LS and pLS device modelling where a computational method was also used for converting the unit of MNP doping concentration from ppm (mg/L) (used in experiments) to number of particle per litre (N/L) (used in modelling). Finally, the modelling and experimental results were compared and found to be in close agreement. Doping concentration of MNP was found to be an important parameter in pLS device performance. Enhancement was only observed in a narrow optimised band of MNP doping concentration in pLS device. Below the optimised concentration band, the relative interaction between the MNP and luminescent molecule decreased which reduced the total plasmonic enhancement. Above the optimised concentration, the probability of energy quenching and thermal losses increased due to relatively short distance between the MNP and luminescent molecule.

Chapter 6 studies modelling and optimisation of various configurations including multi-layer thin film LSC, LSC devices with near-unity QY and LSC with polydimethylsiloxane (PDMS) host material. Meanwhile, it analyses the impact of NR alignment directionality on its optical properties. It also discusses additional studies undertaken by PEDAL including studying the impact of optical coupling quality on performance of LSC and LDS devices, investigating the optical properties of multi-layer LDS devices and also the impact of loss mechanisms on performance of luminescent solar devices.

In Chapter 7, a large scale pLS device was modelled and optimised in which aligned NRs (from Chapter 6) were coupled to luminescent material. The optimisation was undertaken step
by step in terms of luminescent material and MNP doping concentration and size of the device. The impact of diffuse, direct and global solar incident was also investigated on device optical performance. Moreover, the impact of NR alignment was studied on the device optical properties. A new large-scale structure for BIPV component was also proposed.

Then, the conclusion and future works are presented in Chapter 8.

Fig. 1.2: Thesis layout and roadmap
Chapter 2: Literature Review

This Chapter reviews the subjects which are necessary to understand and put the research into context. It starts with introducing the photovoltaic (PV) solar cell, its limitations and parameters used to evaluate its performance. Luminescent solar (LS) devices including luminescent solar concentrators (LSC) and downshifting (LDS) are introduced and discussed as techniques to overcome PV solar cell losses. As the thesis is mainly focused on results of conventional and plasmonic LSCs, large and small scale LSCs as well as host and luminescent material are comprehensively and critically reviewed. LSC generations are categorised based on their configurations; moreover, their material, limitations and losses are discussed.

Plasmonically enhanced luminescent solar (pLS) devices doped with coupled metal nanoparticles (MNP)-luminescent material are introduced as a solution to overcome the limitation of LS devices.

Optimisation of pLS device is found to be complex; therefore, developing an accurate model is crucial to ease device development. Modelling methods for LS and pLS devices are reviewed and critically assessed.

2.1. Improving the Performance of PV Systems Using LS Devices

The PV cell which has attracted the most attention and has been used more is multi-crystalline silicon (mc-Si) PV solar cell (Altermatt et al., 2018). Its advantages include low cost, reasonable stability and power conversion efficiency (PCE) under global standard solar radiation spectrum (AM1.5G) (Wilson and Richards, 2009, NREL, 2019). However, when solar radiation is incident on the mc-Si PV solar cell, the absorption probability is rapidly reduced due to two main loss sources including optical and recombination losses, (Proise, 2014, Rothemund, 2014). This significantly decreases quantum efficiency (QE) which shows the ratio of the collected carriers to the input photons energy of the PV cell. (Wilson and Richards, 2009). Most PV materials are not efficient in ultra violet (UV) and blue region of the solar spectrum. This can be evaluated and quantified by internal QE (IQE) and external QE (EQE). IQE is defined as the ratio of the collected electrons by the PV to the absorbed photons.
and EQE is known as the ratio of the number of collected electrons to the number of incident photons (Radziemska, 2006, Wen et al., 2012, Wenham, 2012, Abderrezek et al., 2013, Şahin and Ilan, 2013, Solanki, 2015) calculated by Eqn (2.1):

\[
EQE(\lambda) = \frac{me(\lambda)}{mp(\lambda)}
\]

Eqn (2.1)

Where \(me(\lambda)\) is the number of electrons which are generated by the PV, \(mp(\lambda)\) is the number of photons striking the PV cell at each wavelength \(\lambda\) (Yang et al., 2008).

Another parameter to evaluate PV cells performance is spectral response which measures the sensitivity of the solar cell to different wavelengths of solar radiation. It can be calculated by Eqn (2.2) (Chander et al., 2015b):

\[
SR = \frac{I_{sc}(\lambda)}{P(\lambda)}
\]

Eqn (2.2)

Where \(I_{sc}(\lambda)\) is the generated short circuit current of the solar cell in Ampere and \(P(\lambda)\) is the incident power in Watts.

To evaluate the electrical efficiency of the PV cell, PCE is calculated by Eqn (2.3) (Proise, 2014):

\[
PCE = \frac{V_{oc} \cdot J_{sc} \cdot FF}{P_{in}}
\]

\[
V_{oc} = \frac{n \cdot k_b \cdot T_{pv}}{q \ln(J_{sc} \cdot C)}
\]

Eqn (2.3)

Where \(J_{sc}\) is the short-circuit current density in A.m\(^{-2}\), \(V_{oc}\) is the open-circuit voltage, \(P_{in}\) is the total power density of the incident light (for instance, it is 1000 W.m\(^{-2}\) for AM1.5G solar radiation), \(n\) is ideality factor, \(T_{pv}\) is temperature in Kelvin, \(k_b\) is Boltzmann constant = 1.38064852 \times 10^{-3} A.m^2.kg.s^{-2}.K^{-1}, C\) is solar concentration ratio, \(q\) is electric charge (\(\approx\) 1.602\times10^{-19} Coulombs), \(J_0\) is dark current density in A.m\(^{-2}\) and \(FF\) is fill factor which can be calculated by Eqn (2.4):

\[
FF = \frac{V_M \cdot I_M}{V_{oc} \cdot J_{sc}}
\]

Eqn (2.4)

Where \(V_M\) and \(I_M\) are respectively the voltage and current of the PV terminal at maximum power. \(J_{sc}\) is the short-circuit current in Ampere. Note that the \(J_{sc}\) can be calculated by Eqn (2.5):
\[ J_{sc} = q \int_{\lambda_{min}}^{\lambda_{max}} \varphi_p(\lambda) \cdot EQE(\lambda) \, d\lambda \quad \text{Eqn (2.5)} \]

Where \( \lambda_{min} \) and \( \lambda_{max} \) determine the wavelength range of interest in nm, \( \varphi_p(\lambda) \) is the flux density spectrum of the input solar radiation in \( \text{s}^{-1} \cdot \text{m}^{-2} \cdot \text{nm}^{-1} \) which shows the spectrum of number of input photons per unit time and per unit area over their wavelength and can be calculated by Eqn (2.6):

\[ \varphi_p(\lambda) = \frac{P_{in}(\lambda)}{E_p(\lambda)} \quad \text{Eqn (2.6)} \]

Where \( E_p(\lambda) \) is the energy of photon in each wavelength in Joules and is obtained by Eqn (2.7):

\[ E_p(\lambda) = \frac{h \cdot c}{\lambda} \quad \text{Eqn (2.7)} \]

Where \( h \) is Planck’s constant (\( h \approx 6.63 \times 10^{-34} \text{ J.s} \)) and \( c \) is the light speed (\( \approx 3 \times 10^8 \text{ m/s} \)).

PCE of PV solar cell is limited by its EQE and spectral losses. Different methods can be used to decrease spectral losses of PV solar cells such as using PVs with enhanced QE (Hovel et al., 1979, Maruyama and Kitamura, 2001, van Sark et al., 2005, Ahmed, 2014).

An alternative method to enhance the output efficiency of PV systems and improve the spectral response is down-conversion or downshifting of the incident solar radiation spectrum to the wavelength band where EQE is maximum. This approach boosts the rate of photon-electron conversion in PV solar cell increasing the final PCE. A low-cost strategy to apply this method is using luminescent solar (LS) devices which was first introduced in 1970s and first generations were based on dyes. (Weber and Lambe, 1976a, Goetzberger and Greube, 1977, Goetzberger, 1978). In LS devices, a polymeric host material is doped with luminescent species.

As is shown in Fig. 2.1 (Geddes, 2017), when a luminescent molecule is excited by an incident photon energy, it reaches a higher electron level. When it falls down from the excited state to the ground state, it undergoes decay which may be radiative (\( I_r \)) or non-radiative (\( I_{nr} \)). The radiative decay results in luminescent emission while the non-radiative decay causes thermal losses. During the emission process, a photon is emitted with energy equal to the gap between...
the two states. Since the energy of emitted photon determines the wavelength, the whole process of photon absorption and emission can be called as a wavelength or energy conversion process. For example, a luminescent molecule can absorb a photon in UV and emit it in visible band.

![Diagram of energy levels and transitions](image)

**Fig. 2.1:** The emission process of a single luminescent molecule (E is the excitation energy for luminescent molecule)

The same process happens for luminescent species inside LS devices. The incident solar radiation strikes the top surface of the devices. Some portion of light is refracted into the device characterised by the refraction indices of polymer and air. Some part of the refracted light is absorbed by luminescent molecule based on its absorption band and emitted at longer wavelength determined by optical properties of luminescent material including its QY and emission spectrum. Therefore, a portion of absorbed light is lost due to non-unity QY. Moreover, due to the spectral overlap between absorption and emission spectra (stokes-shift) of luminescent species, some part of the emitted light is re-absorbed leading to increase in reabsorption and thermal losses. During the optical process, a small part of the light is also attenuated and scattered by non-ideal transparent host material. Giving the aforementioned optical losses, the down-converted or downshifted light reaches the mounted PV cell through two LS device techniques:
One technique is based on doping luminescent material in a thin film of polymer deposited on top PV cells which is known as LDS thin layer. This method is used to red-shift the incident solar spectrum to longer wavelengths where the solar cell is more efficient exhibiting higher EQE (Hovel et al., 1979, Ahmed, 2014, Gheno et al., 2018, Ho et al., 2018, Wang et al., 2018a, Alexandre et al., 2019). LDS works efficiently under diffuse solar radiation due to increasing the pathlength of the refracted light improving both the absorption and trapping efficiency of the device which increase the probability of light red-shifting e.g. 28.6% increase in LDS efficiency was reported under diffuse solar radiation spectra (van Sark, 2005). The performance of LDS is characterised by the spectral response of the selected PV, the thickness of film and concentration of the used luminescent material (Ross et al., 2014, Alonso-Álvarez et al., 2015, Chander et al., 2015a, Griffini et al., 2015, Kennedy et al., 2015). The attenuation spectrum of the used host material is also an important parameter. Different host materials start to be transparent after around 300nm wavelength; however, their optical response in the region between 300 to 400nm can characterise the amount of red-shifting and efficiency of LDS devices. LDS can be also applied using the encapsulation layer of the PV cell as host material doped with luminescent material (Klampafitis and Richards, 2011).This is an excellent method in LDS-PV systems which can reduce the complexity and cost of the device in the fabrication process. In addition, the number of layers is decreased in this method which is able to decrease the losses due to the optical couplings. Coupling MNPs such as silver nanoparticles (Ag NP) and gold nanoparticles (Au NPs) to luminescent materials with optimum concentration is a recent method to enhance the efficiency of LDS devices by which between ~20% to 40% enhancement in performance was reported in several studies (Ahmed, 2014, Ahmed et al., 2016, H. Ahmed, 2017, Ho et al., 2018). The improvement is due to the plasmonic effect of MNPs which enhances the optical efficiency.

The second technique which is more focused in this thesis is based on using luminescent material in a transparent waveguide and fabricate a planar LSC (Yamada et al., 2010). LSCs convert solar radiation spectra to a single wavelength (ideally) where Si PV solar cell has relatively high EQE e.g. in 600 nm to 900 nm wavelength range. Then, the photons are wave-guided and concentrated by total internal reflection (TIR) to the edges where the PV cell is attached. This not only enhances the performance of PV solar cell, but also reduces
the required PV area; accordingly, decreasing the cost of the solar panel. Performance is evaluated by important parameters (de Cardona et al., 1985, Salem et al., 2000, Kennedy, 2010, Wang et al., 2011a, Desmet et al., 2012, El-Bashir et al., 2013a, Correia et al., 2014, Aste et al., 2015, Vishwanathan et al., 2015, Zhang et al., 2015) outlined below:

Geometric gain is the ratio of the top surface aperture area \( A_{APR} \) to the total edge area of LSC covered by PV solar cell \( A_{Edge} \) and given by Eqn (2.8):

\[
G_g = \frac{A_{APR}}{A_{Edge}}
\]

Optical efficiency (OE) is the ratio of the output energy to input energy in the wavelength range of interest \((\lambda_{min} \text{ to } \lambda_{max})\) and can be obtained by Eqn (2.9):

\[
OE = \frac{\int_{\lambda_{min}}^{\lambda_{max}} E_{P_{OUT}}(\lambda) . d(\lambda)}{\int_{\lambda_{min}}^{\lambda_{max}} E_{P_{IN}}(\lambda) . d(\lambda)}
\]

Where \( E_{P_{OUT}}(\lambda) \) is the output energy spectrum of the photons obtained in the detector plane and \( E_{P_{IN}}(\lambda) \) is input energy spectrum of the system in Joules (e.g. AM1.5G solar spectrum).

Photon concentration ratio \( (C_p) \) is obtained by Eqn (2.10):

\[
C_p = G_g \times OE
\]

And the total solar concentration ratio \( (C) \) of the device attached to PV cell is defined by Eqn (2.11):

\[
C = G_g \times \frac{\int_{\lambda_{min}}^{\lambda_{max}} N_{P_{OUT}}(\lambda) . EQE(\lambda) . d(\lambda)}{\int_{\lambda_{min}}^{\lambda_{max}} N_{P_{IN}}(\lambda) . EQE(\lambda) . d(\lambda)}
\]

Where \( N_{P_{OUT}}(\lambda) \) and \( N_{P_{IN}}(\lambda) \) are respectively the number of output and input photons at wavelength \( \lambda \).

\( C \) of LSC is an important parameter because increasing \( C \) results in logarithmic-increase in \( V_{oc} \) and PCE as can be seen in Eqn (2.3) (Proise, 2014). Note that, higher solar concentration linearly increases both power (received by PV solar cell at the edge) and short-circuit current density \( (J_{sc}) \); therefore, their gains are cancelled out in boosting PCE (Proise, 2014). Increasing \( C \) (and geometric gain) in LSCs to achieve higher PCE is limited by their losses
(including thermal and optical losses) which are increased by enlarging LSC (Currie et al., 2008, Bomm et al., 2011, Zhang et al., 2015, Gutierrez et al., 2016b). To study the impact of LSC configuration on its performance, the recent studies on LSC need to be critically reviewed.

2.1.1. Recent Luminescent Solar Concentrator Research

Proposing a method to minimize loss mechanisms in LSCs and increase their PCE has always been a goal for LSC developers (Goldschmidt et al., 2009, Tsoi et al., 2010, Hernandez-Noyola et al., 2012, Albers et al., 2013). This section reviews various LSC devices for PV applications from 2007 to 2019. The configurations and achieved performance of each device are summarised in Table 2-1 (Rafiee et al., 2019). Each work and the lessons learnt from them are then expanded and studied. The section is then closed with a comprehensive discussion on the parameters impacting on the performance of LS and pLS devices. The correlation of the parameters and their impact are required in developing an algorithm for the pLS device modelling.

Table 2-1: Summarised results of various LSC configurations

<table>
<thead>
<tr>
<th>Ref</th>
<th>Luminescent Material</th>
<th>PV</th>
<th>LSC size</th>
<th>Results (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Gallagher et al., 2007)</td>
<td>CdSe/CdS QDs</td>
<td>Si</td>
<td>5×5×0.3 cm</td>
<td>PCE=2.1</td>
</tr>
<tr>
<td>(Currie et al., 2008)</td>
<td>DCJTB</td>
<td>GaInP</td>
<td>2.5×2.5×0.2 cm</td>
<td>PCE=5.9 (G_p = 3)</td>
</tr>
<tr>
<td></td>
<td>DCJTB (rubrene-based)</td>
<td>GaAs</td>
<td></td>
<td>PCE=4.0 (G_p = 45)</td>
</tr>
<tr>
<td></td>
<td>Pt(TPBP)</td>
<td>GaAs</td>
<td></td>
<td>PCE=5.5 (G_p = 3)</td>
</tr>
<tr>
<td></td>
<td>Tandem with DCJTB/Pt(TPBP) (rubrene-based)</td>
<td>CdTe</td>
<td></td>
<td>PCE=4.7 (G_p = 45)</td>
</tr>
<tr>
<td></td>
<td>Tandem with DCJTB (rubrene-based)</td>
<td>CIGS</td>
<td></td>
<td>PCE=4.1 (G_p = 3)</td>
</tr>
<tr>
<td>(Slooff et al., 2008)</td>
<td>Red-305/Yellow-CRS040 (With Diffuse Backside Reflector)</td>
<td>mc-Si</td>
<td>5×5×0.5 cm</td>
<td>PCE=2.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GaAs</td>
<td></td>
<td>PCE=4.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GaAs × 4</td>
<td></td>
<td>PCE=7.1</td>
</tr>
<tr>
<td>(van Sark et al., 2008)</td>
<td>Red-305</td>
<td>Si</td>
<td></td>
<td>PCE=2.4</td>
</tr>
<tr>
<td></td>
<td>Red-305/Yellow-CRS040</td>
<td></td>
<td></td>
<td>PCE=2.7</td>
</tr>
<tr>
<td>(Goldschmidt et al., 2009)</td>
<td>BA241</td>
<td>GaInP × 4</td>
<td>2×2×0.3 cm</td>
<td>PCE=5.1</td>
</tr>
<tr>
<td></td>
<td>BA241, BA856</td>
<td></td>
<td>(2×2×0.3 cm) × 2</td>
<td>PCE=6.7</td>
</tr>
<tr>
<td>Year</td>
<td>Authors</td>
<td>QD Type</td>
<td>Substrate</td>
<td>LSC Size</td>
</tr>
<tr>
<td>------</td>
<td>---------</td>
<td>---------</td>
<td>-----------</td>
<td>----------</td>
</tr>
<tr>
<td>2011</td>
<td>Zhou et al.</td>
<td>PbS QD</td>
<td>c-Si</td>
<td>Cylinder LSC (0.6 cm radius and 2.5 cm long)</td>
</tr>
<tr>
<td>2015</td>
<td>Tummeltshamm et al.</td>
<td>CdSe/CdS core/shell QD</td>
<td>c-Si</td>
<td>5×10=0.5 cm</td>
</tr>
<tr>
<td>2015</td>
<td>Meinardi et al.</td>
<td>Coumarin dyes coupled with MNP (25 ppm)</td>
<td>mc-Si</td>
<td>20×8×0.3 cm</td>
</tr>
<tr>
<td>2015</td>
<td>Li et al.</td>
<td>Coumarin dyes coupled with MNP (10 ppm)</td>
<td>c-Si</td>
<td>11×11×0.6 cm</td>
</tr>
<tr>
<td>2015</td>
<td>Coumarin dyes coupled with MNP (20 ppm)</td>
<td>a-Si</td>
<td>2×2=0.2 cm</td>
<td>OE=48</td>
</tr>
<tr>
<td>2015</td>
<td>Schwengels and Bawendi</td>
<td>CdSe/CdS</td>
<td>c-Si</td>
<td>1×1×0.3 cm</td>
</tr>
<tr>
<td>2014</td>
<td>Flores-Davila et al.</td>
<td>DTB</td>
<td>Si</td>
<td>12×12×0.3 cm</td>
</tr>
<tr>
<td>2015</td>
<td>ZnS-coated CISeS QD</td>
<td>c-Si</td>
<td>2×2×0.3 cm</td>
<td>PCE=8.71</td>
</tr>
<tr>
<td>2015</td>
<td>ZnS-coated CISeS QD</td>
<td>mc-Si</td>
<td>(3.9×3.9 cm)×30 μm</td>
<td>PCE=54.37</td>
</tr>
<tr>
<td>2015</td>
<td>CdSe/CdS QDs (with trench reflector)</td>
<td>mc-Si</td>
<td>7×8×0.3 cm</td>
<td>PCE=1.81</td>
</tr>
<tr>
<td>2015</td>
<td>CdSe/CdS QDs (with trench reflector and photonic mirror)</td>
<td>mc-Si</td>
<td>15.6×15.6×0.3 cm</td>
<td>PCE=0.98</td>
</tr>
<tr>
<td>2015</td>
<td>Red-305/Yellow-083</td>
<td>mc-Si</td>
<td>31×31=0.3 cm</td>
<td>PCE=0.33</td>
</tr>
<tr>
<td>2015</td>
<td>Red-305/Yellow-083 (Bottom-Mounted without Reflector)</td>
<td>mc-Si</td>
<td>2×2=0.3 cm</td>
<td>PCE=2.8</td>
</tr>
<tr>
<td>2015</td>
<td>Red-305/Yellow-083 (Bottom-Mounted with Reflector)</td>
<td>mc-Si</td>
<td>1×1=0.3 cm</td>
<td>PCE=1.14</td>
</tr>
<tr>
<td>2015</td>
<td>Red-305/Yellow-083 (Bottom-Mounted without Reflector)</td>
<td>mc-Si</td>
<td>2×1=0.3 cm</td>
<td>PCE=1.36</td>
</tr>
<tr>
<td>2015</td>
<td>Red-305/Yellow-083 (Bottom-Mounted with Reflector)</td>
<td>mc-Si</td>
<td>1×2=0.3 cm</td>
<td>PCE=1.75</td>
</tr>
<tr>
<td>2015</td>
<td>Red-305/Yellow-083 (Bottom-Mounted without Reflector)</td>
<td>mc-Si</td>
<td>1×1=0.3 cm</td>
<td>PCE=0.93</td>
</tr>
<tr>
<td>2015</td>
<td>Red-305/Yellow-083 (Bottom-Mounted with Reflector)</td>
<td>mc-Si</td>
<td>2×2=0.3 cm</td>
<td>PCE=1.1</td>
</tr>
<tr>
<td>2015</td>
<td>DDTB and DPA</td>
<td>c-Si</td>
<td>10×10=0.3 cm</td>
<td>PCE=2.9</td>
</tr>
<tr>
<td>2015</td>
<td>Red-305 (Flat Bottom-Mounted LSC)</td>
<td>c-Si</td>
<td>10×15.7=0.3 cm</td>
<td>PCE=3.4</td>
</tr>
<tr>
<td>2015</td>
<td>Red-305 (Bent Bottom-Mounted LSC)</td>
<td>c-Si</td>
<td>15×15=0.1 cm</td>
<td>OE=29</td>
</tr>
<tr>
<td>2015</td>
<td>Organic-inorganic hybrid perovskite</td>
<td>c-Si</td>
<td>1.5×1.5=0.1 cm</td>
<td>OE=29</td>
</tr>
<tr>
<td>2015</td>
<td>Lumogen F Red-305</td>
<td>P2S/CdS</td>
<td>10×2=0.2 cm</td>
<td>OE=6.1</td>
</tr>
<tr>
<td>2015</td>
<td>Giant core/ alloyed-shell QD (CISe/ GaInS3 core/shell)</td>
<td>Si</td>
<td>7×1.5=0.3 cm</td>
<td>PCE=1.15</td>
</tr>
<tr>
<td>2016</td>
<td>Giant CdSe/CdS QDs (doctor-blade deposition)</td>
<td>p-Si</td>
<td>2×2=0.3 cm</td>
<td>PCE=2.87</td>
</tr>
<tr>
<td>2017</td>
<td>Conjugated QD 545 and AFDye</td>
<td>p-Si</td>
<td>2×2=0.3 cm</td>
<td>PCE=2.87</td>
</tr>
<tr>
<td>2017</td>
<td>Lumogen red 305 dye</td>
<td>Multi-size c-Si solar cells</td>
<td>60×60=0.3 cm</td>
<td>PCE=1.55</td>
</tr>
<tr>
<td>2017</td>
<td>Silicon QD</td>
<td>Black</td>
<td>12×12=0.2 cm</td>
<td>PCE=2.85</td>
</tr>
<tr>
<td>2017</td>
<td>N-CQDs</td>
<td>mc-Si</td>
<td>2.5×1.6=0.1 cm</td>
<td>PCE=3.98</td>
</tr>
<tr>
<td>2017</td>
<td>CuInS2/ZnS QD (with black background)</td>
<td>c-Si</td>
<td>10×10=0.2 cm</td>
<td>PCE=2.18</td>
</tr>
<tr>
<td>2017</td>
<td>CuInS2/ZnS QD (with reflective substrate)</td>
<td>c-Si</td>
<td>12.5×12.5=0.68 cm</td>
<td>+26% Increase in PCE</td>
</tr>
<tr>
<td>2017</td>
<td>Lumogen F Red-300 (with white background of the same size)</td>
<td>-</td>
<td>15×15=0.24 cm</td>
<td>+54% Increase in PCE</td>
</tr>
<tr>
<td>2017</td>
<td>Lumogen F Red-300 (with 16X-area of white background)</td>
<td>-</td>
<td>5×1=0.1 cm</td>
<td>PCE=6.1</td>
</tr>
<tr>
<td>2017</td>
<td>Dual Band</td>
<td>DSSC</td>
<td>1×1=0.1 cm</td>
<td>PCE=3.1</td>
</tr>
<tr>
<td>2017</td>
<td>CuInSe2 (CISE)/ Mn2+ doped Cd3–1x Zn3x S2–2x- based QDs</td>
<td>GaAs</td>
<td>15.24×15.24=0.2 cm</td>
<td>OE=6.4</td>
</tr>
</tbody>
</table>

- OE: Optical Efficiency
Gallagher et al. fabricated several tandem LSCs with mirrors attached to three edges and a silicon PV cell coupled to the fourth edge (Gallagher et al., 2007). The host material was poly(methyl methacrylate) (PMMA) doped with cadmium selenide/cadmium sulfide (CdSe/CdS) quantum dots (QDs) and Lumogen F Red-30 (BASF) organic dye. The PCE obtained for QD-based LSCs devices was ~2.1% while it was 3.3% for the dye-based devices. The observed increase in PCE could be explained by high QY of the dye. However, both QD and organic dye suffered from a small Stokes-shift which increased re-absorption losses.

Currie et al. presented single and tandem LSCs with different configurations in 2008 (Currie et al., 2008) in which they used two different dyes: 4-(dicyanomethylene)-2-t-butyl-6-(1,1,7,7-tetramethyljulolidyl-9-enyl)-4H-pyran (DCJTB) and platinum tetra phenyl tetra benzo porphyrin (Pt(TPBP)). The host material used was tris(8-hydroxyquinoline) aluminium (ALQ3). Single and tandem structures were fabricated with geometric gains of 3 and 45, respectively to study the impact of size variations on LSC performance. PCE was estimated using the optical quantum efficiency, EQE of the PV solar cell, emission spectra of films and AM1.5G solar radiation spectrum. It was found that increasing geometric gain (G_y), had no benefit, rather it decreased PCE due to re-absorption, attenuation and scattering losses.

In the same year, Slooff et al. investigated tandem LSCs coupled to a diffuse backside mirror (Slooff et al., 2008). They incorporated PMMA with a mixture of Lumogen Red-305 and Yellow-CRS040 organic dyes. LSCs were developed with the same size and configuration but various PV solar cells including multicrystalline silicon (mc-Si) and gallium arsenide (GaAs). PCE was calculated to evaluate the power performance of the devices. 2.7% and 4.6% PCE was achieved for single mc-Si and GaAs devices respectively because the emission spectrum of luminescent material was spectrally matched with GaAs PV solar cell. Under this circumstance, PV cell was able to harvest the edge-emitted photons with its maximum EQE (~90%). By increasing the number of PV cells at LSC edges, the total PCE increased. When four GaAs solar cells were attached, total PCE reached 7.1%.

Van Sark et al. designed two 5 × 5 × 0.3 cm planar LSCs (van Sark et al., 2008). One was doped with Lumogen Red-305 and the other was developed by a mixture of Lumogen Red-
305 and Yellow-CRS040 dyes. Mc-Si solar cells were attached to one edge and the other three sides were coupled to high-reflectivity (98% average reflectivity) mirrors. The mixed dye-LSC was found to be more efficient with a PCE of 2.7% (compared to 2.4% PCE of Red dye-LSC). Due to the enhancement in the emission spectra after mixing Lumogen Red-305 and Yellow-CRS040 dyes, concentrated photon density was increased which boosted PCE.

In 2009, a $2 \times 2 \times 0.3$ cm LSC was studied in which a photonic structure acted as a reflective optical filter to reduce the escape cone losses (Fig. 2.2a) (Goldschmidt et al., 2009). It was reported that ~26% of solar radiation was lost due to escape cone loss in the conventional LSC. In the proposed photonic structure, the refracted photons were prevented from exiting the LSC during TIR. This increased trapping efficiency and boosted the rate of the photons concentrated to the edge-mounted PV solar cell. As a result, ~20% increase in optical performance was achieved (PCE = 6.7%). In addition, they developed several LSC devices with various geometric gains. It was observed that by increasing the size (optical path-length) of LSC, PCE decreased, which was due to the increase in thermal losses including re-absorption, attenuation and scattering losses.

Fig. 2.2: Schematic and real structure of the (a) Tandem LSC where solar radiation spectrum is absorbed by several collectors doped with different dyes. The LSC is covered by photonic band-stop filter to reduce the escape cone losses. The filter refracts the light in absorption band and reflects the light in the emission band of the dyes (Reproduced from (Goldschmidt et al., 2009)), (b) Cylindrical Solid/Hollow LSCs (The scale bar represents 1.0 cm). The waveguide thickness of the hollow LSC is less than the solid device reducing the attenuation and scattering thermal losses (Reproduced from (Inman et al., 2011))
Later in 2011, Inman et al. introduced cylindrical LSCs (Fig. 2.2b) in which lead sulphide (PbS) QDs were used as luminescent species with different doping concentrations (Inman et al., 2011). The LSC was a solid cylinder with 2.5 cm (height) and 0.6 cm (radius). Performance of the solid cylindrical LSC was compared to an LSC with 0.38 cm hollow in the centre, having the same dimensions. PV solar cells were attached to the lateral edge of the cylinders. OE of 3% was obtained for the solid LSC, while the hollow structure achieved 6.5% OE. This is believed to be due to the thickness being decreased in the hollow structure which decreases the attenuation and scattering losses, hence increasing the LSC OE (Correia et al., 2016).

Several LSCs were fabricated based on CdSe core/multi shell QDs (QY ~ 45%) (Bomm et al., 2011) in various sizes. The maximum current density and PCE was 77.2 mA/cm² and 2.81%, respectively (achieved for 5 × 3.1 cm LSC). The study was a further proof regarding the impact of geometric gain on LSC optical performance. Enlarging top surface aperture of LSC increases thermal losses during the waveguiding process which decrease PCE. Later, Coropceanu et al., also used CdSe/CdS QDs (but with high-QY of 86%) in a 2 × 2 × 0.2 cm LSC development coupled to a crystalline silicon (c-Si) PV solar cell (Coropceanu and Bawendi, 2014). High QY increased the density of solar radiation concentrated to the edge of LSC and as a result, 48% OE enhancement was calculated.

Chandra et al. investigated the optical properties of CdSe/ZnS core-shell QD coupled with noble metal nano particles (MNPs) (Chandra et al., 2012, Chandra, 2013). They reported ~20% to 50% enhancement in OE (depending on the doping concentration of QD and MNP) when QD was coupled with 10 nm gold-NP in a 2 × 1 × 1 cm cuvette (Chandra, 2013). The enhancement was due to the plasmonic coupling between luminescent species and MNPs which can improve the performance of the whole device (Geddes, 2017). Later, the measurements conducted by El-Bashir et al. exhibited a significant fluorescence enhancement when luminescent material was coupled with 60 nm silver-NP (2.4 fold enhancement) and 100 nm gold-NP (4.75 fold enhancement) (El-Bashir et al., 2013b). In 2014, they fabricated several double-layer 20 × 8 × 0.3 cm plasmonically enhanced LSCs (pLSC) (Fig. 2.3a) (El-Bashir et al., 2014). The pLSC comprising of a polycarbonate substrate spin coated by 50 µm PMMA which was doped with coumarin dyes coupled to gold and silver-NPs. The top surface was coated by 20 µm PMMA doped with SiO₂ (to increase the trapping efficiency). The
device was tested using amorphous silicon (a-Si), mc-Si and c-Si PV solar cells. Maximum 53.2% enhancement in PCE was achieved when doping concentration of MNP was 20 ppm and the device was attached to a-Si PV solar cell. PLSC optical performance was found to be highly sensitive to the MNP doping concentration. For example, for the device attached to c-Si PV cell, PCE enhancement increased from 15.14% to 25.80% when MNP concentration only increased from 5 ppm to 10 ppm. However, further increase in MNP concentration significantly reduced the PCE due to the increase in non-radiative decay and fluorescence quenching reducing the total QY (Geddes, 2017).

Daorta et al. fabricated a cascade LSC with PMMA host material in 2014 doped with organic fluorophores attached to Si solar cell (Fig. 2.3b) (Flores Daorta et al., 2014). It comprised of a primary $11 \times 11 \times 0.6$ cm LSC doped with DTB and four secondary $10.8 \times 0.6 \times 0.6$ cm LSCs doped with Lumogen F-Red 305. The absorption spectrum of the secondary LSC was matched to the emission spectrum of the primary LSC. This increased the PCE of the cascade LSC by ~56% in comparison with traditional LSC.

After proposing the near infrared (NIR) colourless single layer LSC (NIR emitting ytterbium chelates) for BIPV in 2012 (Sanguineti et al., 2012), a study was conducted by Meinardi et al. in 2015 where they fabricated a large-scale ($12 \times 12 \times 0.3$ cm ) colourless transparent LSC (Fig. 2.3c) (Meinardi et al., 2015). Heavy-metal-free colloidal ZnS-coated ClSeS QDs were used as the luminescent material and 3.27% OE was calculated (without using any back reflector). Absorption and emission spectra of the colourless LSC were in the UV-band; while most of the common PV technologies are more efficient in the visible and NIR-bands. Thus, PCE of UV-band colourless LSCs is less than the coloured devices. However, they are suitable candidates for transparent applications (such as glazing in buildings).

Li et al. also fabricated a colourless LSC ($2.2 \times 2.2 \times 0.3$ cm ) using heavy-metal-free CuInS$_2$/ZnS QDs encapsulated in a PMMA plate (Fig. 2.3d) (Li et al., 2015a). The luminescent material suggested high QY (~81%) and large Stokes-shift (more than 150 nm). Their results showed that the maximum OE of ~26% could be achieved for the QD-based LSC. Current density could significantly increase from 0.72 mA/cm$^2$ (blank PMMA) to 14.8 mA/cm$^2$ (LSC) resulting in 8.71% PCE. The results implied the impact of the luminescent material’s characteristics on LSC performance. Large Stokes-shift between absorption and emission spectra decreased re-absorption losses; moreover, high QY increased the intensity of
detected light at edge of the LSC. Later, a high-performance large-scale CuInS₂/ZnS-based LSC (10 × 10 cm) attached to c-Si PV solar cell was introduced (Bergren et al., 2018) which could achieve 8.1% OE and 2.18% PCE when it was coupled to a black background. PCE was improved to 2.94% by coupling a reflective substrate below the LSC.
Fig. 2.3: Schematic and real structure of the (a) Thin-film double-layer pLSCs where coumarin dye was plasmonically coupled with gold-NPs significantly enhancing the optical properties of the device (Reproduced from (El-Bashir et al., 2014)), (b) Cascaded LSC where four small LSCs (doped with F-Red 305 dyes) are attached to the lateral edges of a primary LSC (doped with DTB). The LSCs are spectrally matched which increases the OE of the whole device (Reproduced from (Flores Daorta et al., 2014)). Colourless transparent LSCs doped with heavy-metal-free QDs with different emission bands in: (c) NIR: A large-scale $12 \times 12 \times 0.3$ cm device under AM1.5G radiation. The inset photograph has been taken with an infrared camera from the same LSC (Reproduced from (Meinardi et al., 2015)) and (d) UV: A $2.2 \times 2.2 \times 0.3$ cm small-scale device under daylight (Top) and UV lamp (Bottom) (Reproduced from (Li et al., 2015a))

Bronstein et al. used thick-shelled (known as giant) CdSe/CdS QDs in an LSC cavity (Fig. 2.4) (Bronstein, 2015, Bronstein et al., 2015). PLMA/QD composite (30 µm) was placed between two thin glass films. A mc-Si solar cell (0.15 mm$^2$) was placed inside the structure acting as light detector. The LSC cavity could achieve 30 solar concentration (C) and ~82% waveguide efficiency due to increase in trapping efficiency and reducing escape cone losses. Therefore, the calculated PCE increased from 10.35% to 54.37%. A similar test was performed for an LSC with a trench reflector covered by the photonic mirror where PCE increased to 77.38%.
Fig. 2.4: Schematic and real structure of the open-top and with-mirror (wavelength selective photonic mirror) LSCs doped with giant CdSe/CdS QDs. In the cavity structure, the trapping efficiency is higher due to using the selective mirror increasing the OE (Reproduced from (Bronstein, 2015, Bronstein et al., 2015))

Several glass-laminated LSCs with different dimensions (7.8 × 7.8 cm, 15.6 × 15.6 cm, 31.2 × 31.2 cm and 61 × 122 cm) and mc-Si solar cells were fabricated by Zhang et al. (Fig. 2.5) (Zhang et al., 2015). Mixture of Lumogen Red-305 and Yellow-083 was used as doping luminescent material. The number of photons detected at the edge increased by enlarging the LSC. However, PCE was significantly decreased (from 2.8% to 0.33%). This was due to the geometric gain increase which boosted the possibility of thermal losses. In order to improve PCE, bottom-mounted-PV LSCs were fabricated where four PV solar cells with different sizes were used. Due to the decrease in optical pathlength, the PCE of bottom-mounted LSC was higher than the edge-mounted structure. Maximum PCE of 2.28% was obtained for 61 × 122 × 0.3 cm LSC coupled to edge-reflectors and two 15.6 cm PV solar cells at bottom.
Fig. 2.5: (a) Edge-mounted LSC where PV solar cells (at the lateral edges of the device) harvest the waveguided solar radiation. (b) Bottom-mounted LSC where the PV cells can harvest both incident and waveguided solar radiation. (c) Fabricated LSCs with different sizes under daylight characterization (Reproduced from (Zhang et al., 2015))

Aste et al. introduced a planar large-scale LSC with a mixture of two dyes: DTB (di-benzo-thiadiazole) and DPA (diphenylanthracene) (Aste et al., 2015). The idea extended the absorbance band of the LSC (300-500 nm). Moreover, the emission peaks were at visible region where c-Si solar cell exhibited the maximum EQE of ~90-95% which enhanced the optical performance the LSC. 1.26% PCE was achieved which was found to be ~10% higher than the reference modules in all conditions, particularly on a clear sunny day.
The impact of LSC shape on optical performance was studied using a ray-trace model simulation validated by experimental results (Vishwanathan et al., 2015). Bent (10 × 15.7 × 0.3 cm) and flat (10 × 10 × 0.3 cm) LSCs doped with Red-305 dye coupled to c-Si solar cell were investigated (Fig. 2.6a and b). Flat device could achieve 2.9% PCE. The bent LSC was found to be less sensitive to the angle of incident solar radiation and could obtain PCE of 3.4%.

Nikolaidou et al. introduced a thin film organic-inorganic hybrid perovskite planar LSC in 2016 (1.5 × 1.5 × 0.1 cm) (Nikolaidou et al., 2016). The host material was glass and a 1.5 × 0.1 cm c-Si solar cell was attached to the edge of the device. The perovskite had high QY of 80% with large Stokes-shift and was spectrally matched with c-Si solar cells which resulted in achieving a significant OE of 29% and PCE of ~13%.

Gutierrez et al. fabricated and modelled LSC using two π-conjugated polymers of poly(arylene ethynylene) (PAE) with different gap energies referred to as \( P_1 \) and \( P_2 \) (Gutierrez et al., 2016b). A high OE was obtained by \( P_1 \) polymer (~40%) in which low attenuation and scattering coefficients were reported. This may have decreased thermal losses, increasing optical performance. OE was also calculated for different geometric gains using simulation. Results showed that by increasing geometric gain, OE reduced. For example, at a geometric gain of 200 and 400, OE was found to be reduced to 27% and 20% respectively.
Fig. 2.6: (a) Transparent bent LSC coupled to six PV solar cell and (b) Flat structure attached to four PV solar cells (Reproduced from (Vishwanathan et al., 2015)). (c) A $7 \times 1.5 \times 0.3$ cm LSC doped with giant core/alloyed-shell QDs with the enhanced absorption spectrum. The device was illuminated under ambient radiation (top) and the UV lamp emitting at 365 nm (bottom). Scale bar represents 1 cm (Reproduced from (Zhao et al., 2016)). (d) A $2 \times 2 \times 0.3$ cm LSC based on conjugated QD/dye (under UV illumination) comprising of (e) A glass cell filled by DI water which is doped with conjugated QD 545 and AF dye. (Reproduced from (Tummeltshammer et al., 2017))

To improve the optical performance of NIR LSC, Zhou et al. introduced a LSC doped with PbS/CdS QDs (Zhou et al., 2016). Si diode was attached to one edge of the LSC working as a photon detector and the other three edges were coupled to mirrors. The side length (geometric gain) of the LSC was optimised to achieve the best OE. Maximum OE of 6.1% was obtained for geometric gain of 10 ($10 \times 2 \times 0.2$ cm LSC). The PbS/CdS QDs QY (~40-50%) and photo stability found to be higher than bare QDs. Moreover, their NIR emission band allowed them to be a suitable choice for semi-transparent facades and windows (Vasiliev et al., 2018).

Giant QDs were first introduced in 2014 by Meinardi et al. to engineer the QD Stokes-shift by optimising the shell thickness (Meinardi et al., 2014). In 2016, the absorption of QD was also enhanced using giant core/alloyed-shell QD (CdSe/Cd$_x$Pb$_{1-x}$S core/shell) in (Zhao et al., 2016) where a $7 \times 1.5 \times 0.3$ cm PMMA layer was doped with the giant QD (QY of 40%) (Fig. 2.6c). Silicon solar cell was attached to the small edge of the LSC (the other edges were
covered by mirrors). PCE of ~1.15% was obtained for the highly transparent device. The device suggested ~15% higher efficiency in comparison with the pure CdS shell-based LSC, which was due to Pb dopants contribution.

In the feasibility study undertaken by Li et al. using giant CdSe/CdS QDs was found to be a low cost technology for large-scale LSCs (Li et al., 2016). The polymer was doped with the giant QDs (with QY of ~70%) and encapsulated into silica shells to increase their stability under real climate conditions. The composite was then employed onto commercial window glass using the doctor-blade deposition method, resulting in fabrication of a semi-transparent LSC. OE of ~17% was achieved when a 413 cm² LSC was tested under a single wavelength measurement.

In 2017, the first QD/dye-conjugated LSC was introduced and developed by Clemens et al. where QD 545 and Alexa Fluor 546 (AF) dye were linked (Fig. 2.6d and e) (Tummeltshammer et al., 2017). The developed 2 × 2 × 0.3 cm LSC which was attached to poly-crystalline silicon (p-Si) solar cell, was optically and electrically compared with unlinked LSCs. PCE of the conjugated LSC (2.87%) was found to be higher than both QD LSC (2.24%) and AF dye LSC (2.11%). The conjugated LSC benefited from the wide absorption spectrum of QD 545 and higher QY of AF dye, which overcame the loss mechanisms correlated to re-absorption and non-unity QY.

Wilson et al. characterised a large-scale 60 × 60 × 0.3 cm LSC where different sizes of c-Si solar cells were coupled to lateral edges in order to achieve current matching (Wilson et al., 2017). The LSC was a PMMA sheet doped with Lumogen red 305 dye. Due to using multi-size solar cells, the device performance was enhanced (in comparison with the previously reported large-scale LSCs in 2015 (Aste et al., 2015, Zhang et al., 2015)) and 1.55% overall PCE was achieved.

Meinardi et al. also modelled and developed another large-scale semi-transparent LSC (Fig. 2.7a) (Meinardi et al., 2017c). The host material was PLMA with dimension of 12 × 12 × 0.26 cm doped with indirect bandgap silicon QD (Si QD). The LSC could achieve 2.85% PCE. It can be an ideal option for BIPV systems as silicon is an ultra-abundant material on earth. In addition, authors studied the optical properties of the curved LSC (Fig. 2.7b) in different central angles (from 0 to 180 degrees). Constant performance was observed for all
bent angles suggesting the LSC as a suitable candidate for flexible and complex BIPV components.
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Fig. 2.7: Semi-transparent LSCs doped with indirect bandgap silicon QD (Si QD): (a) A largescale flat LSC under ambient (bottom left) and UV lamp illumination (365 nm) which have been taken with an UV-filtered visible camera (top) and an UV-filtered infrared camera (bottom right) (b) A 4.5 cm× 20 cm × 0.26 cm curved LSC with different centre angle under UV illumination taken with an UV-filtered visible camera (left photos) and an UV-filtered infrared camera (right photos) (Reproduced from (Meinardi et al., 2017c))

Nitrogen-doped carbon QDs (N-CQDs) were used in LSC for the first time by Li et al. (Chen et al., 2017). N-CQDs offer high stability and QY along with low cost and toxicity. For the LSC fabrication, 2.5 × 1.6 × 0.1 cm glass was covered with different thicknesses of N-CQDs/PMMA by spin coating. Mc-Si was attached to one of the edges. N-CQDs had absorption band of 300-600 nm (peak at ~350 nm) and emission peak at 500-562 nm (based on the excitation wavelength). The highest PCE of 3.98% was obtained when N-CQD/PMMA thickness was 6.67 µm.

In 2018, Schrecengost et al. fabricated a 12.5 × 12.5 × 0.68 cm LSC with PMMA host material doped with Lumogen F Red 300 dye (Schrecengost et al., 2018). They tested and modelled the LSC with various sizes of white background used as a diffusive scattering surface. They also studied the impact of air gap variations (between the white background and LSC) on the device performance. The best performance was obtained when the white
background area was 16 times larger than LSC and airgap was 10.7 cm. The optimised device achieved ~54% more power than the LSC with no background surface. Moreover, it produced ~28% more output power than the LSC with a white background of the same area.

Ha et al. introduced a dual-band $5 \times 1 \times 0.1$ cm LSC combined with dye-sensitized solar cell (DSSC) (Fig. 2.8a) (Ha et al., 2018). It consisted of a downshift LSC (where polyurethane doped with an organic fluorophore) and an up-conversion LSC (where PdTPBP/BPEA pair was used). This resulted in an absorption band in UV (300–450 nm) and also in red (~650 nm). The emission peak was at the green band (~530 nm). The rate of the absorbed and waveguided light was increased due to dual absorption band resulting in ~6.1% PCE.

Wu et al. presented a $15.24 \times 15.24$ cm$^2$ tandem LSC based on QDs with large Stokes-shift (Fig. 2.8b) (Wu et al., 2018). In the bottom layer, they used CuInSe$_2$ (CIS) QD with QY of 65-75%. For the top layer, they used Mn$^{2+}$ doped Cd$_x$Zn$_{1-x}$S-based QDs with QY of 78%. The LSC exhibited 6.4% OE and 3.1% PCE for AM1.5G solar spectrum. They have also discussed that in the case of using a spectral-matched PV solar cell for each layer (GaAs for bottom layer and GaInP for top layer), 3.8% PCE could be obtained which was ~50% more than a single-layer CISe device.
Fig. 2.8: Schematic and real structure of (a) A dual-band \(5 \times 1 \times 0.1\) cm LSC attached to DSSCs. The downshift LSC has a visible emission band and absorbs UV solar radiation. The emission and absorption bands of the upconversion LSC are at green and red respectively (Reproduced from (Ha et al., 2018)). (b) A \(15.24 \times 15.24\) cm tandem LSC with two layers. UV band of solar radiation spectrum is absorbed and waveguided through the top layer while the longer-wavelength band is collected and waveguided by the bottom layer (Reproduced from (Wu et al., 2018)).

The idea of multistate LSC smart windows was presented by Jeroen et al. where K160 dye was embedded in a \(5 \times 5\) cm supertwisted nematic (STN) liquid crystal (LC) cell (Fig. 2.9a) (Sol et al., 2018). The device had the absorption band of \(400-490\) nm and emission peak of \(\sim 520\) nm. Applying external voltage to LC cells determined the alignment direction of LCs by which the absorption, scattering and edge-emission efficiency of the device could be electrically characterised and switched. This resulted in various LSC states such as coloured, scattering and transparent (based on the amplitude of the applied voltage). The smart window
could obtain PCE of ~3.8%, 3% and 2.6% in coloured (0 v), scattering (10 v) and transparent (28 v) states respectively.
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Fig. 2.9: LSC smart windows: (a) A multistate 5 × 5 cm STN LC cell doped with K160 dye where the alignment of the LCs is characterized by the applied external voltage determining the state (Coloured, Scattering or Transparent) of the LSC (Reproduced from (Sol et al., 2018)) and (b) A large-scale 50 × 25 × 4.2 mm device developed by coupling of N-CQD-based LSC and PDLC. Near-UV band of solar spectrum is absorbed and emitted by N-CQDs. The visible and NIR bands of solar radiation are governed by the voltage amplitude applied to PDLC and can be either scattered/waveguided in the window (in OFF state) or transmitted/exited the device (in ON state) (Reproduced from (Mateen et al., 2019))
Recently in 2019, a large-scale $50 \times 25 \times 4.2$ mm LSC smart window was also developed by coupling of N-CQD-based LSC and polymer dispersed liquid crystals (PDLC) (Fig. 2.9b) (Mateen et al., 2019). The smart window is a suitable choice for BIPV systems and able to selectively harvest UV and near UV solar spectrum. Without applying voltage (OFF state); when droplets in PDLC had un-aligned optical axes, the incident solar radiation was scattered by droplets and waveguided to p-Si PV cell at the edges of window through TIR. Applying voltage (ON state) to PDLC resulted in droplets alignment increasing the transparency of the device by reducing TIR. The achieved PCE was ~2.49% in OFF state and ~1.52% in the high-transparent condition (ON state: 50 v) which was higher than PCE of LSC without PDLC (~1.35%).

2.1.2. Discussion on LSC Parameters, Material and Performance

Optical performance of LSC depends on their configuration parameters such as the device shape, geometric gain, host material, luminescent species, and PV solar cell spectral response (Bose et al., 2009, Kastelijn et al., 2009, Wang et al., 2011b, Vishwanathan et al., 2015, Tummeltshammer et al., 2016). In an ideal LSC, the host material must provide long term photo-stability, compatibility with dispersing luminescent materials, be low cost, highly transparent, and also exhibit low attenuation and scattering coefficients (Rowan et al., 2008, Klampaftis et al., 2009, El-Bashir, 2018). Most host materials used in LSCs were inorganic such as $\text{Al}_2\text{O}_3$ (Hovel et al., 1979, Kawano et al., 1997), polymers such as PMMA (Richards and McIntosh, 2007, Slooff et al., 2007, De Nisi et al., 2017) and polyvinyl acetate (PVA) (LeDonne et al., 2008), glass (Yamada et al., 2000, Švrček et al., 2004), organic paint thinner (Maruyama et al., 1998, Maruyama and Bandai, 1999), organic molecule silicate (Inoue et al., 1997). PMMA has been broadly used for LSCs due to its low cost and attenuation coefficient ($\sim 10^{-2}$ 1/cm in visible and NIR regions) as well as high stability and compatibility (Richards and McIntosh, 2007, Slooff et al., 2007). Due to environmentally unfriendly impact of PMMA (Council, 2018), organic-inorganic hybrid materials such as ureasil hybrids (Nolasco et al., 2013, Kaniyoor et al., 2016, Rondão et al., 2017) organic-inorganic glass (Reisfeld et al., 2011), Silsesquioxanes (Freitas et al., 2015) and polysiloxanes (Buffa et al., 2012) can be considered as the alternatives.
The emission spectra of the luminescent material should match the PV cell’s spectral response and EQE (Slooff et al., 2008, Erickson et al., 2014, Aste et al., 2015, Nikolaidou et al., 2016, Giebink et al., 2018, Wu et al., 2018). This would result in increasing the number of photons harvested by PV solar cell and total PCE (Ha et al., 2018). PCE can be also characterised by the quality of the LSC optical coupling where a compatible index matching fluid is required (Weber and Lambe, 1976b). Based on the modelling results, ~37% performance reduction was reported when the air gap between the LSC and PV solar cell increased from 0 to 2 mm (Rafiee et al., 2018b). Bottom-mounted and top-mounted-PV LSCs were found to be more efficient compared to edge-mounted-PV devices (Zhang et al., 2015, Needell et al., 2018). This is due to the decrease in path length (which is needed for photons to reach PV solar cell) reducing the possibility of escape cone and re-absorption losses (van Sark et al., 2008). However, edge-mounted-PV LSCs are often preferred in BIPV applications (Meinardi et al., 2017c, Reinders et al., 2018, Renny et al., 2018).

LSCs introduced during the last decade are categorised based on their development year in Fig. 2.10a showing their best results achieved to date. Note that, these results cannot be compared to one another as the impact of size (geometric gain) on LSC performance should be studied in Table 2-1 and cannot be seen in Fig. 2.10a. Fig. 2.10a also implies a promising and ongoing trend toward development of large-scale LSCs and smart BIPV devices. Luminescent species in LSCs can be classified in organic dyes, various types of nanostructures, plasmonic (coupled MNP-Luminescent materials) and rare-earth ions (Fig. 2.10b).
Fig. 2.10: (a) Various LSC generations developed in the last decade and also their best results achieved to date
(b) Number of publications on LSC per year classified based on the doping luminescent material
Rare-earth ions offer high stability, zero self-absorption and high QY (Man et al., 2007, Moudam et al., 2009, Khan et al., 2010, Wang et al., 2011c, Wang et al., 2011d); however, they have narrow absorption band and their cost were found to be more than dyes (Rowan et al., 2008, Desmet et al., 2012). Organic dyes have been broadly used in LSC design and fabrication (Chandra et al., 2012, Debije and Verbunt, 2012, Eisfeld and Briggs, 2018). The most common organic dyes used are from BASF (Lumogen - perylene perinone derivatives) and their absorption ranges cover a large proportion of solar spectrum; however, their small Stokes-shift limits their efficiency (Debije et al., 2011, Desmet et al., 2012, Chandra et al., 2018). Most organic dyes are colourful which may limit their application (Rowan et al., 2008). Tandem and cascaded LSCs (Goldschmidt et al., 2009, Flores Daorta et al., 2014, Chandra et al., 2018) or LSCs doped with mixture of different organic dyes (Slooff et al., 2008, van Sark et al., 2008, Zhang et al., 2015) exhibited a broader absorption spectrum which increased their optical performance. Based on the reviewed literature, the highest reported PCE of planer dye-based LSC is 7.1% (with diffuse backside reflector) (Slooff et al., 2008).

The first nanostructure QDs (Cd-based) were investigated ~19 years ago (Barnham et al., 2000) followed by introducing Pb-based QDs (Shcherbatyuk et al., 2010) to overcome some of the aforementioned disadvantages of organic dyes (Chatten et al., 2004, Gallagher et al., 2007, Bradshaw et al., 2015, Bronstein et al., 2015, Li et al., 2015b, Klimov et al., 2016, Meinardi et al., 2017c, Hill et al., 2018, Needell et al., 2018, Zhou et al., 2018b). Semiconductors-based (such as CuInSe2, CuInS2 (Li et al., 2015a, Meinardi et al., 2015)) and Zn-based (Erickson et al., 2014, Bergren et al., 2018) QDs were also introduced as the alternatives for toxic Cd and Pb-based QDs to mitigate their environmental impact. They exhibited reasonable optical performance as mentioned in the last section. The best results of large-scale colourless LSCs (eligible for BIPV applications), have been recorded for ZnS-coated CdSe-based (3.27% OE with no back reflector (Meinardi et al., 2015)) and CuInS2/ZnS-based (8.1% OE with background reflector (Bergren et al., 2018)) LSCs.

QDs have a wide absorption band which can be tuned by their size and material (Shcherbatyuk et al., 2010, Wang et al., 2018b, Zhou et al., 2018a, Zhu et al., 2019). They can obtain near-unity QY (Coropceanu and Bawendi, 2014) and even, the QD-LSC breakthrough shows unity-QY capability (Chen et al., 2013, Bronstein, 2015, Bronstein et al.,...
2015, Berends et al., 2016). Their stability, life time and high QY are their advantages over dyes; however, further improvement is still required regarding their long-term photo-stability (Colvin et al., 1994, Jang et al., 2010, Krummer et al., 2013, Waldron et al., 2017, Wu et al., 2018, Mateen et al., 2019). Carbon QDs (CQDs) discovered in 2004 (Xu et al., 2004), have been recently introduced as highly-stable, abundant and non-toxic emitters with applications in large-scale LSC smart windows (Mateen et al., 2019) as well as enhancing the photo-stability and OE of LSCs (Zhao et al., 2018, Zhou et al., 2018a). Thin film of CQD has been used to cover a large-scale conventional CdSe/CdS QD-based LSCs to improve their photo-stability (by 1.8 times) and OE (by 16%) (Liu et al., 2018). An LSC with N-CQDs embedded in polyvinylpyrrrolidone (PVP) thin films achieve PCE of ~4.97% which is the highest PCE for CQD-based LSCs to date (Wang et al., 2018b). Although the improvements in CQDs are still in progress, the aforementioned results make CQDs a promising luminescent material for future large-scale and commercial LSC development.

By increasing the doping concentration of luminescent material in LSC, the OE increases (Krummer et al., 2017). However, past the doping concentration saturation point (which varies for different LSC configurations), OE decreases due to the increase in re-absorption losses (Tummltshammer et al., 2016, Sumner et al., 2017). Moreover, increasing geometric gain in large-scale LSCs boosts the rate of re-absorption and thermal losses negatively affecting the total PCE (Currie et al., 2008, Bomm et al., 2011, Coropceanu and Bawendi, 2014, Erickson et al., 2014, Knowles et al., 2015, Zhang et al., 2015, Gutierrez et al., 2016b). QDs can be engineered to reduce re-absorption losses similar to the study (Bradshaw et al., 2015) on CdSe/CdS core/shell nanocrystal heterostructures, dot-in-rod, Zn\(_{1-x-y}\)Cd\(_x\)Mn\(_y\)Se/ZnS and Cd\(_{1-x}\)Cu\(_x\)Se doped nanocrystals. Doped nanocrystal have shown better spectral performance than heterostructures which resulted in exhibiting no spectral overlap of emission and absorption profiles (large Stokes-shift) and achieving zero re-absorption LSC (Erickson et al., 2014, Bradshaw et al., 2015). Re-absorption losses of giant QDs (such as CdSe/CdS) can be engineered by their shell thickness where increasing the thickness enlarges the QD Stokes shift and improves stability (Coropceanu and Bawendi, 2014, Meinardi et al., 2014, Bronstein, 2015). This has made giant CdSe/CdS QD a promising emitter for large LSCs development through depositing the polymer/giant QD on commercial large-scale windows (Doctor blade deposition) (Li et al., 2016). The Quantum wells (QW) re-absorption losses,
emission spectrum (from visible to NIR) and QY can be also tuned and characterised by their thickness (Sharma et al., 2017). Recent optimised seed/QW/thick-shell QD suggested a near unity-QY (>95%) (Jeong et al., 2016, Song et al., 2017). However, non-unity QY has been reported after doping the matrix material with QW which needs to be addressed in future optimisations (Sharma et al., 2017).

Furthermore, based on the modelling results, core-shell nano rods (such as CdSe/CdS) exhibited smaller Stokes-shift and re-absorption rate with respect to conventional QDs (Bose et al., 2008, Bomm et al., 2010, Krumer et al., 2013, Fisher et al., 2015, Coropceanu et al., 2016). Indirect band gap Si QD (Meinardi et al., 2017c) is also a low-cost and ultra earth-abundant QD based on semiconductor which is a non-toxic ideal option for large-scale semi-transparent (NIR) LSC due to its near-zero re-absorption rate.

Re-absorption free Mn/CsPbCl$_3$ perovskite emitters (Meinardi et al., 2017a) have been also used offering relatively large Stokes-shift. Perovskite emitters can be developed in inorganic or organic–inorganic metal halides structures (Protesescu et al., 2015, Nikolaidou et al., 2016, Ito et al., 2018). The first perovskite-based LSC was investigated in 2015 (Mirershadi and Ahmadi-Kandjani, 2015) and as it was mentioned in last section, thin film perovskite could very soon achieve the incredible PCE of ~13% in 2016 due to their near-zero spectral overlap and re-absorption losses (Nikolaidou et al., 2016). They still suffer from disadvantages such as environmental risks and impacts (due to toxic Pb and Cd), low photo-stability, near-UV absorption band and wide energy gap. Further optimization are still in progress to use perovskite emitters in large-scale LSC and BIPV systems (Meinardi et al., 2017a, Zhao et al., 2017).

QD/dye-conjugated (Tummeltshammer et al., 2017) and QD-based tandem LSC (Hughes et al., 2017, Liu et al., 2018, Needell et al., 2018, Wu et al., 2018) can be also used to harvest and waveguide broader band of solar radiation spectrum improving their OE and PCE. Based on the results of this review, QD-based LSC with tandem structure (such as (Wu et al., 2018)) and with reflective mirror (such as (Zhou et al., 2016)) could achieve around double OE (~6%) in comparison with other similar single-layer conventional configurations. Both techniques can be optimised using well-spectral-matched PV solar cell, host, and luminescent materials.
Coupling photonic filters (Goldschmidt et al., 2009, Connell et al., 2018, Needell et al., 2018), polarization-independent filters (de Boer et al., 2011) and wavelength selective mirrors (Debije et al., 2009, Goldschmidt et al., 2009, Debije et al., 2010, Bronstein et al., 2015, Song et al., 2017, Connell et al., 2018) to LSC have been found to be one of the most effective technologies in decreasing escape cone losses and increasing the trapping efficiency. Combination of selective and normal (spectral or diffuse) mirrors in an LSC-cavity, along with using high-QY QD, enhanced the solar concentration ratio (C) to ~30 (Bronstein et al., 2015) with capability of reaching to ~58 (Song et al., 2017). Reflectivity, airgap, size and type of the normal mirrors are also vital parameters affecting the performance of LSC (Pravettoni et al., 2009a, Pravettoni et al., 2009b, Klimov et al., 2016, Xu et al., 2016, Rafiee et al., 2018b). Coupling a 16-times larger white background to an LSC (with 10.7 cm air gap) enhanced the PCE by 54% compared to the bare LSC (Schrecengost et al., 2018). Although using backside mirror and LSC-cavity technology increase the PCE (Slooff et al., 2008, van Sark et al., 2008, Bronstein et al., 2015, Song et al., 2017), they may limit the LSC application in BIPV systems where transparent and semi-transparent waveguides are considered as suitable candidates.

PLSC is also an alternative advanced technology to overcome LSC losses and improve the optical performance of existing LSC (Saraidarov et al., 2010, Chandra et al., 2012, Chandra, 2013, El-Bashir et al., 2013b, Tummeltshammer et al., 2013, El-Bashir et al., 2014, Chen et al., 2015, Levchenko, 2018). 53.2% enhancement in PCE was obtained by coupling luminescent material and MNP in a double-layer pLSC (El-Bashir et al., 2014) which is the highest recorded experimental enhancement in PCE for a transparent LSC to date. Despite the remarkable optical performance, optimising the concentration of MNP in pLSC (spacing between luminescent materials and MNP) was found to be a crucial challenging and complex task. (Chandra et al., 2012, Chandra, 2013, El-Bashir et al., 2013b, El-Bashir et al., 2014). Therefore, they have got less interest compared to other luminescent materials in LS device development. Close spacing increases the non-radiative decay and photo luminescence quenching, which reduces the total QY of MNP-luminescent material coupling (Geddes, 2017).
2.2. Quantum Yield Enhancement in Plasmonically Enhanced Luminescent Solar (pLS) Devices

As discussed in last Section, in pLS devices, the luminescent molecule is coupled with MNP where the plasmonic effect can improve the performance of the whole device (Chandra, 2013, El-Bashir et al., 2013b, El-Bashir et al., 2014, Ahmed et al., 2016).

QY and lifetime (τ₀) of emission processes for a luminescent molecule in the absence of MNP, are correlated to its radiative (Γ_r) and non-radiative (Γ_nr) decay rates and calculated by Eqn (2.12) (Geddes, 2017):

\[
QY = \frac{Γ_r}{Γ_{nr} + Γ_r} \quad τ₀ = \frac{1}{Γ_{nr} + Γ_r}
\]

When MNPs (such as gold and silver) are coupled and interact with luminescent species, the intensity of incident energy is amplified due to the excitation photon density enhancement factor (PDEF). PDEF is product of excitation and emission efficiencies (Soller et al., 2007, Darvill et al., 2013, Osinkina, 2014) given by Eqn (2.13):

\[
PDEF = ψ(e_p, x_d, λ_{ex}) . QY(e_p, x_d, λ_{em}) \quad \text{Eqn (2.13)}
\]

λ_{ex} and λ_{em} are the excitation and emission wavelengths respectively, x_d is the location of the particle with a unit dipole moment of e_p and ψ(e_p, x_d, λ_{ex}) is the excitation efficiency defined as Eqn (2.14) (Geddes, 2017):

\[
ψ(e_p, x_d, λ_{ex}) = \frac{|E(x_d, λ_{ex}). e_p|^2}{|E_i|^2} \quad \text{Eqn (2.14)}
\]

E is total electric field and E_i is intensity of the incident solar radiation. Under these conditions, the luminescent emission is either enhanced or quenched. This interaction can be seen in Fig. 2.11 where the total QY and τ₀ is calculated by Eqn (2.15) (Geddes, 2017):

\[
QY_{tot} = \frac{Γ_{rM} + Γ_r}{Γ_{nr} + Γ_{rM} + Γ_r} \quad τ₀ = \frac{1}{Γ_{nr} + Γ_{rM} + Γ_r} \quad \text{Eqn (2.15)}
\]

Where Γ_{rM} is radiative decay due to the MNP presence.
While many studies reported plasmonic enhancement in the emission spectrum of luminescent material due to the MNP coupling (Nakamura and Hayashi, 2005, Anger et al., 2006, Kühn et al., 2006, Tovmachenko et al., 2006, Aslan et al., 2007, Bharadwaj and Novotny, 2007, Cheng and Xu, 2007, Stranik et al., 2007, Tam et al., 2007, Bardhan et al., 2008, Bardhan et al., 2009, Ming et al., 2009, Fu et al., 2010), few studies have shown quenching of the output emission (Dulkeith et al., 2002, Sönnichsen et al., 2002, Aslan and Pérez-Luna, 2004, Dulkeith et al., 2005, Li et al., 2009).

The reason is PDEF strongly depends on the spacing between the MNP and luminescent molecule (governed by their doping concentration) (Geddes, 2017). In far-field region where MNP and luminescent molecule have relatively long distance between them (>50 nm), the luminescent molecule is hardly affected by MNP surface plasmon resonance (SPR) energy due to weak interaction between particles. At near-field optimised distances between MNP and luminescent molecule (between 20 nm to 50 nm), $\Gamma_{rM}$ and $\Gamma_{nr}$ are increased; however, $\Gamma_{rM}$ is dominant ($\Gamma_{rM} > \Gamma_{nr}$) which boosts $QY_{total}$. At very close distances between MNP and luminescent molecule (<20 nm), $\Gamma_{nr}$ is dominant ($\Gamma_{nr} > \Gamma_{rM}$) which reduces PDEF and $QY_{total}$ due to the increase in quenching factor (QF) and non-radiative dissipation (Hövel et al., 1993, Dulkeith et al., 2005, Hsieh et al., 2007, Karthikeyan, 2010, Reineck et al., 2013, Kochuveedu and Kim, 2014, Geddes, 2017).
Distance in luminescent-MNP coupling is the main parameter affecting emission rate; however, quenching is also governed by chemical interface damping (Hövel et al., 1993, Karthikeyan, 2010). Other reasons including multi-scattering of light with multi-NPs and self-quenching can also decrease the $QY_{total}$ enhancement which are neglected in the diluted devices (Geddes, 2017).

Overlap between the emission spectrum of luminescent material and absorption of the MNPs (in close proximity) boosts the quenching rate (Reineck et al., 2013). Note that, the extinction spectrum of MNP (with SPR peak at $\lambda_{PR}$) is the summation of both absorption and scattering spectra (Amendola et al., 2017). For MNPs which are smaller than the wavelength of the incident photons i.e. MNP with less than 50 nm size, the absorption spectrum (with peak at $\lambda_{MNP,abs}$) is dominated in the extinction spectrum; thus, $\lambda_{SPR} \approx \lambda_{MNP,abs}$ (Maier, 2007). If the coupled luminescent material’s absorption peak (at $\lambda_{Labs}$) overlaps with SPR, the excitation rate of luminescent material is increased due to larger absorption cross section of MNP and energy transferring from MNP to luminescent material (Dorcéna, 2007). This can increase PDEF and total emission rate (Anger et al., 2006, Geddes, 2017). If the emission peak of luminescent material (at $\lambda_{Le}$) is matched with SPR, MNP receives energy from excited luminescent material (Dorcéna, 2007). Reducing radiative decay while the excited luminescent molecules quickly come back to ground energy level (due to less life time) increases the number of luminescent molecules in ground level where they have the potential to absorb photons which enhances the absorption of luminescent material (Dorcéna, 2007). Therefore, in summary, $\lambda_{Labs} = \lambda_{SPR}$ results in maximum excitation efficiency and when $\lambda_{Le} = \lambda_{SPR}$, maximum emission efficiency is achieved (Liu et al., 2013b). PDEF is product of both excitation and emission efficiencies; however, maximum of these two parameters are not achievable simultaneously (due to $\lambda_{Le} \neq \lambda_{Labs}$). Therefore, the optimised case can be considered when $\lambda_{Labs} < \lambda_{SPR} < \lambda_{Le}$ (Liu et al., 2013b).

Overall, due to the complex optical and plasmonic energy transfer procedures, experimental optimisation of pLS device in terms of their size, doping concentration and spacing between MNP and luminescent material and their spectral overlap is quite challenging in comparison with conventional LS devices. These challenges implies the need to develop an accurate model to investigate and optimise the optical properties of pLS devices before fabrication. Although various studies have been undertaken for modelling conventional LS based on ray
tracing algorithm (reviewed in Section 2.3), there is no algorithm established for modelling small and large scale pLS devices. The reason is ray tracing model is not able to model the plasmonic effect of MNP in pLS. To overcome this, FDTD method (reviewed in Section 2.4) can be used prior to ray tracing algorithm to achieve MNP optical properties.

2.3. Ray Tracing Modelling for LS Devices

From a ray trace modelling perspective, the algorithm of tracing light in both LS devices (LSC and LDS) is the same. A ray tracing model is used to simulate the optical processes in LS devices such as reflection, refraction, absorption, emission, scattering, attenuation, wave-guiding and transmission (Kennedy, 2010). In ray tracing, each incident ray (with specific wavelength and vector) is traced until its fate is detected during the simulation (Glassner, 1989).

Based on the optical and physical processes happening in LS devices, Fig. 2.12 exhibits a ray tracing algorithm for a single incident photon in a LS device with no mirror or PV where the final fates of the ray are shown in yellow boxes.
Fig. 2.12: Block diagram of ray tracing for a single incident ray in a LS device with no mirror or PV

For intersection point calculation, a ray is defined by its origin point \( (l_0 : [X_0 Y_0 Z_0]) \) and its normalized vector \( (l_d : [X_d Y_d Z_d]) \) as defined in Eqn (2.16) (Glassner, 1989):

\[
X_d^2 + Y_d^2 + Z_d^2 = 1 \quad Eqn (2.16)
\]

The ray vector with any length can be obtained by Eqn (2.17):

\[
l_L = l_0 + (l_d \times L) \quad Eqn (2.17)
\]

Where \( L \) is the distance between the vector and any plane \( ([PL : [a_p b_p c_p DP]]) \) in space. The plane is defined by Eqn (2.18) and Eqn (2.19):

\[
(a_p \times x) + (b_p \times y) + (c_p \times z) + DP = 0 \quad Eqn (2.18)
\]

\[
a_p^2 + b_p^2 + c_p^2 = 1 \quad Eqn (2.19)
\]

\( DP \) is the distance of the plane from the coordinate system origin. It should be noted that the sign of the \( DP \) determines the side of the plane in comparison with the system origin. The unit vector normal \( (N : [a_p b_p c_p]) \) of the plane is also defined as a vector indicating a direction perpendicular to the plane.

To obtain the distance \( (L) \) between the ray’s origin and its intersection point on the plane \( PL \), Eqn (2.17) is substituted into the plane equation (Eqn (2.18)); which results in Eqn (2.20):

\[
a_p \times (X_0 + X_d \times L) + b_p \times (Y_0 + Y_d \times L) + c_p \times (Z_0 + Z_d \times L) = -DP \quad Eqn (2.20)
\]

Then, the intersection points can be calculated using \( L \) and Eqn (2.21):

\[
[r_i : [x_i y_i z_i]] = [X_0 + X_d \times L \quad Y_0 + Y_d \times L \quad Z_0 + Z_d \times L] \quad Eqn (2.21)
\]

Fig. 2.13a shows the process of reflection. The angle between the \( N \) and the incident ray \( (I) \) is called the angle of incident \( (\theta_i) \) while the ray is reflected \( (R) \) by the angle of reflection \( (\theta_r) \). The reflected vector is calculated by Eqn (2.22):

\[
R = I - 2(N \cdot I)N \quad Eqn (2.22)
\]
Fig. 2.13b illustrates the refraction process. As is shown, the transmitted light is indicated with the vector $T$ which has the angle of refraction of $\theta_t$ with $N$. The relation between $\theta_t$ and $\theta_i$ is interpreted by Snell’s Law in Eqn (2.23) (Glassner, 1989):

$$\frac{\sin \theta_i}{\sin \theta_t} = \frac{\eta_t}{\eta_i} = \eta_{tt} = \frac{1}{\eta_{it}}$$  \hspace{1cm} Eqn (2.23)

$\eta$ is the refraction index of the medium. Using the algebraic solution, the value of $T$ is calculated by Eqn (2.24):

$$T = \eta_{it} I + \left[ \eta_{tt} C_t - \sqrt{1 + \eta_{tt}^2 (C_t^2 - 1)} \right] N$$  \hspace{1cm} Eqn (2.24)

$C_t = \cos(\theta_t)$. The TIR phenomenon is seen in Fig. 2.13c which is the basic mechanism of trapping and wave-guiding light inside a medium according to $\theta_c$ of the device which is calculated by Eqn (2.25) (Glassner, 1989):

$$\theta_c = \sin^{-1} \frac{\eta_2}{\eta_1}$$  \hspace{1cm} Eqn (2.25)
Fig. 2.13: (a) Reflection and (b) Refraction of a photon striking a surface, and (c) Trapping mechanism of light inside a medium based on critical angle when the medium is denser than the outer environment (Glassner, 1989)

The probability of scattering in the algorithm is achieved by Eqn (2.26) (Kennedy, 2010):

$$PR_{scat} = 1 - e^{-d \alpha_{scat}} \quad Eqn (2.26)$$

Where $d$ is the thickness in cm and $\alpha_{scat}$ is the scattering coefficient of the host material in 1/cm. The probability of host material attenuation is obtained by Eqn (2.27):

$$PR_{atte} = 1 - e^{-d \alpha_{atte}} \quad Eqn (2.27)$$

Where $\alpha_{atte}$ is the attenuation coefficient of the host material in 1/cm. The probability of absorption of a ray by luminescent materials is calculated by Eqn (2.28):

$$PR_{abs}^{L} = 1 - e^{-MCd \alpha_{abs}} \quad Eqn (2.28)$$

Where $\alpha_{abs}$ is the absorption coefficient of the luminescent material in 1/cm. $MC$ is the multiplication constant which is a factor used to apply different doping concentrations of the luminescent material to the algorithm. The absorption is obtained by Eqn (2.29) from the Beer Lambert law (Klampaftis et al., 2009, Abderrezek et al., 2013, Şahin and Ilan, 2013):

$$Tran = 10^{-A} = e^{-\tau} \quad Eqn (2.29)$$

Where $A$ is the absorbance and $Tran$ is the value of transmittance of the material. $	au=MCd \alpha_{abs}$ is the optical depth. Accordingly, the probability of being transmitted is calculated by Eqn (2.30):

$$PR_{tran} = 1 - [PR_{abs}^{L} + PR_{atte} + PR_{scat}] \quad Eqn (2.30)$$

Slooff et al., used the ray tracing algorithm to model a $5 \times 5 \times 0.5$ cm LSC with mirror on its three edges and bottom while mc-Si solar cell was attached on one of LSC edges (Slooff et al., 2006). They also used the ray tracing algorithm to model another $5 \times 5 \times 0.5$ cm LSC (Slooff et al., 2008). The ~10% differences between the modelling and experimental results were due
to experimental errors such as LSC degradation (LSC used after one year) and also to non-optimal coupling of the LSC and solar cells.

Kennedy et al., used ray tracing algorithms to model four LSC configurations \((6 \times 6 \times 0.3\ \text{cm})\) under different types of input solar radiation (Kennedy, 2010). The reason for discrepancy between experimental and modelling results was that the real materials and devices were non-homogenous and non-linear while they were modelled as homogenous and linear.

Bomm et al., fabricated five LSCs with different dimensions (Bomm et al., 2011). Although the results obtained in the range of 600 nm closely matched the experimental results, there were vast differences at other wavelengths (\(~75\%)\). This was due to not importing the host material characteristics and scattering effects to the model which can change the response of the model at longer wavelengths (above \(~600\ \text{nm})\). They found it difficult to distinguish the exact reason for the discrepancy at short wavelengths (\(~300\ \text{nm} \text{ to } \sim500\ \text{nm})\). It might be because the cell response is not linear in this region or the value of QY is not constant at all wavelengths (Bronstein et al., 2015).

A Monte Carlo simulation was used to study the performance of a \(2 \times 2 \times 0.2\ \text{cm}\) LSC including CdSe/CdS core/shell QD (Şahin et al., 2011, Coropceanu and Bawendi, 2014). The model predicted the light which was reflected, lost and collected by the PV. The optical efficiency was estimated to be 49\% which was a close match with the experimental result of 48\%.

Alvaerz et al., used “Tracey” software (offered by PV Lighthouse Company) which uses ray tracing algorithms (PV-Lighthouse, 2017) to model different multi-layer LDS structures of different dyes, host materials and PV technologies (including CdTe, mc-Si and CIGS PV) (Alonso-Álvarez et al., 2015). The reason of discrepancy (from \(~64\%\) to \(~273\%\) error) for such a commercial software was ignoring experimental errors such as the non-efficient optical coupling in the device which can affect the spectral characteristics and response of the devices in different wavelength ranges.

The main challenges in ray trace modelling are accuracy and simulation time. In order to achieve more accurate results, all details of the 3D device and specification of the used materials including different losses mechanisms (such as escape cone loss, reabsorption, reflection, attenuation and scattering) and non-linear parameters (such as QY) should be
considered in the model. Adding all these parameters increase the complexity of the ray tracing algorithm. In addition, since the algorithm is executed based on the probability of different events for each incident ray, by increasing the number of the rays (iterations in the algorithm), the outcomes are more precise; so that, the model may be required to run for several million rays in order to achieve highly accurate results (Bronstein, 2015). On the other hand, since the ray tracing algorithm is based on applying different conditional statements and calculations related to the optical and physical events, it is a complex and time-consuming process. Thus, for an accurate model, the computational cost is high so that it may need powerful computers with several CPU cores (Bronstein, 2015). All these challenges, limitations and sources of discrepancies in existing ray tracing models will be considered in next Chapters to develop a high-accurate 3D ray tracing algorithm for LS and pLS devices.


Plasmonic coupling of MNP and luminescent material in pLS devices improves the optical properties and performance of the device (Chandra et al., 2012, Chandra, 2013, El-Bashir et al., 2013b, El-Bashir et al., 2014, Ahmed et al., 2017a, Geddes, 2017). Therefore, investigating the optical properties of MNPs is required in developing a model for pLS devices. FDTD method is used in this thesis for studying and modelling the plasmonic effect and optical properties of MNP.

2.4.1. Optical Properties of MNP

The optical properties of MNPs is due to the collective response of conductive electrons which form an electron cloud around the metal nuclei. When an electric field is applied, the electrons are pushed away from the nuclei which forces the electron cloud to be displaced and asymmetrical forming a dipole. This is known as the material polarization which creates restoring force. It results in oscillating the conduction electron cloud (plasma) which is characterized by the resonance frequency of the MNP (Ritchie, 1957). When the incident photon frequency is resonant with collective oscillation of the conduction electron cloud, it is referred as surface plasmon resonance (SPR).
The resonance frequency of MNP SPR can be tuned by their dimensions, shape, and their solvent material specifications (Efrima and Metiu, 1979, Aravind and Metiu, 1980, Gersten and Nitzan, 1980, Wang et al., 1980, Mirkin and Ratner, 1997, Rampi et al., 1998, Scaffardi et al., 2004, Orendorff et al., 2006, Haiss et al., 2007). The strong SPR of these metals gives them the ability to absorb and scatter the light. Among the noble metals, the surface plasmon experiments are mostly implemented using gold and silver because their near-field effect is so high which is due to the very small imaginary part in their permittivity. In pLS devices, if a luminescent species is placed near Au NPs or Ag NPs (in the enhanced local electromagnetic field due to the SPR), plasmonic effect will take place after illuminating the device which can improve the performance of the whole device (Ahmed et al., 2016, Amendola et al., 2017). In addition, they have several other advantages which makes them efficient for using in pLS devices (Ritchie, 1957, Metiu and Das, 1984, Moskovits, 1985, Raether, 1988, Collin, 1990, Alvarez et al., 1997, Link and El-Sayed, 1999, Lyon et al., 1999, Barnes et al., 2003, Myroshnychenko et al., 2008):

- They are inert chemically
- Their absorption band and SPR peak are in the visible part of the solar radiation
- They do not oxidize; while, the oxidation in other metals makes their SPR observation very hard.
- They can be easily attached to biomolecules using chemical linkers
- They can significantly amplify the irradiated light intensity

2.4.2. Maxwell’s Equation

The behaviour of MNPs can be interpreted by Maxwell’s equations (Taflove and Hagness, 1995, Schneider, 2010, Inan and Marshall, 2011) which are presented as four equations in their macroscopic electromagnetism form. The first one is Gauss law defined by Eqn (2.31):

\[ \nabla \cdot \mathbf{D} = \rho_v \]

*Eqn (2.31)*

Where \( D \) is electric flux density in C/m\(^2\) and \( \rho_v \) is volume charge density in C/m\(^3\). The law means that the electric field is diverging from positive charge and converging in negative charge. Note that if there is no charge, electric fields form loops. The second law is the Gauss’s law for magnetism defined by Eqn (2.32):
\[ \nabla \cdot \vec{B} = 0 \quad Eqn \ (2.32) \]

Where \( B \) is magnetic flux density in \( \text{Wb/m}^2 \). Based on this law, magnetic fields always form loops. The third law is Ampere’s law and defined as in \( Eqn \ (2.33) \):

\[ \nabla \times \vec{H} = \vec{J} + \frac{\partial \vec{D}}{\partial t} \quad Eqn \ (2.33) \]

Where \( H \) is the magnetic field intensity in \( \text{A/m} \) and \( J \) is electric current density in \( \text{A/m}^2 \). This law indicates that the circulating magnetic fields induce currents and (or) time varying electric fields. Currents and (or) time varying electric fields induce circulating magnetic fields.

The fourth law is Faraday’s law of induction defined by \( Eqn \ (2.34) \):

\[ \nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t} \quad Eqn \ (2.34) \]

Where \( E \) is electric field intensity in \( \text{V/m} \). This law says that the circulating electric fields induce magnetic fields which vary over time; moreover, time-varying magnetic fields induce electric fields which circulate.

Hence, Maxwell’s equations include two divergence equations and two curl equations which produce fields. In addition, there are two constitutive relations found in \( Eqn \ (2.35) \) and \( Eqn \ (2.36) \) which describe how fields interact with materials:

\[ \vec{D}(t) = [\varepsilon(t)] * \vec{E}(t) \quad Eqn \ (2.35) \]
\[ \vec{B}(t) = [\mu(t)] * \vec{H}(t) \quad Eqn \ (2.36) \]

Where \( \varepsilon(t) \) is permittivity in \( \text{F/m} \) and \( \mu(t) \) is permeability in \( \text{H/m} \). Note that * is convolution and [ ] means tensor. The refractive index of a material is used to make a meaningful description which can be calculated by \( Eqn \ (2.37) \):

\[ \eta = \sqrt{\mu_r \varepsilon_r} \quad Eqn \ (2.37) \]

The magnetic response in most of materials is negligible \((\mu_r = 1)\); hence, refractive index can be simply estimated as \( \eta = \sqrt{\varepsilon_r} \).

Another term which can declare the relation between the electric and magnetic fields of the wave through the material is the impedance which is a fundamental quantity causing the reflection and scattering in the medium and obtained by \( Eqn \ (2.38) \):
\[ Z_m = Z_{m0} \frac{\mu_r}{\varepsilon_r} \approx \frac{|E|}{|H|} \quad \text{Eqn (2.38)} \]

Where \( Z_{m0} = \frac{\mu_0}{\varepsilon_0} \approx 376.74 \, \Omega \). If we assume that there are no charges (\( \rho_v = 0 \)) or current sources (\( \vec{J}^* = 0 \)) and we assume linear, isotropic and dispersive materials, the Maxwell’s equations can be written as \( \text{Eqn (2.39)} \) and \( \text{Eqn (2.40)} \):

\[ \nabla \times \vec{E} = -\mu \frac{\partial \vec{H}}{\partial t} \quad \text{Eqn (2.39)} \]

\[ \nabla \times \vec{H} = \varepsilon \frac{\partial \vec{E}}{\partial t} \quad \text{Eqn (2.40)} \]

Which are generally found in most of the literature. Hence, Maxwell’s equation can predict electromagnetic waves based on two main equations of \( E \) and \( H \) which are perpendicular to each other and update each other continuously.

### 2.4.3. FDTD Equations and Terms

Finite difference time domain (FDTD) is a grid-based numerical method and one of the best methods to solve Maxwell’s equations and obtain the optical properties of MNPs while they are modelled in a discrete space grid (Known as “Yee” grid) (Yee, 1966, Taflove, 1980). FDTD has been used to estimate the extinction spectra of MNPs by changing their size, shape and concentration (Linden et al., 2001, Vial et al., 2005, Grand et al., 2006, Ghosh and Pal, 2007, Myroshnychenko et al., 2008).

In order to use FDTD to simulate Maxwell’s equations, the first-order finite-difference approximation is used which is defined as the mid-point between two points as can be seen in Fig. 2.14.
The finite difference approximations of Maxwell’s equations are in the form of Eqn (2.41) and Eqn (2.42) (Inan and Marshall, 2011):

\[
H |_{t + \frac{\Delta t}{2}} = H |_{t - \frac{\Delta t}{2}} - \frac{\Delta t}{\mu} (C^E |_t)
\]

\[Eqn \ (2.42)\]

\[
E |_{t + \Delta t} = E |_t + \frac{\Delta t}{\varepsilon} \left( C^H |_{t + \frac{\Delta t}{2}} \right)
\]

\[Eqn \ (2.42)\]

\(C^E\) and \(C^H\) terms are respectively the curl of electric and magnetic fields. By expanding these vector equations into scalar equations, the complete 3D Maxwell’s equations and constitutive relations will be obtained in each axis (Taflove and Hagness, 1995). The final form of the update-equations and constitutive-relations for obtaining \(H\) field in only the \(x\)-axis are found in Eqn (2.43):

\[
H_x |_{t + \frac{\Delta t}{2}} = (m_{Hx1} |_{i,j,k}) |_{t + \frac{\Delta t}{2}} H_x |_{t - \frac{\Delta t}{2}} + (m_{Hx2} |_{i,j,k}) |_{t} C_x^E |_{t} + (m_{Hx3} |_{i,j,k}) |_{t} I_{CE} |_{t} + (m_{Hx4} |_{i,j,k}) |_{t} I_{Hx} |_{t}
\]

\[
C_x^E |_{t} = \frac{E_x |_{t + 1} - E_x |_{t}}{\Delta y} - \frac{E_y |_{t + 1} - E_y |_{t}}{\Delta z}
\]

\[\]

\[
I_{Hx} |_{t + \frac{\Delta t}{2}} = \sum_{T = \frac{\Delta t}{2}}^{t} H_x |_{T + \frac{\Delta t}{2}}
\]

\[
I_{CE} |_{t} = \sum_{T = 0}^{t} C_x^E |_{T + \frac{\Delta t}{2}}
\]

\[
m_{Hx0} |_{i,j,k} = \frac{1}{\Delta t} + \frac{\sigma H |_{i,j,k} + \sigma H |_{i,j,k}}{2 \varepsilon_0} + \frac{\sigma H |_{i,j,k} + \sigma H |_{i,j,k}}{4 \varepsilon_0^2} \Delta t
\]

\[
m_{Hx1} |_{i,j,k} = \frac{1}{m_{Hx0} |_{i,j,k}} \left[ \frac{1}{\Delta t} \left( \frac{\sigma H |_{i,j,k} + \sigma H |_{i,j,k}}{2 \varepsilon_0} \right) - \frac{\sigma H |_{i,j,k} + \sigma H |_{i,j,k}}{4 \varepsilon_0^2} \right]
\]

\[
m_{Hx2} |_{i,j,k} = -\frac{1}{m_{Hx0} |_{i,j,k} \mu_{xx} |_{i,j,k}}
\]
\[
m_{Hx3}^{i,j,k} = -\frac{1}{m_{Hx0}^{i,j,k}} c_0 \Delta t \sigma_x^H |^{i,j,k} \\
m_{Hx4}^{i,j,k} = -\frac{1}{m_{Hx0}^{i,j,k}} \frac{\Delta t}{\varepsilon_0} (\sigma_y^H |^{i,j,k})(\sigma_z^H |^{i,j,k}) 
\]

\text{Eqn (2.43)}

The final form of the update equations and constitutive relations for \( D \) in the \( x \)-axis are found in \text{Eqn (2.44)}:

\[
D_x^{i,j,k} |_{t+\Delta t} = \\
(m_{Dx1}^{i,j,k}) D_x |_{t}^{i,j,k} + (m_{Dx2}^{i,j,k}) C_x^{i,j,k} |_{t+\Delta t/2}^{i,j,k} + (m_{Dx3}^{i,j,k}) I_{CHx}^{i,j,k} |_{t-\Delta t}^{i,j,k} + (m_{Dx4}^{i,j,k}) I_{DX}^{i,j,k} |_{t-\Delta t}^{i,j,k}
\]

\[
C_x^{i,j,k} |_{t+\Delta t/2}^{i,j,k} = \frac{H_x |_{t+\Delta t/2}^{i,j,k}-H_x |_{t+\Delta t/2}^{i,j,k-1}}{\Delta y} - \frac{H_y |_{t+\Delta t/2}^{i,j,k}-H_y |_{t+\Delta t/2}^{i,j,k-1}}{\Delta z}
\]

\[
I_{DX}^{i,j,k} |_{t} = \sum_{\tau=0}^{t} D_x |_{\tau}^{i,j,k}
\]

\[
I_{CHx}^{i,j,k} |_{t-\Delta t/2} = \sum_{\tau=\Delta t/2}^{t-\Delta t/2} C_x^{i,j,k} |_{\tau}
\]

\[
m_{Dx0}^{i,j,k} = \frac{1}{\Delta t} + \frac{(\sigma_y^D |^{i,j,k} + \sigma_z^D |^{i,j,k})}{2\varepsilon_0} + \frac{(\sigma_y^D |^{i,j,k})(\sigma_z^D |^{i,j,k})}{4\varepsilon_0^2} \Delta t
\]

\[
m_{Dx1}^{i,j,k} = \frac{1}{m_{Dx0}^{i,j,k}} \left[ \Delta t - \frac{(\sigma_y^D |^{i,j,k} + \sigma_z^D |^{i,j,k})}{2\varepsilon_0} - \frac{(\sigma_y^D |^{i,j,k})(\sigma_z^D |^{i,j,k})}{4\varepsilon_0^2} \Delta t \right]
\]

\[
m_{Dx2}^{i,j,k} = \frac{c_0}{m_{Dx0}^{i,j,k}}
\]

\[
m_{Dx3}^{i,j,k} = \frac{1}{m_{Dx0}^{i,j,k}} \frac{\Delta t}{\varepsilon_0} \sigma_x^D |^{i,j,k}
\]

\[
m_{Dx4}^{i,j,k} = -\frac{1}{m_{Dx0}^{i,j,k}} \frac{\Delta t}{\varepsilon_0} (\sigma_y^D |^{i,j,k})(\sigma_z^D |^{i,j,k}) 
\]

\text{Eqn (2.44)}

\[\text{(10)}\]

Afterwards, the final form of the update equations and constitutive relations for \( E \) field in \( x \)-axis are obtained by \text{Eqn (2.45)}:

\[
E_x^{i,j,k} |_{t+\Delta t} = (m_{Ex1}^{i,j,k}) D_x |_{t+\Delta t}^{i,j,k}
\]

78
\[ m_{Ex1}^{i,j,k} = \frac{1}{\varepsilon_{xx}^{i,j,k}} \quad \text{Eqn (2.45)} \]

Using the same interoperation, the final form of the updated equations and constitutive relations for other axis (\(y\) and \(z\)) can also be achieved. Note that, in the above equations, the terms are defined in 3D matrices in which \(i, j\) and \(k\) indicate the grid cell location (in \(x\), \(y\) and \(z\) vectors respectively) in a 3D Yee grid. \(\Delta t\) is the time step in seconds, “\(m\)” terms are constitutive relations. “\(\sigma\)” terms are including all conductivity and loss values in the grid. “\(T\)” terms are integration terms which are the summation of curl (\(C\)) terms.

The algorithm which can be used in programming for solving these equations is illustrated in Fig. 2.15. It includes three main stages namely; (1) Pre-processing, (2) FDTD Main Loop and (3) Post-processing. As illustrated, each update equation has four terms including terms of the next time step, terms of the previous time step, update coefficient and curl term of other field at an intermediate time step. Maxwell’s equations are solved in a leapfrog procedure which means the electric field is solved for one time instant and the magnetic field is updated and solved at the next time instant. To optimize the procedure and increase the speed of the loop, the update coefficients should be calculated before the loop in the Pre-processing stage. After ending the loop, the program enters the post-processing step in which the power flow, amount of reflection, transmission, extinction and other parameters can be calculated in the frequency and wavelength domain.
2.4.4. Implementing FDTD in Practice

Fig. 2.16 illustrates the complete process for the FDTD algorithm. In the Pre-processing stage, parameters such as grid structure, resolution, time step and total number of iterations are designed. During the FDTD main loop process, Maxwell’s equations are solved. Finally, in the post-processing stage the power flow and the final results will be analysed and obtained. Results can be exported to an excel file and can also be visualised.
2.4.4.1. Yee Grid Designing

The Yee grid and components can be created as 1D, 2D and 3D. Fig. 2.17a simply shows a 1D grid. As can be seen, each grid consists of a number of cells. The simulated structure is designed and placed in the middle of the grid where two spacer regions (buffers) are placed around the component. The size of the buffer is designed so that it can cover the longest wavelength during the simulation. The source of the input is placed in a cell referred as the source injection point. Two points at the beginning and the end of the grid are added to record
the reflected and transmitted energy. The boundary conditions are required to be defined in the endpoints of the grid which determine the condition of the fields at the edges of the Yee grid. Two types of boundary conditions can be defined in the grid’s edges: periodic boundary condition (PBC) and absorbing boundary condition (ABC) as presented in Fig. 2.17b and Fig. 2.17c respectively. In PBC, the field amount in the last cell (shown in green) will be used as a boundary condition for the first cell and vice versa. The ABC is using a perfectly matched layer (PML) by which the field in the boundaries will be terminated gradually using a loss function such as Eqn (2.46):

$$\sigma(x) = \frac{\varepsilon_0}{2\Delta t} \left(\frac{x}{L_{PML}}\right)^3$$  \hspace{1cm} Eqn (2.46)

Where $L_{PML}$ is PML length in metre.
The first step toward the grid design is computing the grid resolution based on the shortest wavelengths obtained by Eqn (2.47):

$$\lambda_{\text{min}} = \frac{c_0}{f_c \eta_{\text{max}}}$$  \hspace{1cm} \text{Eqn (2.47)}

Where $\eta_{\text{max}}$ is the largest refraction index in the grid and $f_c$ is the maximum frequency. The larger resolution constant ($N_{\text{res}}$) in the grid, the more accurate component will be created. The grid cell’s size is calculated by Eqn (2.48):

$$\Delta d = \frac{\lambda_{\text{min}}}{N_{\text{res}}}$$  \hspace{1cm} \text{Eqn (2.48)}

For a 3D grid, $\Delta x = \Delta y = \Delta z = \Delta d$ can be considered. The total number of grid cells in one direction is given by Eqn (2.49):

$$N_d = \frac{L_d}{\Delta d} + N_{\text{BUF}} + N_{\text{PML}} + N_{\text{SRC}} + N_{\text{Records}}$$  \hspace{1cm} \text{Eqn (2.49)}
Where $L_d$ is the length of the component in that direction, $N_{BUF} = \frac{2 \times BUF}{\Delta x}$ is the number of cells required for the buffers, $N_{PML} = \frac{2 \times PML}{\Delta x}$ is the number of cells required for the PMLs, $N_{SRC}$ is the number of the source injection point and $N_{Records}$ is the number the record points.

### 2.4.4.2. Time Step, Iteration Calculation and Injecting Source

The Courant stability condition (Courant et al., 1967) is therefore used to design the time step in Eqn (2.50):

$$
\Delta t \leq \frac{1}{c_0 \sqrt{\frac{1}{(\Delta x)^2} + \frac{1}{(\Delta y)^2} + \frac{1}{(\Delta z)^2}}} \quad \text{Eqn (2.50)}
$$

After obtaining the time step, the total iteration in the simulation loop will be calculated by Eqn (2.51):

$$
N_{Iteration} = \text{round} \left( \frac{T_t}{\Delta t} \right) \quad \text{Eqn (2.51)}
$$

$T_t$ is the total simulation time.

While updating Maxwell’s equations, the input source radiation spectrum is added to the system. The incident electric field of the source radiation spectrum is only polarised in x-y plane (Taflove and Hagness, 2005); therefore, it is imported to grid as Eqn (2.52):

$$
E_{x}^{src} |_{t}^{i,j,k_{SRC}} = P_x \cos \left( \omega t - k_0 \eta_{inc} z \right) \\
E_{y}^{src} |_{t}^{i,j,k_{SRC}} = P_y \cos \left( \omega t - k_0 \eta_{inc} z \right) \quad \text{Eqn (2.52)}
$$

Where $P$ terms are calculating from the polarization vector ($P = P_x + P_y$), $k_0 = \frac{2 \pi}{\lambda_0}$, is the radiation’s free space wavelength which is constant and $\eta_{inc}$ is the refraction index of the incident source perimeter. The incident source magnetic field is achieved using the Maxwell’s curl equation ($\nabla \times \vec{E} = -\mu \frac{\partial \vec{H}}{\partial t}$) and is defined as Eqn (2.53):

$$
H_{x}^{src} |_{t}^{i,j,k_{SRC}} = -P_y \sqrt{\frac{\varepsilon_{inc}}{\mu_{inc}}} \cos \left( \omega t - k_0 \eta_{inc} z \right) 
$$
The electromagnetic characteristics of materials are frequency dependent (Maier, 2007). Therefore, it is important to modify FDTD models to be able to model real materials such as MNPs.

By applying an electric field to MNPs and material polarization as seen in Fig. 2.18, the nucleus starts oscillating based on its resonance frequency and radiates an electric field. This plasma model is similar to the mechanical motion model in Eqn (2.54) (Maier, 2007):

\[
M_m \frac{\partial^2 \vec{r}}{\partial t^2} + M_m f_d \frac{\partial \vec{r}}{\partial t} + M_m f_0^2 \vec{r} = -q \vec{E}
\]

Eqn (2.54)

Where \(M_m\) is the mass in kg, \(r\) is the vector of position, \(f_d\) is damping rate in loss per second and \(f_0\) is natural frequency of the system in hertz.

MNP polarization under electric field irradiation is due to the changes in the permittivity over frequency which was experimentally measured for several metals by Johnson and Christy (Johnson and Christy, 1972). The measured data was fitted mathematically through the “Lorentz-Drude Model” using Eqn (2.55) (Maier, 2007):
\[ \varepsilon_r(\omega) = \varepsilon_r(\infty) + \sum_{u=1}^{U} \frac{S_u \omega_p^2}{\omega_{0,u}^2 + j\Gamma_u \omega - \omega^2} \quad Eqn\ (2.55) \]

Where \( U \) is the number of resonators, \( S_u \) is the strength of the resonator \( u \). \( \omega_{0,u} \) and \( \Gamma_u \) are respectively the natural frequency and the damping rate of the resonator \( u \). \( \omega_p \) is the plasma frequency and all are in electron-volts (eV). \( \varepsilon_r(\infty) \) in F/m is the offset value of permittivity of the host material where the metal is solved. Table 2-2 shows the value of Lorentz-Drude parameters for Au NPs and silver nano particles (Ag NPs). The permittivity of Au NPs using this information can be found in Fig. 2.19 at different frequencies. As is shown, the value of permittivity is a complex value and it is frequency dependent.

| Table 2-2: Lorentz-Drude parameters for Au NPs and Ag NPs (Schneider, 2010) |
|------------------|------------------|------------------|
| **Au NP**        |                  |                  |
| \( \omega_p = 9.03\) eV | \( \varepsilon_r(\infty) = 1\) F.m |                  |
| \( \omega_0 = 0\) ev  | \( S_0 = 0.76 \) | \( \Gamma_0 = 0.053\) ev |
| \( \omega_1 = 0.415\) ev  | \( S_1 = 0.024 \) | \( \Gamma_1 = 0.241\) ev |
| \( \omega_2 = 0.83\) ev  | \( S_2 = 0.01 \) | \( \Gamma_2 = 0.345\) ev |
| \( \omega_3 = 2.969\) ev  | \( S_3 = 0.071 \) | \( \Gamma_3 = 0.87\) ev |
| \( \omega_4 = 4.304\) ev  | \( S_4 = 0.601 \) | \( \Gamma_4 = 2.494\) ev |
| \( \omega_5 = 13.32\) ev  | \( S_5 = 4.384 \) | \( \Gamma_5 = 2.214\) ev |
| **Ag NP**        |                  |                  |
| \( \omega_p = 9.01\) eV | \( \varepsilon_r(\infty) = 1\) F/m |                  |
| \( \omega_0 = 0\) ev  | \( f_0 = 0.84 \) | \( \Gamma_0 = 9.01\) eV |
| \( \omega_1 = 0.816\) ev  | \( f_1 = 0.065 \) | \( \Gamma_1 = 0.053\) ev |
| \( \omega_2 = 4.481\) ev  | \( f_2 = 0.124 \) | \( \Gamma_2 = 3.886\) ev |
| \( \omega_3 = 8.185\) ev  | \( f_3 = 0.011 \) | \( \Gamma_3 = 0.065\) ev |
| \( \omega_4 = 9.083\) ev  | \( f_4 = 0.84 \) | \( \Gamma_4 = 0.916\) ev |
| \( \omega_5 = 20.29\) ev  | \( f_5 = 5.646 \) | \( \Gamma_5 = 2.419\) ev |
By applying the Lorentz-Drude permittivity model into the FDTD algorithm and importing the Lorentz-Drude parameters, the optical properties of Au NPs and Ag NPs including their plasmonic effect can be modelled.

To model and analyse pLS devices, the achieved optical properties of MNP, as well as the characteristics of luminescent material must be imported as inputs in a comprehensive ray tracing algorithm which is able to model the interaction between luminescent material and MNP in pLS devices.

2.5. Conclusion

In this Chapter, the main characteristics and specifications of LS device were discussed and reviewed. The optical behaviour algorithm of LS devices (LDS and LSC) is the same from modelling perspective; however, this thesis mostly studies the LSC and pLSC devices. Therefore, small and large scale LSCs and pLSCs were critically reviewed. LSC technology is an economical approach to increase PCE through concentrating and converting solar radiation
spectrum into the wavelength band where the PV solar cells are more efficient. Their manufacturing process is straightforward due to simple structure and they are compatible with large-scale PV applications such as the façade of modern buildings. Their drawback however is associated with their loss mechanisms such as escape cone, re-absorption, attenuation and scattering losses which is magnified by increasing their geometric gain.

Host material in an ideal LSC must be highly transparent (95%-100%) to decrease attenuation and scattering losses. Using high-QY luminescent material boosts the flux of concentrated photons increasing OE. However, for achieving maximum PCE, emission band of the luminescent material should match PV spectral response and EQE. Doping concentration of luminescent material should be optimised. Although increasing the doping concentration increases the LSC absorption and emission rate, it boosts re-absorption losses. LSC losses are also characterised by its shape and size (geometric gain). Planar devices are more common than other shapes as they suggest low fabrication cost due to their simple structure. Increasing geometric gain and path-length in LSC increase re-absorption and thermal losses. Various luminescent materials and techniques have been proposed during recent years to increase QY and also overcome the re-absorption losses through Stokes-shift engineering. This resulted in achieving luminescent materials exhibiting near-unity QY and zero-re-absorption loss. All these recent breakthroughs have been along with introducing various LSC generations.

LSC-cavity, advanced pLSC and QD-based tandem LSC exhibit promising optical performance based on the reviewed devices. Among these, QD-based tandem LSCs offer a simple structure, acceptable PCE (∼7%) and high compatibility with BIPV systems; however, LSC-cavity and pLSC provide higher PCE (up to ∼77%). LSC-cavity cannot be considered as an option for (semi-)transparent BIPV systems but it can be used as an efficient non-transparent facade component. LSC-cavity and pLSC manufacturing process seem to be more complex than tandem LSC. Advanced pLSCs provide remarkable performance (∼50% enhancement in PCE) and offer high compatibility with BIPV systems; however, their optimisation have found to be complex due to challenges in tuning the doping concentration of MNP. Evaluating the final development costs of different LSC generations would be also helpful to select the best LSC configuration for a particular application.

Modelling of LS devices was found crucial to optimize the device characteristics such as dimensions, luminescent materials and their doping concentration. Therefore, developing a
fast and precise ray tracing algorithm which can model all characteristics of the device and loss mechanisms, is an important step toward minimizing the time and cost of the fabrication procedure.

In pLS device modelling, the optical properties and plasmonic effect of coupled MNP must be investigated as well. The FDTD method was reported to be a robust, accurate, and straightforward method which has been extensively used to model and study the optical response of MNPs. However, the accuracy of FDTD modelling, its memory requirement and simulation time are all dependent on the Yee grid resolution. Therefore, FDTD requires optimization to decrease the computational cost.

The aforementioned modelling limitations and challenges are considered in model development in Chapter 3 (for ray tracing) and Chapter 4 (for FDTD) to improve their performance and accuracy. Both models need to be developed as their achievements are required in the final comprehensive algorithm to model pLS devices where MNP plasmonic optical properties are achieved through FDTD and used as inputs in a 3D ray tracing algorithm to model pLS device.
Chapter 3: Development of “Ray Tracer” 3D Model

The commercial ray tracing-based software which are available in the market cannot be used for modelling plasmonically enhanced luminescent solar (pLS) devices. As discussed in Chapter 2, the combination of both ray tracing and finite difference time domain (FDTD) algorithms can be used to achieve the optical properties and performance of pLS devices. This Chapter studies the development of a ray tracing algorithm from the scratch. Ray tracing algorithms are one of the most common methods for modelling optical devices including luminescent solar (LS) devices. However, as discussed in Section 2-3, one of the main challenges in the existing ray tracing models is accuracy.

To achieve more accurate results, LS devices are modelled in 3D using Monte Carlo ray tracing (MCRT) algorithm; where specification of the used materials including different loss mechanisms such as escape cone loss, reabsorption, reflection, attenuation and scattering are considered in the model. For this research a MCRT model has been developed as an interactive software (referred as “Ray Tracer”). Meanwhile, due to LS device development requirements, the program was developed with the ability to model and optimise both single and multi-layer LS devices.

In the developed Ray Tracer program, solar radiation is represented by photons (rays) and the designed MCRT algorithm determines the fate of each incident ray based on the probability of different optical procedures such as reflection, absorption, scattering, attenuation.

3.1. Ray Tracer Development

In this MCRT algorithm, the Monte Carlo method (Jacques and Wang, 1995, Joy, 1995, Şahin et al., 2011, Şahin and Ilan, 2013) is used which has various applications in modelling of fluids, solids, optics and physics where the behaviour of the input parameters in problems are non-linear and have uncertainty. The inputs in these types of problems can be interpreted by probabilities and they cannot be solved by traditional mathematical methods. Monte Carlo has a statistical nature and the results are obtained by random sampling which make it an ideal method for LS device modelling.
MCRT simulation can be a complex, lengthy and time-consuming process. The time of the simulation is largely dependent on the number of incident photons, hence the number of iterations in the model. In previous studies such as (Roth, 1982, Bomm et al., 2011, Rothemund, 2014), in order to reduce the complexity and computational cost of the MCRT model, loss mechanisms (such as scattering and attenuation) were not considered which resulted in reduced accuracy. However, in the developed Ray Tracer, loss mechanisms were included in the model. In addition, the advanced version of the developed program can model multi-layer devices comprising different layers of host and luminescent materials attached to each other. The developed Ray Tracer software interacts with the user through a Graphical User Interface (GUI) with two versions for modelling single layer devices (SLD) and multi-layer devices (MLD) which are referred as Ray Tracer-SLD and Ray Tracer-MLD respectively discussed in the following sections.

3.1.1. Development of Model for Single Layer Device (SLD)

Optical and physical procedures (including reflection, refraction, absorption, scattering, attenuation, wave-guiding and transmission) in LS devices explained in Chapter 1 and Section 2-1 in details. In summary, in ray tracing, each incident ray (with specific wavelength and angle of direction) is traced in LS device until its fate is detected. From a physical procedure perspective, the incident ray strikes the top plane of the luminescent solar device at the intersection point where it may be reflected or refracted. When refraction occurs, the ray may be attenuated or scattered by the host material. Furthermore, it may be (re-)absorbed by the luminescent material and (re-)emitted isotropically based on the value of the quantum yield (QY) and according to emission spectra of luminescent material both of which are either given by the manufacturer or measured experimentally. Otherwise, the ray is transmitted in the waveguide. During transmission, the behaviour of rays is described by the total internal reflection (TIR) phenomenon where the ray may strike internal boundaries and if its incident angle is less than the critical solid angle $\theta_c$ of the medium, it exits the device and is lost as escape cone loss.

Here, the algorithm of the model is focused and discussed. The algorithm flowchart of the developed Ray Tracer-SLD is shown in Fig. 3.1.
Fig. 3.1: Flowchart of the algorithm developed for Ray Tracer-SLD showing different stages of the program: “GUI”, “Pre-Processing, “Post-Processing” and “Main Loop” including a internal cycles’ loop
The algorithm was developed in MATLAB (MATLAB, 2017). As can be observed, the algorithm includes four main stages:

1- “Importing Input to GUI”: interface used for Ray Tracer for inputs of LS configuration

2- “Pre-Processing”: used to conFig. the device parameters which are defined by the user

3- “Main Loop”: where the implementation of MCRT simulation takes place in several “Internal Cycles”

4- “Post-Processing”: where the outcomes and spatial tracing data are collected.

In the “Importing” step of the algorithm, the user inputs the configuration of LS device. This includes solar radiation spectrum (such as global standard solar radiation spectrum (AM1.5G) (NREL, 2019)), refractive index (\(\eta\)) and device dimensions, type of host material, quantum yield (QY), absorption and emission spectra of the luminescent material.

Based on the configuration, the LS device is developed as a 3D structure through the Pre-Processing stage of the algorithm. Note that, the structure is modelled by different planes (\(PL : [a_p \ b_p \ c_p \ DP]\)) and boundaries in a 3D tracing-space. Moreover, the number of incident rays (which also determines the number of modelling iterations) is calculated using incident photon energy as in Eqn (3.1):

\[
N_{Ray} = N_{Iteration} = \sum_{\lambda = \lambda_{min}}^{\lambda_{max}} \left(\frac{E_{PIN}(\lambda)}{E_p(\lambda)}\right) \quad \text{Eqn (3.1)}
\]

The summation is implemented in the range of wavelength \(\lambda_{min}\) to \(\lambda_{max}\), where \(E_p(\lambda)\) is the energy in joules (J) of photon calculated by Eqn (2.7). \(E_{PIN}(\lambda)\) is the incident solar radiation energy (J) at wavelength of \(\lambda_i\) which is calculated by Eqn (3.2) using incident solar radiation power i.e. \(P_{in}(\lambda)\) in W.m\(^{-2}\).nm\(^{-1}\):

\[
E_{PIN}(\lambda) = P_{in}(\lambda) \times A_{APR} \times \lambda \times t_{ex} \quad \text{Eqn (3.2)}
\]

Where \(t_{ex}(s)\) is the incident exposing time and \(A_{APR}\) (m\(^2\)) is area of LS device aperture where it receives the input solar radiation.

Afterwards, the algorithm enters the “Main Loop” (shown in the blue box, Fig. 3.1) where \(N_{Ray}\) Rays are generated and radiated on the top surface of the device. Each ray is defined by
two parameters: wavelength ($\lambda$) and 3D ray vector ($I$). $\lambda$ is extracted from the input solar radiation spectrum. $I$ is a normalized vector and its angle determined based on the type of the radiation spectrum (such as global standard solar radiation (AM1.5G) (NREL, 2019)). The main loop is iterated for each incident ray until their final fate (shown in the yellow boxes, Fig. 3.1) is detected.

The main loop includes a loop for the “Internal Cycles” (shown in the green box, Fig. 3.1) where the probability of optical procedures (such as reflection, absorption, scattering, attenuation and transmission) taking place in LS device is calculated. The allocated probabilities were defined based on the wavelength and angle of the incident ray, the host and luminescent materials, and configuration of the device as discussed in section 2-3. In the first internal cycle of the algorithm, the intersection point of the incident ray at the top surface of the luminescent device is calculated by Eqn (2.20) and Eqn (2.21) and using the “SOLVE” function in MATLAB (which is a function using symbolic variables to find the solution of the equation (MATLAB, 2017)). For the incoming incident ray, after the intersection point calculation, the probability of reflection and refraction are checked by Fresnel equation (Şahin and Ilan, 2013, Ishihara et al., 2016). If $\eta_1 < \eta_2$, the probability of reflection is calculated by Eqn (3.3) to Eqn (3.5):

$$PR_r = \frac{PR_{r1} + PR_{r2}}{2} \quad \text{Eqn (3.3)}$$

$$PR_{r1} = \left[ \frac{\eta_1 \cos(\theta_1) - \eta_2 \cos(\theta_2)}{\eta_1 \cos(\theta_1) + \eta_2 \cos(\theta_2)} \right]^2 \quad \text{Eqn (3.4)}$$

$$PR_{r2} = \left[ \frac{\eta_1 \cos(\theta_2) - \eta_2 \cos(\theta_1)}{\eta_1 \cos(\theta_2) + \eta_2 \cos(\theta_1)} \right]^2 \quad \text{Eqn (3.5)}$$

Where $\eta_1$ is the refraction index of the outside medium (such as air) and $\eta_2$ is the refraction index of the host material of the device. $\theta_1$ is the angle of incident radiation and $\theta_2$ is the angle of refraction. To apply each event based on its probability, a random number ($k$) is generated in the range of 0 - 1 and compared with the calculated $PR_r$ value. If $k < PR_r$, the ray will be “Reflected” (Fate=1, Fig. 3.1), otherwise it will be refracted.

In the next internal cycle of the algorithm, if the ray is refracted, it may be scattered, attenuated by host material, absorbed by luminescent materials or transmitted. The probability of each optical procedure is calculated based on the wavelength and angle of each photon, as
well as the dimensions of the device, host material attenuation and scattering coefficient, absorption and emission spectrum of the luminescent material using Eqn (2.26) to Eqn (2.30).

In the next internal cycle of the algorithm, if the ray label is “Attenuated” by the host material, it is “Lost as Heat” (Fate=2, Fig. 3.1). If the ray label is “Scattered”, it will be scattered with a new angle and re-enter the algorithm process.

If the ray is “Absorbed” by the luminescent material in the next internal cycle of algorithm, the probability of emission is calculated using the QY of the luminescent material which is either given by the material manufacturer or measured experimentally. If the ray is not emitted, it is “Lost as Heat” (Fate=2, Fig. 3.1). Otherwise, it is emitted, and its new wavelength is determined by the weighted probability according to the emission spectrum of the luminescent material. Note that, the emission direction has been considered to be isotropic due to the nature of luminescent material; however, anisotropic emission can also be modelled if needed.

If the ray is “Transmitted” in the next internal cycle, the next intersection point of the ray with its new facing front plane is calculated. If there is a mirror on new plane, the ray is either reflected by the mirror based on its reflectivity or it is absorbed by the mirror and “Lost as Heat” (Fate=2, Fig. 3.1). If the plane is coupled to a PV cell, the ray “Strikes PV” (Fate=4, Fig. 3.1). In the absence of a mirror or PV cell, the angle of the ray ($\theta_i$) is compared with value of the critical angle ($\theta_c$). If $\theta_i \leq \theta_c$, the ray exits the device and “Lost as Escape Cone Loss” (Fate=3, Fig. 3.1); otherwise, the ray is reflected back into the device and is trapped and enters the algorithm process again.

In each step of the internal cycles’ loop of the algorithm, spatial tracing data such as the wavelength, vector and position of the ray in the 3D tracing-space are stored in matrices as 3D parameters. After determining the fate of the ray, the outcomes for the ray are saved and the loop is iterated for the next incident ray. After finishing the main iterative loop, the detailed outcomes and the 3D spatial tracing data are entered into the Post-Processing stage where they are used to calculate the final detailed results including the total rate of the reflection, losses (such as heat and escape cone loss), output emission and energy spectrum, optical efficiency, solar concentration ratio, simulation time and current density of the PV. In the final stage, all the results enter the GUI and are shown to the user and exported as an excel file (shown in the red boxes in Fig. 3.1). The developed user-friendly GUI of this version of the program is
presented in Fig. 3, in which the user can find a "Help" button for each section. The designed GUI includes three main panels of "Input Configuration", "Summary/Results" and "Graphs", which are described in Appendix I.
3.1.2. Development of Model for Multi-Layer Device (MLD)

As it was reviewed and discussed in Section 2.1.1, multi-layer device (MLD) can be used to harvest broader band of solar radiation where each layer of LS device can absorb and waveguide a particular band of incident light. To model such structures, Ray Tracer-MLD was also developed.

In MLDs, the incident ray’s fate is characterised by optical properties of luminescent species and host material of several layers coupled to one another. The ray incident angle is remodeled at boundary of intermediate layers based on their refraction indices and Snell’s law. Therefore, although the main algorithm of the Ray Tracer-MLD and SLD were similar and the same optical procedures were implemented in each layer, there were some differences in the “Internal Cycles” of algorithm to model the optical interaction between each incident ray and intermediate layers which are detailed in Fig. 3.3.

As is seen, the behaviour of rays in the intermediate planes (reflection and refraction at the boundary of different intermediate layers) has been considered in this version to check whether the ray at the intersection point is a first-incident coming ray or the incident ray wave-guided from other layers of the LS device.
The GUI of the Ray Tracer-MLD is shown in Fig. 3.4. As is seen, the user is able to configure several independent layers of multilayer devices. In addition, in this version, the range of the wavelength in the imported spectra can be defined by the user and it is not restricted to start from 300 to 1200 nm as in former SLD versions (See Appendix 1 for more details). Moreover, the user can define the measurement unit of the input spectrum. This is an important feature because the unit of the input spectrum is given in W.m$^{-2}$.nm$^{-1}$ in some experiments and more often is given as intensity of the solar radiation (number of photons).
Fig. 3.4: GUI of the Ray Tracer-MLD while modelling a LSC with 3 independent layers.
3.2. Ray Tracer Validation

3.2.1. Visualization of Model

Fig. 3.5: Visual validation of Ray Tracer software under 160 rays: A $60 \times 60 \times 3$ mm LSC device in a 3D tracing-space including a PV cell on one edge (black plane) and mirror on the other edges and bottom. The black spots show the light source, the green spots show the first intersection point of the input rays with the top plane. Red spots were the rays which were lost as heat due to the reabsorption or attention of the host material. The cyan spots illustrate the rays which were lost as the escape cone loss.

The model behaviour was visually checked while running the model for 160 rays. This can be observed in Fig. 3.5 which shows colour-coded fates of each incident ray and various optical procedures taking place in a LSC of dimensions $25 \times 25 \times 1$ mm. A PV solar cell (detector) is attached to one edges. The device was illuminated by AM1.5G solar radiation. The structures comprised epoxy resin as a host material doped with CdSe/ZnS Green QDs with QY = 85 % (Kennedy et al., 2008).
3.2.2. LS Device Modelling by Ray Tracer

Ray Tracer was used to model an LSC device (Rafiee et al., 2017b) doped with Near-Infrared QDs (NIR-QD) (Rowan, 2007, Kennedy et al., 2008, Kennedy et al., 2009, Kennedy, 2010). The specifications of the LSC can be found in Table 3-1. A PV solar cell was attached to one of the edges and mirrors were attached to the other edges. Direct solar radiation (AM1.5D) shown in Fig. 3.6 was used as an incident spectrum. The emission and absorption spectra of the NIR QDs is shown in Fig. 3.7.

Table 3-1: Specifications of the LSC doped with NIR QDs (Rowan, 2007, Kennedy et al., 2008, Kennedy et al., 2009, Kennedy, 2010)

<table>
<thead>
<tr>
<th>Radiation Type</th>
<th>AM1.5D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host Material Type</td>
<td>Epoxy</td>
</tr>
<tr>
<td>$\eta_1$</td>
<td>1</td>
</tr>
<tr>
<td>$\eta_2$</td>
<td>1.5</td>
</tr>
<tr>
<td>Length(mm)</td>
<td>60 mm</td>
</tr>
<tr>
<td>Width(mm)</td>
<td>60 mm</td>
</tr>
<tr>
<td>Thickness(mm)</td>
<td>3 mm</td>
</tr>
<tr>
<td>Mirror Reflectivity</td>
<td>$\sim$1</td>
</tr>
<tr>
<td>QY</td>
<td>$\sim$0.85</td>
</tr>
</tbody>
</table>
Fig. 3.6: Direct solar radiation (AM1.5D) (Rowan, 2007, Kennedy et al., 2008, Kennedy et al., 2009, Kennedy, 2010)

Fig. 3.7: Normalized absorption coefficient and emission spectra for NIR QD (Rowan, 2007, Kennedy et al., 2008, Kennedy et al., 2009, Kennedy, 2010)

The results of Ray Tracer and the comparison of the obtained optical efficiencies with the reference value are reported in Table 3-2. ~4% of the incident rays were reflected back from
the top surface of the device due to the difference in refraction indices between air and epoxy host material. The rest of the rays were refracted; however, ~8% was lost due to thermal losses including attenuation and reabsorption losses. ~81% of the rays exited the device as escape cone loss due to the reflection of the mirror at the bottom of the device. ~6.5% reached the PV cell at the edge. As was found, by increasing the number of rays (iterations), the obtained optical efficiency (OE = 7.47%) was closer to the reference OE (7.59%); however, increasing the iterations significantly increased the calculation costs and simulation time from 424,933s (~5 days) to 1,283,918s (~2 weeks).

Table 3-2: Comparison and validation of the results obtained by Ray Tracer and the reference result for an LSC with NIR QD

<table>
<thead>
<tr>
<th></th>
<th>Test 1</th>
<th>Test 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initial Number of Rays</strong></td>
<td>125,989</td>
<td>261,392</td>
</tr>
<tr>
<td><strong>Reflected Rays (%)</strong></td>
<td>4.12</td>
<td>4.04</td>
</tr>
<tr>
<td><strong>Refracted Rays (%)</strong></td>
<td>95.88</td>
<td>95.96</td>
</tr>
<tr>
<td><strong>Thermal Losses (%)</strong></td>
<td>8.02</td>
<td>8.00</td>
</tr>
<tr>
<td><strong>Exited the Device (%)</strong></td>
<td>81.36</td>
<td>81.35</td>
</tr>
<tr>
<td><strong>Rays Reached PV (%)</strong></td>
<td>6.50</td>
<td>6.61</td>
</tr>
<tr>
<td><strong>OE (%)</strong></td>
<td>(Reference OE=7.59%) (Rowan, 2007, Kennedy et al., 2008, Kennedy et al., 2009, Kennedy, 2010)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.33</td>
<td>7.47</td>
</tr>
<tr>
<td><strong>Simulation Time (s)</strong></td>
<td>424,933.3</td>
<td>1,283,918.1</td>
</tr>
</tbody>
</table>

3.3. Conclusion

Ray Tracer was developed as a 3D tool to model reflection, refraction, absorption, scattering, attenuation, wave-guiding and transmission in LS devices. This was undertaken through an algorithm which determined whether an incident ray striking the top plane is reflected or refracted based on the assigned probability governed by angle of the incident ray and
refraction index of host material. When refraction occurred, the ray was either attenuated or scattered by the host material based on the optical properties of host material such as attenuation and scattering profiles. Furthermore, it can be (re-)absorbed by the luminescent material and (re-)emitted at longer wavelength (based on the value of the QY) and according to emission spectra of luminescent material. Otherwise, the ray was transmitted in the waveguide through TIR process.

Two versions of the “Ray Tracer” were developed to model single and multilayer LS devices. All optical losses including reabsorption, non-unity QY, attenuation, scattering and escape cone losses were considered in the modelling resulting in ~98% validation accuracy overcoming the main challenges in the existing ray tracing models as it was discussed in Section 2-5. Validation was undertaken by comparing the modelling and experimental results. It was observed that by increasing the number of rays (number of iterations in the main loop) in the program, the simulation time increased; however, the modelling and experimental results were closer. The accurate model can be used to optimise LS devices before fabrication which can reduce the manufacturing costs.

To achieve more accurate results, details of 3D structure and specifications of LS device including different losses mechanisms must be considered in the model. In addition, since the algorithm is based on the probability of different optical processes for each incident ray, increasing the number of the rays (iterations) is required to improve the modelling accuracy. Moreover, the MCRT algorithm is complex and based on applying many calculations and conditional statements for each incident ray. All these requirements increase the simulation time of MCRT modelling which is another challenging issue. In Chapter 5, optimization approaches are introduced and validated to overcome this disadvantage of MCRT.
Chapter 4: Development of “Plasmon” 3D Model

In plasmonically enhanced luminescent solar (pLS) devices, the optical properties of metal nanoparticle (MNP) is also required to investigate the plasmonic interaction between luminescent material and MNP. Therefore, in addition to the ray tracing model (detailed in Chapter 3), the optical properties of MNP also needs to be modelled in pLSC. This is undertaken using the finite difference time domain (FDTD) method in this thesis. FDTD is chosen as it is one of the best methods to solve Maxwell’s equations and obtain the optical properties of MNPs (as discussed in Section 2-4). In this research, an FDTD program; referred to as “Plasmon”, has been developed to model periodical homogeneous structures doped with MNP in 3D Yee grid. Modelling accuracy can be enhanced by increasing FDTD grid resolution; however, the resolution and size of the grid are limited by the memory and computational requirements. Using conventional FDTD, the impact of this limitation was clearly observed in MNP plasmonic modelling where a relatively high grid resolution was required. To overcome this limitation, a 3D optimized FDTD (OFDTD) was developed which introduced new FDTD approximation terms based on the physical events occurring during the plasmonic oscillations of MNP. The validation of the developed FDTD and OFDTD methods were undertaken by comparing simulation and experimental results (Linden et al., 2001, Ahmed, 2014) which were found to be in close agreement.

4.1. Development and Validation Based on Conventional FDTD Model

Before developing the OFDTD model and assessing its performance, a conventional FDTD model was developed based on FDTD algorithm discussed in Section 2.4.

A periodical MNP device (Linden et al., 2001) was used in order to validate and compare the performance of the developed FDTD model. The device shown in Fig. 4.1a, was fabricated in different samples including ellipsoidal Au NPs on top of an indium tin oxide (ITO) coated glass substrate.
Fig. 4.1: (a) The periodical Au NP device (taken from (Linden et al., 2001)). (b) Top view and (c) 3D view of the designed Yee grid model in Plasmon for the experimental sample with radius of 60 nm along the longer axis, 50 nm along the shorter axis and height of 20 nm and the array’s centre to centre distance of 300 nm in both x and y directions.

Fig. 4.1b and c show the Au NP particle in a 3D FDTD Yee grid with grid discretization of 3.7 nm. The modelled Au NPs had a radius of 60 nm along the longer axis, 50 nm along the shorter axis, height of 20 nm with an array centre to centre distance of 300 nm in both x and y directions. The total grid size was $82 \times 82 \times 381$ cells calculated by Eqn (2.49). The time step ($\Delta t = 7.13 \times 10^{-18}$ s) was calculated using Eqn (2.50) based on the courant stability condition. The value of permittivity were 3.8, 2.1 and 1 for ITO, glass and air respectively. Since the device is periodic in x and y axis, the modelling of one particle was sufficient under well-
designed boundary conditions in all directions. Therefore, periodic boundary conditions (PBC) were defined in the x and y axis of the grid; while, absorbing boundary conditions (ABC) were defined at the z axis by placing a perfectly matched layer (PML) at both ends of the grid in z axis. PML length was designed so that it was able to absorb and terminate the total field striking the absorbing boundary and for this model was 50 cells (length = 185 nm).

To achieve the optical properties and frequency response of MNP under solar radiation, the device was illuminated by a gaussian electric field (with the frequency covering AM 1.5G solar radiation spectrum) which was injected as a plane wave and propagated in the z-direction while it was polarized along the x-y plane. Fig. 4.2 shows the sample under the simulation.
Fig. 4.2: Electric field distribution in the Yee grid of the sample while the “Plasmon” simulation is running
In each time step, the electric field was recorded at the top of the particle where the record plane was placed in the boundary of the study-space and the PML layer. After ending the FDTD main loop, the extinction spectrum of the device was achieved using fast Fourier transform (FFT) and the recorded time-domain electric fields.

Fig. 4.3 shows the normalized experimental extinction spectra for Au NPs sample and that obtained by the novel Plasmon model. The position of Surface Plasmon Resonance (SPR) energy ($E_{\text{SPR}}$) obtained by the model was 1.965 eV (630.97 nm) while it was reported as ~1.95 eV (635 nm) for the experimental sample which is in close agreement.

However, as is shown, the experimental and modelling extinction spectra did not completely overlap. Increasing FDTD grid resolution was required to compensate this and enhance the modelling accuracy, however, this increased modelling memory and calculation requirements. In the next section, a new algorithm is described which has been developed to solve this FDTD limitation.

Fig. 4.3: Normalized extinction spectra resulted from the Plasmon model and the experimental sample
4.2. Development and Validation of a Cost-Effective Optimized 3D FDTD Method

All of the 3D FDTD terms including “m”, “σ”, “Γ”, “C”, “E”, “H”, “D”, “ε” and “μ” were defined as 3D matrices in x, y and z directions (see Chapter 2, Section 2-4 for more details). The size of the 3D matrices was equal to the size of the designed Yee grid which was expanded by increasing the resolution and/or the size of the modelled component. Conductivity (σ(1/Ω)) was used to introduce the amount of losses inside the grid. By considering an isotropic medium in MNP, σ could be considered identical at all vectors of 3D grid. Therefore, in the matrix group of “σ”, all terms for H and D fields in x, y and z could be same which is introduce here as \( \sigma_{xyz}^{HD} \) in Eqn (4.1):

\[
\sigma_{xyz}^{HD}|_{i,j,k} = \sigma_x^H|i,j,k = \sigma_y^H|i,j,k = \sigma_z^H|i,j,k = \sigma_x^D|i,j,k = \sigma_y^D|i,j,k = \sigma_z^D|i,j,k
\]

Eqn (4.1)

The charge which was required to generate electric flux in the polarisation (\( \vec{P} \)) of each grid cell was identical in all vectors. This resulted in an identical polarised damping rate (\( \Gamma_u \)) for each grid cell in all vectors. The \( \Gamma_u \) characterised the losses in MNP and determined the SPR oscillations and decay frequency in the polarised direction of MNP. For MNP, the permittivity and permeability of the metal can be treated as isotropic; therefore, the permittivity (\( \varepsilon \) terms) of each grid cell was considered to be identical in x, y and z in the polarisation of MNP. The polarised MNPs were considered to be aligned with x, y and z vectors as well. In addition, relative permeability (\( \mu \) terms) is equal to 1 for MNPs in all vectors. Under the aforementioned conditions, \( \varepsilon_{xyz}|_{i,j,k} \) and \( \mu_{xyz}|_{i,j,k} \) 3D matrices were introduced as Eqn (4.2):

\[
\varepsilon_{xyz}|_{i,j,k} = \varepsilon_{xx}|_{i,j,k} = \varepsilon_{yy}|_{i,j,k} = \varepsilon_{zz}|_{i,j,k}
\]

\[
\mu_{xyz}|_{i,j,k} = \mu_{xx}|_{i,j,k} = \mu_{yy}|_{i,j,k} = \mu_{zz}|_{i,j,k}
\]

Eqn (4.2)

And therefore, the primary \( \varepsilon_r = \) and \( \mu_r = \) for each grid cell can be optimised to Eqn (4.3):

\[
\varepsilon_r = \begin{bmatrix}
\varepsilon_{xx}|_{i,j,k} & \varepsilon_{xy}|_{i,j,k} & \varepsilon_{xz}|_{i,j,k} \\
\varepsilon_{yx}|_{i,j,k} & \varepsilon_{yy}|_{i,j,k} & \varepsilon_{yz}|_{i,j,k} \\
\varepsilon_{zx}|_{i,j,k} & \varepsilon_{zy}|_{i,j,k} & \varepsilon_{zz}|_{i,j,k}
\end{bmatrix}
\]

\[
\mu_r = \begin{bmatrix}
\mu_{xx}|_{i,j,k} & \mu_{xy}|_{i,j,k} & \mu_{xz}|_{i,j,k} \\
\mu_{yx}|_{i,j,k} & \mu_{yy}|_{i,j,k} & \mu_{yz}|_{i,j,k} \\
\mu_{zx}|_{i,j,k} & \mu_{zy}|_{i,j,k} & \mu_{zz}|_{i,j,k}
\end{bmatrix}
\]
\[
\varepsilon_r = \begin{bmatrix}
\varepsilon_{xyz}^{i,j,k} & 0 & 0 \\
0 & \varepsilon_{xyz}^{i,j,k} & 0 \\
0 & 0 & \varepsilon_{xyz}^{i,j,k}
\end{bmatrix}
\]
\[
\mu_r = \begin{bmatrix}
\mu_{xyz}^{i,j,k} & 0 & 0 \\
0 & \mu_{xyz}^{i,j,k} & 0 \\
0 & 0 & \mu_{xyz}^{i,j,k}
\end{bmatrix}
\]

Eqn (4.3)

By applying these new terms, the primary FDTD update coefficients (see Chapter 2, Section 2-4 for more details) were optimised and reduced to new terms for the OFDTD algorithm as presented in Eqn (4.4) where Table 4-1 classifies the new OFDTD terms and the matrix groups:

\[
m_{HDy}^{j,k} = m_{Hx0}^{i,j,k} = m_{Hy0}^{i,j,k} = m_{Hy1}^{i,j,k} = m_{Dx0}^{i,j,k} = m_{Dy0}^{i,j,k} =
\]
\[
m_{Dz0}^{i,j,k} = \frac{1}{\Delta t} + \sigma_{HDy}^{i,j,k} \left( \frac{1}{\varepsilon_0} + \frac{\sigma_{HDy}^{i,j,k} \Delta t}{4\varepsilon_0^2} \right)
\]
\[
m_{HDy}^{i,j,k} = m_{Hx1}^{i,j,k} = m_{Hy1}^{i,j,k} = m_{Dx1}^{i,j,k} = m_{Dy1}^{i,j,k} =
\]
\[
m_{Dz1}^{i,j,k} = \frac{1}{m_{HDy}^{i,j,k}} \left[ \frac{1}{\Delta t} - \sigma_{HDy}^{i,j,k} \left( \frac{1}{\varepsilon_0} + \frac{\sigma_{HDy}^{i,j,k} \Delta t}{4\varepsilon_0^2} \right) \right]
\]
\[
m_{Hx2}^{i,j,k} = m_{Hx2}^{i,j,k} = m_{Hy2}^{i,j,k} = m_{Hy2}^{i,j,k} = -\frac{1}{m_{HDy}^{i,j,k}} \frac{c_0}{\mu_{xyz}^{i,j,k}}
\]
\[
m_{Hx3}^{i,j,k} = m_{Hx3}^{i,j,k} = m_{Hy3}^{i,j,k} = m_{Hy3}^{i,j,k} = -\frac{1}{m_{HDy}^{i,j,k}} \frac{c_0 \Delta t}{\varepsilon_0} \frac{\sigma_{HDy}^{i,j,k}}{\mu_{xyz}^{i,j,k}}
\]
\[
m_{HDy4}^{i,j,k} = m_{Hx4}^{i,j,k} = m_{Hy4}^{i,j,k} = m_{Dx4}^{i,j,k} = m_{Dy4}^{i,j,k} =
\]
\[
m_{Dz4}^{i,j,k} = -\frac{1}{m_{HDy}^{i,j,k}} \left( \frac{\sigma_{HDy}^{i,j,k}}{\varepsilon_0^2} \right)^2
\]
\[
m_{Dx2}^{i,j,k} = m_{Dx2}^{i,j,k} = m_{Dy2}^{i,j,k} = m_{Dz2}^{i,j,k} = \frac{c_0}{m_{HDy}^{i,j,k}}
\]
\[
m_{Dx2}^{i,j,k} = m_{Dx2}^{i,j,k} = m_{Dy2}^{i,j,k} = m_{Dz2}^{i,j,k} = \frac{c_0}{m_{HDy}^{i,j,k}}
\]
\[
m_{Dx3}^{i,j,k} = m_{Dx3}^{i,j,k} = m_{Dy3}^{i,j,k} = m_{Dz3}^{i,j,k} = \frac{1}{m_{HDy}^{i,j,k}} \frac{c_0 \Delta t}{\varepsilon_0} \sigma_{xyz}^{i,j,k}
\]
\[
m_{Eyz1}^{i,j,k} = m_{Ex1}^{i,j,k} = m_{Ey1}^{i,j,k} = m_{Ex1}^{i,j,k} = \frac{1}{\varepsilon_{xyz}^{i,j,k}}
\]

Eqn (4.4)
Table 4-1: OFDTD terms and the matrix groups

<table>
<thead>
<tr>
<th></th>
<th>Type of the Matrix Group</th>
<th>Equal Matrix Group</th>
<th>Alternative Matrix</th>
<th>Optimization Factor of Matrix Group ($f_i^{OPT}$)</th>
<th>Memory Deduction (%) of Matrix Group $(1-f_i^{OPT}) \times 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>“σ” terms</td>
<td>(\sigma_H^{i,j,k}), (\sigma_H^{i,j,k}), (\sigma_H^{i,j,k}), (\sigma_H^{i,j,k})</td>
<td>(\sigma_{xyz}^{i,j,k})</td>
<td>1/6</td>
<td>84%</td>
</tr>
<tr>
<td>2</td>
<td>H and D update coefficient “m0” terms</td>
<td>(m_{Hx0}^{i,j,k}), (m_{Hy0}^{i,j,k}), (m_{Hz0}^{i,j,k}), (m_{Dx0}^{i,j,k}), (m_{ Dy0}^{i,j,k}), (m_{ Dz0}^{i,j,k})</td>
<td>(m_{HDxy20}^{i,j,k})</td>
<td>1/6</td>
<td>84%</td>
</tr>
<tr>
<td>3</td>
<td>H and D update coefficient “m1” terms</td>
<td>(m_{Hx1}^{i,j,k}), (m_{Hy1}^{i,j,k}), (m_{Hz1}^{i,j,k}), (m_{Dx1}^{i,j,k}), (m_{ Dy1}^{i,j,k}), (m_{ Dz1}^{i,j,k})</td>
<td>(m_{HDxy11}^{i,j,k})</td>
<td>1/6</td>
<td>84%</td>
</tr>
<tr>
<td>4</td>
<td>H update coefficient “m2” terms</td>
<td>(m_{Hx2}^{i,j,k}), (m_{Hy2}^{i,j,k}), (m_{Hz2}^{i,j,k})</td>
<td>(m_{Hxy22}^{i,j,k})</td>
<td>1/3</td>
<td>67%</td>
</tr>
<tr>
<td>5</td>
<td>H update coefficient “m3” terms</td>
<td>(m_{Hx3}^{i,j,k}), (m_{Hy3}^{i,j,k}), (m_{Hz3}^{i,j,k})</td>
<td>(m_{Hxy33}^{i,j,k})</td>
<td>1/3</td>
<td>67%</td>
</tr>
<tr>
<td>6</td>
<td>H and D update coefficient “m4” terms</td>
<td>(m_{Hx4}^{i,j,k}), (m_{Hy4}^{i,j,k}), (m_{Hz4}^{i,j,k}), (m_{Dx4}^{i,j,k}), (m_{ Dy4}^{i,j,k}), (m_{ Dz4}^{i,j,k})</td>
<td>(m_{HDxy24}^{i,j,k})</td>
<td>1/6</td>
<td>84%</td>
</tr>
<tr>
<td>7</td>
<td>D update coefficient “m2” terms</td>
<td>(m_{Dx2}^{i,j,k}), (m_{ Dy2}^{i,j,k}), (m_{ Dz2}^{i,j,k})</td>
<td>(m_{Dxy22}^{i,j,k})</td>
<td>1/3</td>
<td>67%</td>
</tr>
<tr>
<td>8</td>
<td>D update coefficient “m3” terms</td>
<td>(m_{Dx3}^{i,j,k}), (m_{ Dy3}^{i,j,k}), (m_{ Dz3}^{i,j,k})</td>
<td>(m_{Dxy33}^{i,j,k})</td>
<td>1/3</td>
<td>67%</td>
</tr>
<tr>
<td>9</td>
<td>E update coefficient “m” terms</td>
<td>(m_{Ex1}^{i,j,k}), (m_{Ey1}^{i,j,k}), (m_{Ez1}^{i,j,k})</td>
<td>(m_{Exy1}^{i,j,k})</td>
<td>1/3</td>
<td>67%</td>
</tr>
<tr>
<td>10</td>
<td>“(\varepsilon_r)” terms</td>
<td>(\varepsilon_{xx}^{i,j,k}), (\varepsilon_{yy}^{i,j,k}), (\varepsilon_{zz}^{i,j,k})</td>
<td>(\varepsilon_{xy}^{i,j,k})</td>
<td>1/3</td>
<td>67%</td>
</tr>
</tbody>
</table>
In the matrix group of “σ”, FDTD terms for H and D fields in x, y and z were replaced with one single alternative 3D matrix (\(\sigma_{xyz}^{HD}|_{i,j,k}\)) in the OFDTD algorithm. This resulted in a reduction of 84% of the required memory for σ matrix group. For \(\varepsilon_r\) matrix group, the three permittivity terms were replaced with a single 3D matrix (\(\varepsilon_{xyz}|_{i,j,k}\)) in OFDTD which led to ~67% deduction in the required memory for the relative permittivity group. The same optimisation process was applied for the updated coefficient matrix groups (“m” terms). For example, “m0” updated coefficients for D and H fields could be replaced with an alternative matrix, \(m_{HDxyz}|_{i,j,k}\), in OFDTD. This resulted in 84% reduction in the memory required for these matrix groups. Moreover, during the simulation process, the “m0” terms were calculated only once instead of six times (see Chapter 2, Section 2-4 for more details) which significantly reduced the computational (calculation) requirement.

The estimated rate of the total required memory which was deducted and saved using the OFDTD algorithm can be calculated by Eqn (4.5):

\[
\Delta \text{MEM}_{Total} = \frac{\text{MEM}_{Total} - \sum_{i=1}^{M} f_i^{OPT} \times \text{MEM}_i}{\text{MEM}_{Total}} \times 100
\]  
**Eqn (4.5)**

Where \(\text{MEM}_{Total}\) is the total memory size which is used in the 3D FDTD algorithm, “M” is the total number of equal matrix groups (which is 10 here), “i” is the index of each matrix groups. \(\text{MEM}_i\) is the total memory size required for each matrix group. \(f_i^{OPT}\) is the optimization factor for the matrix group “i” which can be calculated by Eqn (4.6) using the total number of matrices in each matrix group (\(N_i^\varepsilon\)):

\[
f_i^{OPT} = \frac{1}{N_i^\varepsilon}
\]  
**Eqn (4.6)**

OFDTD requires less calculation costs in comparison with LSC (quantified by \(\Delta \text{MEM}_{Total}\)). This allows MNP to be modelled with higher resolution of the Yee grid resulting in higher accuracy in the modelling outputs.

Experimental results (Ahmed et al., 2016) were used to validate and compare the performance of the FDTD and OFDTD methods. Scanning electron microscopy (SEM) images of the fabricated sample using spherical Ag NPs (with diameter of ~50 nm) can be seen in Fig. 4.4a. Fig. 4.4b shows the modelled Ag NP in a 3D FDTD Yee grid where discretization was
\( \Delta d = 5.56 \text{ nm} \) and the total grid size was \( 10 \times 10 \times 330 \). The time step was \( \Delta t = 1.070 \times 10^{-17} \text{s} \). PBC were defined at \( x \) and \( y \) axis; while, ABC were defined at \( z \) axis by placing PML at both ends of the grid in \( z \) axis. PML was designed using the field termination (loss) function obtained by Eqn (4.7):

\[
\sigma(z) = \frac{\varepsilon_0}{2\Delta t} \left( \frac{z}{L} \right)^3
\]

Eqn (4.7)

Where \( \Delta t \) is the time step in second, \( L \) is the length of the PML in m and \( \varepsilon_0 \approx 8.86 \times 10^{-12} \text{ F/m} \) is free-space permittivity. The length of the PML (280 nm) was designed to absorb and terminate the total field striking the absorbing boundary.

Primary FDTD method was unable to run the simulation for higher resolution (i.e. grid with \( \Delta d < 5 \text{ nm} \)) due to the memory limitations of the computer which caused the simulation to crash. However, the OFDTD was able to model the MNP with a resolution (\( \Delta d = 0.877 \text{ nm} \)) \( \approx 7 \) times higher than FDTD as observed in Fig. 4-4-c. Under this circumstance, the total grid size was \( 62 \times 62 \times 1530 \) cells and time step was \( \Delta t = 1.68 \times 10^{-18} \text{s} \).
Fig. 4.4: (a) SEM image of synthesised 45 ± 5 nm Ag NP in water (Ahmed, 2014). (b) 3D cross-section view of a modelled Ag NP by the FDTD Yee grid discretization of 5.56 nm and total grid size of 28×28×330 and (c) by OFDTD Yee grid discretization of 0.877 nm and total grid size of 62×62×1530.

Both FDTD and OFDTD models were implemented using MATLAB R2018b installed on a PC with Core i-5@3.30GHz CPU and 16GB RAM. The modelled samples were illuminated again by a gaussian electric field. In each time step, electric field was recorded at the top of the particle where the record plane was placed in the boundary of the study-space and PML layer. After terminating the irradiation and ending the FDTD main loop, the extinction spectrum of the Ag NP device was achieved using FFT and the recorded time-domain electric fields.

Fig. 4.5 shows the MNP under Plasmon simulation and Fig. 4.6 shows the normalized extinction spectra obtained by FDTD and OFDTD methods comparing with the experimental spectrum. As can be observed, the FDTD model result did not match with the reference data due to the low resolution (large $\Delta d$) of the model. SPR peak wavelengths ($\lambda_{SPR}$) obtained by FDTD model was at 455 nm while experimentally was reported at 435 nm. When it was obtained by the OFDTD with the same resolution ($\Delta d = 5.56$ nm), it was found to be at the same wavelengths of 455 nm. However, by increasing the resolution to $\Delta d = 0.877$ nm, the OFDTD model and the experimental results were found to be in close agreement ($\lambda_{SPR} \approx 435$ nm).
Fig. 4.5: 50 nm Ag NP under Plasmon simulation
Detailed and statistical modelling results are presented in Table 4-2. It can be observed that by decreasing the grid discretization from 5.56 nm to 0.877 nm, the number of iterations inside the main loop increased from 1505 to 2743 changing the simulation time. The results of FDTD and OFDTD models were the same at low resolution (5.56 nm); however, when a high resolution (0.877 nm) was used, the FDTD model crashed. Experimental results were closely matched to the OFDTD high-resolution results. Using OFDTD, the $\lambda_{SPR}$ discrepancy was enhanced by 17 nm. It was observed that the total amount of memory consumed by OFDTD was ~52% less than the FDTD model. In addition, optimization steps used in OFDTD gave ~9 % reduction in the simulation time in comparison with FDTD.
Table 4-2: Comparison of statistical results obtained by FDTD, OFDTD and experimental results

<table>
<thead>
<tr>
<th>$\Delta \lambda$ (nm)</th>
<th>Low Resolution Condition</th>
<th>High Resolution Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>5.56</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>FDTD</th>
<th>OFDTD</th>
<th>FDTD</th>
<th>OFDTD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Yee Grid size ($X \times Y \times Z$)</td>
<td>10×10×330</td>
<td>10×10×330</td>
<td>62×62×1530</td>
<td></td>
</tr>
<tr>
<td>Total Iterations of Main Loop (Simulation Time/Time Step)</td>
<td>1505</td>
<td>1505</td>
<td>2743</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{SPR}$ (nm) (Reference = 435)</td>
<td>455</td>
<td>455</td>
<td>438</td>
<td></td>
</tr>
<tr>
<td>$\lambda_{SPR}$ Discrepancy (nm)</td>
<td>-20</td>
<td>-20</td>
<td>+3</td>
<td></td>
</tr>
<tr>
<td>Simulation Time (Hour)</td>
<td>0.74</td>
<td>0.67</td>
<td>121.85</td>
<td></td>
</tr>
<tr>
<td>Required Memory (%)</td>
<td>89</td>
<td>42</td>
<td>93</td>
<td></td>
</tr>
<tr>
<td>Deduction in Simulation Time When OFDTD was Used (%)</td>
<td></td>
<td>~ 9.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta MEM_{Total}$ When OFDTD was Used (%)</td>
<td></td>
<td>~ 52.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Although promising modelling results are obtained from OFDTD, it can be observed that OFDTD and experimental results are not completely matched. The reason of discrepancy between the experimental and modelling results may be due to the fact that Lorentz-Drude relative permittivity spectrum did not perfectly match the experimental data achieved by Johnson and Christy (Johnson and Christy, 1972, Rakić et al., 1998) for Ag NPs. The best
approach to compensate this would be increasing the FDTD grid resolution. Moreover, MNPs were considered to have same shape and size in the model which were periodically distributed; however, in the experiment, the shape and size of particles were different and randomly distributed inside the device. In addition, MNP were modelled in cubic discrete grid cells; therefore, the curved edges might not be modelled perfectly and continuously.

4.3. Conclusion

The novel Plasmon model was developed based on 3D FDTD algorithm to model optical response of the MNPs. The model was run for homogeneous devices with a periodical structure. Although the FDTD method is an excellent numerical algorithm to solve Maxwell’s equations, its memory demand, calculation costs and accuracy are dependent on the Yee grid properties of the modelled device. The impact of this on implementation is observed clearly for MNP modelling in which high grid resolution and precise modelling results are required. Here, by introducing the developed 3D OFDTD method, 3D parameters of the model, whose value were the same and/or constant, were detected based on the physical events occurring during the MNP plasmonic effect and SPR oscillations. The detected similar terms were then eliminated from the program and replaced with single alternative parameters. Thus, OFDTD has not only decreased the total memory requirement by ~52% but also decreased the modelling calculations by ~9%. The released memory was then allocated to increase the modelling Yee grid resolution which resulted in enhanced accuracy of the results. The performance of the developed FDTD and OFDTD methods were validated by comparing the simulation and experimental results of a sample with 50 nm spherical Ag NPs. The 3D FDTD could not get reasonable accuracy due to low grid resolution. However, the extinction spectrum and the position of SPR wavelength were in close agreement with the experiment results (~435 nm) when OFDTD modelled the device in high resolution.
Chapter 5: Development of “PEDAL” 3D Model

The performance improvement in plasmonically enhanced luminescent solar (pLS) devices is due to the plasmonic coupling of metal nanoparticle (MNP) and luminescent material (Chandra et al., 2012, Chandra, 2013, El-Bashir et al., 2013b, El-Bashir et al., 2014, Ahmed et al., 2017a, Geddes, 2017). This Chapter presents the proposed configuration and mathematical model for pLS devices. The mathematical model is used in development of the novel PEDAL program (named after PEDAL project: Plasmonic Enhancement and Directionality of Emission for Advanced Luminescent Solar Devices) which is a comprehensive modelling tool to simulate not only pLS device but also LS devices.

PEDAL is developed based on developed Ray Tracer program, the 3D Monte Carlo ray tracing (MCRT) algorithm. However, not only does it require the optical properties of host material and luminescent species as input parameters, but it also needs the optical properties of coupled MNP to be able to model pLS devices. MNP optical properties can be obtained through the optimised finite difference time domain (OFDTD) developed in Chapter 4. In PEDAL development, the limitations of ray tracing have been also improved by applying some optimisation techniques to the program. The developed model has been validated through three stages; (1) PEDAL was validated for LS device modelling; (2) a mathematical method was introduced and validated to convert MNP doping concentration unit from ppm (mg/L) to number of particle per litre (N/L) required in the PEDAL program; (3) PEDAL was validated for pLS devices by comparing the modelling and experimental results of nine samples where epoxy host material was doped with different concentrations of gold nanoparticles (Au NP) coupled with quantum dots (QD).

5.1. PEDAL Development

5.1.1. Proposed Configuration for pLS device

As discussed in Chapter 2, plasmonic enhancement in luminescent material-MNP coupling is controlled by photon density enhancement factor (PDEF) and emission quenching as
parameters which are mainly governed by factors such as distance between MNP-luminescent material, chemical interface damping and spectral overlap between the emission spectrum of luminescent material and absorption of MNP (Geddes, 2017).

Fig. 5.1 shows enhancement factor as a function of distance between luminescent molecule and MNP. In the far-field region where the distance in between two particles is more than ~50 nm (Region 3), the luminescent molecule is poorly affected by MNP because there is a weak interaction between the particles. In near-field region where the distance is ~20 nm to ~50 nm (Region 2), PDEF increases where radiative decay ($\Gamma_{rM}$) is dominant with respect to non-radiative decay ($\Gamma_{nr}$) of coupling (i.e. $\Gamma_{rM} > \Gamma_{nr}$). Within the distance of ~20 nm (Region 1), $\Gamma_{nr}$ is dominant (i.e. $\Gamma_{nr} > \Gamma_{rM}$) which decreases PDEF due to the increase in non-radiative dissipation and emission quenching (Geddes, 2017).

Based on these interactions between MNP and luminescent material, the configurations for pLS devices including plasmonically enhanced luminescent solar concentrator (pLSC) and down shifting (pLDS) are proposed in Fig. 5.2. As is exhibited, almost the same optical processes (from a modelling point of view) occur in both pLS devices. The configurations
were used to develop the PEDAL mathematical model. The proposed model was then applied to each incident ray as can be seen in PEDAL schematic in Fig. 5.3.

Fig. 5.2: Proposed configuration for pLS devices including: (a) pLSC device which shows: 1- incident photon strikes the pLSC, 2- absorbed by the coupled luminescent-MNP particles, 3- re-emitted at longer wavelengths, 4- wave-guided by total internal reflection (TIR), 5- reaches the PV cell at the edge of the device. Losses include: 6- front surface reflection, 7- escape cone loss and 8- emitted light which is reabsorbed by other particles. (b) pLDS device which shows: 1- incident photon strikes the pLDS, 2- absorbed by the coupled luminescent-MNP particles and emitted at longer wavelength. The emitted photon is either 3- reaches the PV cell directly or 4- it is wave-guided to the PV cell by TIR or 5- re-absorbed by other particles and re-emitted. 6- Some photons directly reach the PV cell without red-shifting. The losses include: 7- escape cone loss and 8- front surface reflection. (c) Procedures taking place in luminescent-MNP coupling: Based on the spectral overlap and properties of coupled luminescent-MNP, some photons are absorbed by 9- luminescent molecule or 10- MNP resulting in SPR generation energy and contributing in characterisation of excitation and emission efficiencies explained in introduction (11 and 12) and emitted based on PDEF and QF of the coupling. Note that, other loss mechanisms are not shown here including: photons scattered or attenuated by the host material, those lost due to multi-scattering of light with multi-MNPs and self-quenching of MNPs
Fig. 5.3: Flowchart of the MCRT algorithm developed for PEDAL program showing different stages of the program: “GUI”, “Pre-Processing”, “Post-Processing” and “Main Loop” including internal cycles’ loop
5.1.2. Proposed Mathematical Model for pLS device

All physical and optical phenomena were included using separate mathematical functions based on their occurrence weighted probability (PR). As calculated by Eqn (5.1), some portion of the incident solar radiation power ($P_{in}(\lambda)$) is reflected from the top surface of the device ($P_{reflect}(\lambda, \theta_i, \eta_{out}, \eta_{host})$) while the rest is refracted:

\[
P_{reflect}(\lambda, \theta_i, \eta_{out}, \eta_{host}) = PR_r(\theta_i, \eta_{out}, \eta_{host}) \times P_{in}(\lambda)
\]

\[
P_{refract}(\lambda, \theta_i, \eta_{out}, \eta_{host}) = [1 - PR_r(\theta_i, \eta_{out}, \eta_{host})] \times P_{in}(\lambda)
\]

*Eqn (5.1)*

Where $PR_r(\theta_i, \eta_{out}, \eta_{host})$ is the reflection probability of device as a function of incident angle ($\theta_i$), refraction indices of the device host material ($\eta_{host}$) and the outer environment ($\eta_{out}$). For simplicity $P_{refract}(\lambda, \theta_i, \eta_{out}, \eta_{host})$ are denoted as $P_{refract}(\lambda)$.

Some part of $P_{refract}(\lambda)$ directly reaches the PV ($P_{direct}(\lambda)$) mounted to the device. The rest of the rays may be trapped ($P_{trap}(\lambda)$) and wave-guided inside the device. The non-trapped rays are lost as escape cone loss ($P_{cone}(\lambda)$) and exit the device.

Trapped rays can be (i) directly absorbed by luminescent material based on the absorbance spectrum of luminescent material ($PR_{abs}^L(\lambda)$); (ii) absorbed by the MNP ($PR_{abs}^{MNP}(\lambda)$) based on the extinction spectrum of the MNP generating SPR energy ($P_{SPR}(\lambda)$). SPR energy is then radiated to the coupled luminescent species based on the coupling PDEF as a function of distance between the MNP and luminescent material ($PR_{PDEF}(di)$) and absorbed by them. This is also governed by the quenching factor (QF) of the MNP-luminescent coupling ($PR_{QF}(di)$). Therefore, absorbed energy by luminescent material is given as *Eqn (5.2)*:

\[
P_{abs}^L(\lambda, di) = \left[ (P_{trap}(\lambda) \times PR_{abs}^L(\lambda)) + (P_{trap}(\lambda) \times PR_{abs}^{MNP}(\lambda) \times PR_{PDEF}(di) \times PR_{QF}(di)) \right]
\]

\[
= P_{trap}(\lambda) \times PR_{T.abs}^L(\lambda, di)
\]

*Eqn (5.2)*

Where, $PR_{T.abs}^L(\lambda, di)$ is the luminescent material total absorption probability for pLS devices. The total absorbed energy by the luminescent material in the device is obtained by *Eqn (5.3)*:
The summation is applied in the wavelength range of interest; i.e. \( \lambda_{\text{min}} \) to \( \lambda_{\text{max}} \). The absorbed energy is emitted based on the emission spectrum \( (PR_{\text{emit}}(\lambda)) \) and \( QY \) of luminescent molecule \( (PR_{QY}) \) and written by Eqn (5.4):

\[
P_{\text{emit}}(\lambda, di) = P^L_{\text{abs}}(\lambda, di) \times PR_{\text{emit}}(\lambda) \times PR_{QY}
\]

Eqn (5.4)

The rest of the absorbed energy is wasted as thermal loss through Eqn (5.5) due to non-unity QY:

\[
P_{\text{NQY}}(\lambda, d) = P^L_{\text{abs}}(\lambda, d) \times (1 - PR_{QY})
\]

Eqn (5.5)

The total energy emitted by the luminescent material in the device is obtained by Eqn (5.6):

\[
P_{T,\text{emit}} = \sum_{\lambda=\lambda_{\text{min}}}^{\lambda_{\text{max}}} [P_{\text{emit}}(\lambda, di)]
\]

Eqn (5.6)

The non-absorbed and the emitted radiation are transmitted through total internal reflection (TIR) inside the device which can be written as Eqn (5.7):

\[
P_{\text{trans}}(\lambda, di) = [P_{\text{trap}}(\lambda) \times (1 - PR^L_{T,\text{abs}}(\lambda, di))] + P_{\text{emit}}(\lambda, di)
\]

Eqn (5.7)

\( P_{\text{trans}}(\lambda, di) \) may be absorbed by other MNP-luminescent coupling or lost by other thermal loss mechanisms including reabsorption, host material attenuation and scattering losses. Reabsorption loss can be calculated as Eqn (5.8):

\[
P_{\text{re-abs}}(\lambda, di, Dim) = P_{\text{trans}}(\lambda, di) \times PR_{\text{re-abs}}(\lambda, Dim)
\]

Eqn (5.8)

Host material attenuation and scattering losses are obtained by Eqn (5.9):

\[
P_{\text{atte}}(\lambda, di, Dim) = P_{\text{trans}}(\lambda, di) \times PR_{\text{atte}}(\lambda, Dim)
\]

\[
P_{\text{scat}}(\lambda, di, Dim) = P_{\text{trans}}(\lambda, di) \times PR_{\text{scat}}(\lambda, Dim)
\]

Eqn (5.9)

As can be observed, the probabilities of all loss mechanisms are also a function of the device dimension including its size and shape \( (Dim) \). Moreover, reabsorption \( (PR_{\text{re-abs}}(\lambda, Dim)) \) depends on the stokes-shift between the absorption and emission spectra of luminescent material. Attenuation \( (PR_{\text{atte}}(\lambda, Dim)) \) and scattering \( (PR_{\text{scat}}(\lambda, Dim)) \) are characterized by
the optical properties of host material which can be obtained experimentally using a spectrometer. The total thermal loss $P_{\text{lost}}(\lambda, di, Dim)$ of device includes reabsorption, escape cone, attenuation and scattering losses. Therefore, total output energy reaching the PV written is as in $\text{Eqn} (5.10)$:

$$P_{\text{out}}(\lambda, di, Dim) = [P_{\text{trans}}(\lambda, di) - P_{\text{lost}}(\lambda, di, Dim)] + P_{\text{direct}}(\lambda) \quad \text{Eqn} \ (5.10)$$

Output energy ($P_{\text{out}}(\lambda, di, Dim)$) is a function of many complex, nonlinear and uncertain parameters characterised by non-linear optical properties of pLS devices. This is the reason why it cannot be estimated by conventional mathematical methods and MCRT algorithm is required.

The developed graphical user interface (GUI) of PEDAL is presented in Fig. 5.4 in which the user is able to import the input parameters and use “Help” button for filling each section. As can be observed, the designed GUI includes four main sections including “Panel”, “Input Configuration”, “Summary/Results” and “Graphs” which are described in Appendix 2.
Fig. 5.4: GUI for the novel PEDAL program which can be used for modelling both pLS devices and LS devices
5.2. Enhancing PEDAL Accuracy and Performance

As concluded in Chapter 3, MCRT algorithm is based on applying complex calculations and conditional statements which require long simulation times to achieve reasonable accuracy for LS devices. MCRT algorithm used in PEDAL is more complex than Ray Tracer due to the non-linear functions related to MNP-luminescent plasmonic coupling. Therefore, the simulation time in PEDAL is relatively longer than Ray Tracer depending on the structure and configuration of pLS device. In this section, two approaches are introduced to develop the optimized versions of PEDAL to enhance modelling performance and reduce simulation time:

5.2.1. Modelling pLS Device using an Adaptive Filter Approach

One method was to reduce the number of rays which decreases the number of iterations, hence the simulation time (Roth, 1982, Hall and Greenberg, 1983, Kajiya, 1986, Whitted, 2005). For this, an adaptive filter (AFI) is added to PEDAL algorithm as illustrated in Fig. 5.5, shown in the black box was placed after “Pre-Processing” and before starting the “Main Loop”. The filter was designed to decrease the number of iterations without reducing the number of rays incident on the device. For each incident ray, the filter prioritised the optical process (event) such as reflection, absorption, scattering and attenuation based on its probability. A dominant factor, \( f_{dK} \), was defined (in the range 0 - 1) based on the priority of the \( Kth \) event for the incident ray so that the event with highest probability was considered dominant. For a single ray, if \( f_{dK} \approx 1 \) for one of the energy loss events such as attenuation and it had a small value (\( \approx 0 \)) for the other optical processes; then, attenuation event was considered as the final fate of that ray. The fate of this ray would be labelled as “Lost (Filtered)”. Therefore, the fate of the ray was foreseen without running waveguiding process (before starting the internal cycles, Fig. 5.5) and there was no need to consume time and run the loop for the ray. This proposed technique decreased the number of iterations and calculations; and accordingly, reduced the simulation time.
Fig. 5.5: PEDAL flowchart optimised by AFI approach
For example, the attenuation coefficient ($\alpha_{Atte}$) of epoxy resin (Kennedy, 2010) is high below 300 nm as is shown in Fig. 5.6. Thus, the probability of attenuation ($PR_{Atte}$) of rays with wavelengths below 300 nm is calculated very high. Hence, attenuation is the dominant event and is the fate for these rays (with $f_{dAtte} \approx 1$). For other events, $f_{dK}$ can be considered as zero ($f_{dAbs} = f_{dTTrans} = f_{dScat} = 0$). Therefore, the fate of the ray simply is foreseen without running the rest of the processes.

![Attenuation coefficient of epoxy resin host material](image)

**Fig. 5.6: Attenuation coefficient of epoxy resin host material (Kennedy, 2010)**

### 5.2.2. Modelling pLS Device using a High-Performance Coding Approach

While AFI approach decreased the number of iterations and simulation time, program accuracy decreased by $\sim 12\%$ (detailed results are shown in Section 5-3-1). Therefore, instead of using the AFI, high-performance coding (HPC) techniques were used which could significantly reduce simulation time and improve accuracy. The presented techniques were introduced in the following sections.
5.2.2.1. Minimize Repetitive Parameter Calculations

Minimizing repetitive parameter calculations was undertaken by finding the parameters whose values were the same in various iterations of the processing loop, e.g., when calculating the refraction angle ($\theta_l$) in Eqn (2.23), it had the same values for all the rays incident at the same angle of incidence ($\theta_i$). Thus, this calculation only needs to be implemented once for all rays which results in reducing calculation time. In MCRT algorithm, the incident angle $\theta_i$ is a random number ranging between 0 - 90 degrees. The weighted probability for $\theta_i$ is equal for all angles inside this range. Thus, the estimated number of the refracted rays with similar calculations is obtained by Eqn (5.11):

$$N_{Rs} = \frac{N_{R_{tot}}}{f_{op}}, \quad f_{op} = 90 \times \Delta \theta$$  \hspace{1cm} Eqn (5.11)

Where $N_{R_{tot}}$ is the total number of refracted rays and $\Delta \theta$ is the ray angle step, $f_{op}$ is the optimization factor indicating the optimized number of calculations required to optimize the system. For example, consider a pLSC model where 1,000,000 rays with random angles were refracted to the pLSC. If the angle step is $\Delta \theta = 1$ ($\theta_i = [1 \ 2 \ ... \ 90]$), $f_{op} = 90$ and $N_{Rs} \approx 11111$ for each $\theta_i$. As a result, in the optimized condition, $\theta_l$ can be calculated only once for each $\theta_i$ instead of 11,111 times which dramatically decreases the number of calculations and hence simulation time. The same optimization method is applied in calculating other vectors and parameters (such as reflection and transmission) which significantly reduces duplicating calculations.

5.2.2.2. Optimizing the Process of Parameter Storage

Calculating and storing every array in 3D spatial tracing matrices are based on the type of host material and the ray’s location in the 3D tracing-space. Therefore, conditional statements (such as IF statements) had to be used in order to fill spatial tracing matrices. The number of these conditional statements is increased in the modelling of multilayer devices where tracing-space comprised different media and boundaries with different host and luminescent materials. Conditional statements take more time in comparison with non-conditional statements because they need more time to survey the conditions and decision making (MATLAB, 2017).
total amount of time that was consumed in order to survey the conditions to fill the arrays of
the 3D spatial tracing matrices is calculated by Eqn (5.12):

\[ T_{\text{Fill}} = N_L \times t_C \times \sum_{i=1}^{N_m} (i \times S_{Z_i}) \tag{Eqn (5.12)} \]

Where \( t_C \) is the time consumed when a conditional statement is used, \( N_L \) is the number of
layers with different materials in pLS device (which indicates the number of the conditions
which must be surveyed), \( S_{Z_i} \) is the total size of the \( i \)th 3D spatial tracing matrix and \( N_m \) is the
total number of 3D spatial tracing matrices used.

To decrease simulation time, 3D tracing-space of the device was divided and labelled into
different sections based on the type of host materials and boundaries. Then, 3D spatial tracing
matrices were filled based on the labelled sections in an iterative statement (such as a FOR
loop) which consumes less time in comparison with a conditional statement. Using this idea,
\( T_{\text{Fill}} \) decreased which is calculated by Eqn (5.13):

\[ T_{\text{Fill}} = N_L \times N_m \times t_{\text{ITR}} \tag{Eqn (5.13)} \]

Where \( t_{\text{ITR}} \) is the time consumed when the iterative statement is used.

Table 5-1 includes an example comparing two scripts in which the value of a small 3D spatial
matrix size of (100,100,100) was updated in a loop with only 1000 iterations when an iterative
statement was used. As can be seen, several conditions were applied in order to fill different
regions (rows and columns) of the matrix. In the first script, the conditions were applied using
a conditional statement (IF); however, in the second script, different regions were labelled and
a technique with iterative statements was used in order to fill the matrix so that no conditional
statement was applied. Both scripts were run in MATLAB R2018b installed on a PC with
Core i-5@3.30GHz CPU with 16GB RAM. Although the results of both scripts were the
same, the simulation time decreased from 14.06 seconds to 12.47 seconds when the code was
executed with the optimized method using iterative statements.
Table 5-1: Two sample codes with the same output but different simulation time: A small 3D matrix with the size of (100,100,100) was updated with and without “Conditional Statement”

<table>
<thead>
<tr>
<th>Script</th>
<th>With “Conditional Statement”</th>
<th>With “Labelling” method and “Iterative Statement”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nx=100; Ny=100; Nz=100; A = zeros(Nx,Ny,Nz); tic for i=1:1000 for nx = 1 : Nx for ny = 1 : Ny for nz = 1 : Nz if (ny &lt;= Ny-1)&amp;&amp;(nz &lt;= Nz-1) A(nx,ny,nz) = i+1; end if (ny &lt;= Ny-1)&amp;&amp;(nz == Nz) A(nx,ny,nz) = i+2; end if (nz &lt;= Nz-1)&amp;&amp;(ny == Ny) A(nx,ny,nz) = i+3; end if (nz == Nz)&amp;&amp;(ny == Ny) A(nx,ny,nz) = i+4; end end end end consumed_time=toc</td>
<td>Nx=100; Ny=100; Nz=100; A = zeros(Nx,Ny,Nz); tic for i=1:1000 for nx = 1 : Nx for ny = 1 : Ny-1 for nz = 1 : Nz-1 A(nx,ny,nz) = i+1; end A(nx,ny,Nz) = i+2; end for nz = 1 : Nz-1 A(nx,Ny,nz) = i+3; end A(nx,Ny,Nz) = i+4; end end end consumed_time=toc</td>
<td></td>
</tr>
<tr>
<td>Time (s)</td>
<td>14.06</td>
<td>12.47</td>
</tr>
</tbody>
</table>

5.2.2.3. Event Prioritizing Based on Probability

In each internal cycle of the main loop, the probability of all simultaneous events such as attenuation, absorption, scattering and transmission was surveyed by conditional statements and then the event with the highest probability was selected for the ray. The conditional statements consumed time; moreover, the number of iterations in the internal cycles’ loop ($N_{int}$) was more than the number of the iterations of the main loop ($N_{ITR}$) because a single ray may internally be scattered or wave-guided by TIR several times in the loop of the internal cycles. Hence, the total time consumed for surveying and finding the ray status in internal cycles’ loop is calculated by Eqn (5.14):

$$T_{Staus} = N_{ITR} \times N_{int} \times \sum_{K=1}^{N_K} t_{c_k}$$  \hspace{1cm} Eqn (5.14)

Where $N_K$ is the total number of events in the internal cycles, $t_{c_k}$ is the time consumed when a conditional statement is used for the $Kth$ ray tracing event. The idea to optimize the process was defining the priority ($f_{d_k}$) for each event based on the weight of its probability; so that,
the event with highest probability received the dominant priority. Then, the process of checking the conditions was commenced by the event with the dominant priority (highest $f_{dK}$).

As a result, the optimized $T_{Staus}$ could be calculated by Eqn (5.15) and reduced to:

$$T_{StausOPT} = N_{ITR} \times N_{int} \times \sum_{K=1}^{N_K} f_{dK} \times t_{cK}$$  \hspace{1cm} Eqn (5.15)

From the coding point of view, this idea can be applied using Switch-Case conditional statements instead of IF conditional statements. Table 5-2 illustrates two simple scripts in which a parameter was assigned different values in different conditions in a loop with only 100,000 iterations. One of the scripts was executed by IF statement; while, the other one used Switch-Case statement. Although the results of both scripts were same, it was clear that Switch-Case Statement was less time consuming, decreasing the simulation time from 0.0129 seconds to 0.0075 seconds.

Table 5-2: Two sample codes with the same output but different simulation time: A parameter is assigned using “IF Conditional Statement” and “Switch-Case Statement”

<table>
<thead>
<tr>
<th>Script</th>
<th>With “IF Conditional Statement”</th>
<th>With “Switch-Case Statement”</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>tic for i=1:100000</td>
<td>tic for i=1:100000</td>
</tr>
<tr>
<td></td>
<td>if i==1 a=i<em>1; elseif i==2 a=i</em>5; elseif i==3 a=i<em>15; elseif i==4 a=i</em>20; elseif i==5 a=i<em>25; elseif i==6 a=i</em>30; elseif i==7 a=i<em>35; elseif i==8 a=i</em>40; elseif i==9 a=i<em>45; elseif i==10 a=i</em>50; else a=i*100; end</td>
<td>switch i case 1 a=i<em>1; case 2 a=i</em>5; case 3 a=i<em>15; case 4 a=i</em>20; case 5 a=i<em>25; case 6 a=i</em>30; case 7 a=i<em>35; case 8 a=i</em>40; case 9 a=i<em>45; case 10 a=i</em>50; otherwise a=i*100; end</td>
</tr>
<tr>
<td></td>
<td>consumed_time=toc</td>
<td>consumed_time=toc</td>
</tr>
<tr>
<td>Time (s)</td>
<td>0.0129</td>
<td>0.0075</td>
</tr>
</tbody>
</table>
5.2.2.4. Optimizing Intersection Point Calculation

In MCRT, the device was modelled by different planes and boundaries. Also, the heart of the program was based on the calculation of intersection point of the ray and planes. Since a single refracted ray might scatter or be wave-guided by TIR inside the pLS device and strike different planes, the total number of iterations of the internal cycles’ loop and intersection point calculations is much more than the total number of the iterations of the main loop. Therefore, optimizing the process of the intersection point calculation could significantly enhance the performance of the program and decrease the simulation time. In order to obtain the intersection point \( r_i \) of the ray which originated at \( I_0 : [X_0, Y_0, Z_0] \) and direction vector of \( I_d : [X_d, Y_d, Z_d] \), with the plane of \( PL : [a_p \ b_p \ c_p \ DP] \), the ray equation is substituted in a plane equation in the first step. In the next step, the distance \( L \) between the ray origin and the plane is obtained by solving the substituted Eqn (2.20). The value of \( L \) was then used to calculate the exact intersection point by Eqn (2.21). The total time for calculating the intersection point in the whole ray tracing algorithm can be obtained by Eqn (5.16):

\[
T_{\text{Intersection}} = N_{ITR} \times N_{int} \times t_s
\]

\( t_s \) is the time consumed by the mathematical method used to calculate the intersection point. Generally, the “SOLVE” function (MATLAB, 2017) is used in order to solve equations in MATLAB software. However, after comparing the “SOLVE” and direct method in calculation of Eqn (2.20), it was observed that the measured consumed time was dramatically reduced from 1.1526 seconds for “SOLVE” method to \( 2.12 \times 10^{-4} \) seconds in the direct method. The detail of the comparison is presented in Table 5-3 including the calculation of intersection point for a single ray and pLS device plane. Using a direct method for intersection point calculation significantly enhances the performance of the program and reduces the calculation time.
Table 5-3: The calculation of L only for one particular ray and plane by two methods of using “SOLVE” function and with using “Direct” Calculations

<table>
<thead>
<tr>
<th>Script</th>
<th>With “SOLVE” function</th>
<th>With “Direct” Calculations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x0=0;</td>
<td>x0=0;</td>
</tr>
<tr>
<td></td>
<td>y0=0;</td>
<td>y0=0;</td>
</tr>
<tr>
<td></td>
<td>z0=0;</td>
<td>z0=0;</td>
</tr>
<tr>
<td></td>
<td>xd=0.5774;</td>
<td>xd=0.5774;</td>
</tr>
<tr>
<td></td>
<td>yd=0.5774;</td>
<td>yd=0.5774;</td>
</tr>
<tr>
<td></td>
<td>zd=0.5774;</td>
<td>zd=0.5774;</td>
</tr>
<tr>
<td></td>
<td>aP=0;</td>
<td>aP=0;</td>
</tr>
<tr>
<td></td>
<td>bP=0;</td>
<td>bP=0;</td>
</tr>
<tr>
<td></td>
<td>cP=1;</td>
<td>cP=1;</td>
</tr>
<tr>
<td></td>
<td>DP=2;</td>
<td>DP=2;</td>
</tr>
<tr>
<td></td>
<td>tic</td>
<td>tic</td>
</tr>
<tr>
<td></td>
<td>syms P</td>
<td>L =((aP<em>x0)+(bP</em>y0)+(cP*z0)+DP) / ...</td>
</tr>
<tr>
<td></td>
<td>eqn = (aP*(x0+(P<em>xd))) + (bP</em>(y0+(P<em>yd))) + (cP</em>(z0+(P* zd)))/DP;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L = double (solve(eqn, P));</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ri = [x0+( xd *L)   y0+( yd *L)   z0+( zd *L)];</td>
<td>ri = [x0+( xd *L)   y0+( yd *L)   z0+( zd *L)];</td>
</tr>
<tr>
<td></td>
<td>consumed_time=toc</td>
<td>consumed_time=toc</td>
</tr>
<tr>
<td>Time (s)</td>
<td>1.1526</td>
<td>2.12×10^{-4}</td>
</tr>
</tbody>
</table>

5.2.2.5. Using Look Up Tables

In order to speed up the processes inside the iterative loop and reduce calculations, a “look up table” (MSDN, 2017) of the constant parameters such as scattering coefficient and attenuation coefficient and \( \theta_c \) in the iterative loop was used instead of calculating them inside the loop. The constant parameters were calculated out of the program and their values were placed in matrix as a “look up table”. Then, inside the iterative loop, the values of the parameters can be called and read from the look up table whenever they are required. Therefore, there is no need to directly calculate them inside the program which decreases the computational time.

Table 5-4 illustrates two scripts in which the attenuation coefficient (\( \alpha_{Atte} \)) was obtained for a wavelength (350nm). In the first script, the value of \( \alpha_{Atte} \) is directly calculated by the attenuation function while in the second script, the value of \( \alpha_{Atte} \) is read from a look up table (LUT_data) which was filled out of the program including the values of attenuation
coefficients for all wavelengths. As reported, the measured consumed time decreased by ~75% from $22.79 \times 10^{-5}$ to $5.51 \times 10^{-5}$ seconds.

Table 5-4: Obtaining attenuation coefficient for one particular wavelength by “Calculation” and using “Look Up Table”

<table>
<thead>
<tr>
<th>Script</th>
<th>Using “Calculations” inside the loop</th>
<th>Using “Look Up Table” inside the loop</th>
</tr>
</thead>
<tbody>
<tr>
<td>wavelength=350; tic a = 8201; b = -0.03294; c = 0.05316; d = -0.0005568; α_Atte = a<em>exp(b</em>wavelength) + c<em>exp(d</em>wavelength); consumed_time=toc</td>
<td>wavelength=350; tic α_Atte = LUT_data (wavelength); consumed_time=toc</td>
<td></td>
</tr>
<tr>
<td>Time (s)</td>
<td>$22.79 \times 10^{-5}$</td>
<td>$5.51 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

5.3. PEDAL Validation

In this section, the performance of PEDAL to model both LS and pLS device is investigated. Results were compared and validated with experimental results. In addition, a conversion correlation is discussed and validated for various sizes and shapes of MNP to convert the doping concentration unit from ppm (mg/L); which is used in experiment, to N/L which is used in modelling. This provides the ability to compare the modelling and experimental results obtained from MNPs.

5.3.1. PEDAL Validation for LS Devices

PEDAL results (Rafiee et al., 2017c) were compared with results of an LSC reported by Kennedy et.al. (Rowan, 2007, Kennedy et al., 2008, Kennedy et al., 2009, Kennedy, 2010) with $6 \times 6 \times 0.3$ cm dimensions and epoxy host material doped with CdSe/ZnS Green QDs which had a QY of 85%. A PV solar cell was coupled to one of the edges and mirrors were attached at the other edges. Emission and absorption spectra of CdSe/ZnS QDs are shown in Fig. 5.7 with solar radiation AM1.5D was used.
The results of different PEDAL versions and the comparison of the optical efficiencies obtained with the reference value (1.63%) can be found in Table 5-5.

At first, PEDAL was run for 125,989 input rays. As reported in table 5-5, ~3.9% of the irradiated rays were reflected from the top surface of the device. The rest of the rays (96.1%) were refracted inside the LSC. ~5.2% of rays were lost as heat inside the LSC which were either absorbed by the host material or absorbed by the QD and lost due to non-unity QY. ~89% of the rays exited the LSC and were lost due to the escape cone. A small portion of rays (~1%) were wave-guided to the edge of the device and detected by the PV solar cell. Simulation time was found to be 385,462 seconds (~4.5 days). Optical efficiency was calculated as 1.56% while it had -4.3% discrepancy error ($\Delta \eta_{opt}$) with the measured optical efficiency of 1.63%. The value of the discrepancy error presented the accuracy of the modelling results in comparison with the experimental outcomes. In order to achieve an accurate value of optical efficiency and emission spectrum that were closely matched to the

---

**Fig. 5.7:** Normalized absorption coefficient and emission spectra for CdSe/ZnS Green QDs (Rowan, 2007, Kennedy et al., 2008, Kennedy et al., 2009, Kennedy, 2010)
reference values, the number of iterations (input rays) had to be increased which further increased the simulation time; thus, it was found as a serious limitation on the model.

Table 5-5: Comparison and validation of results obtained by PEDAL models

<table>
<thead>
<tr>
<th>Version</th>
<th>PEDAL</th>
<th>PEDAL Optimised by AFI Approach</th>
<th>PEDAL Optimised by HPC Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Number of Rays</td>
<td>125,989</td>
<td>125,989</td>
<td>125,989</td>
</tr>
<tr>
<td>Filtered Rays (%)</td>
<td>-----</td>
<td>92.89</td>
<td>-----</td>
</tr>
<tr>
<td>Reflected Rays (%)</td>
<td>3.90</td>
<td>0.30</td>
<td>3.90</td>
</tr>
<tr>
<td>Refracted Rays (%)</td>
<td>96.10</td>
<td>6.81</td>
<td>96.10</td>
</tr>
<tr>
<td>Thermal Loss (%)</td>
<td>5.18</td>
<td>2.94</td>
<td>5.21</td>
</tr>
<tr>
<td>Escape Cone Loss (%)</td>
<td>89.90</td>
<td>2.95</td>
<td>89.87</td>
</tr>
<tr>
<td>Reached to PV (%)</td>
<td>1.02</td>
<td>0.92</td>
<td>1.02</td>
</tr>
<tr>
<td>( O_E ) (%)</td>
<td>1.56</td>
<td>1.43</td>
<td>1.56</td>
</tr>
<tr>
<td>( \Delta \eta_{opt} ) (%)</td>
<td>-4.3</td>
<td>-12.3</td>
<td>-4.3</td>
</tr>
<tr>
<td>Simulation Time(s)</td>
<td>385462.5</td>
<td>7271.9</td>
<td>138.5</td>
</tr>
</tbody>
</table>
Secondly, PEDAL optimised using an AFI approach (described in Section 5-2-1) was run for the LSC with the same number of rays. As presented in table 5-5, ~92.89% of the rays were filtered and did not enter the iterative loop which decreased the simulation time to ~7,272 seconds (~2h). However, since in this version of the program, the fate of the filtered rays was not determined by the MCRT algorithm and were estimated based on their dominant priority, the accuracy decreased. The value of optical efficiency obtained was 1.43% and $\Delta \eta_{opt} = -12.3\%$.

Third, PEDAL optimised using HPC approach (described in Section 5-2-2) was run for the device with the same number of rays. As shown in table 5-5 (fourth column), almost the same statistical results and accuracy were obtained (similar to the first run of PEDAL). However, the simulation time decreased significantly from ~385,462 seconds to only ~138 seconds when HPC approach was used.

Finally, PEDAL using HPC approach, was run for 1,061,392 rays to increase the accuracy of the results. As observed in table 5-5 (fifth column), the simulation time was 3,970 seconds (~1 hour) and the optical efficiency obtained was 1.60%. This is a close match to the reference value, 1.63%. By increasing the number of incident rays, the accuracy of the program was enhanced and $\Delta \eta_{opt}$ of 1.8% was obtained. The model was also run for more than 1000 K rays; however, no enhancement was observed in the accuracy and the discrepancy error remained constant, $\Delta \eta_{opt} \approx 1.7$. PEDAL using HPC approach was then used for all modelling in this research.

5.3.2. Computational Method to Convert MNP Doping Concentration from ppm to N/L

The doping concentration of MNP is an important parameter in pLS device fabrication. Although the performance of pLS device is enhanced by plasmonic coupling of MNP and luminescent material, increasing MNP doping concentration increases the probability of energy quenching. Therefore, estimating the correct MNP doping concentration is a crucial task for PEDAL. The unit of MNP doping concentration in modelling is based on number of particles per litre (N/L). In this section, a computational method is used to convert the experimental unit of doping concentration (ppm) to the modelling unit (N/L) so the
The experimental and modelling results can be compared. The method is validated for both nanosphere (NS) and nano-rod (NR) particles (Sethi and Rafiee et al., 2019).

In the validation process, a scanning electron microscope (SEM) was used to determine the size and shape distribution of MNP (Sethi, 2017). Moreover, the concentration of MNP can be obtained through the inductively coupled plasma optical emission spectroscopy (ICP-OES) (Sethi, 2017).

Doping concentration can be obtained by Eqn (5.17) (Kittler et al., 2015):

\[ c_{MNP} = \frac{N_{Au}}{N_{Au/\text{MNP}} \times V_{\text{Sample}} \times N_A} \quad \text{Eqn (5.17)} \]

Where \( N_A = 6.022 \times 10^{23} \frac{1}{\text{Mol}} \) is Avogadro number and \( V_{\text{Sample}} \) is the volume (L) of the sample used in the ICP-OES test process. \( N_{Au} \) is the number of gold atoms calculated by Eqn (5.18):

\[ N_{Au} = \frac{c_{\text{ICP-OES}} \times V_{\text{Tot}} \times N_A}{M_{\text{Au}}} \quad \text{Eqn (5.18)} \]

Where \( c_{\text{ICP-OES}} \) is the concentration of gold ions in ppm (mg/L) obtained from ICP-OES test, \( V_{\text{Tot}} \) is the total volume (L) of the primary sample used ICP-OES measurements and \( M_{\text{Au}} = 196.96657 \frac{g}{\text{Mol}} \) is the molar mass of gold. \( N_{Au/\text{MNP}} \) is the number of gold atoms in one MNP obtained by Eqn (5.19):

\[ N_{Au/\text{MNP}} = \frac{4 \times V_{\text{MNP}}}{V_{\text{UC}}} \quad \text{Eqn (5.19)} \]

Where \( V_{\text{UC}} = 6.78 \times 10^{-29} \text{m}^3 \) is the volume of a unit cell which includes four Au atoms. \( V_{\text{MNP}} \) is the volume of the MNP which is \( \frac{4}{3} \pi r^3 \) for NS and \( \pi r^2 h \) for NR particles.

For validation, the experimental results of four Au NS samples with different concentrations have been used which can be seen in Fig. 5.8 (Sethi, 2017). The concentration of each sample was obtained by ICP-OES and was 50±10%, 33±10%, 61±10% and 37±10% ppm for sample A1, A2, B1 and B2 respectively.
Fig. 5.8: Synthesized and SEM image of Au NS samples: (a) A1 (50±10% ppm) and A2 (33±10% ppm) and (b) B1 (61±10% ppm) and B2 (37±10% ppm) (Sethi, 2017)

The sample size distribution can be found in Fig. 5.9. The majority of Au NS particles in A1 and A2 samples had a radius of ~5-6 nm. The radius of particles in B1 and B2 were ~10-11 nm.
In the modelled devices, 5.5 nm and 10.5 nm radii were selected for samples A and B respectively. Fig. 5.10 compares the modelling and experimental extinction spectra of samples A1 and A2. Au NS concentration has been described in both units of ppm and N/L using the computational method and were found to be in close agreement. The estimated concentration for sample A1 was 51.3 ppm which was a close match to the experimental results (50±10% ppm). Regarding sample A2, the modelling concentration was 36.1 ppm which was close to the experimental results (33±10% ppm). The modelling and experimental peaks of the extinction spectra were perfectly matched at ~524 nm; however, there were some differences in the shapes of the spectra. The reason was that in the experimental samples other sizes of NS were also present; but, when modelling, all NS particles were the same size and shape and dispersed in a homogenous structure.

![Experimental and modelling extinction spectra for different Au NS-A concentrations (in ppm and N/L units)](image)

Fig. 5.10: Experimental and modelling extinction spectra for different Au NS-A concentrations (in ppm and N/L units)
Fig. 5.11 compares modelling and experimental extinction spectra of samples B1 and B2. Modelling and experimental extinction peaks are at ~527 nm and in perfect agreement. The modelling concentrations were 63.2 ppm and 38.1 ppm for sample B1 and B2 respectively which were closely matched to the experimental results of 61±10% ppm and 37±10% ppm.

![Extinction Spectra](image)

Fig. 5.11: Experimental and modelling extinction spectra for different Au NS-B concentrations (in ppm and N/L units)

The model can accurately predict the experimental results while converting the concentration in ppm to N/L. Fig. 5.12 shows the conversion correlation between these parameters for both sample A and B obtained by the computational method and used for PEDAL. As can be seen, the slope of the conversion graph is different for different sizes of NS particles depending on the weight of the particle which can be estimated by Fig. 5.13 which was obtained from experimental ICP-OES and SEM measurements and through the conversion equations *Eqn* (5.17) to *Eqn* (5.19). The weight for A and B particles were $1.34 \times 10^{-11} \mu g$ and $9.35 \times 10^{-11} \mu g$ respectively.
In the next step, the experimental results obtained from Au NR (Sethi, 2017) was used to validate the computational method used for PEDAL. Size distribution and SEM image of the
sample on Si wafer can be found in Fig. 5.14. As can be observed, Most NRs have a length of ~20-25 nm with an aspect ratio (AR) of the particles of ~2.9±0.4.

![Image of size distribution and SEM image of Au NR sample on Si wafer](image)

Fig. 5.14: Size distribution and SEM image of the Au NR sample on Si wafer (Sethi, 2017)

Doping concentration of the Au NR sample was ~87±10% ppm which was obtained through the ICP-OES measurement. From Fig. 5.15, the best modelling results was achieved for Au NR with 22 nm length and AR=2.8 and concentration of 82 ppm where the extinction spectrum peak was found to closely match the experimental results (0.82). The results have been shown in both ppm and N/L units obtained using the conversion computational method developed. As the experimental results had an error bar of ~10%, modelling results were also obtained for 80, 90 and 100 ppm to study the effect of concentration changes on the extinction peak. By increasing the concentration from 80 to 100 ppm, the extinction peak increases from ~0.80 to 0.99.
Fig. 5.15: Experimental and modelling extinction spectra for different Au NR concentration (in ppm and N/L)

Fig. 5.16 shows the concentration (ppm) to (N/L) conversion graph for the modelled samples obtained by the computational method and used for PEDAL. The slope of the conversion graph is different for different sizes of NR particles depending on the volume of the particle which can be found by Fig. 5.17. The volume and weight for the best matched sample (22nm/AR:2.8) was $9.98 \times 10^{-25} \text{ m}^3$ and $1.93 \times 10^{-11} \mu\text{g}$ respectively.
5.3.3. PEDAL Validation for pLS Devices

Nine pLS devices with different concentrations of MNP and luminescent material (reported by (Chandra, 2013)) were modelled using the developed PEDAL program. Specifications of the modelled devices are presented in Table 5-6 where all devices are in $20 \times 10 \times 10$ mm cuvettes (10 mm pathlength). Host material was epoxy resin doped with 0.008 wt% and 0.01
wt% of core-shell CdSe/ZnS QDs (QD 575) with ~50% QY (Plasmachem, Germany) and different concentration of Au NS with ~5 nm radius.

Table 5-6: Parameters and configuration of pLS devices

<table>
<thead>
<tr>
<th>Device</th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>D4</th>
<th>D5</th>
<th>D6</th>
<th>D7</th>
<th>D8</th>
<th>D9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au NS Concentration (ppm)</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2.5</td>
<td>3.5</td>
<td>0</td>
<td>1</td>
<td>1.5</td>
<td>2</td>
</tr>
<tr>
<td>Concentration of QD575 (wt%)</td>
<td>0.008</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Au NS Radius (nm)</td>
<td>~5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Device Dimension (mm)</td>
<td>20 \times 10 \times 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Host Material Type</td>
<td>Epoxy Resin ($\eta = 1.5$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QD575 QY (%)</td>
<td>~50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

QD concentration was 0.008 wt% in D1 to D5 and 0.01 wt% in D6 to D9. Emission and absorption spectra of QD 575 is shown in Fig. 5.18. QD exhibited a single emission peak of ~570-575 nm and a wide absorption band with a peak at ~555 nm resulting in ~20 nm stokes-shift contributing in reabsorption losses.
Normalized extinction spectrum of Au NS can be seen in Fig. 5.19. The peak of Au NS in epoxy resin host material was at ~545 nm which was close to the absorption peak of the coupled QD. This resulted in the absorption enhancement of the whole device allowing the device to achieve higher emission based on the PDEF profile of the Au NS-QD coupling.

Optical properties of Au NS including PDEF and extinction spectrum were obtained using “Plasmon” (detailed in Chapter 4). In modelling, devices were considered to be homogeneously dispersed with Au NS particles of 5 nm radius. This might not be achieved experimentally which results in some discrepancies between the modelled and experimental results. All experimental and modelling discrepancy sources will be discussed in detail in Section 5-4.
Fig. 5.19: Normalized extinction spectra for Au NS with 5nm radius in epoxy resin

Fig. 5.20a and b show the modelled Au NS in epoxy placed in the 3D FDTD Yee grid with resolution of 15 and a grid discretization of 1.4 nm. In Fig. 5.20, the spacing between the particle and the x-y boundaries is 15 nm. As discussed in Chapter 4, by modelling a single particle, defining well-designed inter-particle spacing and boundary conditions in all directions, different concentration of Au NS could be modelled.
The modelled particle was irradiated by a gaussian electric field which was injected as a plane wave and propagated in the z-direction while it was polarized along the x-y plane. Fig. 5.21 shows the electric field in all vectors ($E_x$, $E_y$, and $E_z$) and views (x, y, z and 3D) under the simulation. As can be observed, the electric field was enhanced on the boundary of Au NR due to SPR. Once the field was terminated in the grid, Fast Fourier Transform (FFT) was used to achieve the extinction spectra and electric field enhancement of the device from the time domain response of the particle collected from the grid.
Fig. 5.21: Au NR under Plasmon simulation: electric field distribution in all vectors and views (x, y, z and 3D)
Fig. 5.22a shows the electric field enhancement of the modelled Au NS over time and its location (x view) in the grid. The field enhancement maximum value is \(\sim 4.7\) on the particle boundary which exponentially decreases to 1 (background energy level) as a function of distance from the particle’s surface. PDEF obtained from the field enhancement can be found in Fig. 5.22b which was used as an input parameter for PEDAL.

![Electric field enhancement and PDEF](image)

Fig. 5.22: (a) Electric field enhancement over time and its location (x view) for the modelled Au NS (b) PDEF input for PEDAL
The next input required for the PEDAL is the extinction spectra of the Au NS. Fig. 5.23a compares the extinction spectra of the Au NS of different concentrations obtained by changing the spacing between the particle and PBC in the Yee grid. The peaks are at ~545 nm (in close agreement with experimental extinction peak). Doping concentration conversion graph (ppm to N/L units) can be found in Fig. 5.23b. The conversion graph was obtained using the weight of 5 nm radius sphere (~1.01×10^{-11} \mu g) and through the validated method presented in Section 5-3-2. As can be seen in Fig. 5.23c, the extinction spectrum peak linearly decreases by reducing the concentration. Fig. 5.23c was used in the model to generate the extinction spectra for any concentration required for D1 to D9.
Fig. 5.23: (a) Extinction spectra of Au NS (R=5 nm) for several doping concentrations. (b) Concentration conversion graph. (c) The extinction peak is linearly changed by changing the concentration. This function is used in modelling to generate the extinction spectra with the concentration of interests required for D1 to D9.

The input parameters of all devices obtained for QD and Au NS were imported to PEDAL. QD doping concentration was 0.008 wt% for D1-D5 and 0.01 wt% for D6-D9. Fig. 5.24 shows a visual structure for simulated device (D2) under the radiation of ~350 rays on top surface of the device.
The model was run for 1,000,000 incident rays to guarantee the program accuracy and also decrease the noise in the emitted spectrum reaching the detector at the edge of the device. For each QD concentration (0.008 wt% and 0.01 wt%), the concentration of Au NS was increased from 0 to 6.5 ppm.

Fig. 5.25a shows the emission spectra for 0.008 wt% QD concentration. By increasing the concentration of Au NS from 0 to 2.3 ppm, the emission peak increased from 577 a.u. to 953 a.u. where the maximum enhancement was observed. Further increase in concentration of Au NS, increased the rate of quenching which reduced the emission spectra peak. At 6.5 ppm, the emission peak decreased to 452 a.u. which was even less than the emission in the device with 0 ppm Au NS.
Fig. 5.25: (a) PEDAL emission spectra for the best and worst concentration of Au NS compared with the 0.008 wt% QD device (0 ppm Au NS). (b) Comparison of the modelled and experimental emission enhancement trend for D1 to D5
The emission enhancement for D1 to D5 predicted in modelling was compared to experimental results in Fig. 5.25b. The model could achieve the emission enhancement peak of 53.06% (at 2.3 ppm) which was in close agreement with experimental results of D3 with 53% emission enhancement peak at 2 ppm. Poly-trend fitted lines were also drawn to compare the trend of the modelling and experimental results over variation of Au NS doping concentration.

Table 5-7 shows the statistical modelling results achieved for the best and worst pLS devices. The results are also compared to D1 which is a conventional QD device without Au NS. ~4% of the incident rays were reflected back from the top surface of all devices due to mismatching of air and epoxy refraction index (1.5). The rest of the rays (~96%) were refracted inside the devices.

In the best case scenario where pLS device was doped with 2.3 ppm Au NS, escape cone loss decrease from ~84% (in QD device) to ~80%. The total thermal losses increased from ~9% to ~12% due to increasing the energy quenched in Au NS-QD coupling. However, since the coupling plasmonic enhancement was the dominant process in comparison with the quenching effect, the number of the rays waveguiding and reaching the detector increased from 2.45% (in QD device) to 3.75% (in QD+Au NS device). Therefore, the optical efficiency also increased from 2.79% to 4.36% where the device achieved 53% enhancement in the total integrated emission. This was closely matched with experimental results of D3.

In the worst case scenario where 6.5 ppm of Au NS was used in the device, energy quenching increased resulting in the total thermal loss rate of ~18%. Under this condition, the quenching effect was the dominant event which decreased the rate of rays reaching the detector from 2.45% (in QD device) to ~1.9%. Accordingly, the total optical efficiency also dropped from 2.79% to 2.18%. The performance of the device was even ~22% less than the QD device in this case.
Table 5-7: Detailed statistical PEDAL results for devices with 0.008 wt% QD 575 and different concentrations of Au NS

<table>
<thead>
<tr>
<th>Initial Number of Rays (Iteration)</th>
<th>1,000,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doped Material</td>
<td></td>
</tr>
<tr>
<td>QD Concentration (wt %)</td>
<td></td>
</tr>
<tr>
<td>Au NS Concentration (ppm)</td>
<td></td>
</tr>
<tr>
<td>Reflected (%)</td>
<td></td>
</tr>
<tr>
<td>Refracted (%)</td>
<td></td>
</tr>
<tr>
<td>Total Thermal Loss (%)</td>
<td></td>
</tr>
<tr>
<td>Escape Cone Loss (%)</td>
<td></td>
</tr>
<tr>
<td>Reach at Detector (%)</td>
<td></td>
</tr>
<tr>
<td>Total Input Energy (W.m⁻².nm⁻¹)</td>
<td></td>
</tr>
<tr>
<td>Total Output Energy (W.m⁻².nm⁻¹)</td>
<td></td>
</tr>
<tr>
<td>Geometric Gain (OE (%))</td>
<td></td>
</tr>
<tr>
<td>Solar Concentration Ratio (%)</td>
<td></td>
</tr>
<tr>
<td>Integrated Emission Enhancement (%)</td>
<td></td>
</tr>
<tr>
<td>Simulation Time (s)</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5.26 shows rate of rays reaching the detector (to total incident ray) over different Au NS concentrations. The graph shows the comparison with 0 ppm device to obtain the enhancement and quenching regions. Above ~5.7 ppm Au NS concentration, the device enters the quenching region where quenching in the Au NS-QD coupling is more dominant than enhancement.
Fig. 5.26: Enhancement and quenching regions of Au NS concentration in the devices with 0.008 wt% QD concentration

Fig. 5.27a shows emission spectra for the devices with 0.01 wt% QD concentration (D6 to D9). By increasing concentration of Au NS from 0 to 2.20 ppm, emission peak increased from 938 a.u. to 1106 a.u. where the maximum enhancement was observed. Further increase in concentration of Au NS, resulted in increasing the rate of quenching and thermal loss which reduced emission spectra peak. At 6.5 ppm, emission peak decreased to 680 a.u. The complete trend of emission enhancement achieved in modelling is compared to experimental results for D6 to D9 and shown in Fig. 5.27b. As can be seen, modelling and experimental emission enhancement peaks were respectively 17.27% (at 2.2 ppm) and 16.8% (at 2 ppm for D9) and found to be in close agreement.
Fig. 5.27: (a) PEDAL Emission spectra for the best and worst concentration of Au NS compared with 0 ppm Au NS device (b) Comparison of the modelling and experimental emission enhancement trend (for D6 to D9)
Table 5-8 shows the detailed statistical PEDAL results for plasmonically enhanced devices with 0.01 wt% QD concentration compared with the conventional device. As presented, ~4% of the irradiated rays were reflected from the top surface and the rest of the rays (~96 %) were refracted inside the devices. When the device was doped with 2.2 ppm Au NS (Best Case), escape cone loss decreased from ~78% to ~74%. Total thermal losses increased from ~14% to ~17% due to the quenching effect. The rate of rays reaching the detector increased from 3.59% to 4.21% which increased the total output energy from ~28 W.m⁻².nm⁻¹ to ~33 W.m⁻².nm⁻¹. The optical efficiency also increased from 4.15% to 4.89% which enhanced the device integrated emission to 17.27% (close to the experimental enhancement of 16.8%).

By increasing Au NS concentration to 6.5 ppm (Worst Case), thermal losses increased to ~24%. This decreased the rate of rays reaching the detector to ~2.61%. Total output energy also reduced to ~19.41 W.m⁻².nm⁻¹ which decreased optical efficiency to 2.85%. Total integrated emission rate decreased by ~27%.

Table 5-8: Detailed statistical PEDAL results for devices with 0.01 wt% QD 575 and different concentration of Au NS

<table>
<thead>
<tr>
<th>Initial Number of Rays (Iteration)</th>
<th>1,000,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doped Material</td>
<td></td>
</tr>
<tr>
<td>QD Concentration (wt %)</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Au NS Concentration (ppm)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2.2 (REF=2)</td>
</tr>
<tr>
<td>Reflected (%)</td>
<td></td>
</tr>
<tr>
<td>4.00</td>
<td>4.00</td>
</tr>
<tr>
<td>Refracted (%)</td>
<td></td>
</tr>
<tr>
<td>96.00</td>
<td>96.00</td>
</tr>
<tr>
<td>Total Thermal Loss (%)</td>
<td></td>
</tr>
<tr>
<td>14.18</td>
<td>17.11</td>
</tr>
<tr>
<td>Escape Cone Loss (%)</td>
<td></td>
</tr>
<tr>
<td>78.23</td>
<td>74.68</td>
</tr>
<tr>
<td>Reach at Detector (%)</td>
<td></td>
</tr>
<tr>
<td>3.59</td>
<td>4.21</td>
</tr>
<tr>
<td>Total Input Energy (W.m⁻².nm⁻¹)</td>
<td></td>
</tr>
<tr>
<td>619.68</td>
<td>619.68</td>
</tr>
<tr>
<td>Total Output Energy (W.m⁻².nm⁻¹)</td>
<td></td>
</tr>
<tr>
<td>28.71</td>
<td>33.83</td>
</tr>
<tr>
<td>Geometric Gain</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>OE (%)</td>
<td></td>
</tr>
<tr>
<td>4.15</td>
<td>4.89</td>
</tr>
<tr>
<td>Solar Concentration Ratio (%)</td>
<td></td>
</tr>
<tr>
<td>3.59</td>
<td>4.21</td>
</tr>
<tr>
<td>Integrated Emission Enhancement (%)</td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>+17.26 (REF=16.8)</td>
</tr>
<tr>
<td>Simulation Time (s)</td>
<td></td>
</tr>
<tr>
<td>3410.21</td>
<td>3839.61</td>
</tr>
</tbody>
</table>
Fig. 5.28 shows the rate of rays reaching the detector over all concentrations of Au NS compared with the reference device of 0 ppm MNP. As can be observed, above ~4.2 ppm Au NS concentration, the device enters the quenching region.

![Diagram](image)

Fig. 5.28: Enhancement and quenching regions in the devices with 0.01 wt% QD concentration

Fig. 5.29 compares the emission enhancement of devices with different concentration of QD and Au NS. As it is shown, by decreasing QD concentration from 0.01 wt% to 0.008 wt%, Au NS concentration range which was required to keep the device in the enhancement region (positive side of the curve) was extended by ~35% from 0-4.2 ppm to 0-5.7 ppm. Moreover, the enhancement rate increased from ~17% (at 2.2 ppm) to ~53% (at 2.3 ppm). It has been observed that, by decreasing QD concentration, relative distance between QD and Au NS particles increased which decreased the probability of energy quenching. This can also be observed by comparing the third columns of Table 5-7 and 5-8 (Best Cases) where the rate of thermal loss decreased from ~17% (for 0.01 wt% device) to ~12% (for 0.008 wt% device).
5.4. Sources of Discrepancy in Experimental and Modelling Results

The discrepancy between the modelling and experimental results is due to several factors such as measurement, human and fabrication errors as well as modelling.

- All equipment involved in the measurements have limitations and accuracy ranges. For example, in several concentration measurements using ICP machine, ~±10% error was observed. Almost the same trend was seen in SEM imaging where only a small random area (~1000nm×1000nm) of the whole device is focused and studied. This causes some measurement errors because the real device may not be homogeneously dispersed; therefore, results from different areas may not be the same.

- In SEM imaging, even the laboratory conditions such as interference (electric field) of other instruments and small vibrations could affect the accuracy of the results.
- In modelling, particles are considered to have exactly the same size, shape and orientation which may differ in fabricated devices. Different sizes and shapes of MNP generate different SPR energy levels in different wavelengths. This changes the optical properties of MNP (including the extinction spectra and PDEF) which ultimately changes the optical properties of the modelled pLS device.

- The coupling of device and detector in experimental measurements might not be implemented optimally which can also affect the results and cause discrepancy between the modelling and experimental results. For example, a study on quality of coupling (the details will be discussed in Chapter 6) showed that only 0.5 mm airgap between the device and detector results in intensity reduction of ~20% and ~ 35% for LDS and LSC, respectively.

- The surfaces of devices are not perfectly smooth in reality. However, all surfaces were considered with no roughness in the model. This might have resulted in further discrepancies between the experimental and modelling results.

- Some non-linear parameters could not be modelled. For example, chemical interference are not considered in the model which may non-linearly change the optical properties of the device.

- In addition, the effect of temperature changes and material degradation are not considered in the model.

- QY of luminescent species are changed as a function of host material and wavelength (Bronstein, 2015); however, QY is considered as a constant number over all wavelengths in the model

- Ray tracing is based on only the particle model of light. Note that the light has been described by either Wave or Particle model; however, the nature of light is more complex and none of the models are completely correct (Glassner, 1989).

5.5. Conclusion

This Chapter presented the proposed configuration and mathematical model for pLS devices used in the PEDAL development process. PEDAL was developed as a comprehensive tool to 3D model both LS and pLS device. The achievement of both ray tracing algorithm and FDTD
method have been combined and used in PEDAL algorithm. To decrease the simulation time and improve the performance of PEDAL, two techniques were introduced and validated:

First, using an AFI which reduces the number of iterations by filtering some portion of incident rays. Although simulation time was decreased significantly by this method (from 385463 to 7272 seconds for a LS device doped with CdSe/Zns Green QDs), the value of the accuracy was also reduced by ~12.3% due to the error of estimations.

The second technique was applied to model the device with high speed and accuracy at the same time. This version of PEDAL significantly decreased the simulation time (from 385463 to 139 seconds for the same device). The simulation results showed an excellent agreement with the experimental results with discrepancy error of ~1.7%.

A computational method was introduced and tested to convert the experimental unit of concentration from ppm to the modelling unit (N/L). The method was used for Au NS and Au NR particles and the modelling results were found to be in very close agreement with the experimental outputs. Using the validated method, a conversion graph was obtained for use in PEDAL which could convert concentration from ppm to N/L based on the shape and size of the particle.

PEDAL was validated for pLS device by comparing the modelling and experimental results of 9 samples with different Au NS and QD doping concentration. Average modelling accuracy of ~96% was observed in estimating the device enhancement. The results showed that by decreasing the QD concentration from 0.01 wt% to 0.008 wt%, the Au NS concentration band (where enhancement is occurring) was extended by ~35%. The enhancement rate also increased by ~34%. This is due to the relative distance between the QD and Au NS particles been increased which reduced the probability of energy quenching. This resulted in decreasing the rate of thermal loss from ~17% (for 0.01 wt% device) to ~12% (for 0.008 wt% device).
Chapter 6: Modelling and Optimisation

This Chapter models and studies a variety of configurations and structures of luminescent solar (LS) devices using PEDAL. This included modelling of new LS device configurations such as multi-layer thin-film luminescent solar concentrator (LSC), LSCs with near-unity quantum yield (QY) and complex configurations such as LSC cavity coupling to photonic selective mirrors (optical filter). Due to environmentally unfriendly impact of poly(methyl methacrylate) (PMMA) (Council, 2018), an LSC with polydimethylsiloxane (PDMS) host material was also modelled and validated. The model predicted results were compared with experimental results, which have been found to be in close agreement.

Although this thesis focuses more on PEDAL’s abilities to model and investigate conventional and plasmonically enhanced LSC devices, it is also able to model luminescent down shifting (LDS) layers which is shown in modelling various configurations of single and multi-layer LDS devices.

The impact of nano rod (NR) alignment directionality on its optical properties was also studied. The technique can be used to characterise and optimise NR extinction spectrum and surface plasmon resonance (SPR) which can be used in optimisation of plasmonically enhanced luminescent solar (pLS) device.

6.1. Multi-Layer Thin-Film LSC

In this section, a two-layer LSC structure is modelled whose specifications are presented in Table 6-1 (Chandra et al., 2018). It is a 25 × 25 mm structure consisting of 1 mm blank glass at the bottom layer and 10 µm epoxy thin film doped with Perylene based Lumogen F Red305 dye (BASF, Germany). The input solar radiation is downshifted through the thin film and then wave guided to the edges through the glass. Only one of the edges includes a detector and there is no mirror in the structure. Direct radiation was used in the experiment and modelling whose spectrum is illustrated in Fig. 6.1 showing intensity over wavelength. The experiment and simulation were applied for different doping concentrations of dye (0.1, 0.3, 0.5, 0.7 and 0.9 wt %) whose absorption coefficient can be observed in Fig. 6.2 with a peak at ~575 nm.
The emission spectra of the thin film can be seen in Fig. 6.3 whose peak is at ~610 with a stokes-shift of ~35 nm.

Table 6-1: Specifications of the two-layer LSC structure

<table>
<thead>
<tr>
<th>Properties</th>
<th>Bottom Layer</th>
<th>Top Layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host Material Type</td>
<td>Glass</td>
<td>Epoxy</td>
</tr>
<tr>
<td>( \eta )</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Length (mm)</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Width (mm)</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Thickness (mm)</td>
<td>1</td>
<td>0.010</td>
</tr>
<tr>
<td>Luminescent Material</td>
<td>-----</td>
<td>F Red305 dye</td>
</tr>
<tr>
<td>QY (%)</td>
<td>-----</td>
<td>95</td>
</tr>
</tbody>
</table>

Fig. 6.1: Direct solar radiation spectrum used in the experiment and modelling
Fig. 6.2: Absorption coefficient for different dye doping concentrations of the thin film

Fig. 6.3: Emission spectra of the thin film
Fig. 6.4 shows the visual configuration of the LSC structure while it was simulated under only 100 rays. There is no mirror used in the structure’s planes and the detector was placed at the device edge.

![Image of the two-layer LSC structure under simulation of 100 rays](image)

Fig. 6.4: Structure of the two-layer LSC under simulation of 100 rays

The program was run for ~5 million rays. Then, simulation and experimental results were compared for different dye doping concentrations (Fig. 6.5). The modelling and experimental results are in close match. Table 6-2 reports the statistical detail of modelling results. ~4% of rays were reflected from the top surface due to the mismatch of the refraction indices of air and the epoxy layer (η = 1.5). The rest of the rays were refracted (~96%) into the structure. By increasing the doping concentration, the absorption of the device increased which reduced the rate of escape cone loss and increased thermal losses. This also resulted in the highest value of optical efficiency (10.22%) at 0.7 wt% concentration. However, further increase in dye doping concentration reduced the performance of the device due to increasing the rate of re-absorption and thermal losses.
Fig. 6.5: Comparison of the simulation and experimental results in the Two-Layer LSC for different concentrations (wt%)

Table 6-2: Statistical Results achieved by the PEDAL modelling

<table>
<thead>
<tr>
<th>Concentration (wt%)</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reflected (%)</td>
<td>4.01</td>
<td>3.98</td>
<td>4.01</td>
<td>3.99</td>
<td>3.98</td>
</tr>
<tr>
<td>Refracted (%)</td>
<td>95.99</td>
<td>96.02</td>
<td>95.99</td>
<td>96.01</td>
<td>96.02</td>
</tr>
<tr>
<td>Thermal Loss (%)</td>
<td>13.69</td>
<td>21.05</td>
<td>27.77</td>
<td>29.21</td>
<td>34.49</td>
</tr>
<tr>
<td>Exit the Edges (%)</td>
<td>80.88</td>
<td>71.65</td>
<td>63.33</td>
<td>55.93</td>
<td>55.65</td>
</tr>
<tr>
<td>Reached PV (%)</td>
<td>1.42</td>
<td>3.32</td>
<td>4.89</td>
<td>10.87</td>
<td>5.88</td>
</tr>
<tr>
<td>OE (%)</td>
<td>1.03</td>
<td>2.66</td>
<td>4.08</td>
<td>10.22</td>
<td>5.14</td>
</tr>
</tbody>
</table>
6.2. LSC Devices with Near-Unity QY

6.2.1. LSC with PV Mounted at Four Edges

PEDAL was used to model a LSC where 86% QY was achieved for CdSe/CdS core/shell by optimizing the QD shell thickness (Coropceanu and Bawendi, 2014). QD was dissolved in transparent host material which was a mixture of monomeric precursor (lauryl methacrylate) and a cross-linker (ethylene glycol dimethacrylate) to fabricate a $2 \times 2 \times 0.2$ cm LSC. The emission peak of the QD was at $\sim$650 nm. The optical properties of the real device were obtained using an integrating sphere where the integrated emission of the device with covered edges (using black carbon paint) was subtracted from the integrated emission of the original device. This resulted in obtaining the integrating emission of the edges alone which was $\sim$48% at 400 nm. In PEDAL, the edge emission was directly obtained by defining the detectors at the edges of the device. Fig. 6.6 shows the visualization of the modelled device under 100 direct rays.

Modelling results obtained under 1,000,000 input rays can be found in Fig. 6.7 where $\sim$4% of input spectrum was reflected from the top surface of the device due to mismatching in refraction indices of air and polymer host material. The rest of the rays ($\sim$96%) were refracted inside the device. $\sim$16% of radiation was lost due to escape cone loss. $\sim$32% of rays were lost through thermal losses including the attenuation of host material, reabsorption and non-unity QY of QD. $\sim$49% of rays reached the detector at the edges of the device which was in close agreement with experimental results (48%).
Fig. 6.6: Configuration of the modelled device under only 100 rays

Fig. 6.7: Statistical modelling results for device under 1,000,000 incident rays (400 nm)
6.2.2. Optimization of LSC Cavity Coupled with Photonic Selective Mirror

To decrease the rate of escape cone loss and to trap more radiation inside LSC, Bronstein et al., 2015 introduced a cavity using a photonic mirror. The device comprised of a 30 µm polymer (poly[lauryl methacrylate] (PLMA)) with refraction index of 1.4 doped with CdSe/Cds QDs on top of a 180 µm quartz plate with a refraction index of 1.5 (Bronstein et al., 2015). LSC had a width and length of 38 mm (1.5 inch). A silicon PV solar cell with dimensions of 1500×100×30 µm was installed inside the polymer acting as a detector. The side and bottom surfaces were covered by a mirror with high reflectivity (~0.99). Reflectance of the top wavelength-selective photonic mirror was a function of both incident angle and wavelength matched with the peak of emission spectrum of QD (~600 nm) (Bronstein, 2015).

Absorption of QD was below 500 nm. The mirror accepted high energy blue incident radiation from 350 nm to 520 nm with average transmission of ~90%. Over QD emission range (~600 nm), average reflectance of the photonic mirror was ~98% which resulted in trapping the emitted radiation. Due to using the photonic mirror, more red-shifted radiation was wave-guided in the device which increased the rate of rays reaching the PV solar cell. The configuration of the modelled device can be seen in Fig. 6.8.
Both Open-Top and With-Mirror structures were modelled under 450 nm incident radiation matched with absorption range of QD where top mirror transmission is also high (~90%).

In the first stage, the model was used to obtain the optimised geometric gain ($G_g$) for the Open-Top device. While the optical depth (obtained from Eqn (2.29)) was kept constant ($\tau = 0.5$), $G_g$ was increased by changing the top aperture area. As can be observed in Fig. 6.9, increasing $G_g$, enhanced total solar concentration ratio ($C$); however, further than the optimum point ($G_g = 60$), no enhancement was seen in the performance of the device due to increasing the rate of thermal losses. Modelling results for optimum geometric gain closely matched the experimental results ($G_g = 61$).
By considering the optimised geometric gain \((G_g = 60)\), the model was used to optimise QD concentration of both Open-Top and With-Mirror structures. As shown in Fig. 6.10, modelling and experimental \(C\) over \(\tau\) were compared and found to be in close agreement.

In both devices, increasing \(\tau\) from 0 to 0.65 increased \(C\) which was due to the increase in the rate of QD absorption and emission. However, for further values of \(\tau\), \(C\) mitigated because the density of doped QDs increased which increased the probability of non-unity QY and reabsorption losses. It appears that With-Mirror structure presented better performance in comparison with Open-Top device and could achieve \(\sim 30\) \(C\) which was only \(\sim 15\) for the Open-Top LSC.

![Solar concentration ratio over geometric gain variation](image-url)
Table 6-3 compares more statistical results obtained for both Open-Top and With-Mirror structures under 450 nm incident radiation. Using the photonic mirror on top of LSC resulted in decreasing escape cone losses from \(~50\%\) (in Open-Top) to \(2\%\) (in With-Mirror) which was due to high reflectance \((\sim 98\%)\) of the top selective mirror at QD emission peak \((\sim 600 \text{ nm})\) resulting in trapping incident rays. Trapping more rays increased the rate of internal reflections (and photon path length) which mainly increased non-unity QY, attenuation and scattering losses inside the host material. This resulted in increasing thermal losses from \(~12\%\) in Open-Top to \(43\%\) in With-Mirror configuration. However, \(~47\%\) of rays reached the PV solar cell resulted in \(C \approx 30\).

As thermal losses are quite high in LSC cavity \((\sim 43\%)\), one method to increase the performance can be to use more transparent host materials which reduces attenuation losses.
Table 6-3: Statistical results achieved from the “Open-Top” and “With-Mirror” structure under $\tau$ of 0.65 and geometric gain of 60 under 450 nm incident radiation

<table>
<thead>
<tr>
<th>Initial Incident Rays</th>
<th>With-Mirror</th>
<th>Open-Top</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflected Ray (%)</td>
<td>10.00</td>
<td>15.83</td>
</tr>
<tr>
<td>Refracted Ray (%)</td>
<td>90.00</td>
<td>84.17</td>
</tr>
<tr>
<td>Escaped Rays (%)</td>
<td>1.8</td>
<td>49.92</td>
</tr>
<tr>
<td>Thermal Loss (%)</td>
<td>42.17</td>
<td>11.21</td>
</tr>
<tr>
<td>Reached PV (%)</td>
<td>46.03</td>
<td>23.04</td>
</tr>
<tr>
<td>$C$</td>
<td>29.28</td>
<td>14.51</td>
</tr>
</tbody>
</table>

6.3. Optimisation of LSC with Silicon PDMS Host Material

PDMS host material can be a future alternative for PMMA to reduce the environment impact (Council, 2018). In this section, an LSC with Silicon PDMS host material doped with red dye (Sethi, 2019) is modelled and optimised using PEDAL. LSC specifications can be seen in Table 6-4. Size of LSC is $45 \times 45 \times 3$ mm and it includes no mirror while the detector is at one of the edges (shown in Fig. 6.11). The absorption and emission spectra of the luminescent material is shown in Fig. 6.12. The absorption peak is at $\sim$550 nm and the emission peak is at $\sim$600 nm with stokes-shift of $\sim$50 nm.

Table 6-4: Specification of the LSC with Silicon PDMS host material doped with red dye

<table>
<thead>
<tr>
<th>Host Material Type</th>
<th>Dimension (mm)</th>
<th>Luminescent Material</th>
<th>QY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicon PDMS</td>
<td>$45 \times 45 \times 3$</td>
<td>Red Dye</td>
<td>0.95</td>
</tr>
</tbody>
</table>
Fig. 6.11: Modelled LSC structure in the program while only 200 rays were irradiated to the device

Fig. 6.12: Normalized emission and absorption spectra of red dye
LSC was modelled for dye doping concentrations of 10, 30, 70 and 100 ppm. Fig. 6.13 shows the comparison of experimental and modelling emission spectra at the edge of the LSC for different concentrations. By increasing the dye doping concentration from 10 to 100 ppm, peak of emission intensity increased. However, further increase in concentration, increased in the probability of re-absorption. Higher reabsorption increased the rate of thermal losses which reduced the performance of the device. This can be seen in detail in Fig. 6.14 showing the modelled and experimental integrated emission of the device over dye doping concentration. The modelled and experimental results are in close agreement. The device with ~70-100 ppm dye concentration was found to be the optimized device reaching the highest emission peak. Further increase in dye concentration could not enhance the performance and efficiency of the device due to increase in reabsorption losses.

Fig. 6.13: Comparison of experimental and modelling emission spectra detected at the edge of the LSC for different doping concentration of dye
Table 6-5 presents detailed statistics of modelling results. ~16% of rays were reflected from the top surface due to mismatched refraction indices of air and PDMS layer in all configurations. The rest of the rays were refracted (~84%) into the structure. By increasing the dye concentration from 10 to 100 ppm, the rate of thermal loss has increased from ~1.3% to ~8% due to the increase in non-unity QY and re-absorption losses. Best performance was observed for the device with 100 ppm dye concentration with optical efficiency of ~8.25%.
Table 6-5: Statistical results achieved by the PEDAL model for the LSC

<table>
<thead>
<tr>
<th>Concentration (ppm)</th>
<th>10</th>
<th>30</th>
<th>70</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reflected (%)</td>
<td>15.90</td>
<td>15.74</td>
<td>15.91</td>
<td>15.90</td>
</tr>
<tr>
<td>Refracted (%)</td>
<td>84.10</td>
<td>84.26</td>
<td>84.09</td>
<td>84.10</td>
</tr>
<tr>
<td>Thermal Loss (%)</td>
<td>1.29</td>
<td>2.46</td>
<td>4.34</td>
<td>8.30</td>
</tr>
<tr>
<td>Escape Cone Loss (%)</td>
<td>76.64</td>
<td>73.28</td>
<td>69.51</td>
<td>64.47</td>
</tr>
<tr>
<td>Reached PV (%)</td>
<td>6.17</td>
<td>8.52</td>
<td>10.24</td>
<td>11.33</td>
</tr>
<tr>
<td>Geometric Gain</td>
<td></td>
<td></td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>OE (%)</td>
<td>4.78</td>
<td>6.42</td>
<td>7.57</td>
<td>8.25</td>
</tr>
</tbody>
</table>

6.4. PEDAL for Luminescent Down Shifting (LDS) Layer Analysis

This thesis mostly focuses on using PEDAL for modelling and investigating various types of LSC and pLSCs. However, PEDAL is also capable of modelling and investigating different configurations of LDS and pLDS devices which were not studied here due to time limitations and lack of enough experimental data required for validation. To show the capability and reliability of PEDAL for this application, various configurations of LDS devices are presented in the following sections.

6.4.1. Multi-Layer LDS Device Modelling

PEDAL was used to model an LDS device (Klampaftis and Richards, 2011) in which mc-Si PV encapsulated by a poly-ethylene vinyl acetate (EVA) was doped with Lumogen-F violet 570 dye (BASF).

The specification of the LDS device is presented in Table 6-6. It is a two-layer 77 × 77 mm device including 0.5 mm EVA encapsulation layer with refraction index of 1.51 covered by
3.3 mm glass with $\eta = 1.5$. Absorption and emission spectra of the doped luminescent material is presented in Fig. 6.15.

Table 6-6: Configuration mc-Si PV cell with encapsulated layer doped with violet dye

(Klampaftis and Richards, 2011)

<table>
<thead>
<tr>
<th>Properties</th>
<th>Encapsulation Layer</th>
<th>Top Layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host Material Type</td>
<td>EVA</td>
<td>Glass</td>
</tr>
<tr>
<td>$\eta$</td>
<td>1.51</td>
<td>1.5</td>
</tr>
<tr>
<td>Length (mm)</td>
<td>77 mm</td>
<td>77 mm</td>
</tr>
<tr>
<td>Width (mm)</td>
<td>77 mm</td>
<td>77 mm</td>
</tr>
<tr>
<td>Thickness (mm)</td>
<td>0.5 mm</td>
<td>3.3 mm</td>
</tr>
<tr>
<td>Used Luminescent Material</td>
<td>Lumogen-F violet 570 dye</td>
<td>-----</td>
</tr>
<tr>
<td>Quantum Yield (QY)</td>
<td>90%</td>
<td>-----</td>
</tr>
</tbody>
</table>

Fig. 6.15. Normalized emission and absorbance spectra of Lumogen-F violet 570 dye used for the enhanced PV device
PEDAL used AM1.5 global solar radiation (NREL, 2019). Fig. 6.16 shows the visualization of the simulation for 100 incident rays and their final fate inside the device (Rafiee et al., 2018a).

![Fig. 6.16. Multi-layer LDS device under simulation of 100 rays: PV is the black plane at the bottom of the structure. The black spots show the solar radiation source, the green spots show the first intersection point of the input rays with the top plane. Red spots were the rays which were lost as heat due to the reabsorption or attenuation of the host material. The yellow spots show the rays which reached the PV and the cyan spots illustrate the rays which were lost as the escape cone loss.](image)

The number of incident rays increased to enhance modelling accuracy. Table 6-7 shows the statistical results predicted by PEDAL for 1,000,000 incident rays (AM 1.5G). ~18% of rays were reflected due to angular difference between the incident rays and normal vector of top surface ($\theta_I$); moreover, mismatch of the refraction indices of air and the glass layer. The rest of the rays were refracted (~83%) into the structure where ~7% of them were lost due to the loss mechanisms such as escape cone and thermal losses such as attenuation, scattering and reabsorption losses. The rest of the rays (~76%) were detected by the PV cell. Due to using luminescent material inside the encapsulation layer, current density ($J_{SC}$) of PV was increased from 31.30 to 31.38 mA/cm$^2$ and resulted in increasing the solar cell efficiency from 14.93% to 15.07%. Moreover, it can be observed that the modelling and reference results for $J_{SC}$ are closely matched and the discrepancy error was less than 1%.
Table 6-7: Statistical Results achieved by the PEDAL modelling

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Irradiated Photons</td>
<td>1,000,000</td>
</tr>
<tr>
<td>Reflected (%)</td>
<td>17.29</td>
</tr>
<tr>
<td>Refracted (%)</td>
<td>82.71</td>
</tr>
<tr>
<td>Thermal Loss (%)</td>
<td>0.15</td>
</tr>
<tr>
<td>Escape Cone Loss (%)</td>
<td>6.11</td>
</tr>
<tr>
<td>Reached PV (%)</td>
<td>76.45</td>
</tr>
<tr>
<td>$J_{SC}$ (mA/cm$^2$) (Bare PV Solar Cell)</td>
<td>Reference(Klampaftis and Richards, 2011)</td>
</tr>
<tr>
<td>$J_{SC}$ (mA/cm$^2$) (LDS-PV Device)</td>
<td>Reference(Klampaftis and Richards, 2011)</td>
</tr>
</tbody>
</table>

Fig. 6.17 compares the modified external quantum efficiency (EQE) of the LDS device with the reference EQE of the bare mc-Si PV solar cell. As is exhibited, the modelling and reference spectra are in close agreement. The LDS layers increased EQE from 25% to 35% at 300 nm, and by 15% in the region between 300 to 400 nm.

![Fig. 6.17. Comparison of modified EQE of the enhanced device with EQE of a bare PV cell](image-url)
6.4.2. Investigating the Effect of Loss Mechanisms on LDS Device Performance

In this section, an LDS doped with EU$^{3+}$ complex (Liu et al., 2013a) is modelled (Rafiee et al., 2017a). Absorption and emission spectra of the luminescent material is presented in Fig. 6.18 where absorption spectrum covers 250-400 nm and the emission peak is at ~610 nm which provides a large stoke-shift of ~260 nm. The size of the LDS layer is 156 cm$^2$ with 0.15 mm thickness, deposited on top of c-Si PV. The solar radiation used in the experiment and modelling was AM 1.5 global solar radiation. The doping concentration of the EU$^{3+}$ complex was 1%.

![Normalized emission and absorption spectra for EU complex (Liu et al., 2013a)](image)

LDS based PVA layer was simulated under 250,000 rays while all loss mechanisms were considered in the model. Fig. 6.19a shows the simulation and experimental output spectra of the LDS (in arbitrary units) which are compared with the input solar radiation of the LDS layer. The output spectrum of the LDS layer has a peak at ~610 nm which is due to the emission peak of the EU$^{3+}$ complex. It is also red-shifted by 60 nm (from 300 nm to 360nm) in comparison with AM 1.5G solar radiation due to the absorption band of the EU$^{3+}$ complex. Fig. 6.19b shows the simulation and the experimental $EQE_{LDS}$ spectra in comparison with the $EQE$ of uncoated PV. EQE of the PV is significantly improved by ~46% in the wavelength range of 300-365 nm by LDS layer.

![Simulation and experimental output spectra of the LDS layer](image)
Fig. 6.19: (a) Output spectrum of the LDS based PVA layer obtained from modelling (red) and experimental (blue) in comparison with the input solar radiation spectrum (black). The spectra are normalised to AM1.5G solar radiation. (b) Modelling (red) and experimental (blue) EQE curves in comparison with the EQE of uncoated c-Si PV cell (black).
LDS layer was also modelled without counting the loss mechanisms of the PVA matrix material such as attenuation and scattering losses. As can be seen in Fig. 6.20, the modelling and experimental spectra are not well-matched in this case. This clearly shows the effect of including material losses in the LDS modelling.

In the next step, LDS based epoxy, glass and PMMA were simulated under the same conditions for the LDS layer (Fig. 6.21). The trend and position of peaks in all layers are similar; however, red-shifting and peak values are different. This is due to different attenuation and scattering losses caused by different host materials.

![Graph](image)

Fig. 6.20: Output spectrum of the LDS based PVA layer obtained from modelling (red and no loss mechanisms is counted) and experimental (blue). The spectra are normalised to AM1.5G solar radiation
Fig. 6.21: Output spectrums of LDS layers based, epoxy, glass, PMMA and PVA compared to the solar radiation spectrum. The spectra are normalised to AM1.5G solar radiation.

The statistical modelling results are summarised in Table 6-8. In the LDS based PVA modelling, \( \sim 17\% \) of rays are reflected after striking the top surface of the LDS layer due to different \( \theta \) and mismatching in refraction index of air (1) and the PVA film (1.49). It has been found that, 2.7% of rays were lost as thermal losses which is due to either attenuation loss of the PVA matrix material or non-unity QY of the luminescent material. Majority of rays (\( \sim 80\% \)) reached the PV cell at the bottom layer which resulted in approximately 79% optical efficiency and a 31.39 mA.cm\(^{-2}\) current density. It is observed that by including the loss mechanisms, the model is validated and the simulation results are in excellent agreement with experiments (maximum 2.2% discrepancy error in peak). In the case where no attenuation or scattering losses were included, the rate of thermal losses decreased from 2.69% (in PVA modelling) to 1.01%. This resulted in the final optical efficiency of 81%, current density of 31.41 mA.cm\(^{-2}\) and discrepancy error of \( \sim 27\% \). Using epoxy as the matrix material of LDS, the lowest rate of thermal loss (0.87%) was achieved in comparison with other host materials. This resulted in the highest optical efficiency (81.52%) and current density (31.41 mA.cm\(^{-2}\)).
Table 6-8: Statistic results for LDS devices modelled with different matrix materials

<table>
<thead>
<tr>
<th>Modelled Matrix Material</th>
<th>PVA</th>
<th>Without Loss</th>
<th>Glass</th>
<th>Epoxy Resin</th>
<th>PMMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reflected (%)</td>
<td>17.03</td>
<td>16.86</td>
<td>17.05</td>
<td>16.99</td>
<td>16.92</td>
</tr>
<tr>
<td>Refracted (%)</td>
<td>82.97</td>
<td>83.14</td>
<td>82.95</td>
<td>83.01</td>
<td>83.08</td>
</tr>
<tr>
<td>Thermal Loss (%)</td>
<td>2.69</td>
<td>1.01</td>
<td>2.44</td>
<td>0.87</td>
<td>1.02</td>
</tr>
<tr>
<td>Exited the Edges (%)</td>
<td>0.01</td>
<td>0.01</td>
<td>0.003</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Reached PV (%)</td>
<td>80.27</td>
<td>82.12</td>
<td>80.50</td>
<td>82.13</td>
<td>82.05</td>
</tr>
<tr>
<td>OE (%)</td>
<td>79.45</td>
<td>81.31</td>
<td>79.85</td>
<td>81.52</td>
<td>81.43</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$J_{sc}$ (mA cm$^{-2}$)</th>
<th>For Uncoated PV : 31.19 mA cm$^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>31.39</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Red-Shifting (nm)</th>
<th>In REF: 63nm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>60</td>
</tr>
</tbody>
</table>

| Discrepancy Error in Peak Point in Comparison with the REF PVA Layer (%) | 2.2 | 27.34 | 13.77 | 19.57 | 18.84 |

6.4.3. Optical Coupling Sensitivity Study

LSC of $60 \times 60 \times 3$ mm and LDS of $100 \times 100 \times 0.01$ mm with epoxy and PMMA host material, respectively were modelled with PEDAL (Rafiee et al., 2020). The specifications of the devices are summarized in Table 6-9. AM1.5 global solar radiation (NREL, 2019) was used to generate the incident photon flux for modelling. Both devices were doped with CdSe/ZnS QDs with QY of 85%. QD emission and absorbance spectra are shown in Fig. 6.22. QDs absorbed solar radiation below 500 nm with an absorbance peak at 460 nm. Emission of the QD was a gaussian spectrum in the region between 430 to 530 nm with a peak at ~485 nm which resulted in a stokes-shift of ~25 nm.
Table 6-9: Configuration of the modelled LSC and LDS devices

<table>
<thead>
<tr>
<th></th>
<th>LSC Device</th>
<th>LDS Thin Film</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Radiation Type</strong></td>
<td>AM1.5G</td>
<td>AM1.5G</td>
</tr>
<tr>
<td><strong>Host Material Type</strong></td>
<td>Epoxy</td>
<td>PMMA</td>
</tr>
<tr>
<td><strong>Length (mm)</strong></td>
<td>60 mm</td>
<td>100 mm</td>
</tr>
<tr>
<td><strong>Width (mm)</strong></td>
<td>60 mm</td>
<td>100 mm</td>
</tr>
<tr>
<td><strong>Thickness (mm)</strong></td>
<td>3 mm</td>
<td>0.01 mm</td>
</tr>
<tr>
<td><strong>Geometric Gain</strong></td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td><strong>CdSe/ZnS QY</strong></td>
<td>0.85</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Fig. 6.22: Normalized absorption coefficient and emission spectra for CdSe/ZnS QD (Kennedy, 2010)

Both devices (shown in Fig. 6.23) were modelled under similar conditions and inputs. Top surface reflection was ~17% for both devices due to the close refraction indices of host
materials ($\eta \approx 1.5$). The rest of the photons (~82%) were refracted into the layers. The devices were modelled for different airgap thicknesses ($G = 0$ to 2 mm) between the luminescent layer and PV solar cell.

![Diagram of LSC and LDS devices](image)

(a)

(b)

Fig. 6.23: Configuration of an (a) LSC and (b) LDS devices modelled to study the optical coupling impacts – you need to explain the numbers in the figure.
Fig. 6.24a shows the total optical efficiency (OE) over the airgap variations for the LDS device. Overall, the airgap between the LS devices and PV solar cell should be kept as small as possible. OE significantly decreased from ~82% to 76% when $G$ increased by only 0.1 mm. Further increase in $G$ from 0.1 to 2 mm, resulted in OE decreasing smoothly to ~66%.

The initial fall in the optical efficiency of the LSC with air gap thickness was significantly less steep for the LSC than the LDS device (Fig. 6.24b), under perfect optical coupling conditions ($G = 0$ mm), OE was ~2.79% which decreased to 2.16% when $G$ increased to 0.5 mm. Above $G = 0.5$ mm, OE decreased with less steep slope and reached 1.85 at $G = 2$ mm.

Table 6-10 presents detailed statistical modelling results where it can be seen that for LDS, by increasing the airgap from 0 to 2 mm, 15.5% increase was found in the rate of the photons exiting the edges. Moreover, thermal losses increased by ~0.32%. Increase in the edge losses was due to the photon deviation in the airgap as a result of refraction index differences. The increase in thermal losses was because of the increase in photon pathlength resulting in higher attenuation losses inside the airgap. These losses decreased the rate of photons reaching the bottom-mounted PV from ~82% to 66%. As a result, ~19% deduction ($\Delta\eta_{opt}$) was observed in the performance of the device. For the modelled LSC, increasing the airgap resulted in ~0.27% increase in thermal and 0.43% increase in edge losses. Therefore, the rate of the photons reaching the PV cell at the side-edge decreased from 2.46 to 1.77. The total solar concentration ratio decreased from 56% to 36% which resulted in ~37% performance deduction.
Table 6-10: Investigating the performance of the modelled devices by changing the airgap thickness

<table>
<thead>
<tr>
<th>LPV Device</th>
<th>LDS</th>
<th>LSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G$ (mm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Reflected (%)</td>
<td>17.42</td>
<td>17.43</td>
</tr>
<tr>
<td>Refracted (%)</td>
<td>82.58</td>
<td>82.57</td>
</tr>
<tr>
<td>Thermal Loss (%)</td>
<td>0.02</td>
<td>0.34</td>
</tr>
<tr>
<td>Exited the Edges (%)</td>
<td>0.0003</td>
<td>15.50</td>
</tr>
<tr>
<td>Reached PV (%)</td>
<td>82.55</td>
<td>66.73</td>
</tr>
<tr>
<td>$OE$ (%)</td>
<td>82.56</td>
<td>66.74</td>
</tr>
<tr>
<td>$\Delta \eta_{opt}$ (%) - Between $G = 0$ to $2$mm</td>
<td>-19.17%</td>
<td>-36.67%</td>
</tr>
</tbody>
</table>
6.5. Impact of Nano Rod (NR) Alignment on their Optical Properties

NR optical properties can be changed based on the polarization of incident light and direction of NR (van der Zande et al., 1999). When NRs are oriented randomly, optical response includes both transverse and longitudinal resonances. In the case of NR alignment, two events may occur: if the incident light polarization (E) is parallel to the longitudinal direction of NR, longitudinal resonance will be dominant in characterising the optical properties. Similarly, if the incident light polarization is perpendicular to the longitudinal direction of NR, transverse resonance will govern the optical properties.

NRs alignment is undertaken by applying electric field experimentally; however, it is hard to get full alignment between all NRs (van der Zande et al., 1999). Here, the developed model is used to study and estimate the effect of both longitudinal and transverse alignments on optical properties of the same Au NR used in section 5-3-2 (22 nm length and aspect ratio=2.8) (Sethi, 2017). Fig. 6.25 shows NR under simulation for both longitudinal resonance and transverse cases. As it is observed in Fig. 6.25a, the incident polarization is in parallel with longitudinal direction of NR (x direction) while it is propagated in z direction. Regarding transverse case (Fig. 6.25b), as it was not possible to change the incident propagation direction in the program, the particle has been relocated and placed in parallel with the direction of propagation (z).
The extinction spectra of Au NR for both longitudinal and transverse cases can be seen and compared in Fig. 6.26. The longitudinal resonance peak is at ~700 nm while the transverse peak is at ~550 nm.

As is shown, by aligning the NRs in the direction of interest, their optical properties and extinction spectra can be tuned within a wide range. In terms of application in pLS device design and optimization, this gives the chance to spectrally match the coupled NR and luminescent material to enhance the pLS device performance. This will be investigated in the Chapter 7.
6.6. Conclusion

This Chapter modelled and studied different configurations of luminescent solar devices to show more validation results and capabilities of PEDAL. This included modelling new device configurations such as multi-layer thin-film LSC, devices with near-unity QY, LSC cavity and LSC with PDMS host material. PEDAL results were found to be in close agreement with experimental outputs. This was mainly due to considering all optical processes in LS devices such as reflection, refraction, absorption, emission, enhancement, transmission and also loss mechanisms such as reabsorption, non-unity QY, quenching, attenuation, scattering and escape cone losses in the modelling algorithm.

Although PEDAL was mostly used to model and study various configurations of LSC and pLSC devices in this thesis, it was also able to model LDS devices. This was shown through modelling results of various configurations of LDS devices where the results were in close agreement with experimental outcomes.

In modelling a multi-layer LDS, EQE improved by 15% due to doping EVA with violet dye. This occurred in the region between 300 to 400 nm where the dye has the highest absorbance. This indicates that the absorbance of dye should match the lower-efficiency region of EQE spectrum for improved performance. Dye emission peak should be where the PV EQE is highest so it red-shifts the absorbed energy to the region where PV is relatively more efficient.

In modelling an LDS layer of EU$^{3+}$ doped in PVA film, it was found that, when loss mechanisms such as attenuation and scattering are counted in the model algorithm, the model’s discrepancy, in comparison with the experimental results, is significantly improved from ~27% to 2%. By considering the losses, an excellent agreement has been achieved between the experimental and the model results. Using the developed model, the LDS layer achieved 79% optical efficiency and 31.39 mA. cm$^{-2}$ current density. In addition, the EQE of the PV was significantly improved by ~46% in the wavelength range of 300-365nm.

In addition, in modelling of the performances of LDS based glass, epoxy and PMMA layers, the best results were achieved by LDS based epoxy layer with ~82% optical efficiency and 31.41 mA. cm$^{-2}$ current density. Different degrees of red-shift were observed in the modelled LDS layers when compared to the solar radiation spectrum. Therefore, the selection of the matrix material is very important when designing the LDS layer. The matrix material must be
a suitable environment for the luminescent species and should exhibit a high transmittance and low scattering over the LDS operating wavelength, 300-500 nm. Also, the matrix materials should be highly transparent in the region where the PV cell is efficient so that it does not attenuate the incident rays in this region. It has been observed that, all used matrix materials are transparent after ~300nm; however, their optical response in the region between 300-400nm can significantly change the response and optical properties of LDS layer.

In studying the effects of optical coupling quality on device efficiency, the performance of LSC decreased by increasing G from 0 to 0.5 mm; while, the performance of LDS was more significantly affected at low air gaps. However, over the studied air-gap range, the LSC efficiency was affected more than that of LDS. ~19% performance reduction was observed for the LDS when G increased from 0 to 2 mm; while, the performance of the LSC reduced by ~37% under the same conditions. This indicated that the LSC was more sensitive to the quality of optical coupling than LDS.

The impact of NR directionality on its optical properties was also investigated in this Chapter. Although fully aligning NRs and studying their optical properties are quite challenging experimentally, the developed model was able to study and estimate the effect of both longitudinal and transverse alignments on optical properties of NRs. The modelling results showed that the resonance frequency can be tuned by NR alignment. E.g. for Au NR (with 22 nm length and aspect ratio=2.8), the longitudinal resonance peak is occurring at ~700 nm the transverse resonance peak is taking place at ~550 nm. This can be an interesting feature in optimising pLS devices and matching the optical properties of NR and luminescent material which is discussed in the next Chapter.
Chapter 7: Novel Structures and Upscale of pLS Device

This Chapter uses PEDAL as a tool to model, estimate and study the performance of a large scale plasmonically enhanced Luminescent Solar (pLS) device to develop a large scale building integrated photovoltaic (BIPV) component. The impact of gold nano rod (Au NR) alignment and directionality on pLS device performance is also studied. The achievements give valuable knowledge for design and optimising pLS device in terms of selecting suitable optically-matched material (metal nano particle, luminescent, host material and solar cell), their doping concentration, size and performance of the device. The idea of using a stem component (SC) in fabricating large scale pLS devices is also proposed whose specifications and advantages are discussed.

7.1. Material Specifications and Optical Properties

Specifications of the modelled plasmonically enhanced luminescent solar concentrator (pLSC) is presented in Table 7-1. The initial configuration of the device is doped with ZnCuInSZnS QD (QD 700) and has the size of 45 × 45 × 3 mm which was optimised experimentally for LSC (Ben Sexton, Sexton, 2018). The same Au NR discussed in Section 6-5 (22 nm length and AR=2.8) (Sethi, 2017) was used in the pLSC to separately study the impact of both longitudinal and transvers surface plasmon resonance (SPR) peaks on pLSC performance. The absorption and emission (peak at ~700 nm) spectra of QD 700 is shown in Fig. 7.1a. The device was modelled under global, direct and diffuse solar radiation spectrum (NREL, 2019) in the range of 300 nm-1000 nm shown in Fig. 7.1b.

<table>
<thead>
<tr>
<th>Host Material Type</th>
<th>Predefined Dimension (mm)</th>
<th>Luminescent Material</th>
<th>QY</th>
<th>Au NR Size (nm)</th>
</tr>
</thead>
</table>

Table 7-1: Specifications of each pLSC doped with QD 700 and Au NR
<table>
<thead>
<tr>
<th>PMMA</th>
<th>45 × 45 × 3</th>
<th>QD 700</th>
<th>0.5</th>
<th>length=22 (AR=2.8)</th>
</tr>
</thead>
</table>

(a) Absorption (0.1 wt%) and Emission

(b) Solar Radiation (W/nm.m²) for AM1.5 Global, AM1.5 Direct, and AM1.5 Diffuse
The design and optimisation of this device was undertaken by PEDAL through the following methodology:

- QD concentration is optimised in the small scale LSC (45 × 45 × 3 mm)
- Au NR is coupled to QD in the optimised LSC to model small scale pLSC and optimising its NR doping concentration.
- NR alignment impact is also studied on the optical performance of pLSC.
- The geometric gain ($G_g$) of pLSC is optimised to obtain large scale device
- The suitable photovoltaic (PV) solar cell is chosen whose external quantum efficiency (EQE) is spectrally overlapped the edge-emission spectrum of the pLSC.

7.2. LSC Optimization

7.2.1. Optimization of QD Doping Concentration

The configuration of the modelled small-scale device (45 × 45 × 3 mm) can be seen in Fig. 7.2. The lateral edges of the device has been covered by PV detectors. The device has been modelled for different QD doping concentration from 0.01 wt% to 0.13 wt% under different solar radiation inputs.
Fig. 7.2: Modelled small scale LSC in the program while ~300 rays were applied to the device

Fig. 7.3 shows the optical efficiency (OE) of the device achieved under global, direct and diffuse solar radiation. OE peak for all cases was obtained at ~ 0.09 wt% QD doping concentration (optimised case). Under global solar radiation, thermal losses increased by increasing the doping concentration of QD (from 0.01 wt% to 0.09 wt%) due to the increase in reabsorption and non-unity QY of QD. However, the escape cone losses reduced from ~79% to ~64% which increased the waveguiding and OE from 5.37% (in 0.01 wt %) to 7.86% (in 0.09 wt %).

Although the results obtained under global solar radiation are considered for the device optimisation process, the highest OE was achieved under diffuse solar radiation which is discussed in Section 7.2.2 in more detail.
7.2.2. Impact of Diffuse and Direct Solar Radiation on LSC Performance

Fig. 7.4 can be used to estimate the optical performance of LSCs based on the ratio of diffuse and direct solar radiation. In Table 7-2, the best performance of the device was obtained under diffuse solar radiation where the device could reach the OE of ~8.50% under optimised condition (doping concentration of 0.09 wt%) which was ~75% more than OE peak obtained under direct solar radiation (~4.8%). Under diffuse solar radiation, LSC could achieve 9.90% waveguide efficiency which was almost double that of the device under direct light (5.09%). This was mainly due to the decrease in escape cone losses from ~79% (under direct solar radiation) to ~58% (under diffuse solar radiation). Surface reflection was 2.7% under direct radiation (due to perpendicular angle of incident ray) which was much less than the surface reflection under diffuse light (~16%).
Fig. 7.4: OE of the optimised small LSC based on the rate of local diffuse and direct solar radiation

Table 7-2: Statistical results achieved by PEDAL for LSC with various doping concentration of QD 700

<table>
<thead>
<tr>
<th>Solar Radiation Type</th>
<th>Global</th>
<th>Direct</th>
<th>Diffuse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doping Concentration (wt%)</td>
<td>0.01</td>
<td>0.07</td>
<td>0.09 (Optimised)</td>
</tr>
<tr>
<td>Reflected (%)</td>
<td>15.75</td>
<td>15.79</td>
<td>15.67</td>
</tr>
<tr>
<td>Refracted (%)</td>
<td>84.25</td>
<td>84.21</td>
<td>84.33</td>
</tr>
<tr>
<td>Thermal Loss (%)</td>
<td>1.25</td>
<td>7.27</td>
<td>12.10</td>
</tr>
</tbody>
</table>
### 7.3. Impact of NR Alignment on pLSC Performance

The results of the optimised LSC in the last section under global solar radiation (~740 W.m\(^{-2}\).nm\(^{-1}\)) were used to optimise small-scale pLSC by coupling QD to both Au NR configurations (with longitudinal and transverse alignment) which were discussed in section 6-5. Au NR doping concentration increased from 0 ppm to 2 ppm. Fig. 7.5 and Table 7-3 compare OE of LSC and pLSC devices. The best OE of 9.8% was obtained for the pLSC with Au NR doping concentration of ~1 ppm (with transverse alignment). This was ~25% more than the OE of LSC.

As it might be very hard to achieve full NR alignment experimentally (van der Zande et al., 1999), OE was also estimated for randomly oriented Au NR in pLSC which resulted in ~9.28% maximum OE.

As is presented, in longitudinal alignment, although Au NR resonance frequency (extinction peak) matched QD emission peak (which enhances the coupling emission efficiency), pLSC achieved less OE (~8.9%) than transverse alignment. As can be seen in Fig. 7.6, this can be due to overlapping Au NR resonance frequency (extinction peak) with low-absorption band of QD which can reduce the coupling excitation efficiency. The optical properties of QD and MNP must be carefully considered in device optimization and spectrally matched to achieve the best performance.
Fig. 7.5: OE of small scale pLSC (45 × 45 × 3 mm) over various Au NR doping concentration in comparison with the performance of LSC devices.
Fig. 7.6: Comparing the optical properties of QD and Au NR (The spectra are normalised to Au NR extinction peak with longitudinal alignment)

<table>
<thead>
<tr>
<th>Device Type</th>
<th>Optimised LSC</th>
<th>Optimised pLSC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Longitudinal Alignment</td>
</tr>
<tr>
<td>QD Concentration (wt %)</td>
<td></td>
<td>0.09</td>
</tr>
<tr>
<td>Au NR Concentration (ppm)</td>
<td>0</td>
<td>0.75</td>
</tr>
<tr>
<td>Reflected (%)</td>
<td>15.67</td>
<td>15.90</td>
</tr>
<tr>
<td>Refracted (%)</td>
<td>84.33</td>
<td>84.10</td>
</tr>
<tr>
<td>Total Thermal Loss (%)</td>
<td>12.10</td>
<td>18.18</td>
</tr>
<tr>
<td>Escape Cone Loss (%)</td>
<td>63.84</td>
<td>56.27</td>
</tr>
<tr>
<td>Reach at Detector (%)</td>
<td>8.39</td>
<td>9.65</td>
</tr>
<tr>
<td>$G_g$</td>
<td>3.75</td>
<td>3.75</td>
</tr>
<tr>
<td>OE (%)</td>
<td>7.86</td>
<td>8.91</td>
</tr>
<tr>
<td>Integrated Emission Enhancement (%)</td>
<td>-------</td>
<td>+13.36</td>
</tr>
</tbody>
</table>
Fig. 7.7 shows the performance of small pLSCs based on the rate of local diffuse and direct solar radiation. As is shown, pLSC also shows better OE under diffuse solar radiation with the peak of ~11% at 100% diffuse solar radiation.

![Graph showing optical efficiency vs. rate of solar radiation](image)

Fig. 7.7: OE of the optimised pLSC based on the rate of local diffuse and direct solar radiation

### 7.4. Optimising Size of pLSC

Based on the achieved results under global solar radiation in last section, pLSC with Au NR doping concentration of 1 ppm (Transverse Alignment) and QD concentration of 0.09 wt% was the optimised small-scale device which is used here.

Then, the geometric gain of pLSC was increased to achieve the highest solar concentration ratio (C). Fig. 7.8a shows the linear relationship between geometric gain and length and width of the device. As is observed in Fig. 7.8b, OE of pLSC reduced exponentially by increasing geometric gain which was due to waveguiding and thermal losses including scattering, attenuation, quenching, non-unity QY and reabsorption losses. However, C increased from ~42% to ~78% when geometric gain increased from 3.75 (45 × 45 × 3 mm device) to 25 (300
× 300 × 3 mm device in Fig. 7.8c). Above the geometric gain of 25, C reduced because of significant decrease in OE due to an increase in optical and thermal losses.
As can be seen in Fig. 7.9, increasing the pLSC size from $45 \times 45 \times 3$ mm to $300 \times 300 \times 3$ mm, the detected radiation spectra at lateral edges is red-shifted. Comparing to the emission spectrum of QD 700, ~8 nm and ~23 nm red-shift were observed in the edge-detected spectra of the small and large devices respectively. This was due to increasing the device pathlength and the number of reabsorption cycles.
Although $G_g = 25$ is the point for achieving the highest amount of $C$, the crossing point of OE and $C$ curves in Fig. 7.8 ($G_g = 6.5$) is the point to obtain the optimised power conversion efficiency (PCE) where the device exhibits the OE and $C$ of $\sim 6.8\%$ and $\sim 51\%$ respectively.

Statistical results for both aforementioned geometric gains can be found in Table 7-4. For $G_g = 25$, $\sim 16\%$ of the incident solar radiation was reflected from the top surface and the rest ($\sim 84\%$) was refracted into the device. With $\sim 22\%$ thermal and $\sim 59\%$ escape cone losses $\sim 3\%$ of rays reached the detector which resulted in obtaining $2.7\%$ OE and $\sim 78\%$ $C$. When $G_g = 6.5$, $\sim 7.3\%$ of rays reached the detector which resulted in obtaining $6.8\%$ OE and $\sim 51\%$ $C$. 

Fig. 7.9: Edge emission spectrum of pLSCs in comparison with QD 700 emission spectrum (normalised to the results of $300 \times 300 \times 3$ device)
Table 7-4: Statistical modelling results of pLSCs with the highest C and optimised PCE

<table>
<thead>
<tr>
<th>Test Achievement</th>
<th>Highest C</th>
<th>Optimised PCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>pLSC Size (mm)</td>
<td>300 × 300 × 3</td>
<td>78 × 78 × 3</td>
</tr>
<tr>
<td>$G_g$</td>
<td>25</td>
<td>6.5</td>
</tr>
<tr>
<td>QD Concentration (wt %)</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>Au NR Concentration (ppm)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Reflected (%)</td>
<td>15.84</td>
<td>15.89</td>
</tr>
<tr>
<td>Refracted (%)</td>
<td>84.16</td>
<td>84.11</td>
</tr>
<tr>
<td>Total Thermal Loss (%)</td>
<td>21.89</td>
<td>18.94</td>
</tr>
<tr>
<td>Escape Cone Loss (%)</td>
<td>59.28</td>
<td>57.88</td>
</tr>
<tr>
<td>Reach at Detector (%)</td>
<td>2.99</td>
<td>7.29</td>
</tr>
<tr>
<td>OE (%)</td>
<td>2.70</td>
<td>6.83</td>
</tr>
<tr>
<td>Solar Concentration Ratio (%)</td>
<td>77.54</td>
<td>51.11</td>
</tr>
</tbody>
</table>

The presented pLSC could achieve the geometric gain of ~25 with C of ~80% and OE of ~2.7%. These results are promising in comparison with existing LSC results in literature. For example, recently in (Brennan et al., 2018), maximum $G_g = 7.9$, OE = 1.2% and C = 10% was achieved for a CdSe-ZnS/ZnS QD-based LSCs. At the same $G_g$, the presented pLSC could achieve around five-times better performance with OE and C of ~6% and ~55% respectively. In (Meinardi et al., 2015), $G_g = 10$, with maximum OE = 3.2% and C = 32% was obtained for a colourless LSC. At the same $G_g$, the presented pLSC could achieve OE and C of ~5.5% and ~60% respectively.

7.5. PV Selection and Estimating the Performance of Plasmonic Large Scale Plasmonic BIPV (pBIPV) Component Developed by Optimised pLSC

Several optimised pLSCs can be attached to one another to develop a large scale plasmonic BIPV (pBIPV) component with the size of interest. Based on this configuration, a large scale pBIPV component with 1 $m^2$ area is considered which is developed by the pLSC with $G_g = 6.5$ (78 × 78 × 3 mm pLSC size). Table 7-5 summarises the specifications of the pBIPV
component where the results were calculated per unit of area \((m^2)\). The number of used pLSCs were \(\sim 165/m^2\) in pBIPV.

Considering edge-detected spectrum peak of the device (at \(\sim 700\) nm) and EQE of different solar cells in Fig. 7.10 (Strumenti, 2019), mc-Si was a suitable solar cell and spectrally matched the pLSC optical performance.

Mc-Si can show \(\sim 22.3\pm0.4\ %\) efficiency based on the last update in Solar Cell Efficiency Table (version 52) (Green et al., 2018). Considering efficiency of mc-Si solar cell and modelled OE achieved for the optimised pLSC (6.8%), the PCE was estimated using the method mentioned in (Desmet et al., 2012) to be 1.52% for pBIPV. Giving the PCE values and under the used global solar radiation spectrum (with power of \(\sim 740\) W.m\(^{-2}\).nm\(^{-1}\)), the output power density of \(\sim 11\) W.m\(^{-2}\) was obtained.

Table 7-5: The specifications of large scale pBIPV

<table>
<thead>
<tr>
<th>pBIPV Frame Size ((m^2))</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of Used pLSC (mm)</td>
<td>78 (\times) 78 (\times) 3</td>
</tr>
<tr>
<td>Number of Used pLSC in pBIPV</td>
<td>165</td>
</tr>
<tr>
<td>OE (%)</td>
<td>6.8</td>
</tr>
<tr>
<td>Geometric Gain</td>
<td>6.5</td>
</tr>
<tr>
<td>Solar Concentration Ratio (%)</td>
<td>51</td>
</tr>
<tr>
<td>Selected PV Solar Cell</td>
<td>mc-Si eff = 22.3\pm0.4 % under the global AM1.5 spectrum (1000 W/m(^2)) (Green et al., 2018)</td>
</tr>
<tr>
<td>Estimated PCE (%)</td>
<td>1.52</td>
</tr>
<tr>
<td>Total Incident Power ((W/m^2))</td>
<td>740</td>
</tr>
<tr>
<td>Output Power Density ((W/m^2))</td>
<td>11.22</td>
</tr>
</tbody>
</table>
Fig. 7.10: EQE of different solar cells (Strumenti, Last Access: 20/05/2019)

7.6. Proposed Structure for Large Scale pBIPV Component

In this section a structure is proposed for developing large scale pBIPV components to improve its static stability, aesthetics and visual comfort level. The idea of the proposed structure has been inspired from ancient Persian structures (Fig. 7.11a) in which large windows or facades have been built by installing and attaching a number of similar stem components (SC) to achieve the size and shape of interest. The same idea has been also used in other structures later (Fig. 7.11b). The SC could have a simple structure itself while it might be used to create complex large-scale structures.
Fig. 7.11: (a) “Palace of Cyrus the Great” (559–530 BC) (rebuilt), Pasargad, Iran (b) “Sainte-Chapelle” (mid-13th Century), Paris
The proposed large scale pBIPV structure is developed by attaching several SCs to one another whose first version has been designed in Autodesk Inventor Professional software (Fig. 7.12a). Each SC includes four pLS devices. This gives the designer the ability to control the interior visual comfort (including both colour and brightness) using pLS devices with different colours (Fig. 7.12b).

SC can be customised for various types of buildings with different applications. Frame material and colour can be matched to the façade and/or application of the building based on choice.

In case of requiring a glazing pBIPV structure, the frame material can be selected to work as an edge reflector for pLS devices to reduce the required PV cell area. In non-glazing structures, mirror or reflectors (bright or colourful) can be mounted at the back of the structure. The structure can be also covered by selective mirrors to improve the optical performance of the component.

The draft size of each pLS device is 45×45 mm which can be changed and optimised based on the performance of the used pLS devices. Narrow ducts have been designed at back of the structure (Fig. 7.12d) to place wiring.

Enlarging the pBIPV component (Fig. 7.12e) does not result in increasing losses and decreasing the performance. The reason is optimisation SC guarantees the optimisation of the large scale pBIPV component which is known as another advantage reducing the design complexity.
Fig. 7.12: (a) and (b): The first version of SC designed in Autodesk Inventor Professional software. (c) Front, (d) Back ray tracing view of the proposed SC. (e) Attaching SCs to one another to build up a large scale pBIPV component with size of interest.
7.7. Conclusion

In this section, PEDAL was used as a tool to model, optimise and estimate the performance of large scale pBIPV component developing by pLSCs. pLSC was optimised in terms of QD doping concentration, directionality of used Au NP, doping concentrating of Au NP and size (geometric gain) of the device. The impact of incident solar radiation type (direct, diffuse and global) on device performance was also studied where pLSC devices showed the best performance under diffuse solar radiation.

The Chapter also gave valuable information required to be considered in design and optimising pLSCs. The results showed that not only the doping concentration and size of the device characterises the performance of the device; but also, materials (QD and MNP) and their orientation (in case of using NR) must be selected accurately as their optical properties have a great impact on OE. The idea of using SC in fabricating large scale pBIPV components was also proposed. Using the idea improves the static stability, aesthetics and visual comfort level of the large scale pBIPV component. Moreover, by optimising the SC, the large scale pBIPV is also optimised and PCE is independent from size (enlarging) of the pBIPV component.
Chapter 8: Conclusion and Future Works

8.1. Conclusion

Developing façade and building integrated photovoltaic (BIPV) systems can increase the rate of green energy generation and mitigate the environmental impacts of using fossil fuels. While solar radiation has a large wavelength range of ~280 nm to 2500 nm, photovoltaic (PV) modules efficiency is limited by their narrow spectral response and external quantum efficiency (EQE). Their efficiency is also limited by optical losses associated with the absorption and reflection of the module top glass, encapsulation layer and anti-reflective coating layer.

Luminescent solar (LS) devices including luminescent solar concentrator (LSC) and downshifting (LDS) thin film have the potential to be developed as BIPV components and were introduced as low cost technologies to overcome the aforementioned PV challenges and limitations. In LS devices, solar radiation is absorbed by a polymeric waveguide doped with luminescent material, down-converted (in LSC) and redshifted (in LDS) to the wavelength region where PV cell is efficient and then directed to mounted PV solar cell. LS devices inherently suffer from different sources of optical losses such as reflection, non-unity quantum yield (QY), reabsorption, background and escape cone losses which are increased by enlarging the device.

Plasmonic LS (pLS) devices including pLSC and pLDS is an advanced technology in which the plasmonic coupling between luminescent species and metal nano particles (MNPs) can improve the optical performance and efficiency of the device. However, their optimisation process including optimising the doping concentration of luminescent material, MNP and their spectral overlap as well as device size is more complex than LS devices. Developing a model to investigate and analyse the configuration, performance and optical properties of pLS device can be extremely valuable to ease the optimisation process before device fabrication.

The following describes the contribution of this research to fill the aforementioned gaps:
Model Development: This research focused on the development of a novel algorithm and mathematical model to investigate plasmonic coupling between luminescent species and MNPs which resulted in the development of PEDAL. PEDAL is a novel comprehensive tool used to model the performance and optical properties of both LS devices and pLS devices.

This work critically reviewed different types of LSCs, their nature, specification along with their modelling method based on a Monte Carlo ray tracing (MCRT) algorithm. Information collected from literature review on LS devices and their modelling were used to develop the “Ray Tracer” a 3D MCRT program to model both single and multi-layer LS devices. MCRT was inherently found to be a time-consuming process implemented based on probability calculations of optical phenomena such as absorption, transmission, scattering and attenuation in iterative loops. Computational requirements and accuracy were the main challenges in MCRT algorithm and were solved through this research and enhanced ultimately in PEDAL development.

To model the optical properties of MNPs and their plasmonic effects in pLS devices, a new 3D “Plasmon” program was designed and developed based on finite difference time domain (FDTD) numerical method. Plasmon was validated by modelling a periodic homogenous structure of MNP and comparing the simulation and experimental results. Simulation time, accuracy, memory demand and time steps in FDTD were found dependent on Yee grid resolution; thus, although the model could estimate the experimental results in close agreement, FDTD still required optimization to reduce the memory demand and computational cost. Therefore, a 3D optimized FDTD (OFDTD) was designed and developed which introduced new FDTD approximation terms based on the physical events taking place during the plasmonic oscillations of MNP. The proposed method not only required ~52% less memory than conventional FDTD, but also reduced the calculation requirements by ~9%. The 3D OFDTD method was used to model and obtain the extinction spectrum, surface plasmon resonance (SPR) frequency and the enhancement factor (EF) of the field generated by MNP. The results were compared with traditional FDTD and experimental outputs to validate the model. OFDTD results have been found to be in excellent agreement with experimental results.

An important achievement was combining “Ray Tracer” and “Plasmon” models to develop a novel and uniquely comprehensive program, PEDAL to model pLS devices. In the modelling,
the specifications and characteristics of the luminescent material used such as the absorption and emission spectra and MNPs such as the extinction spectrum which can be obtained by Plasmon, were used. Moreover, device dimensions and type of host material were defined in the model. Then, the device was simulated under the incident radiation spectrum of interest.

Two approaches were introduced to enhance the speed and performance of PEDAL. One was based on using an adaptive filter reducing the number of iterations by filtering some parts of the incident radiation spectrum. The filter worked based on detecting the optical procedure with the highest probability and dominant priority to estimate the fate of the ray without running the iterative loop. Although simulation time was reduced significantly using the adaptive filter, the accuracy decreased due to the increase in estimation errors. Therefore, the second approach was proposed based on high performance coding techniques including: (i) avoidance of calculation duplication by detecting similar ray tracing events, (ii) minimizing the conditional statements in storing spatial ray tracing data by labelling the tracing-space and using iterative statements, (iii) prioritizing the optical procedures in the algorithm based on their probability, (iv) enhancing the calculation of the intersection point of incident ray and planes using a direct method, and finally (v) using a look up table. As a result, the final version of PEDAL significantly decreased simulation time while the program results exhibited an average modelling accuracy of ~96%.

A computational method was also introduced and tested to convert the experimental unit of concentration (ppm) to the modelling unit (N/L) used for PEDAL. This conversion was necessary for comparing and validating the MNP experimental and modelling results. The method was validated for different shapes and sizes of particles and modelling results were found to be in very close agreement with experimental outputs. Using the validated method, a conversion graph was obtained for use in PEDAL which could convert doping concentration from ppm to N/L based on the shape and size of MNP.

PEDAL was validated for pLS devices by modelling 9 samples doped with Au nano spheres (Au NS). The emission enhancement peak of the device was found to be closely matched to experimental results. Concentration of MNP was found to be a crucial parameter in pLS device performance. Enhancement occurred only in a very narrow concentration band of MNP. In very low MNP concentrations, small enhancement was observed due to a reduction in plasmonic interaction between MNP and luminescent material. In very high MNP
concentrations, the device performance decreased due to an increase in the quenching probability. It was also observed that by changing quantum dot (QD) concentration, MNP doping concentration range (where enhancement is taking place) and enhancement rate were changed. The reason was due to changes in the relative distance between QD and MNP which changed the rate of energy quenching and thermal losses.

**Impact of MNP Directionality:** The impact of gold nano rod (Au NR) alignment on its optical properties as well as performance of pLSC was also studied through PEDAL. This was investigated in modelling and optimisation of a large scale pLSC doped with QD emitter and Au NR aligned in two directions (longitudinal and transverse alignment). The optical properties of the pLSC was studied in detail. It was found that not only the doping concentration and device size characterise the performance of pLSC; but also, emitter and Au NR must be spectrally matched. The interesting feature of Au NR is its SPR peak can be tuned by changing its alignment directionality. This can be used to match Au NR and QD spectrally to improve the photon density enhancement factor (PDEF) of coupling and ultimately enhance the performance of pLS device.

**Large-Scale BIPV:** A new structure was also proposed for fabricating large scale BIPV components based on attaching a number of stem components (SC) to develop the BIPV size of interest. While SC has a simple structure, it can be used to create glazing or non-glazing large-scale structures with frame material and colour of interest matched with the building application and requirements. With regards to energy performance, enlarging the SC-based BIPV component does not result in increasing optical losses unlike conventional LSC panels. This is due to the unique and optimised size of SCs attached to one another to develop the large scale BIPV structure with the size of interest. Therefore, optimisation of SC guarantees the optimisation of whole large scale BIPV structure.

**Additional Contributions:** PEDAL was also used to model and study several other configurations and novel structures of LS devices such as multi-layer thin-film LSC where ~10% OE was obtained. Devices with near-unity quantum yield (QY) and LSC cavity
coupling to photonic selective mirrors was also modelled where the increase in light trapping efficiency resulted in achieving ~30 solar concentration ratio. To present PEDAL capabilities, it was also used in modelling of LDS devices where results were found to closely match with experimental results. Different amounts of red-shift was observed in the modelled LDS layers when compared to the solar radiation spectrum. Therefore, the selection of the matrix material is very important when designing the LDS layer. The matrix material must be a suitable environment for the luminescent species and should exhibit a high transmittance and low scattering over the LDS operating wavelength, 300-500 nm. Also, matrix materials should be highly transparent in the region where the PV cell is efficient so that it does not attenuate the incident rays in this region. It has been observed that, all used matrix materials are transparent after ~300nm; however, their optical response in the region between 300-400nm can significantly change the response and optical properties of LDS layer.

Overall in conclusion, PEDAL has exhibited a promising modelling accuracy and performance providing reliable consistent results. To the date of this thesis submission, PEDAL has been used in modelling, optimisation and analysis of over 50 LS and pLS device configurations. This includes variety of structures whose configurations and performance can be found in both solar energy application group (SEAG) experimental results and data available in the literature. This is an ongoing process and PEDAL is a powerful modelling tool supporting advanced pBIPV manufacturing with the goal of generating more renewable energy in buildings, achieving CO$_2$ targets and making the world greener.

### 8.2. Future Work

This thesis mainly focused on modelling, optimisation and analysing of LSC and pLSCs; however, the following steps are suggested for future work in this area:

- **Validation of PEDAL for pLS device doped with Au NR**: The modelling results for pLS devices doped with Au NR can be found in Chapter 7. The alignment of Au NR has been applied through modelling and the pLS device results have been achieved by the same PEDAL algorithm used for Au NS. Although, it was tried to include all plasmonic functions to the model based on the literature so that PEDAL can support
modelling pLS devices with both NS and NR, the full alignment of Au NR in pLS has not been implemented experimentally yet. It would be an original idea to compare the modelling and experimental results for this case to evaluate the modelling accuracy and performance and debug the model if required.

- **Validation of pLDS modelling by PEDAL**: PEDAL was used for modelling of LDS devices in Section 6-4 and in future, it can be used to model and validate pLDS experimental results. In LDS device, the device performance has been found very sensitive to optical coupling, thickness of thin film and doping concentration of luminescent material. Although, the modelling algorithm for both pLSC and pLDS are the same, it would be a novel idea to compare the experimental and modelling results of pLDS and study the sensitivity of pLDS performance to input parameters. This will also provide the opportunity and potential to estimate the cost of pLDS implementation in pBIPV manufacturing.

- **Commercialisation of PEDAL**: PEDAL was developed using MATLAB environment and functions. For commercial purposes, it is important to integrate PEDAL as a product and professional computer tool using Microsoft Visual Studio. Applying this step gives the opportunity to exploit and license PEDAL in a professional and industrial level where other groups working in the field of LS and pLS device development can benefit from the services and solutions provided by PEDAL. In addition to the revenue which is earned and increased through the exploitation process, the feedback and comments of the users can be used to extend and improve PEDAL’s interface, applications and performance. For example, PEDAL can be extended to model optical components other than only LS and pLS devices such as optical filters, selective mirrors, lens, waveguides.

- **Expansion of PEDAL results for largescale pBIPV development**: In future, the proposed large scale pBIPV component can be developed and analysed. The performance of the component can be compared to the modelling results. As it was discussed, the proposed structure can be developed by combination of both pLSC and pLDS devices. This means the generated power of pBIPV as well as rate of light and
heat transferred to the building can be controlled through optimising the area of pLSC and pLDS devices. Therefore, it can be an original idea to study the impact of pLSC and pLDS area not only on the generated green power of pBIPV but also on building comfort parameters such as health and wellbeing, visual comfort, thermal comfort, noise nuisance and ergonomics

- **Realistic economic analysis**: Economic and cost analysis of pLS devices can be undertaken with high accuracy after pBIPV development and considering real generated power as well as all related realistic costs such as manufacturing, labour and balance of system. This can be even investigated more precisely and deeper by considering the cost which is saved through improving the aforementioned building comfort parameters in the following of applying pBIPV component. More accurate economic and payback period analysis as well as highlighting the benefits which are provided by pBIPV components can have a leading and effective role on encouraging the architects, building manufactures and energy managers to investigate on this technology as a green energy solution which not only creates more jobs in the field of renewable energy applications but also can have a positive impact on reducing the pBIPV manufacturing costs through more device fabrications.
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Appendices
Appendix 1: Ray Tracer GUI Panels and Their Contents

• Input Configuration Panel

The inputs of the system, different parameters and specifications of the layer are defined in this panel. Imported spectra (solar radiation, attenuation and scattering spectra of the host material and absorption and emission spectra of the luminescent material) in this version are from 300 to 1200 nm. The “Input Configuration” panel includes the following inputs:

Host Material Type: Host material of the device can be selected. Based on the selection, the attenuation coefficient and scattering coefficient profiles of the host material are loaded to the algorithm.

Radiation Spectrum: Spectrum and the type (direct, diffuse, global) of the incident solar radiation can be imported to the system as an excel file.

Absorption Coefficient: Wavelength dependent absorption coefficient spectrum of the luminescent materials can be imported to the system as an excel file in 1/cm.

Emission Spectrum: Wavelength dependent emission spectrum of the luminescent materials can be imported to the system as an excel file.

n1: the refraction index of the outer area (such as air).

n2: the refraction index of the host material.

Length (mm): Length of the layer in mm.

Width (mm): Width of the layer in mm.

Thickness (mm): Thickness of the layer in mm.

PV Efficiency: Efficiency in PV panels can be selected as a constant number between 0 - 1.

Mirror Reflectivity: Reflectivity of the mirror in the structure can be selected as a constant number between 0 - 1.

QY: QY of the selected luminescent material can be selected as a constant number between 0 - 1.

Exposing Time(s): Exposing time (t_{ex}) of the incident solar radiation to the device can be selected in seconds.
**Sampling Steps (nm):** Wavelength steps of the irradiated input light

**Draw Rays:** User can determine whether or not to visually view the ray traces in the device while simulating.

**PV Plane:** User can select the planes attached to PV.

**Mirror Plane:** User can select the planes attached to mirror.

- **Summary/Results Panel:**

  User can find a summary of the results obtained for each simulation such as the parameters of the configured device, input energy and, number of rays and final output data and save the screen as a summary sheet. In addition, all final results mentioned in the Section 3-1-1 can be exported as an excel file.

- **Graphs Panel**

  This panel generates and shows three graphs (1) the final structure of configured device; (2) profile of the input energy, and (3) output energy spectrum.
Fig. A.1: The designed GUI for the developed Ray Tracer program.
Appendix 2: PEDAL GUI Panels and Their Contents

• Panel:

The details about the input solar radiation and used PV cell are defined in this part of the GUI which includes:

**Number of Layers**: The number of layers coupled to each other in the luminescent solar devices can be selected each of which can be separately configured in “Input Configuration” section.

**Wavelength Range (nm)**: The wavelength range of interest of the modelling can be selected.

**Radiation in Watts?**: The user can define the type of radiation (direct, global, diffuse) and unit of the input irradiances. (Note that the unit of the input irradiances is given in W.m\(^{-2}\).nm\(^{-1}\) in some experiments and more often is given as arbitrary unit (a.u.) intensity of the solar radiation (number of photons)).

**Radiation Spectrum**: The radiation spectrum is imported to the software as excel file.

**PV?**: The user is able to select whether the modelled device includes a PV cell on the detector plane or not. Then, they can import the external quantum efficiency (EQE) spectrum of the used PV solar cell to the program.

**Perimeter Refraction Index**: Refraction index of the device perimeter is selected.

**Mirror Reflectivity**: Reflectivity of the mirror in the structure can be selected as a constant number between 0 - 1.

**Exposing Time(s)**: Exposing time \(t_{ex}\) of the incident solar radiation to the device can be selected in seconds.

**Sampling Steps (nm)**: Wavelength steps of the irradiated input solar radiation.

**Draw Rays**: User can determine whether or not to visually view the ray traces in the device while simulating.

**Project Title (Optional)**: The user can select an optional name for the model.
• **Input Configuration:**

In this section, each layer of the device can be separately configured by importing the input parameters. After configuring the selected layer, user may save the layer by clicking on “Save Layer” button and then configure the next layer(s). The parameters in this section include:

**Layer:** The working layer is selected for customisation.

**MNP Coupled?:** User can determine whether MNP is coupled to luminescent material in the selected layer (pLS device modelling) or not (LS device modelling)

**MNP PDEF:** The PDEF of the used MNP is imported to the program as an excel file.

**MNP Extinction:** Wavelength and concentration (N/L) dependent extinction spectrum of the MNP can be imported to the system as an excel file.

**Extinction Peak:** The resonance peak value of the extinction spectrum with particular concentration (N/L)

**Distributed Coupling Distance?:** User can determine the coupling distance between the MNP and luminescent molecule in nm. Alternatively, they can select “distributed coupling distance radio button” by which the distance between the MNP and luminescent molecule is randomly selected based on the concentration (N/L) of materials.

**MNP CF:** The concentration factor of MNP is imported which is a factor used to apply different concentrations (N/L) of the material to the algorithm.

**QY:** Quantum Yield (QY) of the selected luminescent material can be selected as a constant number between 0 - 1.

**Absorbance:** Wavelength and concentration (wt %) dependent absorbance spectrum of the luminescent material can be imported to the system as an excel file.

**Emission:** Wavelength dependent emission spectrum of the luminescent materials can be imported to the system as an excel file.

**Luminescent CF:** The concentration factor of luminescent material.

**Host Material Type:** The host material of the layer is selected which characterises the attenuation and scattering losses.
**Refraction Index:** The refraction index of the host material.

**Length (mm):** Length of the layer in mm.

**Width (mm):** Width of the layer in mm.

**Thickness (mm):** Thickness of the layer in mm.

**Detector Plane:** User can select the detector planes which may couple to PV cell. (Based on the provided Sample Layer)

**Mirror Plane:** User can select the planes coupled to mirror. (Based on the provided Sample Layer)

**Radiation Plane:** User can select the plane irradiated by the input radiation spectrum. (Based on the provided Sample Layer)

---

**Summary/Results:**

After configuring the device, user will be able to run the simulation by clicking on “Apply” and then “Run!!” buttons. If there is any errors or mismatches in the configured parameters, the software warns the user to correct them. After finishing the simulation, a summary of the results (such as number of rays, the rate of different losses, rate of the rays received by the detector plane, input and output energy, optical efficiency, solar concentration ratio, current density of the PV and simulation time) will be shown in the “Summary/Results” section. The screen can be also saved as a summary sheet by clicking on “Save Screen Shot” button. Final results can be exported as an excel file.

---

**Graphs:**

This panel generates and shows three graphs including: (1) the final structure of the configured device; (2) profile of the input, and (3) output spectra
Fig. A.2: The designed GUI for the developed PEDAL program
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