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Abstract

The most important feature of a two-photon absorption microcavity (TPAM) is that of its enhancement of the optical field which enhances the level of two-photon absorption (TPA) for a particular input optical power incident on the detector. The TPAM is shown to not only enhance the level of TPA but also to suppress the level of residual single photon absorption (SPA) relative to the level of TPA. This allows a TPA dominated signal to be accessed at much lower incident optical powers than would be possible for a similar GaAs absorbing region which was not sandwiched between two highly reflective distributed Bragg reflectors (DBR’s). The TPA coefficient is estimated to be approximately 15 cm/GW at 1560 nm in (001) GaAs. The residual SPA coefficient in the unintentionally doped GaAs active layer of the TPAM (which is grown by metal-organic chemical vapour deposition) is approximately $1.0 \times 10^{-4}$ cm$^{-1}$.

Even with the enhancement provided by the TPAM it is still necessary to focus the input beam onto the TPAM in order to operate in the TPA dominated absorption regime at low optical input powers. A TPAM has a limited acceptance angle and so different angular components have different levels of enhancement in the cavity. For a TPAM, this results in an asymmetrical cavity spectral response and also an asymmetrical response to the focus position of the input signal. The influence of the acceptance angle on the TPAM means that to optimize the level of TPA generated in a TPAM, the optimal spot size for the microcavity must be calculated. An optimised incident focused spot diameter of 7 μm has been calculated as being the optimal value for maximising the generated TPA photocurrent for the $R = 0.956$ ($R =$ average cavity reflectivity) TPAM under test. The theory described allows for the calculation of an optimal incident focused spot size for cavities with different cavity reflectivities. With increasing microcavity cavity reflectivity the dependence on incident angle becomes increasingly important and as such the optimal incident spot size will increase.
The polarisation dependence of a TPAM has been investigated. The deviation in the dependence of the detector response from that of bulk GaAs is shown to be due to the birefringence of the cavity. A theoretical model based on the convolution of the cavity birefringence and the polarisation dependence of TPA in GaAs is described and shown to match the measured polarisation dependence of the TPAM very well.

The level of TPA generated by polarised band limited amplified spontaneous emission (BL-ASE) noise has been shown analytically and experimentally to have the same mean power dependence as an on-off modulated signal with a generalised duty cycle equal to 50%. A simple formula is derived which describes the TPA dependence on the optical signal to noise ratio (OSNR) for an optically amplified signal with polarised BL-ASE noise. The theory was validated by carrying out an OSNR measurement using a TPAM and the theory was shown to fit the measured data very well.

TPA based optical channel identification is demonstrated as being capable of differentiating between different types of signals as well as between different signals and BL-ASE. Also shown in chapter 8 is that a TPAM can easily be tuned across a 5 nm range by changing the temperature from 10 to 50 °C. Furthermore, it is shown that unlike Silicon avalanche photodiodes (APDs) a TPAM is be highly stable with varying temperature as only the resonant wavelength of the detector changes. Using temperature tuning it will be possible to monitor a dense wavelength division multiplexed (DWDM) system across the entire C band using approximately 3-4 detectors at fixed angles and then temperature tuning each device to pick out individual channels. While the temperature control circuit demonstrated in this thesis allowed only a relatively narrow temperature tuning range of just over 40 °C, lasers in modern networks commonly operate from -40 °C to 85 °C. This increased tuning range would allow the single TPA microcavity device discussed above to be tuned thermally by > 15 nm.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>APD</td>
<td>Avalanche photodiode</td>
</tr>
<tr>
<td>ASE</td>
<td>Amplified spontaneous emission</td>
</tr>
<tr>
<td>BL-ASE</td>
<td>Band-limited amplified spontaneous emission</td>
</tr>
<tr>
<td>BPF</td>
<td>Band pass filter</td>
</tr>
<tr>
<td>CW</td>
<td>Continuous wave</td>
</tr>
<tr>
<td>DPSK</td>
<td>Differential phase shift keying</td>
</tr>
<tr>
<td>DWDM</td>
<td>Dense wavelength division multiplexing</td>
</tr>
<tr>
<td>EDFA</td>
<td>Erbium doped fiber amplifier</td>
</tr>
<tr>
<td>FPE</td>
<td>Fabry-Perot etalon</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full width at half maximum</td>
</tr>
<tr>
<td>NRZ</td>
<td>Non-return to zero</td>
</tr>
<tr>
<td>OOK</td>
<td>On-off keyed</td>
</tr>
<tr>
<td>OPM</td>
<td>Optical performance monitoring</td>
</tr>
<tr>
<td>OSA</td>
<td>Optical spectrum analyser</td>
</tr>
<tr>
<td>OSNR</td>
<td>Optical signal to noise ratio</td>
</tr>
<tr>
<td>PA</td>
<td>Polarisation controller</td>
</tr>
<tr>
<td>PD</td>
<td>Photodetector (average power meter)</td>
</tr>
<tr>
<td>PRBS</td>
<td>Pseudo random binary sequence</td>
</tr>
<tr>
<td>RZ</td>
<td>Return to zero</td>
</tr>
<tr>
<td>SHG</td>
<td>Second harmonic generation</td>
</tr>
<tr>
<td>SPA</td>
<td>Single-photon absorption</td>
</tr>
<tr>
<td>TLS</td>
<td>Tuneable laser source</td>
</tr>
<tr>
<td>TPA</td>
<td>Two-photon absorption</td>
</tr>
<tr>
<td>TPAM</td>
<td>Two-photon absorption microcavity</td>
</tr>
<tr>
<td>VOA</td>
<td>Variable optical attenuator</td>
</tr>
<tr>
<td>WDM</td>
<td>Wavelength division multiplexing</td>
</tr>
</tbody>
</table>
1. Introduction

1.1 Background and motivation

The motivation of the work demonstrated in this thesis is twofold. Firstly the usefulness of using TPA as a means of monitoring network performance is investigated. The demonstrated usefulness of TPA as a monitoring tool increases the need for a TPA detector which can work at the low optical powers present. A TPA microcavity is investigated as being such a detector.

The work discussed in this thesis can be divided into two key parts. First is the characterisation of a two-photon absorption microcavity (TPAM) and second is the investigation of various optical performance monitoring (OPM) applications which are based on two-photon absorption (TPA). The TPAM investigated in this thesis could be used as detectors for carrying out OPM of signals in optical networks. The networks in which an OPM would be expected to operate are very dynamic and variable due to both physical changes and network management changes. The primary physical changes which influence the operation of a network include processes such as dispersion and polarisation fluctuations experienced by signals transmitted through these networks [1-3]. Furthermore, with networks becoming increasingly transparent and flexible through the use of technologies such as reconfigurable optical add-drop multiplexers, an OPM application must be capable of operating at a range of both bit rates and modulation formats [4]. Another implication of this transparency is the removal of network health indicators associated with electrical signal regeneration and also with the propagation and build-up of impairments as a signal travels through a network (i.e. polarisation mode dispersion (PMD), amplified spontaneous emission (ASE) noise and chromatic dispersion (CD)). In order for a TPAM to be used in such an uncertain environment, its response (tuning, alignment sensitivity, and polarisation dependence) must be well understood, which is one of the objectives of this thesis, as well as an
investigation of some TPA based OPM techniques. These applications as well as a number of other TPA based applications are outlined in section 1.4. Also a number of TPAM OPM applications are demonstrated.

1.2 Thesis outline

Chapter 2: An introduction is given to etalon theory as well as a description of etalon reflection and transmission characteristics. The phase response of reflections from the etalon mirrors and the intracavity field are described. Distributed Bragg reflectors (DBRs) are introduced and their response investigated using the transverse matrix method (TMM).

Chapter 3: A microcavity structure is introduced and a description of the spectral dependence of both the reflection and the transmission response is given. The electric field in the microcavity and the lifetime of signals in the cavity are also discussed. Details of the TPAM devices which have been used in this thesis are given, including details of both device growth processing.

Chapter 4: The primary function of a TPAM structure is to enhance the level of TPA. The effect of this enhancement on the level of single photon absorption (SPA) in a TPAM is investigated. It is shown that the cavity acts to enhance the level of both SPA and TPA in the TPAM. When the overall effect of SPA and TPA enhancement is compared, the overall influence of the enhancement is to minimise the level of SPA relative to the level of TPA.

Chapter 5: The influence of the limited acceptance angle of a TPAM on its response is investigated. It is shown that the limited acceptance angle of the microcavity explains the observed asymmetry seen in the spectral dependence of
the TPAM. The theory derived can be used to calculate the optimum incident spot diameter for a TPAM in order to maximise the level of TPA.

Chapter 6: The polarisation response of a TPAM is investigated. The deviation in the dependence of the detector response from that of bulk GaAs is shown to be due to the birefringence of the cavity. A theoretical model based on the convolution of the cavity birefringence and the polarisation dependence of TPA in GaAs is described and shown to match the measured polarisation dependence of the TPAM detector very well.

Chapter 7: An investigation of the level of TPA generated by a signal which is comprised of polarised band-limited amplified spontaneous emission noise (BLASE) has been carried out. A theoretical investigation of the level of TPA generated by an ASE signal is shown to be in excellent agreement with the experimental data. An optical signal to noise ratio (OSNR) measurement is also carried out to further validate the theoretical model.

Chapter 8: A TPAM is shown to be capable of operating as a channel identification monitor. The detector is shown experimentally to be capable of discriminating between three different signal types which are BL-ASE, a 10 Gbs⁻¹ 33 % return to zero on-off keyed (RZOOK) signal and a 40 Gbs⁻¹ non return to zero differential phase shift keyed (NRZ-DPSK) signal. Also shown is the thermal tuning of the TPAM which can be used to tune the TPAM by approximately 5 nm with a 40 °C change in device temperature.

Chapter 9: A conclusion based on work contained in this thesis is given. Also possible future work is outlined.
1.3 Nonlinear optical processes: two-photon absorption

Nonlinear optics is an extremely broad field which is covered by a number of books and an extremely large number of scientific journal publications, see for example [5-7]. Nonlinear optics is used to refer to the range of processes which occur due to the incidence of intense incident light on a material. The intensity of light necessary in order to produce this modification of the material system is quite large. Due to this, it was only with the advent of the laser in 1960 and it became easier to access the nonlinear optical regime that research into nonlinear optics became an active field of research [8]. In 1961 second harmonic generation (SHG) at an optical frequency was demonstrated [9] and followed soon after by the observation of several other coherent optical frequency mixing effects (i.e. optical difference frequency generation and optical third-harmonic generation) [10]. With the observation of these nonlinear effects it was realised that the definition of the electrical polarisation vector \( \mathbf{P} \) could be re-expressed in order to explain these nonlinear effects. In conventional (linear) optics

\[
\mathbf{P} = \varepsilon_0 \chi \mathbf{E}
\]

where \( \varepsilon_0 \) is the permittivity of free space, \( \chi \) is the susceptibility of the medium and \( \mathbf{E} \) is the electric field, this equation can be re-expressed as a power series in order to take into account the effect of higher order material susceptibilities:

\[
\mathbf{P} = \varepsilon_0 \left[ \chi^1 \mathbf{E} + \chi^2 \mathbf{E}^2 + \chi^3 \mathbf{E}^3 + ... \right]
\]

where \( \chi^1, \chi^2 \) and \( \chi^3 \) are the first, second and third order susceptibilities, respectively. \( \mathbf{P}^1(t) = \varepsilon_0 \chi^1 \mathbf{E}(t) \) and \( \mathbf{P}^3(t) = \varepsilon_0 \chi^3 \mathbf{E}^3(t) \) can be referred to as the second and third order nonlinear polarisation, respectively. TPA is a third order process and as such \( \mathbf{P}^3 \) will be discussed in greater detail.

It is important to note that \( \chi^3 \) is a 4\(^{th} \) rank tensor with 3\(^4 \) (81) terms. For third order polarisation the Fourier component, \( P^3_\omega (\omega, k_l) \), associated with a propagation direction \( k_l \) and a frequency \( \omega_l \) can be expressed as [7, 11]:

---
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\[
\bar{P}^3(\omega_i, k_i) = \frac{E_0}{4} \sum_{ijkl} \chi_{ijkl}^3(\omega_i; \omega_j, \omega_k) E_j(\omega_j, k_j) E_k(\omega_k, k_i) E_l(\omega_l, k_l)
\]  
(1.3)

where \( E_j, E_k \) and \( E_l \) are the component field amplitudes, and \( i, j, k \) and \( l \) are the crystals' principal crystallographic axes \([100], [010] \) and \([001] \), which are represented here by the unit vectors \( \hat{x}, \hat{y} \) and \( \hat{z} \). Photon energy and momentum conservation mean that \( \omega_i = \omega_j + \omega_k + \omega_l \) and \( k_i = k_j + k_k + k_l \), respectively.

It is more convenient for (1.3) to be written in a lab frame as this allows an arbitrary set of polarisation directions to be defined as the principle axes. This is done by expressing (1.3) in terms of frequencies \( \omega_b, \omega_c, \) and \( \omega_d \) and by defining the polarisations using the unit vectors \( \hat{b}, \hat{c} \) and \( \hat{d} \), (1.3) can then be expressed in terms of a direction \( \hat{a} \) and a frequency \( \omega_a \) [11]

\[
\bar{P}^3(\omega_a, k_a) = \frac{E_0}{4} \sum_{bcd} \sum_{ijkl} \chi_{ijkl}^3(\omega_a; \omega_b, \omega_c, \omega_d)
\cdot a^*_i b c d E_b(\omega_b, k_b) E_c(\omega_c, k_c) E_d(\omega_d, k_d)
\]  
(1.4)

where \( a^*_i = a^* \cdot \hat{i}, b = \hat{b} \cdot \hat{j}, c_k = \hat{c} \cdot \hat{k} \) and \( d = \hat{d} \cdot \hat{l} \) are the direction cosines for the projections \( \bar{P}^{a}_a, \bar{E}_b, \bar{E}_c \) and \( \bar{E}_d \) onto the directions \( \hat{i}, \hat{j}, \hat{k} \) and \( \hat{l} \), respectively. The summation over \( i \) and over the direction cosine \( a^*_i \) is to take into account the contributions of all \( \bar{P} \) along the \( a^*_i \) direction. In order for \( \bar{P}_a \) to be found for all \( \omega_a \), the summation over the three axis directions \( (b, c \) and \( d) \) must be carried out for all instances for which the combination of the three fields \( (\bar{E}_b, \bar{E}_c \) and \( \bar{E}_d) \) for which \( \omega_a = \omega_b + \omega_c + \omega_d \) and \( k_a = k_b + k_c + k_d \).

(1.4) can be simplified by taking into account symmetry associated with isotropic materials (such as GaAs which is the material for which the TPA based detection in this thesis has been carried out). Due to the intrinsic symmetries in the structure of GaAs, \( \chi^3 \) for GaAs has only 21 values which are non-zero, and of these only 4 are independent [11]. The four independent elements are of the form: \( \chi_{gggg}, \chi_{gghh}, \chi_{ghgh} \) and \( \chi_{ghhg} \), where \( g \) and \( h \) are used to refer to the tensor indices \( x, y \) and \( z \). For isotropic materials the relationship between these terms
can be described by $\sigma$ which can be used as a measure of the anisotropy of the material. (This value is investigated for a TPAM in chapter 6.)

$$\sigma = \frac{\chi_{xxx} - (\chi_{xxy} + \chi_{yxy} + \chi_{zzy})}{\chi_{xxx}}$$  \hspace{1cm} (1.5)

By using (1.5) and expressing terms of the form $(\hat{a} \cdot \hat{c})(\hat{b} \cdot \hat{d})$ as

$$(\hat{a} \cdot \hat{c})(\hat{b} \cdot \hat{d}) = \sum_{i} a_i b_i c_i d_i + \sum_{i,j \neq i} a_i b_j c_j d_j$$  \hspace{1cm} (1.6)

(1.4) can be expressed (without the explicit stating of the frequency and wavevector dependencies for simplicity) as [11]

$$\tilde{P}_a = \frac{E_0}{4} \sum_{bcd} \chi_{\text{eff}}(a;b,c,d) \tilde{E}_b \tilde{E}_c \tilde{E}_d$$  \hspace{1cm} (1.7)

where $\chi_{\text{eff}}$ is defined as

$$\chi_{\text{eff}}(a;b,c,d) = \chi_{xxy} \left(\hat{a} \cdot \hat{b}\right) \left(\hat{c} \cdot \hat{d}\right) + \chi_{yxy} \left(\hat{a} \cdot \hat{d}\right) \left(\hat{b} \cdot \hat{c}\right) + \chi_{zzy} \left(\hat{a} \cdot \hat{c}\right) \left(\hat{b} \cdot \hat{d}\right) + \sigma \chi_{xxx} \sum_{i} a_i b_i c_i d_i$$  \hspace{1cm} (1.8)

For degenerate resonant TPA that is the subject described by this thesis, (1.8) can be further simplified. As all fields in degenerate TPA have the same frequency $\omega$, the only tensor elements needed are of the form $\chi_{ijkl}(\omega;\omega,\omega,\omega)$. Also, intrinsic permutation symmetry allows for the interchange of $i$ with $j$, $k$ and $l$. As a result of these symmetries only three independent tensor elements remain, which are the elements $\chi_{xxx}$, $\chi_{xxy}$, and $\chi_{yxy} = \chi_{yxy}$. (1.7) and (1.8) can now be expressed as [11]

$$\sigma = \frac{\chi_{xxx} - (\chi_{xxy} + 2\chi_{yxy})}{\chi_{xxx}}$$  \hspace{1cm} (1.9)

and

$$\chi_{\text{eff}}(a;b,c,d) = \chi_{xxy} \left(\hat{a} \cdot \hat{b}\right) \left(\hat{c} \cdot \hat{d}\right) + \chi_{yxy} \left(\hat{a} \cdot \hat{d}\right) \left(\hat{b} \cdot \hat{c}\right) + \chi_{zzy} \left(\hat{a} \cdot \hat{c}\right) \left(\hat{b} \cdot \hat{d}\right) + \sigma \chi_{xxx} \sum_{i} a_i b_i c_i d_i$$  \hspace{1cm} (1.10)

In order to understand the response described by (1.7) a pump-probe measurement can be considered. (1.7) can be expressed in terms of the polarisation of the pump and the probe, with only terms which have the same
pump and probe polarisation being considered \((p)\), as these are the only terms necessary in order to explain degenerate TPA.

\[
\tilde{P}_p(\omega,k_p) = \frac{E_0}{4} \left[ \chi_{\text{eff}} \left( p; p^*, p, p \right) \left| \tilde{E}_p(\omega,k_p) \right| \right]
\]

(1.11)

where \(|E_p(\omega,k_p)|\) is the absolute of \(E_p(\omega,k_p)\). The terms neglected in formulating (1.11) refer to a cross polarised pump and probe which describe cross phase modulation. (1.11) is then substituted into the reduced wave equation

\[
\left( \hat{k} \cdot \nabla \right) \tilde{E}_p = \left[ \frac{i \omega}{2 n c \epsilon_0} \right] \tilde{P}_p^3
\]

(1.12)

where the slowly varying envelope approximation and a transformation to time-retarded coordinates were made and where \(n\) and \(c\) are the refractive index and speed of light, respectively. The variation in the intensity of the combined pump and probe \((I_p)\) as it propagates along direction \(z\) can then be described by [11]

\[
\frac{\partial I_p}{\partial z} = -\beta_{pp} I_p^2
\]

(1.13)

where the TPA absorption coefficient for a co-polarised pump and probe \((\beta_{pp})\) is defined as

\[
\beta_{pp} = \left[ \frac{\omega}{2 n^2 c^2 \epsilon_0} \right] \text{Im} \left[ \chi_{\text{eff}} \left( p; p^*, p, p \right) \right]
\]

(1.14)

\[
= \frac{\omega}{2 n^2 c^2 \epsilon_0} \text{Im} \left\{ \chi_{\text{xyy}} |\tilde{p}|^2 + 2 \chi_{\text{yxy}} + \sigma \chi_{\text{xxx}} \sum_i |p_i|^2 \right\}
\]

1.4 Applications of two-photon absorption

1.4.1 Introduction

Traditionally optical pulse characterisation as well as processing of optical signals has not been carried out using nonlinear detectors such as the TPAM described in this thesis. Instead high speed linear photodetectors and electrical
switches have been used. For short pulses (< 10 ps) operating at high data rates (> 40 Gbs⁻¹) this becomes increasingly difficult although certain schemes have been found to allow linear detectors to be used to characterise short optical pulses [12]. This limit on pulse duration is imposed because of a fundamental limitation on the frequency response of the electronics involved in these measurements which result in problems with measurements at speeds in excess of 50 GHz [13].

While TPA is the primary focus of this thesis, a number of these applications as well as numerous other applications can be carried out using other non-linear processes. These processes include second harmonic generation, four-wave mixing and the optical Kerr effect [14-16]. What follows is an outline of some of the most promising and useful applications which have been suggested which utilise TPA based detection.

The reason for focusing on using the TPA process, as opposed to the range of other possible nonlinear processes, is that TPA allows the use of simple electrical detection [17]. Using TPA does not require expensive nonlinear crystals and the associated need for phase matching which inherently add cost and remove robustness from a detection scheme. Also it is shown that slow TPA detectors are well suited to carrying out monitoring and for detection of high speed optical signals due to the intrinsically high speed nature of the TPA process [18, 19].
TPA is a nonlinear process which was first observed in 1961, see section 1.3 [20]. TPA occurs when two photons with energy $hv$ are absorbed by a material for which the semiconductor energy gap ($E_g$) is greater than $hv$ but less than or equal to $2hv$, see Fig. 1.1. The TPA considered in this thesis is degenerate TPA which means that both photons absorbed have the same energy. The absorption of the two-photons is via an intermediate virtual state, the lifetime of which is governed by the uncertainty principle [21]. It is due to the short lived nature of this intermediate state that TPA is an intrinsically high speed process. The intermediate state can be any state in any band, although the probability of the absorption process happening is highest when the energy difference between the states involved is smallest (i.e. when the intermediate state is close to either the upper valence band or the lower conduction band) [21-23]. As stated in (1.13), the rate of TPA is proportional to the incident signal intensity squared.
1.4.2 Optical time division multiplexing

One method of increasing individual channel data rates is via the use of optical time division multiplexing (OTDM) [24, 25], see Fig. 1.2. OTDM makes it possible to achieve optical channel data rates that operate at much higher frequencies than that of the electrical equipment which generated the constituent optical signals. This increase in data rates is achieved using a pulse source which operates at a frequency for which the electrical components are easily available (which currently means working at around 10 GHz). This signal is then separated using a passive optical splitter, see Fig. 1.2. Each of the separated signal channels is individually encoded with data. The signals are then delayed so as to have each of the signal channels evenly distributed in the time domain in the bit slot when they are multiplexed together. Recently, transmission of an individual channel with a data rate of 170 Gbs\(^{-1}\) over a distance of 4320 km was achieved using OTDM [26]. Also individual signals with channel data rates of \(2.56 \text{Tbs}^{-1}\) have been transmitted error free (bit error rate (BER) < \(10^{-9}\)) [27].

OTDM systems are heavily reliant on a number of technologies, which can be broken up into three main parts: the transmitter, fibre transmission and receiver. An OTDM transmitter consists of a pulse source which is operating at a specific repetition frequency (i.e. 10 GHz). The pulse source ideally has much shorter pulses that are normally used at that repetition frequency. At 10 GHz the pulses for a non-OTDM system would be approximately 33 ps for a RZOOK modulated signal. For an OTDM system which is multiplexing 3 signals with a repetition frequency of 10 GHz the pulse duration would ideally be less than one third of the non-OTDM pulse duration (i.e. less than 11 ps).
Fig. 1.2 Schematic of an OTDM transmitter. Mod is an optical modulator. $\Delta t$ is a time delay designed to interleave the optical pulses (in this example $\Delta t$ is 33 ps).

Fig. 1.3 Schematic of OTDM receiver. The TPA photodiode is operating as an optical thresholder. Signals below the decision threshold result in a 0 being detected while signal above the decision threshold results in a 1.

TPA has over the last number of years been suggested for use in de-multiplexing the signal at the receiver [28-32]. TPA based OTDM de-multiplexers work by coupling the received signal channel with a local oscillator, see Fig. 1.3. The TPA response is proportional to $|E_{\text{sig}} + E_{\text{probe}}|^4$, where $E_{\text{sig}}$ and $E_{\text{probe}}$ are the signal and probe field amplitudes. When the probe is overlapped with the signal which is to be de-multiplexed the resulting TPA signal is larger than the TPA signal generated when the probe is not overlapped, see Fig. 1.3. The result of this, for the example given in Fig. 1.3, is that the TPA detector only detects one of the three convoluted signals as the other signals result in current levels which are set to be below the decision threshold. The decision threshold is set to be a current level greater than the level of current generated by a pulse.
which is not overlapped with the local oscillator. In this way, the TPA detector is working as a high speed optical threshold [33]. This means the TPA based photodiode which is operating at the same frequency as the pulse generator is capable of detecting the signal even though it is not capable of operating at the channel data rate (i.e. 30 Gbs\(^{-1}\)), see Fig. 1.3.

1.4.3 Auto and cross correlation

For pulses with pulse widths below 10 ps, electrical detection using a fast photodetector is in general no longer suitable. Both auto-correlation and cross-correlation of optical pulses can be used to retrieve temporal information about extremely short pulse (< 10 ps). Autocorrelation involves investigating a pulse in a pump-probe type measurement while using the pulse itself as the probe, see Fig 1.4. The signal under test is split using a beam splitter with one arm corresponding to the signal arm and the other being the probe arm [34, 35]. The variable time delay on the probe arm is varied and then the signals are recombined before being detected using a TPA photodiode [36].

Fig. 1.4 Schematic of an optical auto-correlator utilising a TPA photodetector, there optical path containing the variable time delay is the probe arm while the alternate optical path is the signal arm.
It has been shown that TPA based autocorrelation can be used to retrieve temporal information about extremely short optical pulses [21, 37-39]. TPA based autocorrelation has been demonstrated as being possible even at very low optical powers [40]. A limitation of autocorrelation is that while it can give accurate information about pulse duration the result of an autocorrelation is always symmetric and so gives little to no information about pulse shape [5, 41].

Crosscorrelation is also a very powerful pulse characterisation technique. The main advantage of crosscorrelation over autocorrelation is that the pulse shape (level of pulse asymmetry) can be measured. The asymmetry of a pulse can be very important as it can be used to obtain information relating to a number of characteristics of a pulse such as pulse chirp. The primary way in which crosscorrelation is used in telecommunication systems is in carrying out optical sampling measurements.

Optical sampling involves taking a pulse stream and then investigating its amplitude in the time domain using a temporally short probe pulse (ideally much shorter than the pulses under test), see Fig. 1.5. The probe pulse is set to have a low repetition frequency (i.e. approximately 10 MHz) which is a frequency that is set to be slightly offset from being an integer multiple of the of the repetition frequency of the pulses under test [29]. The small frequency offset acts like a variable temporal delay of the probe signal relative to the pulses under test and so the probe scans across the pulses under test in the time domain. The low probe pulse repetition frequency ensures that only one probe pulse interacts with the pulse train at any one time. This means that the TPA detector electrical response is only required to operate at a frequency greater than the repetition frequency of the probe pulse. TPA based optical sampling has shown to be well suited to investigating short optical pulses such as those used in OTDM systems [42-44].
Another application of cross correlation is to carry out clock recovery. Clock recovery refers to recovering the electrical timing signal which operates at the individual channel data rate [1]. Clock recovery involves synchronizing the phase of a local clock signal with that of the clock signal of the incident pulses which are to be detected, see Fig. 1.6 [45]. When the clock pulses are overlapped in the time domain with the data pulses the detected TPA photocurrent is maximised and so by varying the delay between the data and the clock signal the clock is deemed to be found when the TPA signal is maximised [46]. Successful clock recovery has been shown previously for signal data rates of 80 Gbs\(^{-1}\) using TPA based detection [47].
1.4.4 Optical performance monitoring

Optical performance monitoring (OPM) is a general term that refers to monitoring the fidelity of the transmission of an optical signal as it is transmitted through an optical network [48]. OPM is taken in general to be a means of measuring network health and channel degradation. A variety of different forms of OPM have received attention over the last number of years [48-50]. Through the use of OPM it is hoped that the network will have increased flexibility, reliability and functionality [51-53]. To date the most common forms of OPM have been carried out using linear detection. These schemes focus around the monitoring of average signal power, channel power, channel wavelength, degree of signal polarisation, bit error rate (BER) and spectral OSNR [48, 54-60]. Also a number of monitoring schemes based on placing low frequency modulated signals on the transmitted signal and then monitoring the transmission of these modulated signals at different points throughout the network have been demonstrated [61, 62]. These schemes suffer from a number of drawbacks related to the quality of the information that can be garnered from the measurement as well as the interpretation of multiple impairments resulting in problems interpreting the measured result as well as high implementation costs.

While a combination of OPM schemes could definitely give very high quality network performance data this may not be practical due to the high cost associated with the monitoring. In order for an OPM to be of real use it must result in a larger saving in the running the network on a day to day basis than the initial cost associated with implementing it as well as the cost maintaining it [48]. One very useful method of monitoring a network performance would be to detect the data being transmitted through the network at each amplification node in the network [57]. The problem with this is that the high speed electronics (> 40 Gbs⁻¹) required for high speed optical networks are expensive and so lower cost monitoring schemes are needed which are similar to the linear detection schemes mentioned above but which provide more detailed network performance data.
As well as the linear detection schemes mentioned above there are also a wide variety of OPM schemes based on non linear processes such as SHG, four wave mixing [63] and the optical Kerr effect. Each of these processes has been linked with a large number of monitoring applications. SHG is most widely used in carrying out SHG frequency resolved optical gate (SHG-FROG) applications, which is a measurement which can retrieve both the intensity and phase information of a pulse in real time (> 2Hz) [15, 64, 65].

In this thesis, TPA based OPM schemes are investigated [66, 67]. The schemes that have been looked at here are based on monitoring OSNR and on measuring channel presence. TPA based OSNR monitoring has been investigated by a number of groups in the past [19, 68-70].
2. Transfer matrix method

2.1 Fabry-Perot etalon

The Fabry-Perot etalon (FPE) is the basic structure on which the TPAM is based [71, 72]. When the resonance condition of the etalon is satisfied the overall reflectivity of the etalon tends towards a minimum while the intra-cavity field can be greatly enhanced. In order to characterise the response of a microcavity which consists of two distributed Bragg reflectors (DBR's) the response of a simple two mirror etalon must be understood. This is because the response of a microcavity as a whole can be quite complex. It is instead easier to study each DBR on its own and then to treat each DBR as a single etalon mirror. This then allows basic etalon theory to be used in order to describe the response of a microcavity. The primary things that must be investigated in order to characterise the response of a FPE are the fields generated (reflected, transmitted and in the spacer region of the etalon) and the phase shift in the mirrors associated with changing wavelength and incident angle.

2.1.1 Etalon transmission and reflection

A FPE’s response is made up of reflection and transmission spectra associated with the make up of its mirrors. To study the FPE response the transmission and reflection coefficients associated with these layers must first be calculated. The theory described here only deals with transverse electric modes (TE) as under normal experimental conditions the influence of transverse magnetic modes (TM) is insignificant. The reason the TM mode is not investigated here is because its contribution is negligible when the signal input on the TPAM is close
to normal which is the conditions under which the TPAM has been used for the work discussed in this thesis.

The reflection coefficient associated with light incident from layer $i$ ($L_i$) onto the layer boundary ($z_{i+1}$) between $L_i$ and $L_{i+1}$ is $r_{i,i+1}$, see Fig. 2.1. The transmission coefficient associated with light incident from $L_i$ though the layer boundary $z_{i+1}$ is $t_{i,i+1}$.

Fig 2.1 Explanation of nomenclature used in describing etalons. $L_0$ is layer 0, $n_0$ is the refractive index of layer $L_0$, $z_i$ is the interface between $L_0$ and $L_i$, $t_{0,i}$ is the transmission coefficient for light transmitted from $L_0$ into $L_i$ and $r_{0,i}$ is the reflection coefficient for light incident on $z_i$ from $L_0$ that is reflected back into $L_0$, $\phi_{0,i}$ is the phase shift associated with $r_{0,i}$.

The individual reflection and transmission coefficients are calculated using the Fresnel equations [73]

$$
r_{0,i} = \frac{n_0 \cos \theta_i - n_i \cos \theta_{i+1}}{n_0 \cos \theta_i + n_i \cos \theta_{i+1}}, \quad t_{0,i} = \frac{2n_0 \cos \theta_i}{n_0 \cos \theta_i + n_i \cos \theta_{i+1}}
$$

where $\theta_i$ is the incident angle of light input from $L_i$ which is incident on $z_{i+1}$, $n_i$ is the refractive index of $L_i$. As well as the phase shift due to the transmission through the etalon there is also a phase change associated with the reflection ($\phi_i$) at the etalon interfaces. $\phi_i$ is associated with the change in sign of the reflection coefficient. If the reflection coefficient is negative then this results in a $\pi$ phase shift for the reflected signal. So if $n_2 > n_i$ then there is a $\pi$ phase shift associated
with \( r_0 \) where as there is no phase shift associated with the sign of the reflection coefficient when \( n_1 > n_2 \). The transmission coefficient has no phase shift associated with it. If the mirror has no loss then

\[
R_{i,j+1} = |r_{i,j+1}|^2, \quad T_{i,j+1} = |t_{i,j+1}|^2
\]

(2.2)

\[
R_{i,j+1} + T_{i,j+1} = 1 \quad \text{(2.3)}
\]

\[
R_{i,j+1} = R_{i+1,j} \quad \text{(2.4)}
\]

### 2.1.2 Intra-cavity field

For simplicity the normal incidence case is considered here when calculating the intra-cavity field \( e_c/e_{in} \) (where \( e_c \) is the electric field in the cavity and \( e_{in} \) is the field incident on the cavity). The reflection and transmission coefficients are calculated as shown in Fig 2.2. The field in the cavity builds up as the signal incident through \( z_i \) is internally reflected a number of times in the etalon. The signal builds up according to

\[
F_1 = t_{01}e^{-ikz}\]

(2.5)

\[
F_2 = t_{01}e^{-ikd}r_{12}e^{-ik(d-z)}\]

(2.6)

\[
F_3 = t_{01}e^{-ikd}r_{12}e^{-ikd}r_{10}e^{ikz}\]

(2.7)

\[
F_4 = t_{01}e^{-ikd}r_{12}e^{-ikd}r_{10}e^{-ikd}r_{12}e^{-ik(d-z)}\]

(2.8)

(2.5-2.8) shows that the field builds up as a geometric power series

\[
y = F_1 + F_2
\]

(2.9)

\[
F_3 = F_1(x), \quad F_4 = F_2(x)
\]

(2.10)

\[
F_3 + F_4 = yx, \quad F_5 + F_6 = yx^2
\]

(2.11)

\[
\frac{e_c}{e_{in}} = y + yx + yx^2 + ... = \frac{y}{1-x}
\]

(2.12)

\[
\frac{e_c}{e_{in}} = \sqrt{T_{01}} \exp(-i\phi_{01}) \left[ e^{-ikz} + \sqrt{R_{12}}e^{-i(2kz_d+\phi_{12})}\frac{e^{i(kz)}}{1-\sqrt{R_{10}}\sqrt{R_{12}}e^{-i(\phi_{01}+\phi_{12}+2kz_d)}} \right]
\]

(2.13)
Fig 2.2 Explanation of transmission and reflection coefficients. $d_i$ is the distance between interface $z_i$ and $z_{i+1}$.

It is similarly possible to calculate the transmitted field ($e_t/e_{in}$) and the reflected field ($e_r/e_{in}$)

\[
\frac{e_t}{e_{in}} = \frac{1}{1 - \sqrt{R_{1.0}R_{1.2}}} e^{-i(\phi_{1.0} + \phi_{1.2} + 2kzd)} (T_{0.1}T_{1.2})^2 e^{-i(\phi_{0.1} + \phi_{1.0} + \phi_{1.2} + 2kzd)} \text{(2.14)}
\]

\[
\frac{e_r}{e_{in}} = (R_{0.1})^2 e^{-i(\phi_{0.1})} + (T_{0.1}T_{1.0}R_{1.2}) e^{-i(\phi_{0.1} + \phi_{1.0} + \phi_{1.2} + 2kzd)} e^{-i(\phi_{0.1} + \phi_{1.0} + \phi_{1.2} + 2kzd)} \text{(2.15)}
\]

and the reflected power $R_{fp}$ and transmitted power $T_{fp}$ are

\[
R_{fp} = \left|\frac{e_t}{e_{in}}\right|^2 \text{(2.16)}
\]

\[
T_{fp} = \left|\frac{e_t}{e_{in}}\right|^2 \text{(2.17)}
\]
2.1.3 Field enhancement

The reason for the use of a microcavity structure in carrying out TPA based detection is that the field \( (E_{act}) \) in the spacer region (active region) of an etalon is greatly enhanced. As TPA is dependent on \( |E_{act}|^4 \) the level of TPA generated photocurrent in a detector can be greatly increased by enhancing the field in the active region. The field in the active region is given in (2.13).

\[
|E_{act}^2| = \left| \frac{E_{in}}{e_{in}} \right|^2 = T_{0,1} \frac{1 + R_{1,2} + 2\sqrt{R_{1,2}} \cos(2k_z z)}{\left(1 - \sqrt{R_{0,1} R_{1,2}} \right)^2}
\]  

(2.18)

which was derived using:

\[
|a + b|^2 = |a|^2 + |b|^2 + 2 \text{Re} (ab^*)
\]  

(2.19)

where \( z \) refers to distance travelled from \( z_i \) in the \( z \) direction (see Fig. 2.2), \( |E_{act}^2| \) is the intensity of the field in the active region, \( b^* \) is the conjugate of \( b \), \( \text{Re}(ab^*) \) is the real part of \( ab^* \).

\[
|E_{act}^4| = \left| \frac{e_{in}}{e_{in}} \right|^4
\]

\[
= T_{0,1}^2 \frac{1 + 2R_{1,2} + 4\sqrt{R_{1,2}} \cos(2k_z d) + 4R_{1,2} \cos(2k_z d) + 4R_{1,2} \cos^2(2k_z d)}{\left(1 - \sqrt{R_{0,1} R_{1,2}} \right)^4}
\]  

(2.20)

where \( d \) is the thickness of the spacer region. The ratio of TPA generated in a cavity relative to a non-cavity case is \( \zeta_{TPA} \). The non-cavity case refers to absorption in a layer identical to the active region but which is not sandwiched between two mirrors

\[
\zeta_{TPA} = \int_0^d |E_{act}^4| dz = T_{0,1}^2 \frac{1 + R_{1,2}^2 + 4R_{1,2}}{\left(1 - \sqrt{R_{0,1} R_{1,2}} \right)^4}
\]  

(2.21)

as all remaining sine terms disappear (as \( 2k_z d \) is \( 2\pi \)) for the resonance case.
2.1.4 Phase response

In order to investigate the phase response the first step is to find the transmitted electric amplitude $E_f$. For simplicity a 2 layer structure as is shown in Fig. 2.2 is investigated

$$E_f = \frac{T_{0,1}T_{1,2}}{1 + R_{1,0}R_{1,2} - 2\sqrt{R_{1,0}R_{1,2}} \cos(\psi)}$$  \hspace{1cm} (2.22)

where $\psi = \phi_{1,0} + \phi_{1,2} + 2k_z d$. If for some reason $\psi$ changes by a small amount $\delta \psi$ away from resonance i.e. due to a change in wavelength ($\lambda$) of the signal incident on the cavity, then the transmitted power is found using (2.17, 2.22) to be approximately

$$T_{FP} \approx \frac{T_{0,1}T_{1,2}}{(1 - \sqrt{R_{1,0}R_{1,2}})^2 + \sqrt{R_{1,0}R_{1,2}} \delta \psi^2}$$ \hspace{1cm} (2.23)

where the denominator is calculated using the expansion

$$\cos(\psi) = \sum_{n=0}^{\infty} \left(-1\right)^n \frac{\psi^{2n}}{(2n)!} \approx 1 - \frac{\psi^2}{2}$$ \hspace{1cm} (2.24)

The spectral dependence of (2.23) is Lorentzian around the resonant wavelength of an etalon. The full width at half maximum (FWHM) of the Lorentzian response can be worked out using:

$$T_{FP}(\text{at FWHM}) = \frac{T_{0,1}T_{1,2}}{(1 - \sqrt{R_{1,0}R_{1,2}})^2 + \sqrt{R_{1,0}R_{1,2}} \delta \psi^2_{\text{FWHM}}} = \frac{T_{0,1}T_{1,2}}{2(1 - \sqrt{R_{1,0}R_{1,2}})^2}$$ \hspace{1cm} (2.25)

From (2.25) $\delta \psi_{\text{FWHM}}$ can be calculated

$$\delta \psi_{\text{FWHM}} = \frac{2(1 - R)}{\sqrt{R}}$$ \hspace{1cm} (2.26)

where $R = \sqrt{R_{1,0}R_{1,2}}$, so $R$ is the average reflectivity of the etalon. If $\delta \psi$ is assumed to be due entirely to the shift in incident wavelength ($\lambda$) away from the resonance wavelength ($\lambda_0$), then

$$\delta \psi = \delta \lambda \left. \frac{\partial \psi}{\partial \lambda} \right|_{\lambda_0} = \delta \lambda \left[ \left. \frac{\partial}{\partial \lambda} \left( \frac{4\pi n d}{\lambda} \right) \right|_{\lambda_0} + \left. \frac{\partial \phi_{1,0}}{\partial \lambda} \right|_{\lambda_0} + \left. \frac{\partial \phi_{1,2}}{\partial \lambda} \right|_{\lambda_0} \right]$$ \hspace{1cm} (2.27)
The first term on the right side of (2.27) is due to phase change in the spacer layer in the etalon and can be easily calculated. The two remaining terms on the right hand side are phase shifts due to the top and bottom mirrors respectively. The mirror phase shifts become difficult to calculate for etalons with multiple layers in their top and bottom mirrors as is the case in the TPAM under study in this thesis. This means that in practice the transverse matrix method (TMM) is used to study the TPAM response.

Using (2.27) the Free Spectral Range (FSR) and the finesse of the etalon can be calculated. (2.27) can be expressed as

$$\delta \psi = -\delta \lambda \frac{4\pi}{\lambda_0} (n_g + d_{n_2} + d_{n_0})$$

where \(d_{n_1}\) and \(d_{n_2}\) are penetration depths into the \(z_i\) and \(z_2\) interfaces respectively

$$d_{n_2} = \left. \frac{\lambda_0^2}{4\pi} \frac{\partial \psi_{n_2}}{\partial \lambda} \right|_{\lambda_0}$$

So the spectral FWHM of the transmission spectrum at normal incidence is

$$\delta \lambda_{FWHM} = \frac{(1-R)\lambda_0}{\sqrt{R} 2\pi D}$$

where \(D = n_g d_t + d_{n_0} + d_{n_2}\), \(n_g\) is the group index of the spacer region. The phase shift associated with the FSR is \(\delta \psi_{FSR} = 2\pi\). The wavelength shift to go to the next resonant peak of the etalon is

$$\delta \lambda_{FSR} = \frac{\lambda_0^2}{2D} = \text{FSR}$$

The finesse of an etalon is the FSR divided by \(\delta \lambda\) so:

$$\text{Finesse} = \frac{\sqrt{R} \pi}{(1-R)}$$

Experimentally \(R\) for a cavity is calculated by simulating the cavity response using the transverse matrix method (see section 2.2) in order to find \(D\). Then \(R\) is calculated using (2.31) and (2.32). 

- 23 -
2.1.5 Distributed Bragg reflector

The mirror structure used in creating a TPAM is a DBR. A DBR is made up of mirror pairs which have high \( (n_h) \) and low \( (n_l) \) refractive indices respectively. The individual thickness of each of these layers is:

\[
d_i = \frac{\lambda_B}{4n_i}
\]

where \( \lambda_B \) is the design wavelength (Bragg wavelength) for the mirrors, \( d_i \) is the physical thickness of \( L_i \).

When an input signal with \( \lambda_B \) is normally incident on the DBR the phase shift due to propagation builds up as shown in Fig. 2.3. It is important to note that the phase shift referred to in this case is the phase of a signal relative to the phase of the initial signal incident from \( L_0 \) at \( z_1 \). Propagation through each of the layers in the \( z \) and \( -z \) directions results in a \( \pi/2 \) and \( -\pi/2 \) phase accumulation respectively. The reflected phase at interface \( z_1 \) for each of the 3 signal cases

![Fig. 2.3 Phase accumulation for signal normally incident on DBR at \( \lambda_B \).](image-url)
shown \((F_1, F_2, \text{ and } F_3)\) is 0. This means the reflected signals are in phase and so add constructively resulting in such a DBR structure having high reflectivity centred on \(\lambda_B\). The phase of the transmitted signal increases by \(\pi/2\) for each layer it passes through with an output phase of \(\pi\) resulting from the structure shown in Fig. 2.3. Once the input signal deviates from \(\lambda_B\) then the phase shift resulting from transiting a layer deviates from \(\pi/2\) and \(-\pi/2\) respectively. In practice the resulting phase, reflection and transmission of the DBR is investigated using the transverse matrix method (TMM).

Results of a TMM simulation for the reflection, transmission response of a DBR are shown in Fig. 2.4 (a, b). The DBR structure simulated is a GaAs/AlAs structure with 20 mirror pairs with \(\lambda_B = 1550\) nm. The high refractive index contrast between air and the top mirror of the DBR means that the signal in the cavity is quite close to normal (0 degrees) even if the signal input onto the cavity with quite a large angle, see Fig. 2.4(a). From the inset of Fig. 2.4(a) the dependence of phase shift is plotted (for the same range of angles as the main graph, 0 to 90 degrees). The dependence of phase shift on \(k_x^2\) is shown to be linear for a wide range of angles, which is important for assumptions later in this thesis, see section 5.2. The reflectivity and transmissivity of a DBR are shown not to be strongly dependent on incident angle, see Fig. 2.4(b). The spectral dependence of the phase shift associated with reflection and transmission for the DBR is shown in Fig. 2.5(a). In practice the only part of the phase response which is of interest is the response around \(\lambda_B\). It is shown in Fig. 2.5(b) that the deviation in phase shift around \(\lambda_B\) is linear with respect to changing wavelength. This is an important approximation which is used in theory to describe the phase response of a microcavity around resonance, see section 5.2. It can be seen from the response shown in Fig. 2.5 (b) that a DBR consisting of multiple mirror pairs produces a high reflectivity spectral region (stop band) which is centred on \(\lambda_B\). The width of the stop band is dependent on the difference in refractive indices of the two layers of the mirror pair. By increasing the contrast in the refractive indices of the constituent mirror pairs of a DBR the stop band width can be increased.
Fig. 2.4 (a) Dependence of phase shift on incident angle for a DBR with 20 GaAs/AlAs mirror pairs, $\lambda_b = 1550$ nm. Fig. 2.4 (a) (inset) Dependence of phase shift on $k^2$ for a DBR with 20 GaAs/AlAs mirror. Phase shift is linearly dependent on $k^2$ for angles less than 50 degrees. 0 degrees for both graphs means the signal is normally incident on the DBR.

Fig. 2.4 (b) Angle dependence of reflectivity and transmissivity of a DBR with 20 GaAs/AlAs mirror pairs, $\lambda_b = 1550$ nm. 0 degrees means the signal is normally incident on the DBR.
Fig. 2.5 (a) Spectral dependence of phase shift associated with reflection and transmission for a DBR with 20 GaAs/AlAs mirror pairs, $\lambda_B = 1550$ nm. The dependency on phase shift on wavelength around $\lambda_B$ is shown to be linear.

Fig. 2.5 (b) Spectral dependence of reflection and transmission for a DBR with 20 GaAs/AlAs mirror pairs, $\lambda_B = 1550$ nm. The high reflectivity region centred on $\lambda_B$ is the cavity stop band.
2.1.6 Phase shift in a DBR

The mirror penetration depths \( (d_{n,2}) \) are extremely important as they must be taken into account when calculating the effective active region length. The phase shift associated with a DBR is quite complicated, and so for simplicity it is calculated in this thesis using the TMM. The phase response for a DBR with 20 GaAs/AlAs mirror pairs and \( \lambda_B = 1550 \) nm is shown in Fig 2.5. The phase shift dependence on wavelength is seen to be linear for a wide wavelength region (> 30 nm) around \( \lambda_B \). Due to this linear phase response around \( \lambda_B \) the derivative of the phase response around \( \lambda_B \) can be used to describe the phase response for all wavelengths of practical interest in this work. The derivative of the phase response is related to \( (d_{n,2}) \) through (2.29).

2.2 Transverse matrix method

In order to explain the response of an etalon with a more complicated structures i.e. large numbers of mirrors it is convenient to use the TMM. \( A \) and \( B \) are defined as shown in Fig. 2.6. The definitions for the reflection and transmission coefficients are the same as those shown in Fig. 2.1.

\( A_i \) and \( B_i \) are the amplitudes of the waves travelling through \( L_i \) in the \( z \) and \( -z \) directions respectively:

\[
A_{i+1} = A_{i,i+1} + B_{i+1,i}r_{i+1,i} \quad (2.34)
\]

\[
B_i = A_i r_{i,i+1} + B_i t_{i,i} \quad (2.35)
\]

In order to rearrange (2.34) and (2.35) the Fresnel relations must be used

\[
t_{i,i+1}t_{i+1,i} + r_{i,i+1}r_{i+1,i} = 1 \quad (2.36)
\]

\[
r_{i,i+1} = -r_{i+1,i} \quad (2.37)
\]
Fig. 2.6 Definition of variables used to define layer structure and transmission as used in
definition of the TMM. \( A_i \) and \( B_i \) are the amplitudes of the waves travelling through \( L_i \).

(2.34) and (2.35) can be expressed as

\[
A_i = \frac{1}{t_{i,i+1}} (A_{i+1} - B_{i+1} r_{i,i+1}) \quad (2.38)
\]

\[
B_i = \frac{1}{t_{i,i+1}} (A_{i+1} r_{i,i+1} + B_{i+1}) \quad (2.39)
\]

(2.38) and (2.39) can be expressed in matrix form as

\[
\begin{bmatrix}
A_i \\
B_i
\end{bmatrix} = \frac{1}{t_{i,i+1}} \begin{bmatrix}
1 & r_{i,i+1} \\
r_{i,i+1} & 1
\end{bmatrix} \begin{bmatrix}
A_{i+1} \\
B_{i+1}
\end{bmatrix} = M_{i,i+1} \begin{bmatrix}
A_{i+1} \\
B_{i+1}
\end{bmatrix} \quad (2.40)
\]

where \( M_{i,i+1} \) is the transfer matrix from \( L_i \) to \( L_{i+1} \). When calculating the result of transitions through multiple layers the phase change due to propagation through the layers must be taken into account. The phase shift due to the signal transiting the space between boundary \( z_i \) and \( z_{i+1} \) is \( \phi_i \)

\[
\phi_i = k_i d_i = \beta n_i d_i = n_i d_i \cos \theta_i \frac{\omega}{c} \quad (2.41)
\]
where $\theta_i$ is the incident angle for light incident on $z_{i+1}$ from $L_i$, see Fig. 2.7, $\omega = 2\pi f$, $f$ is the input signal frequency, $k_i$ is the wave vector and is equal to $\beta_i n_i$, $\beta = \beta_0$, $k_z$ is the $z$ component of $k$

$$k_z = \sqrt{n_i^2 \beta^2 - (n_i \beta \sin \theta_{inc})^2}$$ \hspace{1cm} (2.42)

The effect of the phase shift on signals as they pass through the layers of a multi layer structure is taken into account by calculating a propagation matrix $P_i$ for each of the layers ($L_i$)

$$P_{i+1} = \begin{bmatrix} e^{i\phi_{i+1}} & 0 \\ 0 & e^{-i\phi_{i+1}} \end{bmatrix}$$ \hspace{1cm} (2.43)

The minus sign in $P_{i+1}(2, 2)$ is due to the signal travelling in the -z direction. The propagation through a series of layers can be represented in matrix form as

$$\begin{bmatrix} A_i \\ B_i \end{bmatrix} = M_{i+1} P_{i+1} M_{i+2} \begin{bmatrix} A_{i+2} \\ B_{i+2} \end{bmatrix} = \begin{bmatrix} F_{11} & F_{12} \\ F_{21} & F_{22} \end{bmatrix} \begin{bmatrix} A_m \\ B_m \end{bmatrix}$$ \hspace{1cm} (2.44)

$F$ is the matrix which describes the effect of the propagation through the entire multi layer structure.

In order to calculate $M_{i+1}$ as defined in (2.44) $r_i$ and $t_{i,j}$ must be calculated using (2.1). In practice it is easier to implement the TMM by expressing the Fresnel equations (2.1) in terms of $k_z$:

$$r_{i,j+1} = \frac{n_i \cos \theta_i - n_{i+1} \cos \theta_{i+1}}{n_i \cos \theta_i + n_{i+1} \cos \theta_{i+1}} = \frac{k_i - k_{z,i+1}}{k_i + k_{z,i+1}}$$ \hspace{1cm} (2.45)

$$t_{i,j+1} = \frac{2n_i \cos \theta_i}{n_i \cos \theta_i + n_{i+1} \cos \theta_{i+1}} = \frac{2k_i}{k_i + k_{z,i+1}}$$ \hspace{1cm} (2.46)

(2.45) and (2.46) can be substituted back into (2.44)
The reflectivity and the transmissivity of the multi layer structure is calculated by letting $B_m$ equal to zero, which can be done because there are no more layers to reflect light back into the cavity after $z_m$.

\begin{align}
  A_0 &= F_{11} A_m \\
  B_0 &= F_{21} A_m
\end{align}  \hspace{1cm} (2.47, 2.48)

From (2.34) and (2.35) the reflection ($r$) and transmission ($t$) coefficients for the multi layer structure can be calculated

\begin{align}
  r &= \frac{B_0}{A_0} = \frac{F_{21}}{F_{11}} \hspace{1cm} (2.49) \\
  t &= \frac{A_m}{A_0} = \frac{1}{F_{11}} \hspace{1cm} (2.50)
\end{align}

The reflectivity and transmissivity of the multi layer structure can be described as

\begin{align}
  R &= |r|^2 \hspace{1cm} (2.51) \\
  T &= \frac{k_z}{k_{z_0}} |t|^2 \hspace{1cm} (2.52)
\end{align}
Both $r$ and $t$ are complex variables whose phase angle gives the phase change due to reflection and transmission respectively for the multi layer structure.
3. Two-photon absorption microcavity detector

3.1 Basic principle

The detector used to carry out TPA based monitoring in this work is a TPA microcavity (TPAM) [71, 72]. The TPAM’s which have been used consist of two highly reflective DBR’s between which is sandwiched a one $\lambda$ thick active region, see Fig 3.1. The response of such a structure is explained by calculating the response of each DBR individually (reflection, transmission and phase shift) using the TMM, see section 2.2. Then each DBR is treated as a single mirror and so the cavity can be described using etalon theory, see section 2.1.

![Fig. 3.1 Schematic of a microcavity structure consisting of top and bottom DBR’s with 20 and 20 GaAs/AlAs mirror pairs. The active region is 1 $\lambda_B$ thick.](image)
Fig. 3.2 Refractive index distribution for of a TPAM consisting of top and bottom DBR’s with 20 top and 20 bottom GaAs/AlAs mirror pairs. The active region is a 1 \( \lambda_B \) thick GaAs layer. Position 0 \( \mu m \) corresponds to the air interface of the microcavity.

The refractive index distribution of such a structure is shown in Fig. 3.2. The effect of the 1 \( \lambda_B \) thick active region is to produce a narrow wavelength region in the stop band centred on \( \lambda_B \) which has low reflectivity (cavity resonance). The device structure shown in Fig. 3.2 has \( R_{1,0} \) and \( R_{1,2} \) values of 0.9976 and 0.9917 respectively, see Fig 3.3(a). The shape of the reflectivity and transmission response around \( \lambda_B \) has the same shape as a Lorentzian function; see Fig. 3.3(b).
Fig. 3.3 (a) Reflectivity and transmissivity dependence of a TPAM consisting of 20 top and 20 bottom GaAs/AlAs DBR mirror pairs. The active region is $1 \lambda_B$ thick.

Fig. 3.3 (b) Reflectivity and transmissivity dependence of a microcavity for a narrow wavelength region centred on the $\lambda_B$. The TPAM consists of 20 top and 20 bottom GaAs/AlAs DBR mirror pairs. The active region is $1 \lambda_B$ thick.
The FWHM of the spectral response of the reflection and the transmission (cavity bandwidth) is given by (2.25). This equation shows that the FWHM of the spectral dependence of the cavity reflection and transmission spectra is dependent on the product of the reflection and transmission of the top and bottom DBR’s. Increasing the reflectivity of the entire cavity ($R$) results in a decrease in the FWHM of the reflection/transmission response of the cavity. The reflection of the cavity at resonance is minimised by balancing the cavity, which means matching the front and back mirror reflectivities (set $R_{0,1}$ equal to $R_{1,2}$). It can be seen in Fig. 3.3(b) that even though the top and bottom DBR’s of the simulated cavity are identical the cavity is not completely balanced (reflectivity does not reach 0 at $\lambda_B$). The cause of this imbalance is that the top DBR has an air interface while the bottom mirror has an interface with a GaAs substrate. If the substrate were removed (leaving the bottom DBR with an air interface) then the reflectivity at resonance for this structure would be 0. In practice the minimum reflectivity of the microcavity is not important in relation to TPA based detection as we are only interested in the enhancement of the electric field and the cavity bandwidth. It is also important to note that due to growth considerations that the response of grown TPAM structures will not exactly match the theoretical response as described above. The main difference is in the reflectivity of the DBR’s which in practice is slightly lower reflectivity that suggested by the theory. Due to this the reflectivity of the devices must be calculated experimentally.

3.2 Electric field

The benefit of using a TPAM is that it results in a large enhancement of the optical field in the active region of the cavity. The electric field in a TPAM can be calculated for the entire structure using the TMM, see section 2.2. The electric field can be described as a standing wave:
\[ E_i = \exp(-i k_z d_{z_i}) + \exp(i k_z d_{z_i}) \]  

(3.1)

where \( k_z \) is the value of \( k_z \) in the layer \( i \), \( d_{z_i} \) is the distance from \( z_i \) in the \( z \) direction. The field builds up in the cavity relative to the input field and is greatest in the active region, see Fig. 3.4. It can be seen in Fig. 3.4 that the enhancement of the electric field in the active region relative to the input optical field is approximately 10. In Fig. 3.4 positions below 0 \( \mu \)m correspond to the air interface of the cavity and positions greater than approximately 5.75 \( \mu \)m correspond to the substrate under the bottom mirror of the cavity. As the generated TPA photocurrent is proportional to \( E^4 \) this means that the level of TPA in this microcavity structure is enhanced by approximately 10,000 times relative to the non-cavity case.

Fig. 3.4 Distribution of absolute of \( E \) in structure consisting of top and bottom DBR’s with 20 and 20 GaAs/AlAs mirror pairs. The active region is a 1 \( \lambda_B \) thick GaAs layer. The dashed line shows \( E \) for the active region. 0 \( \mu \)m corresponds to the Air/TPAM interface.

The level of enhancement of the optical field in the active region of the cavity can be worked out using etalon theory, see section 2.1.3. In order to maximise
the level of enhancement in the cavity there are two requirements. Firstly the value of $R$ for the cavity must be as close to one as possible. Secondly the value of $R_{i,2}$ must be as high as possible as the enhancement of the cavity has a stronger dependence on $R_{i,2}$ than on $R_{0,1}$ due to the presence of $R_{i,2}$ in the numerator of (2.18).

As the level of SPA is proportional $|E^2|$ and TPA is proportional to $|E^4|$ this means that the level of enhancement for both SPA and TPA in the TPAM can differ by orders of magnitude, see chapter 4. The ratio of the level of SPA to TPA generated in a microcavity is found by integrating $|E^2|$ and $|E^4|$ across the cavity length $d_{z_{act}}$, where $d_{z_{act}}$ is the thickness of the active region in the $z$ direction which for a 1 $\lambda_B$ GaAs region at 1550 nm which corresponds to a physical thickness of 459 nm.

![Fig. 3.5 Distribution of absolute value of $E$, $E^2$ and $E^4$ in a TPAM structure consisting of top and bottom DBR’s with 20 and 20 GaAs/AlAs mirror pairs. The active region is a 1 $\lambda_B$ thick GaAs layer. The position at the interface between the top DBR and the active region is set as 0 $\mu$m. All curves are normalised by the peak of $E^4$.](image)

- 38 -
3.3 Cavity lifetime

The case for cavity enhancement as explained in section 2.1.3 is only completely valid for CW incident signals. For CW incident signals higher values of $R$ generate larger field enhancement in the cavity. This is not necessarily the case for incident optical pulses [74].

The incident field inside needs several round trips inside the cavity in order for the intensity to build up inside the cavity. For cavities, the rise time for the build up of the intensity increases as $R$ increases. After a period of intensity build-up in the cavity the intensity will reach a saturation point which is dependent on $R$. Higher values of $R$ correspondingly leads to the cavity saturating at increasingly high intensities. For short optical pulses the pulse duration can be shorter the cavity saturation time. This results in the cavity not reaching the saturation intensity and as such the level of enhancement for these pulses is less that the level of enhancement for a CW input signal. A CW signal in general has a linewidth which is orders of magnitude narrower than the FWHM of the cavity spectral acceptance and as such increasing $R$ does not affect the acceptance of the CW signal into the cavity. The spectral FWHM of a short optical pulse can be similar to the spectral width of the cavity. So increasing $R$ which decreases the spectral width of the cavity acceptance can decrease the acceptance of the short optical pulses into the cavity. As such there is a trade off between increased enhancement due to the cavity lifetime and decrease in the spectral acceptance of the cavity which reduces the portion of the pulse spectrum that is accepted by the cavity. The effect due to the cavity on the input signal is calculated using the cavity transfer function [74]. Shown in Fig. 3.6 is a TMM based simulation of the effect of the cavity on a temporally short optical pulse which is incident on a microcavity with $R = 0.95$ (both pulses have been normalised to their peak intensity in the cavity. The effect of the cavity in broadening an incident pulse can be clearly seen. For larger overall cavity reflectivities this broadening will increase.
Fig. 3.6 Pulse shape in time domain with and without the influence of a cavity. Simulated cavity has $R = 0.95$. Both pulses have been normalised to their peak intensity in the cavity.

3.4 Our devices

3.4.1 Layer structure

The TPAM’s with which the majority of work in this thesis was carried out were both commercially grown and commercially processed. The growth was carried out by IQE (Europe) Ltd a commercial grower based in Cardiff. The processing was carried out by Compound Semiconductor Technologies Global Ltd (CST) which is based in Cardiff.

For the work in this thesis two different TPAM’s have been used. Both devices are identical except that one set of devices had an extra six mirror pairs in its top DBR. Both sets of TPAM’s were grown using metalorganic chemical vapour deposition (MOCVD). The extra six mirror pairs increase the cavity
lifetime of the second set of devices. The reflectivities of both sets of microcavity
devices were optimised for use with 2 ps and 8 ps pulses respectively, see section
3.3. The layer structure is shown in Fig. 3.7. The layer structure is slightly more
complex than the structures mentioned in section 3.1. This added complexity is
present for a number of reasons such as growth considerations and an effort to
reduce the level of SPA in these devices.
Other than layers number 10 and eleven both the 2 ps and the 8 ps microcavity
devices are identical. Fig. 3.7 shows both the layer composition that was
specified and that which was actually grown. The differences between the layer
composition specified and that was grown is due to growth considerations and
does not greatly affect the operation of these devices.

<table>
<thead>
<tr>
<th>Layer No</th>
<th>Material</th>
<th>Group</th>
<th>Repeat</th>
<th>Start PL(nm)</th>
<th>Finish PL(nm)</th>
<th>T (um)</th>
<th>Doping (cm⁻³)</th>
<th>Dopant</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>GaAs</td>
<td>0</td>
<td>0.1156</td>
<td></td>
<td></td>
<td></td>
<td>1E+19</td>
<td>Carbon</td>
</tr>
<tr>
<td>12</td>
<td>AlAs</td>
<td>0</td>
<td>0.1348</td>
<td></td>
<td></td>
<td></td>
<td>3E+18</td>
<td>Carbon</td>
</tr>
<tr>
<td>11</td>
<td>Al(x)GaAs</td>
<td>3</td>
<td>0.12</td>
<td></td>
<td></td>
<td></td>
<td>1E+18</td>
<td>Carbon</td>
</tr>
<tr>
<td>10</td>
<td>AlAs</td>
<td>3</td>
<td>0.1178</td>
<td></td>
<td></td>
<td></td>
<td>5E+17</td>
<td>Carbon</td>
</tr>
<tr>
<td>9</td>
<td>GaAs</td>
<td>2</td>
<td>0.1156</td>
<td></td>
<td></td>
<td></td>
<td>3E+17</td>
<td>Carbon</td>
</tr>
<tr>
<td>8</td>
<td>AlAs</td>
<td>2</td>
<td>0.1348</td>
<td></td>
<td></td>
<td></td>
<td>5E+17</td>
<td>Carbon</td>
</tr>
<tr>
<td>7</td>
<td>Al(x)GaAs</td>
<td></td>
<td>0.6</td>
<td></td>
<td></td>
<td></td>
<td>3E+17</td>
<td>Carbon</td>
</tr>
<tr>
<td>6</td>
<td>AlAs</td>
<td>0</td>
<td>0.1348</td>
<td></td>
<td></td>
<td></td>
<td>None</td>
<td>Silicon</td>
</tr>
<tr>
<td>5</td>
<td>GaAs</td>
<td>0</td>
<td>0.4625</td>
<td></td>
<td></td>
<td></td>
<td>None</td>
<td>Silicon</td>
</tr>
<tr>
<td>4</td>
<td>AlAs</td>
<td>0</td>
<td>0.1348</td>
<td></td>
<td></td>
<td></td>
<td>1.2E+18</td>
<td>Silicon</td>
</tr>
<tr>
<td>3</td>
<td>Al(x)GaAs</td>
<td></td>
<td>0.6</td>
<td></td>
<td></td>
<td></td>
<td>1E+18</td>
<td>Silicon</td>
</tr>
<tr>
<td>2</td>
<td>AlAs</td>
<td>1</td>
<td>0.1348</td>
<td></td>
<td></td>
<td></td>
<td>1E+18</td>
<td>Silicon</td>
</tr>
<tr>
<td>1</td>
<td>GaAs</td>
<td>1</td>
<td>0.1156</td>
<td></td>
<td></td>
<td></td>
<td>1E+18</td>
<td>Silicon</td>
</tr>
</tbody>
</table>

Fig. 3.7 Layer composition for microcavities optimised for 2 ps and 8 ps. Layer numbers 10 and
11 are only present in the 8 ps devices.

The devices were grown on a Silicon doped 625 μm thick GaAs substrate. The $\lambda_B$
for these devices is specified as being 1560 nm. Layer 1 and 2 is a GaAs/AlAs
mirror pair which is repeated 23 times in order to give the bottom DBR of the
TPAM's high reflectivity. The relatively high doping level in these layers (1E¹⁸
cm⁻³) is to aid carrier transport. In layer 3 there is a high level of Al present in
order to increase the size of the bandgap and so decrease the level of any possible SPA. The doping present in layer 4 is in order to overcome residual p-doping in the material. Layer 5 is the un-intentionally doped active region. The active region is $1 \lambda_B$ thick. Layer 6 is un-doped in order to prevent dopant going into the active region. The aim of this is to try and limit the level of SPA in these devices. In layer 7 there is a high level of Al present in order to increase the size of the bandgap and so decrease the level of any possible SPA. Layers 8 and 9 have slightly lower doping in order to decrease the level of residual SPA. Layers 10 and 11 are only present in the 8 ps cavity, they are used to increase the top mirror reflectivity and so increase the cavity lifetime. The higher doping is present to improve the carrier transport through these layers. The doping can be higher in these layers than in layers 8 and 9 as they are well away from the active region and as such any residual SPA is unlikely to result in detected photocurrent. Al is present in these layers in order to allow for the increase in doping (this is a growth issue). Layers 12 and 13 are highly doped in order to allow for ohmic bonding.
The principal means of checking whether the devices matched the design specifications is by looking at the measured reflectivity of the devices. In Fig. 3.8 the value of $\lambda_B$ of the grown cavity for different positions around the 3 inch wafer are shown. It can be seen that the actual value of $\lambda_B$ varies by as much as 50 nm around the wafer. This means that a single growth provides a set of TPAM’s with a range of different resonant wavelengths.

3.4.2 Processing

One of the benefits of using a TPAM as a TPA detector is that the processing required is not difficult. The processing was carried out commercially by CST. The processing requires deposition of SiO$_2$ on the top of the TPAM which acts as an electrical insulator. The SiO$_2$ layer is etched-off the top layer for the aperture opening, see Fig. 3.9. A gold layer is then deposited around the aperture which is used as an electrical contact (p-contact), while the bottom of the TPAM which is attached to a metal can (TO can) that operates as an n-contact. Devices are processed to have 3 different aperture sizes (20 $\mu$m, 50 $\mu$m and 100 $\mu$m).

The 4 $\mu$m etch pit is designed to be deep enough to pass through the spacer region of the cavity and so mean only light passing through the device aperture is capable of contributing to the generated photocurrent from the detector.
Fig. 3.9 Schematic of processing carried out by CST in order to create apertures and electrical contacts for TPAM. Schematic was provided by CST. The 4 μm etch pit passes through the cavity spacer region.

### 3.4.3 Diode characteristics

The TPAM is a p-i-n diode. Photodetectors based on p-n junctions have been investigated as high speed photodetectors for many years [75]. The top and bottom DBR’s are the p- and n- junctions respectively. The diode behaviour of a TPAM has been characterised by testing the current vs. bias dependence with no light incident on the TPAM, see Fig. 3.10. The circuit used to investigate the bias dependence of the TPAM is shown in Fig. 3.11. The Ammeter used is a Keithley picoammeter. The main information that can be garnered from the bias dependence of the TPAM is its series resistance.
Fig. 3.10 Voltage vs. current curve for 8 ps microcavity, positive voltage refers to forward bias. No light is incident on detector during scan.

Fig. 3.11 Schematic of circuit used in order to investigate current vs. voltage response of a TPAM. A is a picoammeter.

The series resistance is calculated from the linear dependence of generated current on voltage after the diode is turned on, see Fig. 3.12. The slope of Fig. 3.12 which is a plot of voltage vs. generated current gives the series resistance of the TPAM which for the TPAM under test here is 110 kΩ. Similar VCSEL structures have reported with series resistances of the order of 100 Ω [76, 77]. With their low resistance having been achieved by grading the material interfaces
in their mirror pairs which reduces the series resistance associated with band edge discontinuities at the material interfaces as well using higher doping [78]. Similarly we have achieved a large decrease in series resistance by grading our interfaces although these devices are not used in the work presented here as the device speed is not a limitation in any of this work.

![Graph](image)

Fig. 3.12 Linear fit of diode response after diode is “turned on”.

### 3.4.4 Difference between designed cavity response and actual response

The two sets of TPAM’s used in this cavity were designed cavity lifetimes of 2 ps and 8 ps. The way the cavity lifetime of the grown TPAM’s is calculated is by finding the cavity bandwidth and comparing it to the cavity of the designed structure. The devices we have grown it turns out have cavity bandwidths that are broader than anticipated from TMM modelling of these structures. The deviation from the theoretical cavity response is due to loss in the structures. In practice
this is not of importance for this work as all calculations are based on the measured cavity bandwidth.
4. SPA suppression

4.1 SPA and TPA enhancement

In order for a TPA detector to be used in carrying out OPM it must be capable of operating at as low an input optical power as possible. This is because, in general, the signal being tested will be less than 10 % of the signal power in the system under test. The power available (for test) depends on where in the network the monitor is to be placed, with it being possible for powers to range from 10 dBm to less than – 30 dBm. In practice these types of input optical powers are not a problem for linear detectors but pose a serious problem for TPA based detectors (including TPAM’s). At these low input powers the influence of SPA on the detected signal becomes a serious issue, with the actual power at which problems occur also being related to the incident spot size, see chapter 5.

The primary reason for using a TPAM is in order to enhance the level of TPA, a calculation of the level of TPA enhancement is essential as a means of testing the usefulness of such a structure, see section 3.2 [71, 72]. As the level of TPA is dependent on $|E|^4_{act}$ while SPA is dependent on $|E|^2_{act}$ this results in a relative suppression of SPA relative to TPA in a TPAM [79], where $|E|_{act}$ is the absolute of the amplitude of the field in a active region of the TPAM. The field enhancement in a microcavity is derived in section 2.1.3. Using this description of field enhancement it is possible to investigate the level of enhancement of both SPA and TPA in a microcavity. The TPA ($\zeta_{TPA}$) and SPA ($\zeta_{SPA}$) enhancements are described as

$$\zeta_{TPA} = \frac{(1-R_{01})^2(1+R_{12}^2 + 4R_{12})}{(1-\sqrt{R_{01}R_{12}})^2}$$  \hfill (4.1)

$$\zeta_{SPA} = \frac{(1-R_{01})(1+R_{12})}{(1-\sqrt{R_{01}R_{12}}^2)}$$  \hfill (4.2)

where the definitions of R are consistent with those in chapter 2.
4.2 SPA and TPA generated photocurrent

The generated SPA and TPA generated photocurrent can be described as

\[ i_{\text{TPA}} = \frac{eC\beta P^2_{\text{ave}}}{2h\nu S d_{\text{gen}}} \]  \hspace{1cm} (4.3)

\[ i_{\text{SPA}} = \frac{eC\alpha d_{\text{ave}}} {h\nu} \]  \hspace{1cm} (4.4)

where \( e \) is the electron charge, \( S \) is the spot area, \( h\nu \) is the photon energy, \( \alpha \) and \( \beta \) are the SPA and TPA absorption coefficients respectively. \( C \) is the collection efficiency of the detector with a value of \( C = 1 \) corresponding to 100 \% collection efficiency. \( P_{\text{ave}} \) is the average incident optical power, \( d_{\text{gen}} \) is the duty cycle of the incident optical signal [19] \( d_{\text{gen}} = P^2_{\text{ave}}/P(t)^2 \) where \( P(t) \) is the optical power at time \( t \).

Based on the definition of the level of enhancement by the TPAM it is possible to calculate the amount of optical power required in order for TPA to be the dominant absorption process (for TPA to exceed SPA)

\[ P_{\text{ave}} > \frac{2\alpha Sd_{\text{gen}} \zeta_{\text{SPA}}} {\beta \zeta_{\text{TPA}}} = \frac{2\alpha Sd_{\text{gen}} \zeta} {\beta \zeta} \]  \hspace{1cm} (4.5)

where \( \zeta = \zeta_{\text{TPA}} / \zeta_{\text{SPA}} \) and so \( \zeta \) describes the relative suppression of SPA in a TPAM.

4.3 Experimental investigation of enhancement

The detector used for the investigation of the TPA and SPA enhancement are the cavities which are designed to have 8 ps cavities described in section 3.4, in practice what is considered is not the cavity lifetime but instead the reflectivity of the detector. The detectors designed to have 8 ps and 2 ps cavity lifetimes have overall reflectivities (\( R \)) of approximately 0.965 and 0.87. The difference in
enhancement between the $R = 0.965$ and 0.87 devices is investigated theoretically in section 3.5.3. The detector aperture is 20 $\mu$m in diameter. The measurement is carried out using a continuous wave (CW) widely tuneable laser (TLS), see Fig. 4.1. The signal is passed through an erbium doped fibre amplifier (EDFA) which allows for average optical powers greater than 50 mW to be incident onto the TPAM allowing the TPA dominated regime to be accessed for incident spot sizes which are larger than the 20 $\mu$m diameter of the TPAM under test. The signal is then passed through a variable optical attenuator (VOA) and a polarisation controller. 1% of the output of the VOA is tapped off to an average power monitor (PD). The polarisation controller (PA) consists of an input polarizer and a half- and quarter-wave plate. The polarisation controller is needed due to the polarisation dependence of the TPA process which is investigated for these TPAM’s in chapter 6 [80]. The polarisation for these measurements is controlled using the PA so as to maximize the level of TPA and is then kept constant throughout the measurement. The generated TPA photocurrent is measured using a Keithley 6485 picoammeter.

Fig. 4.1 Experimental setup for investigation of microcavity enhancement. TLS is a tuneable CW laser, VOA is a variable optical attenuator, PD is a InGaAs photodiode used as an average power meter, PA is a polarisation controller, EDFA is an erbium doped fiber amplifier and the Lens produces a ~ 3.5 $\mu$m focused spot on TPAM.
The cavity spectrum is first measured using a defocused spot which is much larger than the detector aperture, see section 3.4.2. With such a large incident spot size the input Gaussian beam can be treated as a collimated beam. The spectral dependence is measured by scanning the TLS wavelength while keeping the incident optical power constant, see Fig. 4.2. The incident power is selected to ensure that the TPA and SPA dominant regimes can be accessed, which for this defocused case corresponds to average powers of 5.84 mW and 0.2 mW respectively.

![Cavity spectral dependence for TPA and SPA dominant regimes respectively with a nearly collimated input signal](image)

The full-width at half-maximum (FWHM) of the SPA spectral dependence is 1.88 nm, compared with 1.32 nm for the TPA spectral dependence. The TPA spectral width is exactly $\sqrt{2}$ times less than the SPA spectral width. This ratio in spectral widths is due to the TPA depending on $|E|^4_{act}$ while the SPA signal
depends on $|E_{\text{act}}|^2$. The practical effective cavity length is assumed to be the same as the design value, which is 2.04 μm. From the SPA spectral width $R$ is found to be 0.965. As shown in section 3.2, even with $R$ kept constant, the distribution of $R_{0,1}$ and $R_{1,2}$ will still influence the level of enhancement in a microcavity. For the TPAM under test $R_{1,2}$ is designed to be very close to 1 and so has a larger number of mirror pairs than the top mirror. In practice, because the loss due to absorption in the p-doped top mirror is assumed to be much higher than in the n-doped bottom mirror, the bottom mirror reflectivity is taken as being closer to the design value than the top mirror. So it is estimated that $R_{1,2}$ is between 0.98 and 0.99. A value of 0.985 for $R_{1,2}$ is taken here which means $R_{0,1}$ is approximately 0.945. Based on these estimations, the TPA and SPA enhancement can be calculated from (4.1, 4.2) as being 11,600 and 90 respectively. Based on these estimated values of enhancement is approximately 130 times.

The above estimate is slightly simplified, in order to fully characterise the level of SPA suppression in a microcavity the effect of the limited acceptance angle must be taken into account, see chapter 5. The acceptance angle of the planar microcavity is defined as being the angle away from normal incidence which causes the intensity inside the cavity to drop by a factor of two relative to the normal incidence case. The acceptance angle which is directly related to the cavity spectral width is estimated to be 12.7 degrees. The lensed fibre used to focus the input optical signal onto the microcavity generates a Gaussian beam with a minimum beam waist of approximately 3.5 μm which corresponds to a divergence angle of 16.1 degrees. The beam waist is the distance from the central axis of the beam at which the field amplitude drops off by a factor of $1/e$ relative to its amplitude on the central axis.

The incident signal onto the microcavity is then tightly focused with the in-focus position being taken as the one which maximises the TPA generated photocurrent. The spectrum is again recorded for TPA and SPA dominant regimes corresponding to $P_{\text{avg}}$ of 1.3 mW and 4.6 μW, respectively, see Fig. 4.3. It can be seen from Fig. 4.3 that the spectral dependence is asymmetric. The
observed asymmetry is due to the limited acceptance of the microcavity, see chapter 5. Due to the limited acceptance angle of the planar microcavity, input angular components, which are increasingly far away from normal incidence, undergo decreased enhancement in the microcavity. This is because different components of the beam will not simultaneously be resonant with the cavity and so the combined effect of this is that the average enhancement of the entire incident beam is decreased. Using the theory as explained in chapter 5, the decrease in the enhancement for TPA and SPA is calculated as being 71 % and 32 % respectively.

![Measured and simulated spectral dependence for TPA and SPA dominated regimes](image)

Fig. 4.3 Measured and simulated spectral dependence for TPA and SPA dominated regimes respectively with a tightly focused input signal. The TPA and SPA dominated absorption regimes correspond to input optical powers of 1.3 mW and 4.6 μW respectively.

With the incident wavelength corresponding to the peak wavelength from the spectrum in Fig. 4.3, the photocurrent dependence on CW incident power was measured, see Fig. 4.4. Fig. 4.4 is fit using a second order polynomial which
allows for the calculation of the current generated in a TPAM for a particular input optical power

\[ i(nA) = 3.70P^2(mW) + 0.33P(mW) \]  \hspace{1cm} (4.6)

which means that for an input of 0.09 mW the generated TPA and SPA photocurrent are equal. Using (4.1) with the decrease in enhancement taken into account, the TPA coefficient is 14.6 cm/GW (with the collection efficiency assumed to be 100%).

In order to test the accuracy of the above reported value of \( \beta \) it is possible to compare it to previously reported values of \( \beta \). In [11] the measured TPA coefficient of (001)-GaAs at 950 nm is between 20 cm/GW and 27 cm/GW, where 20 cm/GW is for linear polarisation along the (100) direction which describes the strength of the TPA in the isotropic limit [23], and 27 cm/GW is for linear polarisation along the (110) direction which represents an anisotropic factor of -0.76, see chapter 6. The wavelength dependence of the TPA coefficient is described by [81]

\[ F \left( \frac{2hv}{E_g} \right) = \left( \frac{2hv}{E_g} \right)^3 - 1 \left( \frac{2hv}{E_g} \right)^5 \]  \hspace{1cm} (4.7)

where \( E_g \) is the direct band gap energy of GaAs. (4.7) is based on a curve fitting of the \( \beta \) response for an isotropic band structure. Using (4.7) \( \beta \) is estimated with in the isotropic limit in (001)-GaAs at 1560 nm as 12.5 cm/GW. The anisotropic factor at 1560 nm of - 0.38 is used, see chapter 5 [23]. \( \beta \) for light polarized along the (110) direction at 1560 nm is then 14.8 cm/GW which agrees well with the experimentally found value of \( \beta \) reported above. In [82] a value of approximately 19 cm/GW was measured at 1560 nm which taking into account the uncertainty in their data around 1550 nm is in good agreement with the value of \( \beta \) reported in this thesis.
From the measured SPA current, $a$ for this TPAM is estimated to be $0.93 \times 10^{-4}$ cm$^{-1}$, which is a very low value. Even with this low value for $a$ without relative suppression of the SPA, the SPA photocurrent would exceed the TPA photocurrent for the incident CW optical powers below 5 mW, see Fig. 4.4. In Fig 4.4 the simulated data is based on a non-cavity detector which has the same absorption length as the microcavity under test. If the influence of the acceptance angle on the microcavity could somehow be mitigated and so allowing the enhancement of the focused beam to be equal to the enhancement for the non-focused beam, then the TPA signal would exceed the SPA signal for CW incident optical powers greater than 38 $\mu$W.
4.4 Spot size measurement

The output signal from the lens, used throughout this thesis, has been profiled and found to have a Gaussian beam profile. The profiling was carried out by using a beam blocker which has a circular aperture, the diameter of which can be varied. Using this variable aperture it was also possible to find the diameter of the focused beam waist produced by the lens.

A focused Gaussian beam can be described as [73]

$$E(x, y, z) = E_0 \frac{\omega_0}{\omega(z)} \exp\left(\frac{-r^2}{\omega(z)^2}\right)$$

(4.8)

where $z$ is the axis orientated along the propagation direction of the beam. $\omega_0$ is the beam radius at the focus position ($z = 0$) where the beam radius is taken to be the distance from the centre of the beam at which the amplitude drops to $1/e$ of its value on the axis at position $z$, see Fig. 4.5. $\omega(z)$ is beam radius at $z$ (which is normally referred to as the beam spot size). Both $x$ and $y$ are two axes orthogonal to $z$, $r = \sqrt{x^2 + y^2}$. $E_0$ is the amplitude of the field of the Gaussian beam at the position where $x$, $y$ and $z$ are equal to 0. The radii $\omega_0$ and $\omega(z)$ can be expressed in terms of each other according to

$$\omega^2(z) = \omega_0^2 \left[1 + \frac{z^2}{\omega_0^2}\right] = \omega_0^2 \left[1 + \left(\frac{\lambda z}{\pi \omega_0^2}\right)\right]$$

(4.9)

Fig. 4.5: Schematic of Gaussian pulse, $\omega_0$ is the minimum beam waist, $z = 0$ corresponds to the position of $\omega_0$ on the $z$-axis.
Using (4.8) the total power contained in a Gaussian beam \( (P_t) \) can be calculated

\[
P_t = E(x, y, z) = E_0^2 \frac{\omega_0^2}{\omega(z)^2} \int_0^\infty \exp \left[ -\frac{2r^2}{\omega(z)^2} \right] 2\pi r dr
\]

Similarly the power transmitted through a circular aperture \( (P_a) \) can be calculated

\[
P_a = \int_0^D E(x, y, z)^2 2\pi r dr = P_t \left( 1 - \frac{D^2}{2\omega(z)^2} \right)
\]

where the signal through the aperture has been centred on the aperture which has a diameter \( D \). The relationship between \( P_t \) and \( P_a \) can be expressed as

\[
y = \sqrt{\log \left( \frac{P_t}{P_t - P_a} \right)} = \frac{1}{\sqrt{2\omega(z)}} D
\]

Fig. 4.6 Schematic diagram of setup used for measuring minimum beam waist of focused Gaussian signal, \( D \) is the diameter of the variable aperture, \( z_a \) is the distance between the output of the fiber lens and the aperture. The power meter is a Melles Griot integrating sphere (average power meter).

In order to measure \( \omega_0 \) for the lens used in this thesis a variable aperture was placed in front of the fibre lens normal to the \( z \) axis a distance \( z_a \) from the output of the fibre lens, see Fig. 4.6. The signal used was a CW signal from a CW tunable laser (TLS) operating at 1550 nm. The variable aperture used had a
circular aperture which can be varied from approximately 2 mm to 40 mm while retaining its circular shape. The lens used after the aperture was used to focus the transmission onto the free space power meter (Melles Griot integration sphere, average power meter) which was used to measure the power transmitted through the aperture. Without the use of the lens it would have been possible for the beam to have diverged considerably by the time it had reached the power meter and for some of the beam to miss the power meter completely. The beam was aligned so as to pass through the centre of the aperture. The beam was centred in the aperture by making the aperture as small as possible and then moving the aperture along a plane orthogonal to the z axis until the power transmitted through the aperture was maximised.

The dependence of $y$ on $D$ is shown in Fig. 4.7 to be linear. From the slope of the linear fit in Fig 4.7 $\omega(z)$ can be found. It is now possible to find $\omega_0$ using

$$\omega_0 = \frac{z \lambda}{\pi \alpha(z)}$$  

(4.12)

The $\omega_0$ found for the lens used throughout this thesis 3.51 μm.

![Fig. 4.7: Dependence of $y$ on aperture diameter ($D$).](image)
4.5 Conclusion

The most important feature of a TPAM is that of its enhancement of the optical field in order to enhance the level of TPA generated photocurrent for a particular input optical power incident on the detector. The TPAM is shown to not only enhance the level of TPA but also to relatively suppress the level of residual SPA [79]. This allows a TPA dominated signal to be accessed at much lower incident optical powers than would be possible with a similar GaAs absorbing region that is not sandwiched between two highly reflective DBR mirrors. The TPA coefficient is estimated to be approximately 15 cm/GW at 1560 nm in (001) GaAs. The residual SPA coefficient in the unintentionally doped GaAs active layer of the TPAM which is grown by metal-organic chemical vapour deposition is approximately $1.0 \times 10^{-4}$ cm$^{-1}$ (which is an extremely low value).
5. **Influence of limited cavity acceptance angle**

5.1 **Influence of acceptance angle**

In order for TPA based detection schemes to be considered for use it must be cost effective. In practice this means that the device will be required to work with as low an input optical power as is possible. Preferentially the detector will be able to operate at optical powers below -10 dBm. This is to allow the input to the detector to come from an optical tap of less than 10% of network signal and then not need to be subsequently optically amplified before being incident on the detector. The first step towards this is the use of a microcavity, which due to the enhancement of the input optical field results in a lower threshold power being necessary to result in TPA dominated absorption. To further reduce the level of input optical power required the input beam must be focused onto the detector. This is because the level of TPA is inversely proportional to the incident spot area

\[
I_{TPA} \propto \frac{P^2}{S}
\]  

(5.1)

where \(I_{TPA}\) = TPA generated photocurrent, \(P\) is the average incident power, \(S\) is the area of the incident signal. As the incident signal is focused so as to reduce the incident spot area this causes parts of the incident beam to have components with incident angles increasingly far away from that of the plane wave case (which is normal incidence). Some of the incident components will start to be off-resonance with the cavity due to its limited acceptance angle, see section 4.3. This results in both an asymmetric cavity spectral response and asymmetry in the peak response for the cavity for different focus positions [83]. The influence of the acceptance angle means there is a trade off between increasing TPA due to focusing the incident signal to smaller spot sizes vs. the decrease in TPA due the reduced acceptance of signals with smaller spots sizes by the cavity.
5.2 Theoretical analysis

We consider a continuous wave (CW) Gaussian beam normally incident on a microcavity detector. The enhancement of a short optical pulse in a microcavity has previously been analyzed in [74], see section 3.3. Shown in Fig. 5.1(a) is a Gaussian beam incident from air onto the microcavity detector surface, with the surface of the detector shown in Fig. 5.1(b). The electric field of the Gaussian beam can be expressed in air as

\[
e_m(x,y,z) = \frac{e_0}{\sqrt{1 + z^2}} \exp\left(\frac{-x^2 + y^2}{\omega^2(z)}\right) \exp\left(-i\beta \frac{x^2 + y^2}{2H(z)}\right)
\]  

(5.2)

where \( \rho_0 = \pi w_0^2 \lambda l \), \( H(z) = z + \rho_0^2 z^{-1} \), and \( \omega(z) = \omega(1 + z^2 \rho_0^2)^{1/2} \), \( e_0 \) is the input amplitude, \( \beta = 2\omega\lambda \) is the wavenumber in vacuum, \( \lambda \) is the incident wavelength, \( z = 0 \) is the position of the minimum beam waist \( (\omega_0) \) where \( \omega_0 \) is the 1/e beam radius at \( z = 0 \), \( \omega(z) \) is the 1/e beam radius at \( z \). The active layer is sandwiched between two highly reflective DBR’s. The field in the active layer was calculated by decomposing the field at the detector surface \( (z = z_s \text{ as shown in Fig. 5.1(a)}) \) into plane waves with different lateral wavenumbers by calculating the Fourier transform

\[
\tilde{e}_m(k_x, k_y, z_s) = \frac{1}{4\pi^2} \int e_m(x, y, z_s) \exp(i(k_x x + k_y y)) dx dy
\]

(5.3)

where \( k_x \) and \( k_y \) are the wavenumbers in the x and y directions. Each plane wave component which is incident on the cavity produces a corresponding plane wave in the active layer. The resultant change in the plane wave is determined by the cavity transfer function

\[
\Gamma(k_x, k_y, z) = \frac{\tilde{e}_m(k_x, k_y, z_s)}{\tilde{e}_m(k_x, k_y, z_s)}
\]

\[
= \frac{\sqrt{T_0} \exp(-i\phi_0) \exp(-ik_z(z - z_s)) + \sqrt{R_1 R_2} \exp(-i(2k_d \phi_0)) \exp(ik_z(z - z_s))}{1 - \sqrt{R_1 R_2} \exp(-i(\phi_0 + \phi_2 + 2k_d))}
\]

(5.4)

where \( k_z = (n^2 \beta^2 - k_p^2)^{1/2} \), \( k_p^2 = k_x^2 + k_y^2 \), \( n \) is refractive index of the active material, \( d \) is the active layer thickness, \( T_0 \) is the transmission of the front mirror for light incident from air, \( R_1 \) and \( R_2 \) are front and back mirror reflectivities for light
incident from inside the active region, \( \phi_v \) (\( v \) represents \( r_1, r_2 \) and \( t_0 \)) are the phase shifts associated with \( R_1, R_2 \) and \( T_0 \) respectively. The reflection and transmission phase shifts are assumed to be zero for normally incident plane waves at the mode wavelength, see section 2.1.5.

The start position \( (z_0) \) of the active layer is shown in Fig. 5.1(a). The round-trip phase shift \( \phi = \phi_N + \phi_T + 2k_zd = 2m\pi \) determines the mode wavelength. If the lateral wavenumbers are equal to zero, i.e. for a normally incident plane wave, the mode wavelength is taken to be \( \lambda_0 \). Around this mode wavelength the change in the round-trip phase shift \( \phi \) can be approximated using a first order Taylor expansion as

\[
\Delta \phi \approx \phi(\lambda_0 + \Delta \lambda, k_x, k_y) - \phi(\lambda_0, 0, 0) = -\frac{4\pi n_0 k_z^2 \Delta \lambda}{\lambda_0^2} - \frac{l_{\rho \sigma} k_z^2}{n_0 \beta_0}
\]  

(5.5)

where
\[
I_p = d + n\beta_0 \frac{d\phi_0}{d(k_p^2)} + n\beta_0 \frac{d\phi_0}{d(k_p^2)}
\]  
\[
l_g = d - \frac{\lambda_0^2}{4\pi n_g} \frac{d\phi_0}{d\lambda} - \frac{\lambda_0^2}{4\pi n_g} \frac{d\phi_0}{d\lambda}
\]

where \(n_0\) is the refractive index at \(\lambda_0\), \(\beta_0 = 2\pi\lambda_0\), \(l_c\) is the effective length of the cavity used in describing the dependence of \(\Delta\phi\) on \(\lambda\), \(l_g\) is the effective length used to describe the dependence of \(\Delta\phi\) on incident angle (\(\theta\)). If \(\Delta\phi = 0\), the dependence of the mode wavelength on both the lateral wavenumbers and the incident angle is

\[
\Delta\lambda = -\frac{l_g\lambda_0}{2n_g l_c} \sin^2(\theta)
\]

where \(\sin(\theta) = k_p/\beta_0\), \(n_g\) is the group index. In (5.4) the numerator describes the standing wave distribution and the denominator describes the enhancement achieved by the reflection from the mirrors. As a simplification we assume that the dependence of the transfer function on both the incident wavelength and the lateral wavenumbers is dominated by the change in the denominator, i.e. we neglect the changes in the standing wave distribution with wavelength and the lateral wavenumbers. This simplification is possible for high-finesse microcavities as the deviation of incident wavelength is kept within a few nanometres of \(\lambda_0\) and the incident angle is less than approximately 50 degrees off normal incidence. Angles of incidence within this range have a phase dependence on \(k_x^2\) which is linear, see the inset of Fig. 2.4(a). The approximated transfer function is

\[
\Gamma(k_x, k_p) = \frac{\sqrt{T_0} \exp(-i\Delta\phi_{A_0})}{1 + \frac{R}{1-R} \left(1 - \exp(i n_0 \frac{\Delta\lambda}{\lambda_0} + i \frac{l_g k_p^2}{n_0 \beta_0})\right)}
\]

where

\[
f(z) = \sqrt{T_0} \exp(-i n_0 \beta_0 (z - z_0)) + \sqrt{R_0} \exp(i n_0 \beta_0 (z - z_0))
\]

is the field inside the cavity for a normally incident plane wave at resonance; \(\Delta\phi_{A_0}\) is the dependence of the phase change in the top mirror on \(\lambda\) for light on its
initial transmission through the top mirror \((t_0)\), \(R = \sqrt{R_1 R_2}\), \(l_{\theta, \psi_\theta}\) is the dependence of the effective length of the top mirror on \(\theta\) for \(t_0\). Both \(\Delta \phi_{\psi, \theta}\) and \(l_{\theta, \psi_\theta}\) are calculated from \(\phi_\theta\) as in (5.6) and (5.7). We then modify (5.9) using the spectral width and acceptance angle of the cavity as they are both easily measured experimentally. The spectral width \((\Delta \lambda_{\text{FWHM}}\), full-width at half maximum, FWHM) for normally incident plane waves can be expressed as

\[
\Delta \lambda_{\text{FWHM}} = \frac{(1 - R)}{\sqrt{R}} \frac{\lambda_0^2}{2 \pi l_{\lambda_0}}
\]

(5.11)

The cavity acceptance angle with \(\lambda_0\) incident can be expressed as

\[
\Delta \theta_{\text{FWHM}} = 2 \sin^{-1} \left( \sqrt{\frac{(1 - R) n_0 \lambda_0}{2 \pi l_{\lambda_0}}} \right) = 2 \sin^{-1} \left( \sqrt{\frac{\Delta \lambda_{\text{FWHM}}}{\lambda_0}} \frac{n_0 l_{\lambda_0}}{l_{\theta}} \right)
\]

(5.12)

If \(\lambda_0\) is incident at an angle half that of the acceptance angle then the intensity inside the cavity will be half the normal incidence value. The cavity spectral width and the acceptance angle are related to each other through (5.8). We then re-write (5.9) as:

\[
\Gamma(k_x, k_y) \approx \frac{f(z) \exp(-i \Delta \phi_{\psi_\theta})}{1 + R \left(1 - \exp \left( i \frac{1 - R}{\sqrt{R}} 2 \Delta \lambda + i \frac{1 - R}{\sqrt{R}} \frac{4 k_p^2}{\Delta \lambda_{\text{FWHM}}} \right) \right)} \exp \left( i \frac{l_{\theta, \psi_\theta} k_p^2}{n_0} \right)
\]

(5.13)

where \(\Delta \beta_{\text{FWHM}} = 2 \beta_0 \sin(\Delta \theta_{\text{FWHM}}/2)\). With the approximated transfer function we can calculate the field inside the cavity from the inverse Fourier transform. It can also be seen that \(\exp(i \frac{l_{\theta, \psi_\theta} k_p^2}{n_0} \beta_0)\tilde{e}_{\text{in}}(k_x, k_y, z)\) is the Fourier transform of \(e_{\text{in}}(x, y, z_\psi, z_\theta, \psi_\theta) = z_\psi + 2 l_{\theta, \psi_\theta} / n_0\). So we can calculate the field inside the active layer as

\[
e_z(x, y) = \int \int e_z(x, y, z') \exp(-ik_x x - ik_y y) \frac{dk_x dk_y}{1 + R \left(1 - \exp \left( i \frac{1 - R}{\sqrt{R}} 2 \Delta \lambda + i \frac{1 - R}{\sqrt{R}} \frac{4 k_p^2}{\Delta \lambda_{\text{FWHM}}} \right) \right)}
\]

(5.14)

where some unimportant phase factors have been omitted. The field dependence on \(z\) is \(f(z)\) in (5.13) and is omitted in (5.14) for compactness. With (5.14) we can calculate the electric field in the active layer and the level of TPA. We use a relative value called the correction factor \((C)\) to describe the cavity effect which
is defined as the ratio between the TPA generated in the active layer with and without the influence of the limited acceptance angle of the cavity

\[
\xi = \xi_0 \frac{\iint e_z(x, y) \, dx \, dy}{\iint e_m(x, y, z') \, dx \, dy} = \xi_0 C
\]  

(5.15)

where

\[
\xi_0 = \frac{\int_{x+d} f(z) \, dz}{d} = \frac{T_0^2 (1 + 4R + R^2)}{(1 - R)^2}
\]  

(5.16)

is the TPA enhancement for a normally incident plane wave at resonance. The factor \( C \) is a convolution of the dependence of cavity enhancement on both the incident wavelength and incident angle due to changes in \( \Delta \phi \) as shown in (5.14).

### 5.3 Investigation of practical microcavity

The TPAM used for all simulations and experimental work in this chapter is a TPAM which is resonant at 1558.9 nm and has a 1-\( \lambda \) GaAs active region. The cavity has 14 p-doped Ga_{0.88}Al_{0.12}As/Ga_{0.1}Al_{0.9}As top mirror pairs and 24 n-doped Ga_{0.1}Al_{0.9}As/Ga_{0.88}Al_{0.12}As bottom mirror pairs. The microcavity response is characterised using a signal provided by a continuous wave external cavity tunable laser. The signal is amplified by an Erbium-doped-fiber-amplifier (EDFA) which provides sufficient optical power to access the TPA dominant absorption regime. Due to TPA being an intrinsically polarisation sensitive process (see chapter 6), the signal is passed though a polarisation controller so that the signal onto the detector can be controlled. The polarisation is rotated so as to maximize the photocurrent at resonance and is then kept constant for these measurements. The polarisation controller consists of an input polarizer and a half- and quarter- wave plate. The lens arrangement has been profiled to ensure that the beam it produces has a Gaussian profile with a beam waist \( (\omega_0) \) of 3.5 \( \mu \)m.
Fig. 5.2. Wavelength dependence of the microcavity for different focus positions with the microcavity operating in the TPA dominant regime with associated theoretical fits. The wavelength axis of each spectrum is centred on the maximum TPA response.

Fig. 5.3. Dependence of microcavity response on focus position. The focus position axis is centred on the maximum TPA response.
The z-scan measurement was carried out by moving the microcavity along the propagation direction of the input beam. The microcavity is translated from $z = -150 \, \mu m$ to $z = 150 \, \mu m$ with the beam being kept centred in the aperture of the microcavity. The input signal for all measurements is placed as close to normal incidence on the microcavity as the measurement setup allows. The optimum focus position which is the position which maximizes the TPA response is set as being $z = 0 \, \mu m$. This optimum focus position does not correspond to the $z = 0 \, \mu m$ position as outlined in the theory as experimentally this position can not be found (as all that is found experimentally is the position which maximises the level of the TPA generated photocurrent and not the position with the smallest spotsize centred in the spacer region of the cavity). The optical power on the microcavity was kept constant at 10 mW for the z-scan measurements. As $z$ increases the microcavity is being moved away from the lens. At each $z$ position the spectral dependence of the microcavity with TPA dominant is measured. This spectral response is asymmetric with the TPA response showing stronger wavelength dependence for wavelengths which are greater than resonance, see Fig. 5.2. The maximum photocurrent for each focus position is recorded, see Fig. 5.3. It is seen that the dependence of the peak TPA response on focus position is asymmetric about $z = 0 \, \mu m$. For positions with $z > 0 \, \mu m$ less TPA is generated than for equivalent distances of $z < 0 \, \mu m$.

In order to fit the observed asymmetry in the microcavity response using the theory explained above, the spectral width of the microcavity response must be measured. To do this the microcavity is initially placed away from the optimum focus position so that the diameter of the signal incident in the detector is 65 \mu m. The input signal is larger than the 50 \mu m in diameter aperture of the microcavity; see Fig. 5.1(b). With this large spot size it is easier to access the SPA dominant regime. The wavelength is tuned across the cavity resonance for SPA and TPA dominant regimes which are achieved with 1 mW and 30 mW incident on the detector respectively as shown in Fig. 5.4. The spectral response of the SPA spectrum is fitted using a Lorentzian function. From this fitting the spectral width (SW) and the resonant wavelength ($\lambda_0$) are calculated as being
1.97 nm and 1558.9 nm respectively. The average reflectivity of the microcavity (\(R\)) is then calculated using \(SW / FSR = R^{-1/2}(1 - R)/\pi\). The spectra in Fig. 5.4 are normalised to the peak photocurrent and their wavelength-axis shifted to centre them at the origin. The remaining two unknowns necessary to fit the microcavity response are \(l_\theta\) and \(l_z\). Both \(l_\theta\) and \(l_z\) are calculated theoretically for the device structure under test using the transverse matrix method, with values of 2.04 \(\mu\)m and 2.41 \(\mu\)m being calculated respectively.

![Fig. 5.4. Wavelength dependence of Microcavity for TPA and SPA dominant regimes with a 65 \(\mu\)m incident spot diameter. The dashed lines are the fittings of the SPA and TPA data with a Lorentzian and a Lorentzian squared function respectively.](image)

When fitting the experimental data with the theory the device is found to be best fit by taking the incident signal on the microcavity as being 4.5 degrees off normal which is within the alignment accuracy of the experimental setup. The angle is included in the theory by adding the momentum resulting from the angle to \(k_x\). The fitting of both the spectral response and the peak TPA response is shown in Fig. 5.2 and Fig. 5.3 respectively to fit the experimental data well. The
asymmetry in the spectral response in Fig. 5.2 is due to the angular dependence of the cavity resonance wavelength (5.11). So as the input signal is focused some of the input signal is resonant at wavelengths less than $\lambda_0$. The asymmetry in the peak TPA response shown in Fig. 5.3 is due to the resultant effective spot size of the focused signal in the absorbing region of the microcavity. For $z < 0$ (converging beam) the effective spot size decreases after multiple roundtrips in the cavity where as for a diverging beam the effective spot size is larger than the incident spot size. From the theory it is found that the TPA response is not maximized when $\omega_0$ is positioned so as to be in the centre of cavity. The signal is instead maximized approximately 17 $\mu$m from this position when the signal is converging.

Fig. 5.5. Theoretical TPA response vs. $\omega_0$ of incident beam for non cavity case (dotted line) with the photocurrent normalized to the signal generated by Gaussian signal with $\omega_0 = 1.5$ $\mu$m, cavity case (solid line) is normalized to peak TPA response. Also shown (dashed line) is the response of the correction factor ($C$) vs. $\omega_0$.

Using the theory a value of $\omega_0$ for the input signal can be calculated which optimizes the TPA response in the microcavity. This is done by simulating the
dependence of (5.15) on $\omega_0$. In the absence of a cavity, the TPA response 
\[ \iint |e_m(x, y, z')|^4 \, dx \, dy \] 
is inversely proportional to the spot area, see Fig. 5.5. The TPA response in the cavity 
\[ \iint |e_c(x, y)|^4 \, dx \, dy \] 
is more complicated. As the value of $\omega_0$ is changed so too does the resonant wavelength of the cavity. So in the theoretical analysis for each value of $\omega_0$ the wavelength is changed so as to optimise the TPA response. The peak TPA response for each value of $\omega_0$ is recorded, see Fig. 5.5. We find that the spot size which maximizes the TPA response in the cavity is not the smallest possible spot size. The value of $C$ is also shown vs. $\omega_0$. Fig. 5.5 shows that the TPA response of the cavity increases with increasing spot size, as the input signal is more efficiently coupled to the resonant cavity mode until the optimum spot size is reached. The optimum $\omega_0$ for this microcavity structure was calculated as being 3.5 $\mu$m. Once the incident spot size exceeds the optimum value the level of TPA generated in the structure decreases. This is due to the increasing spot size dominating the cavity TPA response. The value of $C$ is shown to approach 1 as the incident spot size becomes larger and the incident beam becomes more like a plane wave.

### 5.4 Conclusion

Even with the enhancement provided by the TPAM it is still necessary to focus the input beam onto the TPAM in order to operate in the TPA dominated absorption regime at low optical input powers. A TPAM has a limited acceptance angle and so different angular components have different levels of enhancement in the cavity. For a TPAM detector, this results in an asymmetrical cavity spectral response and also an asymmetrical response to the focus position. The influence of the acceptance angle on the TPA response of the TPAM means that to optimize the level of TPA generated by a TPAM, the optimal spot size for the TPAM must be calculated. An optimized incident focused spot diameter of 7 $\mu$m has been calculated as being optimal so as to maximize the generated TPA photocurrent for the $R = 0.965$ TPAM under test. While measurements were only
carried out for a TPAM with $R = 0.965$, it is shown that the theory described can also be used to calculate the optimal incident focused spot size for cavities with different values of $R$. With increasing TPAM cavity lifetime the dependence on incident angle becomes increasingly important and as such the optimal incident spot size will increase.
6. Polarisation dependence

6.1 Introduction

In order to use these structures for TPA applications in which the polarisation of the input signal is subject to change, we must first fully understand the TPA polarisation dependence in these microcavities. The polarisation dependence of the TPA coefficient is dependant on the crystalline orientation of the material [23]. The polarisation dependence of TPA in (001) GaAs at 950 nm has been previously reported in [11]. As linear polarisation is rotated through 360 degrees, the TPA dependence is periodic, with a period of 90 degrees, and a variation of approximately 27% in the TPA coefficient ($\beta$).

For the TPAM the polarisation dependence of the TPA process and the microcavity itself are convoluted. It is therefore necessary to characterise the additional contribution of the cavity effect to the intrinsic polarisation dependence of bulk GaAs.

6.2 Polarisation dependence of TPA in semiconductor microcavity

TPA measurements were carried out using a Ga$_{0.1}$Al$_{0.9}$As/Ga$_{0.88}$Al$_{0.12}$As TPAM which is resonant at $\lambda = 1561$ nm with a 1 $\mu$m thick GaAs absorption region [80]. The cavity has 7 p-doped top mirror pairs and 24 n-doped bottom mirror pairs. The input optical signal is provided by an external cavity tunable diode laser which is modulated at 300 kHz with a duty cycle of 50%, see Fig 6.1. The signal is amplified by an erbium-doped-fiber-amplifier (EDFA) so as to allow the TPA-dominated regime to be accessed. The signal is also passed through a variable optical attenuator (VOA) and a polarisation controller (PA). The polarisation
controller consists of an input polarizer and a half- and quarter-wave plate. Using the polarisation controller, the specific polarisation of the input signal onto the detector can be set. The detector is placed away from the in-focus position so as to reduce the effect of angular components of the input beam, which can result in asymmetry of the measured TPA spectrum due to the angular dependence of the TPAM response.

The TPAM also has some residual single-photon absorption (SPA) which is also enhanced by the TPAM [79], see chapter 4. The SPA polarisation dependence of the TPAM was investigated first. The polarisation state of the input signal was rotated through various states of linear polarisation around the Poincaré sphere; see Fig. 6.2. These scans were carried out with the average power held constant at 0.15 mW, which is low enough for the detected photocurrent to be dominated by SPA, as shown in Fig. 6.7 (inset), which shows the TPAM photocurrent as a function of incident power near the cavity resonance. The graph is plotted with a log-log scale on which a slope of two and slope of one correspond to the TPA and SPA dominant regimes, respectively. For bulk GaAs, SPA is independent of the linear polarisation state but as can be seen in Fig. 6.2 there is a clear polarisation dependence of the detected photocurrent in
a TPAM. The deviation from the bulk material response can be explained by the birefringence of the cavity with the minimum and maximum of the SPA polarisation dependence corresponding to the two eigenmodes of the cavity.

Fig. 6.2. SPA generated photocurrent vs. orientation of linear state of polarisation (θ) of the incident optical signal. The polarisation scan is carried out at a low average power (0.15 mW) in the SPA dominant regime at three different wavelengths around the cavity resonance.

Similar birefringence has previously been seen in vertical-cavity-surface-emitting-lasers (VCSEL’s) which are similar in structure to these microcavities [84]. The birefringence is due to the electro-optic effect, which, as a third-order tensor, is not necessarily isotropic in cubic materials and so can lead to birefringence. The linear electro-optic effect (the quadratic effect does not affect this birefringence) arises mainly from the stark shift of atomic core states [84]. For the TPAM investigated here the change in refractive index associated with the electro-optic effect can be described by [84]:

$$\Delta \left( \frac{1}{n^2} \right) = \pm r_{41} E_{dc}(z)$$  \hspace{1cm} (6.1)

where $n$ is the refractive index, $r_{41}$ is the linear electro-optic coefficient and $E_{dc}(z)$ is the internal field as a function of the position in the cavity (z), with $z = 0 \mu m$
corresponding to the air interface of the cavity. In order to calculate the influence of the electro-optic effect in a TPAM the field at each of the material interfaces ($E_{dc}(z)$) must be calculated. The calculated field which has been simulated using Simwindows [85] is shown in Fig. 6.3.

![Graph showing refractive index distribution and field](image)

Fig. 6.3 (a) Refractive index distribution of a TPAM. Also shown is the field associated with each of the mirror interfaces, with the field having been calculated using Simwindows. 0 μm corresponds to the air/TPAM interface.
Fig. 6.3 (b) Refractive index distribution of the top 2 µm of a TPAM. Also shown is the field associated with each of the mirror interfaces, with the field having been calculated using Simwindows. 0 µm corresponds to the air/TPAM interface.

The calculated field allows for the calculation of the change in refractive index throughout the TPAM using (6.1), see Fig. 6.4. The cavity optical field associated with each of the TE modes of the cavity is convoluted with the modified refractive index, see Fig. 6.5. The resultant splitting between the resonant modes of the two TE modes can then be calculated using the transverse matrix method as in chapter 3, see Fig. 6.6. From Fig. 6.6 which compares both the experimental and theoretical spectral dependence of the cavity (for the SPA dominated absorption regime) it can be seen that the theoretical splitting between the resonant wavelengths of the two TE modes is in good agreement with the experimental observed response (approximately 0.15 nm).
Fig. 6.4 (a) Refractive index distribution of a TPAM. Also shown is the change in refractive index caused by the electro-optic effect which is associated with electrical field at each of the mirror interfaces. 0 μm corresponds to the air/TPAM interface.

Fig. 6.4 (b) Refractive index distribution of a section of a TPAM. Also shown is the change in refractive index caused by the electro-optic effect which is associated with electrical field at each of the mirror interfaces. 0 μm corresponds to the air/TPAM interface.
Fig. 6.5 Shown is the refractive index change ($\delta(n)$) and the optical field in a TPAM. 0 $\mu$m corresponds to the air/TPAM interface.

Fig. 6.6 Theoretical and experimental spectral dependence of a TPAM (SPA dominated regime). The theoretical spectral dependence includes the influence of the electro-optic effect.
The wavelength dependence of the photocurrent for states of polarisation corresponding to the two eigenmodes is shown in Fig. 6.7. The peak SPA photocurrent exhibits a 0.15 nm splitting between the two eigenmodes, indicating the birefringence of the cavity. Also, these two eigenmodes have very different quality factors, as can be seen from the differences in their spectral widths. These spectral scans were repeated with a high average incident power of 37.8 mW, corresponding to the TPA-dominant regime, as can be seen in the inset of Fig. 6.7, and a similar splitting in the TPA response is observed.

![Normalized photocurrent vs. wavelength for both high average power incidence and low average power incidence, corresponding to the TPA and SPA dominant regimes, respectively. The wavelength scans were carried out for the linear polarisation states corresponding to the peak ($\theta = 90^\circ$) and trough ($\theta = 0^\circ$) of Fig. 6.2. Fig. 6.7(inset) Photocurrent vs. incident optical power curve carried out near the resonant wavelength.](image)

Further investigation of the polarisation dependence of the TPAM photocurrent was performed by scanning the state of polarisation from circular through linear and back to circular in the SPA dominant regime, as shown in Fig. 6.8. SPA in bulk GaAs has no phase dependence, so the change in SPA...
photocurrent in Fig. 6.8 can again be explained by the birefringence of the cavity. As the ellipticity of the signal changes, so too does the ratio of the power coupled into each eigenmode. The cavity enhances the two eigenmodes differently, resulting in the polarisation dependence seen in Fig. 6.8.

![Fig. 6.8 Dependence of the SPA photocurrent on the state of polarisation as it is rotated from circular to linear to circular along a 4 different longitudinal lines of the Poincaré sphere, where \( \theta \) is the orientation angle.](image)

The SPA polarisation dependence of the TPAM can be found by calculating the enhancement by the microcavity for the two cavity eigenmodes. Once the enhancement of each of the modes is known, the SPA response of the microcavity for all input polarisation states can be calculated. In order to characterise the enhancement of the cavity, the overall reflectivity of the cavity \((R)\) for each of the eigenmodes must be determined. This can be calculated from the SPA photocurrent spectra in Fig. 6.7. By fitting the spectral response of each of the two eigenmodes with a Lorentzian function, the bandwidth \((BW)\) and the resonant wavelength \((\lambda_0)\) can be extracted. The free spectral range \((FSR)\) is given
by $FSR=\lambda_0/2D$ where $D$ is the effective optical cavity length and is calculated to be 1.97 $\mu$m [79]. $R$ can now be calculated using $BW/FSR = R^{1/2}(1-R)/\pi$ and the cavity field enhancement factor is given by

$$e_{x,y} = \frac{C_{x,y}}{1 - R \exp \left[ -i \frac{2\pi A_\theta e_{x,y}}{FSR} \right]}$$

(6.2)

which describes the field in the cavity relative to the input electric field. $\Delta\lambda$ is the deviation of the wavelength being investigated from the resonant wavelength of the cavity which is used to determine the phase change with wavelength, which changes by $2\pi$ when the wavelength changes by one $FSR$. The SPA photocurrent generated in the TPAM is described by $I_{SPA} = \alpha A |\epsilon|^2$, where $\alpha$ is the SPA absorption coefficient and $A$ is a constant; both parameters are polarisation independent. The unknown polarisation dependent parameter $C_{x,y}$ in (6.2) can be calculated by fitting the SPA photocurrent calculated from (6.2) to the data in Fig. 6.2 for each of the two eigenmodes ($\theta = 0^\circ$ and $90^\circ$ respectively). The full SPA linear polarisation dependence of the cavity can be calculated for all states of linear polarisation by calculating the amount of power coupled to each of the eigenmodes and then taking into account the relative enhancement of each mode using (6.2), as can be seen in Fig. 6.2. Similarly, it is possible to fit the polarisation dependence of the cavity for all elliptical polarisations, as there is no phase dependence for SPA in bulk GaAs. Once the power coupled into each eigenmode has been calculated, using (6.2) the SPA generated photocurrent for that polarisation state can be calculated, the results of which are shown in Fig. 6.8. As seen from both Fig. 6.2 and Fig. 6.8, the theoretical results based on the above analysis agree very well with the experimental data, which suggests that the previous assumption that both eigenmodes are linearly polarised, and their orientations are related to the peak and trough of Fig. 6.2, is valid.
The case for TPA is slightly more complicated, as the TPA process in GaAs is polarisation dependant. From Fig. 6.7 it can be seen that the resonance wavelength of the cavity is not the same for the TPA dominated regime as it is in the SPA dominated regime. This can be explained by the thermal tuning of the cavity because of the large difference in incident power levels used for the TPA and SPA dominant regimes. The dependence of TPA photocurrent on the orientation of the linear polarisation state was recorded at three wavelengths around the cavity resonance, with constant average power incident, as shown in Fig. 6.9. The local maxima ($\theta = 0^\circ$ and $90^\circ$) correspond to the eigenmodes of the cavity. The difference between the amplitudes of the peaks is due to the birefringence of the cavity. In the absence of birefringence, the amplitude of both peaks would be the same for all wavelengths. The TPA photocurrent was also recorded as the input polarisation state was scanned from circular to linear to circular along four different longitudinal axes of the Poincaré sphere, see Fig. 6.10.
Fig. 6.10. Dependence of the TPA photocurrent on the state of polarisation as it is rotated from circular to linear to circular along 4 different longitudinal lines of the Poincaré sphere, where $\theta$ is the orientation angle.

In order to model the polarisation dependence of the TPA photocurrent, we must first calculate the intrinsic polarisation dependence of TPA in GaAs and then couple it with the polarisation dependence of the cavity as described for the SPA case. The TPA-generated photocurrent in the TPAM can be described by $I_{\text{TPA}} = \beta |B|^4$, where $\beta$ is the TPA absorption coefficient in the TPAM and $B$ is a polarisation independent constant. The polarisation dependence of TPA in GaAs has previously been described in [23] as being dependant on three parameters. These are $\chi_{\text{aniso}}$, $\sigma$ the anisotropy parameter, where

$$\sigma = \frac{\chi''_{\text{aniso}} - \chi''_{\text{XXYY}} - 2\chi''_{\text{XYXY}}}{\chi_{\text{aniso}}} \tag{6.3}$$

and $\delta$, which is the incremental TPA dichroism parameter, where

$$\delta = \frac{\chi''_{\text{aniso}} + \chi''_{\text{XXYY}} - 2\chi''_{\text{XYXY}}}{2\chi_{\text{aniso}}} \tag{6.4}$$
\( \chi \) is a 4\(^{th} \) rank tensor that describes the 3\(^{rd} \) order susceptibility of GaAs, where \( \chi_{xxx} \) is used as a shorthand representation of \( \text{Im}(\chi_{xxx}(-\omega,\omega,\omega)) \), etc. The value for \( \sigma \) in GaAs has been previously reported as \(-0.76\) at 950 nm [11]. The value at 1550 nm has not previously been measured experimentally, but the theoretical value is approximately half the value reported at 950 nm value [23]. Similarly, a value for \( \delta \) has not previously been measured at 1550 nm. Both \( \sigma \) and \( \delta \) at 1550 nm are determined later in this thesis. \( \beta \) has been expressed in [11] as

\[
\beta = \frac{\omega}{2n^2 c^2 \varepsilon_0} \text{Im}(\chi_{xxx}\hat{p}\hat{p})^2 + 2\chi_{xyy} + \sigma \chi_{xxx} \tag{6.5}
\]

Using the following relations which come from (6.4) and (6.5) \( \beta \) can be expressed in terms of \( \sigma \) and \( \delta \)

\[
\chi_{xyy} = \chi_{xxx} \left( \frac{\delta - \sigma}{2} \right) \tag{6.6}
\]

\[
2\chi_{xyy} = \chi_{xxx} \left( 1 - \frac{\sigma}{2} - \delta \right) \tag{6.7}
\]

which allows (6.5) to be expressed as

\[
\beta = \frac{\omega}{2n^2 c^2 \varepsilon_0} \chi_{xxx} \left( \frac{2 - \sigma - 2\delta}{2} \right) + \left( \frac{2\delta - \sigma}{2} \right) \xi \cdot \xi^2 + \sigma \sum_i |\zeta_i|^4 \tag{6.8}
\]

where \( \xi \) is the Jones matrix describing the polarisation state with reference to the principal crystallographic axes of GaAs. In order to calculate the TPA photocurrent, the electric field inside the cavity has to be found first using (6.2), by decomposing the incident polarisation into two orthogonal directions based on the two eigenmodes of the cavity. This is similar to the process used for the SPA photocurrent calculation. The Jones matrix describing the polarisation state inside the cavity was then determined. To facilitate the use of (6.3) in calculating the TPA photocurrent, the Jones matrix is rotated by 45 degrees, as the eigenmodes are oriented along [110] and [\bar{1} \bar{1}0] directions.

As in the SPA case, the polarisation dependent parameter \( C_{xy} \) was found experimentally by fitting the calculated photocurrent to the linear polarisation states corresponding to the two eigenmodes; see Fig. 6.9. The calculated \( C_{xy} \) values are then used in calculations for all the other states of polarisation. The
mode splitting of the two eigenmodes is very small when compared with the spectral width, as shown in Fig. 6.7. This shows that once the incident polarisation is linear, the polarisation inside the cavity does not significantly gain ellipticity, but its orientation will be changed slightly due to the enhancement difference of each of the eigenmodes. As the polarisation remains linear, the change in the TPA coefficient will be dependent only on \( \sigma \) which can be determined by fitting the measured linear polarisation dependence in Fig. 6.9. We find that an excellent fit can be achieved for a value of \( \sigma \) equal to \(-0.33\), as seen in Fig. 6.9.

As the incident polarisation gains ellipticity, the electric field inside the cavity can still be found through processes similar to those introduced above; however, the polarisation inside the cavity will be elliptical as well. For elliptical polarisations, the TPA coefficient will also depend on \( \delta \). With the value for \( \sigma \) obtained above and using \( \delta \) as a fitting parameter, we can repeat the above fitting process on the measured curves in Fig. 6.10. As can be seen in Fig. 6.10, an excellent fit can be achieved for a value of \( \delta \) equal to 0.068. The values calculated here of \( \sigma = -0.33 \) and \( \delta = 0.068 \) are similar to the theoretical values predicted by [23], which are \( \sigma = -0.487 \) and \( \delta = 0.076 \) and were obtained using low temperature parameters of GaAs. Although the values reported in this thesis were obtained at room temperature, they are still in good agreement with the values reported in [23].

### 6.3 Conclusion

A full characterisation of the polarisation dependence of TPA and SPA in a GaAs-based TPAM photodetector has been carried out. The two eigenmodes of the cavity have been identified and shown to be separated by 0.15 nm, due to birefringence in the cavity. The effect of this birefringence on the field enhancement associated with the two cavity eigenmodes has been shown to
explain the deviation of the polarisation dependence of the TPAM structure from that of bulk GaAs. In order to characterise the polarisation dependence of the TPA photocurrent in the TPAM detector, experimental values for $\sigma$ and $\delta$ of $-0.33$ and $0.068$, respectively, at a wavelength of $1550$ nm in GaAs have been estimated at room temperature and shown to fit the experimental data very well.
7. Two-photon absorption generated by amplified spontaneous emission

7.1 Amplified spontaneous emission

Due to the dependence of TPA on signal variance it has attracted attention for use in carrying out optical performance monitoring (OPM) of optical networks [19, 66, 68, 86, 87]. A network impairment that is suitable for monitoring using TPA is optical signal to noise ratio (OSNR) [19, 68]. OSNR is generally defined as the ratio of the total average signal power to the amplified spontaneous emission (ASE) power in a specified optical bandwidth around the signal channel with 0.1 nm generally used as the defined bandwidth (this is the definition used in this work) [19]. OSNR is a useful indication of network health as OSNR is strongly related to the bit error rate (BER) of a signal transmitted through an optical network [54]. A number of previous OSNR monitoring schemes have focused on measuring the level of ASE present between adjacent signal channels which are outside the signal band [88, 89]. The problems with such out of band OSNR measurements are two fold. Firstly as channel spacing is reduced (i.e. to 50 GHz in a DWDM 10 Gbs⁻¹ system) the spacing between channels may not be large enough to make an accurate measurement [90]. The second and more important reason is that the ASE outside the signal band may not be (and very likely is not going to be) an accurate indication of the level of ASE that is combined with the signal in the signal band. This difference is due to the effect of the series of filters present in a network through which the signal has been transmitted [90]. It is possible using TPA based detection to carry out an in-band OSNR measurement without the need for clock recovery or any other costly high speed electronics. In order to carry out TPA based OSNR monitoring the level of TPA generated by ASE must be understood. In this work we look at ASE generated by an optical amplifier. It has previously been reported that ASE generates the same amount of TPA as that produced by a CW signal [19]. This
statement is investigated here and found to be incorrect. It is shown here that the level of TPA produced by a polarised band-limited ASE (BL-ASE) signal is the same as that produced by a CW signal which is modulated so as to have an generalised duty cycle \( d_{\text{gen}} \) of 0.5 \cite{67}. \( d_{\text{gen}} \) is defined as

\[
d_{\text{gen}} = \frac{\bar{p}(t)^2}{\langle \bar{p}(t)^2 \rangle}
\]  

(7.1)

where \( \bar{p}(t)^2 \) is the average signal power squared and \( \langle \bar{p}(t)^2 \rangle \) is the square of the signal power at time \( t \) averaged over \( t \).

### 7.2 TPA generated by a modulated signal

The level of TPA generated by a modulated signal is well understood \cite{19}. For simplicity in this analysis only one polarisation is considered so that the polarisation response of the detector as discussed in chapter 6 need not be taken into account. The field of an optical modulated signal after being passed through an amplifier with gain \( G \) can be described as

\[
s(t) = \sqrt{2G \bar{p}(t)} \cos(\omega_0 t)
\]

(7.2)

where \( \omega_0 \) is the carrier angular frequency. The TPA photocurrent generated by \( s(t) \) can be expressed as

\[
i_{\text{signal}} = C \text{Im}(\chi^{(3)}) \bar{s(t)}/d_{\text{gen}} = \frac{C \text{Im}(\chi^{(3)}) G^2 \bar{p}(t)^2}{d_{\text{gen}}}
\]

(7.3)

where \( C = e\lambda/(4n^2 c^2 \varepsilon_0 h S) \), \( l \) is the absorption length, \( S \) is the spot area, \( n \) is the refractive index, \( \varepsilon_0 \) is the permittivity of free space, \( h \) is the reduced Planck’s constant, \( e \) is the change of an electron.
### 7.3 SPA based detection of amplified spontaneous emission

Previously the level of SPA generated by an ASE signal has been investigated in [91]. In [91] the ASE optical field is described as

$$ n(t) = \sum_{k=-M}^{M} \sqrt{2N_0 \delta_v} \cos((\omega_0 + 2\pi k \delta v)t + \Phi_k) $$

(7.4)

where $\Phi_k$ is a random phase for each ASE component. $P_{sp}$ is the spontaneous emission power in a given optical bandwidth $(B_0)$ $P_{sp} = N_{sp} (G-1) h \nu B_0$, $N_{sp}$ is the spontaneous emission factor of the amplifier, $G$ is taken to be a constant in the bandwidth $B_0$, $M$ is the number of frequency steps over which the summation is carried out $M = B_0 / 2 \delta v$, $N_0 = N_{sp} (G-1) h \nu$. The ASE field can be combined with the signal field in order to calculate the field that is output from the an amplifier $E(t)$

$$ E(t) = \sqrt{2Gp(t)} \cos(\omega_0 t) + \sum_{k=-M}^{M} \sqrt{2N_0 \delta v} \cos((\omega_0 + 2\pi k \delta v)t + \Phi_k) $$

(7.5)

with the SPA generated photocurrent $i_{SPA}(t)$ resulting from the amplifier output being

$$ i(t) \propto \overline{E^2(t)} \frac{e}{h \nu} $$

(7.6)

with the bar referring to a time average over the optical frequencies $B_0$. $\overline{E^2(t)}$ can be expressed as

$$ \overline{E^2(t)} = \overline{s^2(t)} + 2 \overline{s(t)n(t)} + \overline{n^2(t)} $$

(7.7)

where the 3 terms on the right hand side are the SPA signal, signal noise beat and noise terms respectively. It is important to note the influence of the averaging on the result. When calculating the product of two variables $A(t)$ and $B(t)$ that the product of $\overline{A \cdot B}$ does not necessarily equal $\overline{A \cdot B}$. The analysis of the noise term is the most complicated due to the effect of averaging over the random phase term, to simplify this $\overline{n^2(t)}$ can be re-expressed as.
\[ n^2(t) = 2N_0 \delta v \sum_{k=-M}^{M} \sum_{j=-M}^{M} \cos(\beta_k) \cos(\beta_j) \]  \quad (7.8)

where \( \beta_{j,k} = (\omega_0 + 2\pi k \delta v)t + \Phi_{j,k} \), therefore (7.8) can be expanded as

\[
\overline{n^2(t)} = 2N_0 \delta v \sum_{k=-M}^{M} \sum_{j=-M}^{M} \left( \frac{1}{2} \cos(\beta_k - \beta_j) + \frac{1}{2} \cos(\beta_k + \beta_j) \right) 
\quad (7.9)
\]

The \( \cos(\beta_k + \beta_j) \) term in (7.9) can be expressed as

\[
\sum_{k=-M}^{M} \sum_{j=-M}^{M} (\cos(\beta_k + \beta_j)) = \sum_{k=-M}^{M} \sum_{j=-M}^{M} \cos((k+j)2\pi \delta v t + \Phi_k + \Phi_j) 
\quad (7.10)
\]

In order for (7.10) to have a non-zero dc term then the terms inside the brackets of the cosine term must be 0. If the terms inside the brackets of the cosine term ends up being non-zero (i.e. of the form \( \cos(2\omega_0) \) or \( \cos(\Phi_p) \) where \( \Phi_p \) represents a random phase term) then their summation does not have a dc component and as such make no contribution to \( \overline{E^2(t)} \). (7.10) has a time average of 0 as the summations over the random phase terms \((\Phi_k + \Phi_j)\) do not cancel each other out. This leaves the terms of the form \( \cos(\beta_k - \beta_j) \) that have a non-zero dc component. This allows \( \overline{n^2(t)} \) to be expressed as

\[
\overline{n^2(t)} = N_0 \delta v \sum_{k=-M}^{M} \sum_{j=-M}^{M} \cos((k-j)2\pi \delta v t + \Phi_k - \Phi_j) 
\quad (7.11)
\]

with the dc component of (7.11) corresponding to when \( k = j \), for which there are \( 2M \) terms

\[
\overline{n^2(t)} = N_0 \delta v 2M 
\quad (7.12)
\]

\( \overline{E^2(t)} \) can be expressed using (7.11) as

\[
\overline{E^2(t)} = Gp(t) + N_0 \delta v 2M = Gp(t) + P_{sp} 
\quad (7.13)
\]

as there is no dc component for \( s(t)n(t) \) due to the addition of the random phases cancelling out. (7.13) shows that the dc component of the SPA generated photocurrent is simply an addition of the signal and noise power, which means that the dc SPA term gives no information about the beating of the signal and noise \( (s(t)n(t)) \) as this term averaged out to zero.
7.4 TPA based detection of amplified spontaneous emission

The TPA generated photocurrent can be expressed as

\[ i_{TPA}(t) \propto \frac{E^4(t)}{2h\nu} \]  

(7.14)

which can be expressed in the same way as (7.7)

\[ E^4(t) = s^4(t) + 4s^3(t)n(t) + 6s^2(t)n^2(t) + 4s(t)n^3(t) + n^4(t) \]  

(7.15)

The time averaging of (7.15) is carried out in the same way as done for the SPA case described above. This allows \( 4s^3(t)n(t) \) and \( 4s(t)n^3(t) \) to be neglected as they have no dc component. This allows (7.15) to be changed to

\[ \overline{E^4(t)} = s^4(t) + 6s^2(t)n^2(t) + n^4(t) \]  

(7.16)

with the three terms on the right hand side representing the signal term, signal-noise beat term and the noise term respectively. The terms are all calculated in the same way as for the SPA case.

The noise term \( n^4(t) \) can be expressed as

\[ n^4(t) = (2N_0\delta\nu)^2 \sum_{k=-M}^{M} \cos(\beta_k) \sum_{l=-M}^{M} \cos(\beta_l) \sum_{m=-M}^{M} \cos(\beta_m) \sum_{n=-M}^{M} \cos(\beta_n) \]  

(7.17)

where \( \beta_{k,l,m,n} = (\omega_0 + 2\pi k\delta\nu) + \Phi_{k,l,m,n} \). As with (7.11) there are two conditions which must be satisfied in order for the terms from (7.17) to contribute to \( n^4(t) \). Firstly \( k + l + m + n \) must equal zero otherwise the resultant term will be of the form \( \cos(2\omega_k) \) and as mentioned above \( \cos(2\omega_k) \) has no dc component. Secondly the random phase terms must cancel with each other or else the resulting term is of the form \( \cos(\Phi_p) \) with \( \cos(\Phi_p) \) as mentioned above also not having a dc component. (7.17) can be expressed as

\[ \overline{n^4(t)} = (2N_0\delta\nu)^2 \frac{1}{8} \sum_{k=-M}^{M} \sum_{l=-M}^{M} \sum_{m=-M}^{M} \sum_{n=-M}^{M} [\cos(\beta_k + \beta_l + \beta_m + \beta_n) + 4\cos(\beta_k + \beta_l + \beta_m) + \cos(\beta_k - \beta_l - \beta_m + \beta_n)] \]  

(7.18)

where similar cosine terms have been grouped together. (7.18) has 3 terms which contribute to the dc component of the generated signal
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\[
\overline{n^4(t)} = (2N_0 \delta \nu)^2 \frac{1}{8} \sum_{k=-M}^{M} \sum_{l=-M}^{M} \sum_{m=-M}^{M} \sum_{n=-M}^{M} \left[ \cos(\beta_k + \beta_l - \beta_m - \beta_n) + \cos(\beta_k - \beta_l + \beta_m - \beta_n) + \cos(\beta_k - \beta_l - \beta_m + \beta_n) \right] ^2 \tag{7.19}
\]

For each of the 3 cosine terms there are \(2 \cdot (2M)^2\) terms which are non-zero. This comes from \(\cos(\beta_k + \beta_l - \beta_m - \beta_n)\) having a non-zero dc component for two cases (i) \(k = m\) and \(l = n\) and (ii) \(k = n\) and \(l = m\) with both case (i) and (ii) each have \(2M\) non-zero terms

\[
\cos(\beta_k + \beta_l - \beta_m - \beta_n) = \sum_{k,m=-M}^{M} \sum_{l,n=-M}^{M} \cos(\beta_k + \beta_l - \beta_m - \beta_n) \tag{7.20}
\]

\((7.20)\) can be subbed back into \((7.19)\) to get

\[
\overline{n^4(t)} = \frac{1}{8} (2N_0 \delta \nu)^2 \cdot 3 \cdot 2 \cdot (2M)^2 = 3(N_0 B_0)^2 = 3P_{sp}^2 \tag{7.21}
\]

The signal noise beat term \(6s^2(t) n^2(t)\) can be expressed using \((7.2, 7.8)\) as

\[
6s^2(t) n^2(t) = 6G p(t)^2 (N_0 \delta \nu) \sum_{k=-M}^{M} \sum_{j=-M}^{M} \left[ \cos(\beta_k - \beta_j) + \cos(\beta_k + \beta_j) \right] \left[ 1 + \cos(2\omega_b) \right] \tag{7.22}
\]

which once the terms that do not contribute to the dc term have been removed can be re-expressed as

\[
6s^2(t) n^2(t) = 6G p(t)^2 (N_0 \delta \nu) \sum_{k=-M}^{M} \sum_{j=-M}^{M} \left[ \cos(\beta_k - \beta_j) \right] \tag{7.23}
\]

with there being \(2M\) terms which contribute to the dc term which allows it to be expressed as

\[
6s^2(t) n^2(t) = 6G p(t)^2 (N_0 \delta \nu) 2M = G p(t)^2 P_{sp} \tag{7.24}
\]

The signal term \(s^4(t)\) can be expressed using \((7.2)\) as

\[
s^4(t) = 4G^2 p^2(t) \cos^4(\omega_b t) = \frac{3}{2} G^2 p^2(t) \tag{7.25}
\]

\(E^4(t)\) can now be expressed using \((7.21, 7.24, 7.25)\) as

\[
E^4(t) = \frac{3}{2} \left( p(t)^2 + 4p(t)P_{sp} + 2P_{sp}^2 \right) \tag{7.26}
\]

where \(G\) has been set to 1 for simplicity. The important thing to note about \((7.26)\) is that if there are two signals one of which is a CW signal and the other is an
ASE signal and both of them are independently incident on a TPA detector then the ASE signal will generate twice as much photocurrent as the CW signal. (7.26) can be expressed for a modulated signal as

$$\overline{E^4(t)} = \frac{3}{2} \left( \frac{p(t)^2}{d_{gen}} + 4 \overline{p(t)} P_p + 2 P_p^2 \right)$$  \hspace{1cm} (7.27)

Equations (7.26, 7.27) are investigated experimentally in section (7.5).

### 7.5 Experimental investigation of OSNR

The experimental setup used to investigate the dependence of TPA generated photocurrent on OSNR consisted of a signal and a noise source, see Fig. 7.1 [67]. The signal source is a tuneable laser source (TLS) which is provided by a tuneable external cavity laser (ECL). The TSL can output either a CW signal or a square wave on-off modulated signal at 200 kHz. The modulated output signal from the TLS has a value of $d_{gen} = 0.5$. The noise source consists of an EDFA with no input optical signal which results in the EDFA outputting a broadband ASE signal with a spectral shape similar to that of the gain spectrum of the EDFA generating it. This broadband ASE signal is then directed through a bandpass filter (BPF) with a 1 nm broad pass band. This BPF results in a smaller wavelength region needing to be amplified by the subsequent EDFA which allows higher optical powers to be accessible in the wavelength region which is being investigated ($B_0$). The signal and noise are combined using a 50:50 beam splitter before being passed through a manual polarisation controller and being input into a polarisation controller (PA). The manual polarisation controller consists of 3 fibre loops on 3 paddles which use stress induced birefringence to act as 3 fractional wave plates. Using the manual polarisation controller the polarisation of the signal is adjusted so as to maximise the transmission of the signal through the input polariser of the PA. As the ASE signal is un-polarised, the ASE power transmitted through the PA is unaffected by the manual
polarisation controller. The PA consists of an input polarizer and a half- and quarter-wave plate. This PA polarizes the noise and also ensures that it the BL-ASE is incident on the detectors with the same polarisation as the signal. The output of the PA is amplified using an EDFA to ensure the optical power is high enough to allow the TPA dominated absorption regime to be accessed when the signal is incident on the TPAM. The output of the second EDFA is passed through a second BPF. The purpose of this second filter is to ensure that very little optical power is present outside the 1 nm bandwidth for which the measurement is being carried out. The output of the second BPF is passed to a 50:50 beam splitter with 50% of the power going to the TPAM and the other 50% going to the optical spectrum analyser (OSA). The OSA is used both as an average power meter and as an OSNR monitor. The photocurrent generated in the TPAM is recorded using a picoammeter. A small amount of the ASE which is generated by the second EDFA (which is de-polarised) passes through the second BPF but the amount is negligible in comparison with the level of polarised ASE. The input signal onto the TPAM is focused using a fibre lens which results in an incident spot diameter (1/e^2) of 7 μm, see section 4.4.

![Fig. 7.1 Schematic of experimental setup. ASE is EDFA with no input signal, BPF is 1nm bandpass filter, PA is polarisation controller, OSA is optical spectrum analyser, and TPAM is TPA microcavity photodetector](image)

The OSNR is varied by changing both the TLS and the ASE output power individually. This measurement did not allow the total average power \( p_{\text{total}} \) on the TPAM to be kept constant. The effect on the generated \( i_{\text{TPA}} \) due to the change in
power is removed by taking the ratio of $\frac{i_{tpa}(t)}{p(t)^2}$. The set OSNR value during the measurements is calculated using the OSA.

![OSNR Calculation](image)

**Fig. 7.2 Schematic of how OSNR calculation is made using OSA**

In order to calculate the level of ASE present during the measurement the ASE spectral shape is first characterised with the signal turned off. This characterisation of the ASE spectral response is carried out because the spectral shape of the ASE in a 1 nm bandwidth once it is transmitted through the two BPF’s is not flat. The spectral shape of the ASE is taken to be independent of the input signal power. Once the ASE spectral shape is recorded only one measurement of the ASE power in a narrow (0.06 nm) bandwidth was needed in order to calculate the total ASE power present ($P_{sp}$) with the measurement being carried out >0.2 nm offset from the signal channel, see Fig. 7.2. The total power onto the TPAM was then calculated by setting the OSA to have a large bandwidth (i.e. 5 nm) and then measuring the power centred on the signal channel. From these two values the OSNR was calculated using (7.27). The
polarisation of the signal onto the detectors is rotated using PA so as to maximise the level of $\overline{i}_{TPA}(t)$ and is then kept constant throughout each of the measurements, see chapter 6.

![Graph of measured photocurrent against average power for BL-ASE, CW and 50% on-off modulated signals (NRZ-OOK)](image.png)

Fig. 7.3 Measured photocurrent against average power for BL-ASE, CW and 50% on-off modulated signals (NRZ-OOK)

In order to experimentally verify equation (7.27) two separate measurements are carried out. The first measurement is to find the level of TPA generated by both the signal term and by the noise term independently. To do this power curves are carried out for the three different source types which are CW signal, modulated signal ($d_{gen} = 0.5$) and filtered ASE. Each signal type is independently input onto the detector and their power varied, see Fig. 7.3. Fig 7.3 is fit using a linear function and each of the fitted curves are found to have a slope of 2 on a log-log graph which indicates that each of the signals is operating in a TPA dominated regime. For the same amount of average power it also shows that the ASE signal generates twice as much TPA as is generated by the CW signal for the same average power, as predicted by (7.26). The overlapping of the ASE curve and the modulated signal ($d_{gen} = 0.5$) shows that ASE generates the
same level of TPA as a modulated signal \( (d_{gen} = 0.5) \) for the same average power, as is shown in (7.27). So in terms of TPA generated photocurrent both the filtered ASE and modulated signal \( (d_{gen} = 0.5) \) are equivalent.

![Graph showing TPA dependence on OSNR](image)

Fig. 7.4 Normalised TPA photocurrent dependence on OSNR for a modulated signal \( (d_{gen} = 0.5) \) and a CW signal

The second measurement measured the TPA dependence on OSNR both for a CW signal and a modulated signal \( (d_{gen} = 0.5) \), see Fig. 7.4. The measurement of OSNR dependence is used to verify the calculation of the beat term in (7.27). It can be seen for the modulated signal (squares in Fig. 7.4) that the generated level of \( i_{TPA} \) shows no dependence on the level of OSNR. This independence from the OSNR level is due to the modulated signal producing the same amount of TPA as a filtered ASE signal once both have the same average power. As both the modulated signal and the filtered ASE are equivalent the ratio of their combination does not affect the resultant level of TPA generated photocurrent. For the CW signal case (circles in Fig. 7.4) the dependence of the TPA generated photocurrent on OSNR can be clearly seen. The dependence on
the OSNR can be seen to be well fit by (7.26). In carrying out the fitting for both curves a constant $C$ was used as a fitting parameter with the same value of $C$ used to calculate both curves.

7.6 Conclusion

The TPA generated by BL-ASE noise was shown analytically and experimentally to have the same mean power dependence as an on-off modulated signal with a generalised duty cycle equal to 50%. A simple formula is derived to describe the TPA dependence on the OSNR for an optically amplified signal with polarised BL-ASE noise. The theory was validated by carrying out an OSNR measurement using a TPAM and the theory was shown to fit the measured data very well.
8. Two-photon absorption microcavity applications

8.1 Channel identification

8.1.1 Optical channel monitoring

Optical performance monitoring (OPM) is a very general term that refers to monitoring the fidelity of the transmission of an optical signal through a network, see section 1.4.4. OPM has been receiving attention for the last number of years [48-50]. It is hoped that via the use of OPM that increased flexibility, reliability and functionality can be achieved in optical networks. A number of different monitoring techniques have been mooted based on linear detection schemes. The most common OPM usages focus around the monitoring of average signal power, channel power, channel wavelength, degree of signal polarisation and spectral OSNR [48, 54-56]. Also a number of monitoring schemes based on placing low frequency modulated signals on the transmitted signal and then monitoring these low frequencies at different points throughout the network [61]. These schemes suffer from a number of drawbacks related to the quality of the information that can be garnered from the measurement as well as the interpretation of multiple impairments resulting in problems interpreting the measured result as well as implementation cost. One very useful method of monitoring a network performance would be to detect the data being transmitted through the network at each amplification node in the network. The problem with this is that the high speed electronics required are too expensive and so lower cost monitoring schemes are needed. These schemes should give more detailed or more cost effective network performance data.
8.1.2 Need for channel identification

In addition to signal quality an important requirement for managing dense wavelength division multiplexed networks is channel identification [19]. This application is especially difficult in transparent mesh networks, which are used for transmission of channels with multiple modulation formats and bit rates. Reconfigurable networks may contain channels which have travelled across different parts of the network, so each channel must be independently monitored. Due to the small wavelength separation of channels (i.e. 0.4 nm, 0.8 nm) and the different filtering of the spectrum between channels in DWDM systems, it is vital to carry out this monitoring within the channel band. Channel loss after traversing a number of nodes can result in spectrally shaped noise peaks with average power very similar to that of a signal bearing channel, making them quite difficult to identify. As TPA is dependent on $d_{\text{gen}}$ (see section 7.1) and as different signal types generally have different values of $d_{\text{gen}}$, TPA can be used as a good indication of both channel presence and channel identity.

8.1.3 Channel identification measurement

TPA measurements were carried out using cavities which were grown to have a value of $R = 0.87$ (see chapter 3) with a resonant wavelength ($\lambda_r$) of 1565 nm. A schematic of the setup used is shown in Fig. 8.1. The setup allowed for the combination of up to four signal channels using a series of 50:50 beam splitters. The channels used in this measurement were a CW signal, a 10 Gbs$^{-1}$ signal which is encoded so as to be 33% return to zero on off keyed (RZOOK) pseudo random binary sequence (PRBS, $2^{32}$-1) signal, ASE channel (BL-ASE) and a 40 Gbs$^{-1}$ PRBS non-return to zero (NRZ) differential phase-shift keyed (DPSK) signal. The CW signal is generated by a tuneable external cavity laser (TLS). The 43 Gbs$^{-1}$ NRZ-DPSK signal is generated using a 2$V$-$\pi$ driven Mach-Zehnder
amplitude modulator. Each of the signal channels (excluding the ASE channel) is taken to nominally have an OSNR value > 25 dB. The CW signal was used in order to characterise the spectral response of the TPAM, see Fig. 8.2. The ASE source comprises of an EDFA with no input optical signal and the output is passed through a 0.2 nm band pass filter (BPF). The ASE channel is of interest as it emulates the effect of a lost channel in a network after it has been transmitted through a number of nodes, which results in filtered noise that in the spectral domain looks very similar to a signal bearing channel.

![Fig. 8.1 Experimental setup for optical performance monitoring](image)

Half of the combined signal power is passed to an OSA which is used to align the signal channel wavelengths which are set to be spaced by 0.4 nm (50 GHz). The wavelengths of the signal channels being investigated are aligned so as to be close to the peak spectral response of the TPAM, which in Fig. 8.2 is shown to be approximately 1565 nm. The combined signals are then amplified using an EDFA. The output of the EDFA is passed through a BPF with a 5 nm pass-band. The purpose of this filter is to reduce the level of power present (as
ASE or remaining EDFA pump laser) outside the wavelength region of the signals under test. During the measurement the position of this filter is kept constant at 1565.5 nm. The presence of this filter allows the output power from the subsequent EDFA to be higher as gain is not used up on wavelength regions which are not being investigated. The output of the BPF is then passed through another EDFA, and through a 0.2 nm BPF (which is used here as a channel filter). The channel filter is scanned during the channel identification measurement in order to pick out individual channels. The output of the channel filter is then passed through as 99:1 beam splitter with 99% of the power going to the TPAM and the remaining 1% is sent to an average power meter.

![Fig. 8.2 Spectral dependence of the square root of the generated photocurrent with the photocurrent normalised to the peak response](image)

Initially the channel filter is centred on each of the signal channels in turn and the polarisation of the signal channel is adjusted (using a manual polarisation controller which is placed on each signal arm before the signals are multiplexed together). The polarisation of each signal is rotated so as to maximise the TPA
generated photocurrent which is generated by each of the signals when they are incident on the TPAM (excluding the ASE channel which is taken to be depolarised). The polarisation of each of the signal channels is kept constant throughout the measurement so that the effect of polarisation dependence of the TPAM can be excluded from this measurement (except for the case of the ASE signal), see chapter 6. The peak average power of each of the signals within the channel filter bandwidth is adjusted so that for all signals the peak SPA response is the same (for a slow speed SPA detector which in this case is an Agilent average power meter), as is the case for DWDW systems, see Fig. 8.3 (top).

Fig. 8.3 Single photon (SPA, top) and two-photon absorption generated photocurrent (TPA, bottom) spectra for 40 Gbs⁻¹ NRZ-DPSK, 0.2 nm filtered ASE noise, and 10 Gbs⁻¹ 33 % RZ-OOK from short to long wavelength respectively. Spectra were scanned using a 0.2 nm tunable grating filter. The Average power is calibrated so as to report the level of optical power incident in the TPAM

Fig. 8.3 (top) shows the average power that is passed through the channel filter as it is tuned from 1564 nm to 1566.5 nm. As each of the signals have the same
peak average power in the channel filter bandwidth it is not possible to identify the channel type from the average power data. As the SPA data was taken the signal is simultaneously incident on the TPAM. The TPA signal has been scaled by the square of the average power so that all TPA responses correspond to the same average power, and the signal is then normalised by the peak ASE response, see Fig. 8.3 bottom. The TPA response is seen to be different for each of the signals under test. The 10 Gbs$^{-1}$ signal channel is seen to have the largest TPA response followed by the 40 Gbs$^{-1}$ signal channel and finally the filtered ASE channel with a ratio of peak response of 2.17:1.34:1 respectively. Also due to the square response of the TPA detector there is improved discrimination between each of the individual channels when compared with the SPA case.

The exact ratios of the TPA signal generated in this measurement were not fitted theoretically. For most signals this is simply a calculation of $d_{gen}$. The problem with such a simple calculation is that there is contribution to the TPA signal from a range of different signal impairments present in a network environment. The level of TPA signal can be affected by various amounts by contributions such as OSNR, dispersion and polarisation mode dispersion [19, 67, 86]. Also while the level of TPA generated by an ASE signal has been investigated in [67] it has yet to investigated for a depolarised ASE signal. The level of TPA generated by the NRZ-DPSK signal is also larger than one might expect. If the signal was simply an ideal NRZ-DPSK signal then it would generate the same level of TPA as a CW signal. Due to the method of creating the DPSK signal in these measurements there is a small amplitude modulation as the signal transitions from a 1 to a 0 and vice-versa which results in a larger amount of TPA generated photocurrent. It is due to these contributions that a theoretically fitting of the data shown in Fig. 8.3 has not been carried out.
8.2 Temperature tuning

8.2.1 Microcavity tuning

In order for OPM to be used in a DWDM network it must be capable of accessing a large number of channels over a broad wavelength range i.e. 1530 nm – 1565 nm (C band). In the case of a TPAM it intrinsically has a built-in filter with a spectral full-width at half-maximum (FWHM) about an order of magnitude narrower than the C band. This means that in order to use one detector to monitor several channels in a DWDM system requires that these detectors be tunable. Previously, it has been reported that these cavities can be tuned by 55 nm using angle tuning, thereby allowing one device to cover the entire C band [92]. Angle tuning, however, will cause the detector response to change, due to changes in the TPA enhancement factor and polarisation sensitivity of the photodetector response [92]. As well as this, the moving parts required to enable angular tuning in general add cost and reduce reliability and therefore its use is prohibitively expensive. Instead the use of temperature based tuning which has previously been demonstrated as a robust, cost effective means of tuning is demonstrated here [93]. In order for temperature based tuning to be used it is first necessary to fully understand the temperature dependence of the response of a TPAM [94].

8.2.2 Temperature tuning

A schematic of the experimental setup used to investigate the temperature dependence of a TPAM response is shown in Fig. 8.4. An external cavity tuneable laser source (TLS) which is internally modulated at 300 kHz ($d_{gen} = 0.5$) is used. The use of the modulation lowers the amount of optical power needed to be incident on the TPAM and still be able to access the TPA dominated
absorption regime. The signal was then passed through an EDFA and a variable optical attenuator (VOA). 1% of the output power from the VOA was sent to a InGaAs photodiode (PD) which was calibrated so as to record the level of optical power onto the TPAM. The remainder of the optical signal (99%) is passed through a polarisation controller (PA). The PA consists of a manual fibreised polarisation controller, a polarizer and a half- and quarter-wave plate. The manual polarisation controller allows the optical power transmitted through the polarizer to be maximized. Using the PA the polarisation of the input signal onto the TPAM was rotated so as to maximise the level of TPA generated photocurrent. The output from the PA is passed through a fibre lens before being normally incident on the TPAM. The average optical power output from the lens was measured once the setup was in place using a calibrated power meter. This recorded output power value was used to calibrate the InGaAs photodiode so that it could be used to measure the optical power output on to the TPAM.

Fig. 8.4 Schematic of device used for temperature tuning. TLS is a tuneable laser source, VOA is a variable optical attenuator, PD is an average power meter, PA is a polarisation controller

The TPAM structure used for the temperature study is an 8 ps TPAM, see chapter 3. The detector is mounted on a thermo electric cooler which was mounted on a copper block which in turn was mounted on a large heat sink. The copper block on which the TPAM was mounted was covered with polystyrene in order to insulate it from the air which allowed for faster temperature tuning as
well as an increased tuning range. The temperature was controlled by the thermoelectric cooler which with these setup conditions allowed the temperature stabilization to be within ± 0.4 °C of the set temperature. The focusing of the input signal was carried out by mounting the fibre lens on a nano-max micro positional stage.

![Diagram](image)

Fig. 8.5 Wavelength response of the TPAM against temperature, for three temperatures

To characterise the shift in resonance position with changing device temperature, the wavelength of the input signal is scanned across the resonance while the power onto the device is kept constant at 6 mW for a range of different temperatures, and the photocurrent is recorded as shown in Fig. 8.5. As can be seen from Fig. 8.5 both the spectral width and shape are independent of temperature in the investigated range (10 – 50 °C). The change in peak current detected at resonance is < 6 % arising from misalignment due to thermal expansion of the block on which the detector is mounted. To minimize the influence of the misalignment the detector was realigned for each temperature. The detector was re-aligned by centring the input signal in the aperture of the
TPAM and adjusting the focus of the lens so as to maximise the TPA generated photocurrent. From the investigation of the TPA spectral dependence the dependence of the cavity resonant wavelength ($\lambda_0$) is found, see Fig. 8.6. A linear tuning rate of 0.125 nm/°C (dependence of refractive index on temperature is $2.7 \times 10^{-4} \text{K}^{-1}$) is observed as shown in Fig. 8.6.

![Graph showing TPAM resonance wavelength against temperature](image)

**Fig. 8.6** TPAM resonance wavelength against temperature

By changing the TPAM temperature from 10 °C to 50 °C a tuning range of 5 nm has been achieved. The photocurrent vs. power has been recorded on resonance at each different temperature, see Fig. 8.7. The power is varied using the VOA, while the TLS wavelength is kept constant. The dependence of the TPA generated photocurrent for the TPAM on resonance at a number of different temperatures was also investigated. This measurement was carried out by setting the device temperature and then varying the input wavelength of the TSL until the generated TPA photocurrent was maximised. The input optical power onto the device was then varied while the input wavelength was kept constant, see Fig. 8.7. Also shown on Fig. 8.7 are two lines with slopes of 1 and 2 which on a log-
log graph corresponds to the SPA and TPA dominated regimes respectively. From Fig. 8.7 it can be seen that the photocurrent response of the detector on resonance at different temperatures remains unchanged. Both the TPA and SPA regimes remain unchanged with no noticeable change in the absolute current for a particular power level.

![Graph](image)

**Fig. 8.7 Photocurrent dependence on incident power for different temperatures with the wavelength fixed for each scan at the resonant wavelength (for that particular temperature) of the TPAM**

The demonstrated temperature dependence of the TPAM shows the detector can be tuned across a 5 nm range by changing the temperature from 10 °C to 50 °C without any difficulty. Furthermore, the detector is shown to be highly stable with varying temperature as only the resonant wavelength of the detector changes. This is unlike Silicon APDs, where the response of the detector can be highly temperature sensitive [95]. Using temperature tuning it is possible to monitor a DWDM system across the entire C band using approximately 3 - 4 detectors at fixed angles and then temperature tuning each device to pick out...
individual channels. While the temperature control circuit used in this investigation allowed only a relatively narrow temperature tuning range (over 40 °C), lasers in modern networks commonly operate from -40 °C to 85 °C [96]. If a TPAM were tuned across a similar temperature range then this increased tuning range would allow the single TPAM discussed above to be tuned by > 15 nm.

### 8.3 Conclusion

TPA based optical channel identification is demonstrated as being capable of differentiating between different types of signals as well as between different signals and BL-ASE. It is also shown that a TPAM can easily be tuned across a 5 nm range by changing the temperature from 10 to 50 °C. Furthermore, the detector is shown to be highly stable with varying temperature as only the resonant wavelength of the detector changes. This is unlike Silicon APDs, where the response of the detector can be highly temperature sensitive [95]. Using temperature tuning it will be possible to monitor a WDM system across the entire C band using approximately 3-4 detectors at fixed angles and then temperature tuning each device to pick out individual channels. While our temperature control circuit allowed only a relatively narrow temperature tuning range of just over 40 °C, lasers in modern networks commonly operate from -40 °C to 85 °C. This increased tuning range would allow the single TPAM device discussed above to be tuned by > 15 nm.
9. Conclusions and future work

9.1 Conclusion

The most important feature of a TPAM is that of its enhancement of the optical field in order to enhance the level of TPA generated photocurrent for a particular input optical power incident on the detector. The TPAM is shown in chapter 4 to not only enhance the level of TPA but also to relatively suppress the level of residual SPA [79]. This allows a TPA dominated signal to be accessed at much lower incident optical powers than would be possible with a similar GaAs absorbing region that is not sandwiched between two highly reflective DBR mirrors. The TPA coefficient is estimated to be approximately 15 cm/GW at 1560 nm in (001) GaAs. The residual SPA coefficient in the unintentionally doped GaAs active layer of the TPAM which is grown by metal-organic chemical vapour deposition is approximately $1.0 \times 10^{-4}$ cm$^{-1}$ (which is an extremely small value).

A TPAM has previously been suggested for use as an efficient TPA detector [71, 72]. The demonstration of the use of a TPAM in autocorrelator applications [97], optical sampling [42] demultiplexing of OTDM signals [30] and in dispersion monitoring [86] has previously been shown. In order to further facilitate these applications as well as a range of other TPA based applications a characterisation of the TPAM has been carried out and detailed in this thesis.

Even with the enhancement provided by the TPAM it is still necessary to focus the input beam onto the TPAM in order to operate in the TPA dominated absorption regime at low optical input powers. A TPAM has a limited acceptance angle and so different angular components have different levels of enhancement in the cavity. For a TPAM detector, this results in an asymmetrical cavity spectral response and also an asymmetrical response to the focus position, see chapter 5. The influence of the acceptance angle on the TPA response of the
TPAM means that to optimize the level of TPA generated by a TPAM, the optimal spot size for the TPAM must be calculated. In chapter 5, an optimized incident focused spot diameter of 7 μm has been calculated as being optimal so as to maximize the generated TPA photocurrent for the $R = 0.965$ TPAM under test. While measurements were only carried out in chapter 5 for a TPAM with $R = 0.965$, it is shown that the theory described can also be used to calculate the optimal incident focused spot size for cavities with different values of $R$. With increasing TPAM cavity lifetime the dependence on incident angle becomes increasingly important and as such the optimal incident spot size will increase.

In chapter 6, the polarisation response of a TPAM was investigated. The deviation in the dependence of the detector response from that of bulk GaAs is shown to be due to the birefringence of the cavity. A theoretical model based on the convolution of the cavity birefringence and the polarisation dependence of two-photon absorption in GaAs is described and shown to match the measured polarisation dependence of the TPAM very well.

In chapter 7, the TPA generated by BL-ASE noise was shown analytically and experimentally to have the same mean power dependence as an on-off modulated signal with a generalised duty cycle equal to 50%. A simple formula is derived to describe the TPA dependence on the OSNR for an optically amplified signal with polarised BL-ASE noise. The theory was validated by carrying out an OSNR measurement using a TPAM and the theory was shown to fit the measured data very well.

In chapter 8, TPA based optical channel identification is demonstrated as being capable of differentiating between different types of signals as well as between different signals and BL-ASE. It is also shown in chapter 8 that a TPAM can easily be tuned across a 5 nm range by changing the temperature from 10 to 50 °C. Furthermore, the detector is shown to be highly stable with varying temperature as only the resonant wavelength of the detector changes. This is unlike Silicon APDs, where the response of the detector can be highly temperature sensitive [95]. Using temperature tuning it will be possible to monitor a WDM system across the entire C band using approximately 3-4
detectors at fixed angles and then temperature tuning each device to pick out individual channels. While our temperature control circuit allowed only a relatively narrow temperature tuning range of just over 40 °C, lasers in modern networks commonly operate from -40 °C to 85 °C. This increased tuning range would allow the single TPAM device discussed above to be tuned by > 15 nm.

9.2. Future work

That a TPAM can be used as a TPA detector has been shown along with schemes to characterise the response of a TPAM. Future work in this field can be broken up into two directions which are firstly further device design and secondly further investigation of TPA monitoring applications.

Current TPAM have been grown using GaAs/AlAs mirror pairs. The use of GaAs/AlAs as the material system for the DBR places some limitations on how the detector response can be tailored to individual applications. If the GaAs/AlAs used for the DBR were replaced with a dielectric material system (i.e. TiO₂/SiO₂) there would be a number of advantages. The large contrast in refractive indices between mirror layers that is possible with dielectric materials would allow for fewer mirror pairs as well as making it easier to alter the shape of the reflectivity response of these mirrors [98]. The increased ability to shape the reflectivity response would make it possible to better tailor the TPAM transfer function to optimise the TPA signal for a channel in a DWDM network.

The FWHM of the TPAM was tailored so as to be less than 0.4 nm and to also have stronger wavelength dependence than the current Lorentzian line shape (i.e. using a coupled cavity) [99]. This would allow a TPAM to be used without the need for a channel filter (i.e. for a 10Gbs⁻¹ 50 GHz spaced DWDM network). The removal of the channel filter would reduce cost, add reliability as well as reduce the signal power necessary onto the TPAM (due to the removal of the loss associated with a filter). Another effect of the dielectric mirrors would be to
remove the influence of the electro-optic effect in the mirrors which has been associated with the complication of the polarisation dependence of TPAM.

The current TPAM absorbing region is made from GaAs. There a number of downsides associated with the choice of GaAs as the absorbing region. The primary problem is associated with creating integrated circuits in GaAs as integrated circuits are traditionally made from Silicon. A serious limitation in carrying out applications such as optical sampling using a TPAM is the low level of TPA current that is created by an individual pulse. Efforts to amplify the signal externally can introduce large amounts of noise. A way around this would be to integrate an avalanche photodiode (APD) into the detector which could provide up to 30 dB of electrical gain [100]. Integrating an APD into a GaAs structure is very difficult, but integrating it in Silicon material system is much easier. While the TPA coefficient of Silicon around 1550 nm is approximately 0.44 cm/GW (which is approximately 34 times less that the TPA coefficient in GaAs) it is thought that the low level of defects in Si will reduce the level of SPA so this low TPA coefficient will not be a problem [101]. Silicon APD’s have previously been widely reported for use as a TPA detector although no work has been done to date to the best of my knowledge on combining both an APD and a microcavity as a TPA detector [44, 102].

There are also slightly modified detector structures which would allow further detection schemes with two detector design options which seem most promising. The first is to grow TPAM’s with a wedged active region [103]. This wedged structure would mean devices from different parts of the wafer would result in detectors with different resonant wavelengths. By properly tailoring the slope of the wedged layer it should then be possible to process a number of devices beside each other in the wafer and process them to be an array of devices with a wavelength specific separation (i.e. 50 GHz or 100 GHz so as to line up with the ITU grid). It would also be possible to create coupled cavities which possess 2 spacer regions which are sandwiched between 3 DBR’s. This results in two resonant wavelengths (with the wavelength being controlled by the individual thickness of the two spacer regions) which would allow the TPAM to
be used in a sampling measurement with both pump and probe at different wavelengths.
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