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“All nematics are cybotactic. Some exhibit additional structure with varying degrees of evanescent density fluctuations. When mesogens with a propensity to form transient strata cooperatively tilt in those strata, the clusters become inherently biaxial.” (E.T. Samulski)

It was a great pleasure to deal with a magical substance, liquid crystals.
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Summary

The relationship between the molecular interaction and the molecular structure of the bent core mesogens in the nematic phase is investigated in detail. Various physical phenomena are observed and interpreted.

1. Cybotactic clusters in the nematic phase of 4-cyanosubstituted bent-core mesogens are reviewed. These were investigated by an X-ray technique by the Halle group. The formation of the clusters in the nematic phase is governed by the molecular structure of the bent core mesogens.

2. The dielectric response of the materials is investigated. The materials show different types of nematic phases ranging from the usual one that is consistent with the Maier and Meier model to the nematic phase with cybotactic clusters. The dielectric behavior dependent on the molecular structure is interpreted in terms of the short-range correlations expressed in terms of the Kirkwood correlation factors included in the Maier-Meier equation. The nematic phase of C4 with the short terminal chains is well explained by the M-M model based on the molecular field theory. The materials with longer chains (C7, C9) show different behavior from C4. The results from the dielectric experiments agree with those from the X-ray experiments.

3. In order to investigate the origin of the cybotactic clusters, IR spectroscopy is used. For C4, the results from IR experiments show that the averaged tilt angle of the molecules from the normal to the substrates is zero in the nematic phase, whereas molecules in the cluster are tilted with respect to the averaged layer normal. The latter is parallel to the laboratory Z axis for C9.

4. Birefringence, IR and optical contrast spectroscopic techniques are used to find whether or not any conformational change occurs with temperature. Results of the three different techniques indicate that no significant conformational change takes place with change of temperatures.

5. The chirality and the phase behavior of C5 is investigated and interpreted in terms of a pair of two bent-core molecules. The phase behavior of C5 in the nematic phase is intermediate between the usual nematic phase and the nematic phase with cybotactic clusters. Interestingly, only C5 among
the investigated materials shows chirality in the nematic phase. Basically, a V-shaped molecule has $C_{2v}$ symmetry which is achiral. A simpler system that comprises a pair of two bent-core molecules can have several other symmetries one of which gives rise to chirality.

6. The optical biaxiality of PAL1 in the nematic phase prior to its transition to a smectic phase is investigated by a system using PEM under various surface anchoring conditions. Results of the experiment give the following new information: i) the minor director is switchable by the electric field. ii) the minor director can be aligned by the application of simple rubbing process to a glass plate coated with homeotropic alignment layer on which the major director has homeotropic configuration with a small tilt angle. iii) the switching speed is too slow to be applied for LCD displays. This is due to the reorientation of the biaxial clusters rather than the molecules in the nematic phase under the applied in-plane electric field.

7. The conventional LC modes used in LCDs for mass production are reviewed. Basically, the switching is an act of converting the state of polarized light that passes through the LC layer to achieve a certain transmission for a gray level. Therefore, the design of a LCD mode begins from an understanding of the polarization conversion by the LC layer. Each mode is analyzed in terms of the Stokes parameters on the Poincare sphere. Such an analysis is used in understanding the principle of the compensation for the retardation at oblique angles. The biaxial nematic phase is more favorable than the uniaxial nematic phase in achieving wider viewing angle without the use of a compensation film. The inherent optical biaxiality can be used for realizing a gray scale by switching of the minor director by electric field as well as to minimizing the transmittance for the black state at oblique angles.

Many of the new findings in this thesis are related to the analysis of the results from the experiments and the application of the proper models to understand the physical phenomena.
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Part. I

Introduction and Experimental techniques
Chapter 1

Introduction

"In this chapter, the fundamentals of liquid crystals, and theoretical and mathematical tools required to realize the subject matter of this work are described."

1.1 Preface

We cannot live a day without watching displays. Displays are prevalent in our everyday life as a part of window to the world connecting people to people. Presently, LC (Liquid Crystal) technologies are leading the current display industry by replacing CRT (Cathode Ray Tube) technology which had dominated almost half a century before the emergence of LCD (Liquid Crystal Display). As in all other areas of science, such a great success of LCD is due to understanding and academic achievement in the liquid crystal field which have been advanced originally by inspiration from several pioneering scientists and subsequently by the contributions, small or large, by many other scientists inspired by the previous discoveries. At this moment, many scientists and engineers in the industrial as well as the academic field are researching for new types of LC technologies able
to overcome the limitations of conventional LCDs. For a better LCD, it is essential to accumulate understandings of new types of liquid crystals and to improve performance of the devices using the LCs. This thesis also, building on the basis of the efforts of many other scientists, focuses on a small part of the liquid crystal field; the cybotactic nematic phase. The term, cybotactic, is originally used in solution chemistry to describe the region around a solute molecule (the cosphere) in which the solvent molecules are more ordered. This term was introduced by de Vries in the liquid crystal field [1, 2], where it means an assembly of molecules in a nematic mesophase that is arranged in a short-range smectic-like array. This relatively elusive phase is observed predominantly in a number of bent-core mesogens in the entire nematic phase [3]. This thesis reports the relationship between molecular structure and the emergence of the phase, along with the physical observations, through various experimental methods and a theoretical model for this phase. The thesis consists of ten chapters, and for convenience, the chapters are grouped into 5 parts.

Part. I (Chap. 1 and 2) provides an Introduction and describes the experimental methods used.

Chapter 1 is the introduction, which briefly outlines the basic concepts of liquid crystals with various molecular shapes and their various phases, the physical properties, and describes some mathematical expressions necessary to understand the subject matter of this work. Further detailed discussion and additional theoretical background will be introduced in each part for better understanding. However, this may not suffice either to give a full introduction to the field of bent-core liquid crystals or to provide the requisite mathematical and theoretical background for the subject matter described in this work. Those describing a broad overview of bent-core LCs or a deeper and more detailed theoretical overview of the areas covered by this thesis are referred to [4, 5] for a summarized review of general topics in bent-core liquid crystals, and to references [6] and [7] for a profound understanding of general topics of liquid crystals.

Chapter 2 briefly introduces experimental methods used for the studies.
Specifically, this chapter deals with a PEM (Photo elastic modulator) which is used to investigate birefringence as well as reorientation of the minor director in the biaxial nematic phase (Chap.8). This PEM system was mainly set up by Dr Panov who is an expert in the optical experiments.

Part. II (Chap. 3 and 4) deals with the relationship between molecular structure and the cybotactic clusters in terms of X-ray analysis done by the Halle group and the cybotactic model by Photinos et al.

In Chapter 3, the materials under study and the results of X-ray experiments done by the Halle group will be introduced and interpreted as the presence of the cluster in the nematic phase. Another interpretation regarding similar phenomena was reported by Kumar and coworkers. This controversy stimulated us to study these works, because most of quantitative analyses regarding the cybotactic cluster are based on the interpretation of X-ray results. We investigate the same materials by dielectric and optical methods. These materials were previously investigated by X-ray. In Chapter 4, the cluster model will be introduced. This model was proposed by Photinos and coworkers [8–10] and is a key to explain a macroscopic biaxiality of nematic mesogens under an external stimulus such as the anisotropic anchoring condition, an electric or a magnetic field.

In Part. III (Chap. 5 and 6), the dielectric and optical behavior of the materials is studied in terms of the cluster model.

In Chapter 5, theoretical background of dielectric properties of LCs is introduced. Dielectric properties of nematic LCs are one of the most important features for application to electro-optic switching. Here, we address the behavior in terms of Meier Maier and Maier-Saupe models. The Maier-Saupe model is based on the molecular mean field theory. Experimental results and the interpretation of the materials are presented. We shall compare the results from the X-ray experiment to those of dielectric experiments and these will be discussed. As a result, the conclusion is made that the presence of the clusters in the nematic phase of bent-core mesogens is evidenced by dielectric studies. The unusual physical behavior of
cybotactic LCs in the nematic phase needs to be investigated through other techniques. In Chapter 6, optical contrast spectroscopy using Fredriks transition is used for investigating crossover frequency and in turn the result will be compared with a relaxation frequency measured by dielectric spectroscopy. Temperature dependence of birefringence for the materials is measured which is converted to macroscopic order parameter and used for investigating the possibility of the conformational change. The order parameter obtained by the optical technique is combined with the results from IR (Infra Red) experiments, which give information about molecular parameters such as the tilt of molecules in the cluster. The results are interpreted in terms of the cluster model.

In Part. IV (Chap. 7), Chirality and Biaxiality of nematic phase are investigated.

In Chapter 7, the chirality of one of the materials is presented. So far, the chirality of an achiral bent-core mesogen has been observed as a type of self assembly of achiral bent-core mesogen. We observe another mechanism which gives rise to chirality. This also can be interpreted in terms of a simplest cluster composed of two bent-core mesogens. In Chapter 8, the electro optical behavior of biaxial nematic phase is investigated under the various anchoring conditions and electrode structures.

In Part. V (Chap. 9 and 10 Appendix), Application to the device and Possibility.

In Chapter 9, the application of the the phases is reviewed and the possibility will be discussed. Chapter 10 contains a summary of the results and the conclusions of this thesis.
1.2 What is a Liquid Crystal?

The liquid crystalline phase is a state of matter. The mechanical properties and the symmetry properties of liquid crystals are intermediate between those of an isotropic liquid and of a crystalline solid. The fluidity of a liquid crystal resembles that of a liquid while other anisotropic properties such as the birefringence and order are more similar to those of a solid. For this reason, other words 'mesophase' or 'mesomorphic phases' (mesomorphic: of intermediate form) [6] is used to call it. In order to understand the nature of liquid crystals, it is useful to recall the difference between a crystal and a liquid. In crystals, the centers of mass of the molecules are located on a three-dimensional periodic lattice. However, such centers of mass are not ordered in liquids but are distributed isotropically to be fluid. This fluidity is at the expense of long range positional order and results in different X-ray diffraction patterns; while X-ray diffraction patterns in crystals show sharp Bragg reflections characteristic of the lattice, those in liquids exhibit only diffuse peaks. In liquid crystals, some degree of anisotropy is present, which gives rise to some sort of additional X-ray diffraction patterns. The anisotropy in a liquid crystal, that is, the degree of ordering of the molecules, may vary depending on several factors. The first possibility is that there exists only orientational order, but no positional order. This corresponds to a nematic liquid crystal phase. The second possibility is one-dimensional positional order, which means a two-dimensional freedom. The phase consists of a set of two-dimensional liquid layers stacked on each other. This corresponds to the case of smectic liquid crystals. The third possibility is two-dimensional ordering, which corresponds to the columnar phases. Thus the most important feature of liquid crystals is the degree of ordering (as quantified by order parameters). Besides the above definition of liquid crystals, there is another important classification of liquid crystals; thermotropic and lyotropic mesophases. The latter mesophase is formed by dissolving an amphiphilic mesogen in suitable solvents, under appropriate conditions of concentration and temperature in which the order parameters depend on the concentration of the solution. The former is a mesophase formed by heating a solid
or cooling an isotropic liquid, or by heating or cooling a thermodynamically stable mesophase. The order parameters of thermotropic mesophases depend strongly on temperature. Therefore, in the thermotropic liquid crystals, the sequence of liquid crystalline phases is controlled by the temperature. A typically simplified phase sequence from high to low temperatures of thermotropic liquid crystals having rod-like molecular shape is isotropic - nematic - smectic A - smectic C - crystal as shown in Fig. 1.1. The word ‘smectic’ derives from the Greek ‘smegma’ meaning soap-like, or layered structures. Actually, soap itself has a thin layered structure and is a smectic liquid crystal. The word ‘nematic’ comes from the Greek word ‘nema’ meaning thread - referring to the typical type of defects visually observed in the nematic phase, which usually constitute a uniaxial medium with non-polar symmetry. The nematic phase may be uniaxial (calamitic and discotic) and biaxial, as shown in Fig. 1.2.
1.3 Molecular structure and the phase behavior.

The molecular structure of a liquid crystal is found to have a significant influence on its properties and on its phase behavior. The typical structure of a calamitic mesogen consists of a rigid core containing several substituents and one or two flexible terminal groups. The core moiety plays the key role in creating the anisotropy for the formation of the liquid crystalline phase while the phase is stabilized by the terminal chain/chains which in turn reduce the stability of the crystalline phase. In calamitic phases which include nematic and smectic phases, and their chiral analogues, the rod shaped molecules are predominantly aligned along a single direction called a director defined by a unit vector, \( \mathbf{n} \). Such a concept has been extended to disc-shaped and V-shaped mesogens (bent-core mesogens, BCMs) which have taken their place in the hierarchy of structures. Discotic phases (nematic and columnar) and banana phases (B1 to B7) have been interpreted in terms of the molecular shape of the mesogens. Along with the typical calamitic LCs, most of liquid crystal-forming molecules (mesogens) contain flexible groups and can have an infinite number of different conformations. These exist in fast equilibrium under experimental conditions. Such internal degrees of freedom can also be allowed in mesogens with a flexible core part by reorientation about single bonds, rotational isomerisation about carbon-carbon bonds, inversion at a nitrogen atom, and so on. It is worth pointing out that if the stability of a mesophase is affected by anisotropic molecular shape, intramolecular structural changes allowed in the mesophase can also be influenced by either the type or orientational order of mesogens in the phase. Such a complicated behavior has been observed in dimers in which the two mesogenic groups are linked by a flexible chain [11, 12]. It is notable that the extent of the flexibility of a dimer is crucial for creating an anisotropic shape of the molecule by conformational change. As mentioned above, in a usual calamitic mesogen, the terminal flexible chain/chains are attached to an end of a core moiety of the mesogen. The usual reason for attaching such flexible chains is to enhance the thermodynamic stability of fluid phases at the expense of solid phases, so that liquid crystalline mesophases may be observed. The properties of the
mesogens in terms of optical or dielectric response are only influenced to a limited extent by the presence of attached flexible chains, though the phase behavior is often altered in a progressive manner with increasing chain length as the tendency for micro-phase separation of flexible and nonflexible molecular moieties develops. However, in the case of a dimer, the flexible part is confined by two mesogenic groups and this flexible part alters the relative orientation of the mesogenic groups within the molecule. Such a flexibility of the molecule in the mesophase gives rise to unusual phase behavior [11, 13]. The type of the core part such as V-shape also plays an important role in creating the elusive phase behavior of the mesogen [4, 5]. From the viewpoint of the molecular structure, one of the most representative features of BCM (bent-core Mesogen)s is a bending angle (θV) defined as the angle between two arms of a BCM. Luckhurst [14] predicted a relationship between θV and the stability of nematic phases. For the linear shape, the system only forms a uniaxial nematic (N) phase as do the usual calamitic mesogens. With θV decreasing, the region of N in the phase diagram decreases and that of the biaxial nematic phase (N) increases up to an angle of 109.5° and decreases below an angle of 109.5°. This means that this class of molecular structures determined by θV is between rod-like (calamitic) and disc-like mesogens as shown in Fig. 1.3. As θV changes, then their resulting structures embrace those of both rod-like and disc-like mesogens. Consequently, it is no surprise then to find that the liquid crystal phases of bent-core molecules include calamitic nematic and smectic phases as well as columnar phases. Besides, the BCMs have received special attention, not only due to unique phase behaviors, but also due to the unusual properties, such as amplification of chirality [4, 5], and a formation of tetrahedratic nematic phase [16, 17]. Recently, Keith et al [18] reported interesting results and interpretations regarding relationship between molecular structure and the presence of SmC-like nanostructure, termed by de Vries as cybotactic clusters. According to the X-ray studies done by the authors [18], the phase behavior and X-ray patterns of homologous series of bent-core mesogens show strong dependency on the length of terminal groups. Thus the materials are classified into two categories in terms of the presence of cybotactic cluster. Such cybotactic clusters are commonly observed
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Figure 1.3: Phase diagram of a bent-core mesogen as a function of the bending angle ($\Theta_v$). This phase diagram was predicted by Luckhurst et al. \[14, 15\] on the basis of molecular field theory. The $N_b$ phase of a bent-core mesogen without transverse dipole takes place around around 109.5° of $\Theta_v$. The dashed line indicates the freezing point which is taken to occur at a reduced temperature of 0.8. Redrawn from Ref. [14].

not only as pretransitional effects [19] of a lower temperature smectic phase in calamitic nematic liquid crystals, but also as stable structural features over wide temperatures [20–24]. The formation of clusters is considered as a key model for an interpretation of a non spontaneous biaxial nematic phase [25]. According to the cluster model [8], a nematic phase consists of biaxial and possibly polar micro-domains, each of which is occupied by a cluster of intimately correlated molecules whose relative ordering defines a set of local directors. In the absence of either external aligning fields or anisotropic surface anchoring, the primary directors of these clusters can be spontaneously ordered along a common direction $\mathbf{n}$, whereas their transverse directors are randomly distributed, thus forming a macroscopically uniaxial state. Under the external stimulus, this state can acquire macroscopic biaxial ordering [26]. Consequently, the macroscopic phase behavior arises from the collective alignment of the directors of the clusters. The term, cybotactic nematic is used herein for the uniaxial nematic phase with the clusters. Fundamentally, cybotactic nematic phases of SmA-type ($N_{cybA}$), where the clusters have a SmA-like structure, and the skewed cybotactic nematic phase, composed
of SmC-like clusters \(N_{cybC}\), can be distinguished. SmA-type cybotactic clusters are locally uniaxial. However, more complex is the situation for \(N_{cybC}\) phases as the SmC type clusters are intrinsically biaxial due to the tilt of molecules within the cluster layer. Therefore an identification of the cluster species is also important in understanding phase behavior of the cybotactic nematic phases. The work described in this thesis is mainly focused on the cybotactic nematic phase composed of bent-core molecules which have a V-shaped mesogenic group, in other words have a bent-core.

### 1.4 Order parameters

The axis of the preferred orientation of the molecules is usually characterized by a unit vector \(n\) known as the director. \(n\) has the usual vector properties except that it satisfies the physically reasonable condition \(n \equiv -n\). The director determines only the axis of the preferred orientation of the molecules and has nothing to do with the degree of orientation. The degree of orientation is described by the order parameter. The simplest form of order parameter is written as

\[
S = \frac{1}{2} \left< 3 \cos^2 \theta - 1 \right>,
\]

where \(\theta\) is the angle between the long axis of an individual molecule and the director. \(S\) represents the degree of orientation of the molecular long axis in nematic ordering, and is suitable for representing the ordering of nematic liquid crystals. The ordering of a biaxial phase or the ordering of impurity molecules in nematics cannot be represented by Eqn. (1.1), and requires a tensor order parameter. The simplest second rank tensor order parameter in diagonalized form can be written as [27]

\[
S_{ij} = \left< \frac{1}{2} (3 \delta_{ij} I_j - \delta_{ij}) \right>,
\]

(1.2)
where $l_i$ is the direction cosine of the director with respect to a molecular axis $i$. Equation (1.2) is referred to the Saupe ordering matrix. The non-zero components of this tensor in polar coordinates are

\begin{align*}
S_{xx}^\nearrow &= \left\langle \frac{1}{2} (3 \sin^2 \theta \cos^2 \phi - 1) \right\rangle, \\
S_{yy}^\nearrow &= \left\langle \frac{1}{2} (3 \sin^2 \theta \sin^2 \phi - 1) \right\rangle, \\
S_{zz}^\nearrow &= \left\langle \frac{1}{2} (3 \cos^2 \theta - 1) \right\rangle,
\end{align*}

(1.3)

where $\theta$ and $\phi$ are the Euler angles for the director in the $x, y, z$ system described in Fig. 1.4. Eqns. (1.2) and (1.3) are sometimes useful to express the molecular distribution function, but it also expresses only uniaxial orderings of each molecular axis. For example, $S_{xx}$ represents the extent to which $x$ axes of molecules are aligned along a direction. However, with these order parameters, we cannot describe whether the fluctuation of the $x$ axis of a molecule is isotropic or hindered. Therefore, we need a better expression of the order parameter for the biaxial phases. The tensor representation can be extended to describe the orientational ordering of biaxial molecules in a biaxial phase by introducing a fourth rank ordering tensor [7, 28]. Following the notation used in reference [7],

\begin{align*}
S_{\alpha\beta,ij} &= \left\langle \frac{1}{2} (3 l_{i,\alpha} l_{j,\beta} - \delta_{ij} \delta_{\alpha,\beta}) \right\rangle, 
\end{align*}

(1.4)

where $l_{i,\alpha}$ is the cosine of the angle between the molecule axis $\alpha$ and the laboratory or phase axis $i$. By a suitable choice of coordinates without loss of generality, the 81 components of $S_{\alpha\beta,ij}$ can be reduced to nine such that $i = j$ and $\alpha = \beta$. This is equivalent to defining three diagonal Saupe ordering matrices, one for each of the three axes, $i = X, Y, Z$.

\begin{align*}
S_{\alpha\alpha}^{(i)} &= \left\langle \frac{1}{2} (3 l_{i,\alpha}^2 - 1) \right\rangle,
\end{align*}

(1.5)
Taking the diagonal component of these three matrices allows the construction of a $3 \times 3$ matrix.

\[
S^{(i)}_{\alpha\alpha} = \begin{pmatrix}
S_{xx}^X & S_{xy}^X & S_{xz}^X \\
S_{xx}^Y & S_{yy}^Y & S_{yz}^Y \\
S_{xx}^Z & S_{yy}^Z & S_{zz}^Z
\end{pmatrix},
\]

Note that $x, y$ and $z$ are the molecular axes, and $X, Y$ and $Z$ are the laboratory or the phase axes. Hence, for example, $S_{yy}^X$ represents the extent to which the $y$ axis of molecules aligns along the $X$ axis in the laboratory coordinate system.

The generalized biaxial order parameters can be defined as follows. The long axis ordering is described by $S = S_{zz}^Z$, which is the same as Eqn. (1.1) and $S_{zz}$ in Eqn. (1.3). The phase biaxiality for a uniaxial molecule is given by $P = S_{zz}^X - S_{zz}^Y$, which represents the anisotropic fluctuation of the molecular long axis in the laboratory coordinate, hence it is connected to the macroscopic phase biaxiality.

For biaxial molecules in a uniaxial phase the biaxial order parameter is $D = S_{xx}^Z - S_{yy}^Z$, which represents the anisotropic fluctuation of molecular short axes $x$ and $y$ along the laboratory $Z$ axis. $D$ does not represent the phase biaxiality.

It is also possible to define a biaxial order parameter with respect to the $X$ and $Y$ axes, such that $D' = S_{xx}^X - S_{yy}^Y$, and $D'' = S_{xx}^Y - S_{yy}^Y$. Another biaxial order parameter $C = D' - D''$ represents a phase biaxiality induced by the hindered rotation around the molecular long axis. Thus, $S, P, D$ and $C$ describe the full set of the order parameters for a biaxial molecule. These order parameters are also defined using Euler angles (see Fig. 1.4) as

\[
S = S_{zz}^Z = \left\langle \frac{1}{2} (3\cos^2 \theta - 1) \right\rangle,
\]
\[
D = S_{xx}^Z - S_{yy}^Z = \left\langle \frac{3}{2} (3\sin^2 \theta \cos 2\psi) \right\rangle,
\]
\[
P = S_{zz}^X - S_{zz}^Y = \left\langle \frac{3}{2} (3\sin^2 \theta \cos 2\phi) \right\rangle,
\]
\[
C = (S_{xx}^X - S_{yy}^Y) - (S_{xx}^Y - S_{yy}^X) = \left\langle \frac{3}{2} [(1 + \cos^2 \theta) \cos 2\phi \cos 2\psi - 2 \cos \theta \sin 2\phi \sin 2\psi] \right\rangle,
\]

(1.7)
These order parameters are useful for connecting the microscopic molecular properties to the macroscopic phase properties.

1.5 Group symmetry and chirality

Point group symmetry is an important property of molecules and is widely used in some branches of physical science: spectroscopy, quantum chemistry and crystallography. It describes the geometric, conformational and configurational properties of the material. This symmetric feature is associated with physical properties of the molecules and the phase composed of them. There are many mathematical groups in the rotational and the reflectional symmetry [29]. Schönflies notation commonly used in liquid crystals is introduced. Rotational symmetry of order n, also called n-fold rotational symmetry means that rotation by an angle of
360°/n (180°, 120°, 90°, 72°, 60° etc.) does not change the object. Reflection symmetry, or mirror symmetry is a symmetry with respect to reflection. The notation $C_n$ corresponds to $n$-fold rotational symmetry along a fixed axis. $D_n$ consists of the $n$-fold rotational symmetry operations in $C_n$ together with the flipping symmetry operations along the axis perpendicular to the rotational symmetry axis, that is, the object having $D_n$ symmetry operation is invariant under the up-side down flipping. In addition to this, one may add a mirror plane perpendicular to the axis of rotational symmetry, which produces the additional groups $C_{nh}$ and $D_{nh}$ respectively. If the $n$-fold rotational symmetry axis also has $n$-mirror planes containing the axis, it produces $C_{nv}$. The $D_{nd}$ or $D_{nv}$ group has vertical mirror planes containing the main rotation axis, but instead of having a horizontal mirror plane it has an isometry which is the combination of a reflection in the horizontal plane and a rotation by an angle $180°/n$. The geometric schematics of each groups is shown in Fig. 1.5.

Chirality is a property of asymmetry important in several branches of science. The word chirality is derived from the Greek, χειρ, "hand", a familiar chiral object. An object or a system is chiral if it is not identical to its mirror image, that is, it cannot be superposed onto it. A chiral object and its mirror image are called enantiomorphs (Greek opposite forms) or, when referring to molecules, enantiomers. A non-chiral object is called achiral (sometimes also amphichiral) and can be superposed on its mirror image. Therefore, a chiral object does not have a mirror plane or a center of inversion. The Neumann principle (named after Franz Neumann) states that any physical property of a medium must be invariant under the symmetry operations of the point group of the medium [29]. Fundamentally, chirality can occur on three levels in the liquid crystal phases [5]. The first level is the chirality of the molecule, which is configurational and conformational in nature. Configurational chirality is based on the connectivity of atoms and groups via covalent bonds and in most cases is stable at the temperature and time scale of usual experiments. Conformational chirality is due to a rotation around covalent bonds. Whether these conformers are stable or not also depends on temperature and time scale. Standard organic molecules have an infinite number of different
chiral conformations, which exist in a fast equilibrium under normal experimental conditions. The second level of chirality arises from the organization of molecules with formation of chiral structures via non-covalent interaction. In liquid crystals, for example, chiral molecules organize into a helical superstructure in nematic or smectic phase. This chirality is due to the specific shape of macroscopic objects. It should be pointed out that a lower level of chirality may influence the higher level chirality due to diastereomeric relations which makes one combination energetically more favorable than the other, but it is not required for chirality occurring at a higher level. For example, even though a bent-core mesogen is configurationally achiral, whereas the banana phase can be chiral. In this case the helix sense can be either right or left with a probability of 1 : 1. In terms of chirality, the point groups can be classified into chiral and achiral groups. The symmetry groups possessing chirality of 32 groups in Fig. 1.5, are \( C_n \), \( D_n \) and \( T \) groups without a mirror plane or a center of inversion, while the symmetry groups with polarity
are groups without center of inversion. We find that nematic and SmA is $D_{\infty h}$ group since these have a symmetry axis parallel to the director and infinite $C_2$ axes perpendicular to the director.
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Experimental Methods

"In this chapter, various experimental techniques are used for the investigation of the phase. Along with brief introduction made to the techniques, the principle of PEM system is introduced in more details. In this thesis, a single PEM system is used to measure the optical parameters of samples."

2.1 Introduction

In order to investigate the possible mechanisms for the phase behavior under study, complementary techniques are used in this thesis. In chapter 3, X-ray experiments and their interpretation will be introduced, which were carried out by the Halle group. In Chap. 5, dielectric experiments are carried out to investigate the relationship between the structure and the correlation factors associated with the short range interaction between the molecules. The dielectric spectra are recorded for both homeotropic and planar cells using Novocontrol GmbH, Germany, dielectric analyzer. Cells for dielectric experiments were prepared by using two low resistance-ITO (Indium Tin Oxide) glass plates (20 Ω/□), coated with
polymer alignment layers corresponding to planar and homeotropic anchoring surface conditions. These cells are also used for the optical investigation using a POM. The results of dielectric experiments using brass electrodes are consistent with the result of cells made of low resistance ITO glass in the window of frequency range. Therefore, we can use the low resistance ITO glasses as substrates for the dielectric and optical experiments. In Chap. 6, three optical techniques are used. Firstly, in order to confirm the phenomenon of sign reversal in $\Delta \varepsilon'$, measurements using optical contrast spectroscopy are carried out [31]. While the planar cell used in dielectric experiments is cooled from the isotropic to the nematic phase, the transmittance of cells between cross polarizers is measured and recorded as a function of frequency and temperature. This method is very effective in determining threshold voltage ($V_{th}$) and the sign of dielectric anisotropy ($\Delta \varepsilon'$) [31]. Secondly, the measurements of birefringence are carried out. The temperature dependent birefringence gives information related to anisotropic shape of the molecules as well as the orientational order parameter. Finally, a technique of IR spectroscopy is also used for examining the molecular conformational behavior [32], and used for investigating the macroscopic properties and the microscopic tensor order parameters [32, 33]. IR spectroscopy is used to characterizing vibrational bands. The infrared spectra of the materials under homeotropic anchoring conditions are measured as a function of the polarizer rotation angle and recorded using a Bio-Rad FTS-6000 spectrometer with a resolution of 1 cm$^{-1}$. These spectra are averaged over 64 scans. An IR-KRS5 grid polarizer is used to polarize the IR beam. The sample for the IR experiment was aligned in between two KBr windows that are coated with a homeotropic polymer alignment layer. Thickness of the cells can be assumed approximately to be the thickness of the film type spacers (10 $\mu$m) which were also used in the dielectric and the optical cells. The texture of the sample was monitored using a polarized optical microscope (POM) that was used for identifying the phase prior to its investigation by polarized IR spectroscopy. In Chap. 8, a Photo-Elastic Modulator (PEM) based system is used for the optical investigations of a liquid crystal in its biaxial nematic phase. It provides simultaneous measurements of both the retardation ($\Gamma$) and the azimuthal angle ($\phi$)
(defined as the angle between the optic axis of the cell and the polarizer). Red light LED is used as the source with a corresponding 632.8 nm narrow-band optical filter. Commercially available ITO coated planar glass cells (E.H.C., Japan) with a 2.5, µm cell gap were used for the experiments. Most of the techniques used in this thesis are commercially available. The detailed information of the apparatus used is listed as below:

i) **Microscopy and electro-optic measurement**

- **Optical Microscope**: Olympus BX-52 (Olympus Company), including the objective lens (Olympus, LM PlanFl, 50X / 0.5NA), the condenser (Instech, 0.65 NA), and Leica DFC480 (Leica, Digital camera for microscope)

ii) **IR and Visual Spectroscopy** for investigating macroscopic order parameter and molecular orientation [34, 35].

iii) **PEM (photo-elastic modulator) system** for measuring birefringence and azimuthal angle [36, 37],

- **Photo-Elastic Modulator (PEM) system**: PEM modulator (HINDS Instruments)
  - see also references [36, 37] for applications.

iv) **Dielectric response measurement** using a broadband high resolution dielectric spectrometer (Novocontrol GmbH, Germany) [38, 39].

- **Broadband dielectric spectrometer**: This system includes Alpha-A High Performance Modular Measurement System (Novocontrol GmbH, Impedance analyzer, $3 \times 10^{-5} - 2 \times 10^7$ Hz ), Agilent 4291B RF Impedance/Material Analyzer (Agilent, $1 \times 10^6 - 1.8 \times 10^9$ Hz) and Quatro Cryosystem (Novocontrol GmbH, temperature controller, $-160 - +400^\circ$C). Analysis software, WINFIT (Novocontrol GmbH, software) is required.
  - [http://www.novocontrol.de/](http://www.novocontrol.de/)
  - [http://www.home.agilent.com/agilent/home.jsp](http://www.home.agilent.com/agilent/home.jsp)

- **Optical Spectrometer**: Lambda 900 UV/VIS/NIR spectrometer (PerkinElmer,
broadband high resolution spectrometer), and Avaspec-2048 (Avantes, fast fiber optic spectrometer).

- http://www.avantes.com/ The experimental techniques mentioned above are very useful to investigating the properties of liquid crystals, but details of commercial methods are briefly summarised.

In this chapter, a PEM system is introduced in more detail, as it is helpful in understanding the general concepts of LC optics. The PEM [40] is a device that exploits the photoelastic effect to produce a phase retardation with a highly precise sinusoidal time variation. This can be used to modulate the polarization state of a light beam. A PEM system used in this thesis adopt a single PEM, used for the investigating the major directors as well as the minor directors of a biaxial nematic phase. The PEM components produced by HINS instruments are used in the PEM system designed by Dr V. P. Panov.

2.2 Polarization of optical waves

Many birefringent optical systems including liquid crystal cells are made of anisotropic layered media that consist of a train of polarizers and crystal plates. The effect of each individual element on the polarization state of the light beam can be easily pictured without the aid of any matrix algebra. However, when an optical system consists of complex structures of optical components such as a twisted or deformed liquid crystal cell, the calculation of the transmission becomes complicated and it is greatly facilitated by a systematic approach. Mainly, the transmittance of a cell is determined by the polarization state of the light passing through the optical system, on the assumption that scattering and the absorption of light in the medium can be neglected. For mathematical simplicity, the monochromatic plane wave is often written as

\[ E = A \exp[i(\omega t - k \cdot r)] \] (2.1)
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Here $f \mathbf{k} = n\omega/c$ is the constant of propagation, $n$ is the refractive index of the media and $c$ is the velocity of light. $\mathbf{r}$ represents the coordinate vector of the given point of space and $t$ designates the time. The time evolution of the electric field vector is exactly sinusoidal: that is, the electric field must oscillate at a definite frequency $\omega$. The polarization state of a beam of monochromatic light is specified by its electro field vector $E(\mathbf{r}, t)$. For the purpose of describing various representations of the polarization states, we consider a propagation of a light beam along the $Z$ axis. Because it is a transverse wave, the components of the electric field vector can be given [41] as:

\begin{align*}
E_x &= A_x \cos(\omega t - kz + \delta_x) \\
E_y &= A_y \cos(\omega t - kz + \delta_y),
\end{align*}

where we have used two independent and positive amplitudes $A_x, A_y$ and added two independent phases $\delta_x, \delta_y$ to reflect the mutual independence of the two components. A beam of light is said to be elliptically polarized if the curve traced by the endpoint of the electric field vector is an ellipse (in the $xy$ plane) (see Fig. 2.3). This is the most general case of a polarized beam of light. At a given point in the space ($z = 0$), the equation of ellipse can be given by:

$$
\left(\frac{E_x}{A_x}\right)^2 + \left(\frac{E_y}{A_y}\right)^2 - 2\frac{\cos \delta}{A_x A_y} E_x E_y = \sin^2 \delta. \tag{2.4}
$$

Here we can define relative phases as $\delta = \delta_y - \delta_x$, which is also called the retardation. If $\delta$ is $n\pi$, here $n$ is an interger, Eqn. (2.4) becomes linear. If $\delta$ is $(2n + 1)\pi/2$, Eqn. (2.4) becomes circle. Therefore the ellipticity of the polarization ellipse is affected by $\delta$. The ellipticity angle $\theta$ and the inclination angle $\phi$ defined as $\tan^{-1} = \pm \frac{b}{a}$ are also determined by $\delta$ and $\psi$ defined as the azimuthal angle of oscillation direction with respect to the $x$ axis. $a$ and $b$ are semi-major and semi-minor axes of the ellipse, respectively (see Fig. 2.3(b)).

\begin{align*}
\tan 2\phi &= \tan 2\psi \cos \delta \\
\sin 2\theta &= -\sin 2\psi \sin \delta \tag{2.5}
\end{align*}
This relatively complicated expression of a polarization state can be simplified by the Jones vector which is introduced in 1941 by R.C Jones [42]. In this representation, Eqn. (2.1) is expressed in terms of its complex amplitudes as a column vector:

\[ J = \begin{pmatrix} A_x e^{i\delta_x} \\ A_y e^{i\delta_y} \end{pmatrix} \]  

(2.7)

The Jones vector contains complete information about the amplitudes and the phases of the electric field vector components. It thus specifies the polarization state of the wave uniquely. If we are interested only in the polarization state of the wave, it is convenient to work with the normalized Jones vectors.

\[ J(\psi, \delta) = \begin{pmatrix} \cos \psi \\ e^{i\delta} \sin \psi \end{pmatrix} \]  

(2.8)

The most important application of Jones vectors is to use the Jones calculus. Jones matrix algebra is a powerful 2 \times 2 matrix method in which the electric field vector (or the state of polarization) is represented by a two-element column vector, while each crystal plate or polarizer is represented by a 2 \times 2 matrix. The entire optical system is represented by a 2 \times 2 matrix obtained by the multiplication of all the matrices in sequence. The transmission of light is thus described by the multiplication of the input vector with the matrix. The Jones matrix method is suitable for carrying out the optical calculation only in the case of normal incidence of light. In 1982, Pochi Yeh [43] developed an Extended Jones matrix method to calculate the transmission characteristics of a birefringent network for off-axis light. This new 2 \times 2 matrix is still easy to manipulate algebraically and accounts for the effects of the Fresnel refraction and single refraction at the interface. However, this method neglects multiple reflections, so it is not suitable for dealing with reflections. For example, Bragg reflection and selective reflection cannot be modeled using the Extended Jones matrix method.
Another widely used representation for polarization states is the Stokes parameters of a quasimonochromatic plane wave. The quasimonochromatic wave has frequency spectrum confined to a narrow bandwidth $\Delta \omega$ (i.e., $\Delta \omega \ll \omega$) Now $\omega$ denotes the center frequency and the amplitude is a function of time. Time averaged quantities of the Stokes parameters are given as follows:

\[
S_0 = \langle \langle A_x^2 + A_y^2 \rangle \rangle \\
S_1 = \langle \langle A_x^2 - A_y^2 \rangle \rangle \\
S_2 = 2 \langle \langle A_x A_y \cos \delta \rangle \rangle \\
S_3 = 2 \langle \langle A_x A_y \sin \delta \rangle \rangle \\
S_0^2 \geq S_1^2 + S_2^2 + S_3^2
\]

(2.9)  (2.10)  (2.11)  (2.12)  (2.13)

where the amplitudes $A_x$, $A_y$ and the relative phase $\delta$ are assumed to be time dependent, the the double brackets denote averages performed over a time interval.

The four parameters have the same dimension as the intensity and these also satisfy Eqn. (2.13). If the beam is entirely unpolarized, $S_1 = S_2 = S_3 = 0$. If it is completely polarized, $S_1^2 + S_2^2 + S_3^2 = 1$. Therefore the degree of polarization is defined as

\[
\gamma = \frac{(S_1^2 + S_2^2 + S_3^2)^{1/2}}{S_0}
\]

(2.14)

The parameter $S_0$ describes the total intensity of the beam. The parameter $S_1$ describes the linear polarization along the $x$ or $y$ axis; the probability that the light is linearly polarized along the $x$ axis is $\frac{1}{2}(1 + S_1)$ and along the $y$ axis, $\frac{1}{2}(1 - S_1)$. Thus the values $S_1 = 1,-1$ correspond to complete polarization in $x$ and $y$ directions, respectively. The parameter $S_2$ describes the linear polarization along the angles $\phi = \pm 45^\circ$ to the $x$ axis; the probability that the light is linearly polarized along these directions respectively, $\frac{1}{2}(1 + S_2)$ and $\frac{1}{2}(1 - S_2)$. Thus the values $S_2 = 1,-1$ correspond to complete polarization along directions. Finally, the parameter $S_3$ represents the degree of circular polarization; the probability that the lightwave had right-hand circular polarization is $\frac{1}{2}(1 - S_3)$, and left-hand circular polarization, $\frac{1}{2}(1 + S_3)$. The Stokes parameters can be expressed in terms of the
parameters in the Jones vector which are given by

\[ S_0 = 1, \quad S_1 = \cos 2\psi, \quad S_2 = \sin \psi \cos \delta, \quad S_3 = \sin \psi \sin \delta, \quad (2.15) \]

Although the Stokes parameters are introduced for describing partially polarized light, they are also used to describe the polarization state of polarized light. In the case of completely polarized light \((S_1^2 + S_2^2 + S_3^2 = 1)\), all points with coordinate of the Stokes parameters are confined on the surface of a unit sphere, called the Poincare sphere (see Fig. 2.1) The method using the Poincare sphere provides qualitative and semiquantitative solutions to complex problems which arise when polarised light propagates through birefringent and optically active media. A few examples using the method will be introduced in Chap. 9, which deals with the application of biaxial nematic phase. The Jones algebra is adequate for coherent and monochromatic light, whereas the Stokes algebra is better for natural light, which mostly is incoherent, polychromatic and unpolarised. Most widely used algebra is the Mueller matrix, to characterize the transmission (or reflection) of a device for light at some wavelength and with arbitrary polarization. The Mueller matrix

\[ \text{Figure 2.1: showing polarization states at various points).} \]

can separate those properties that depend on the orientation of the device from those that are independent of the orientation. An arbitrary optical-polarization component could be described by a $4 \times 4$ matrix, connecting the Stokes vector for the entering light with the Stokes vector for the transmitted light:

$$
\begin{pmatrix}
S'_0 \\
S'_1 \\
S'_2 \\
S'_3
\end{pmatrix} = M
\begin{pmatrix}
S_0 \\
S_1 \\
S_2 \\
S_3
\end{pmatrix}
$$

(2.16)

The output beam is characterized by the Stokes parameters of which is determined by the M"uller matrix of the media. Usually, this method is very useful to characterize the LC cell as well as to design the optical property of a certain cell.

2.3 Measurement of the state of polarization of light.

Figure 2.2 shows an optical system composed of a pair of polarizers and a LC cell and arbitrary polarization states after passing through each optical component. The most simple method to measure the polarization state of light is measuring its intensity with the rear polarizer rotating. The intensity dependent on the direction of the rear polarizer is determined by the polarization state of
the beam, as shown in Fig. 2.3. Here the rotation angle is denoted as $\phi$. This is the angle between the x-axis and the transmittance axis of the rear polarizer (see Fig. 2.2). However, this method does not give complete information of the state of polarization. In terms of the Stokes parameters, by rotation of the rear polarizer, we can only obtain $S_1$ and $S_2$ (see Eqns. (2.11) and (2.12)). This means that the handedness of the polarization state is undetectable. In order to solve this problem, several methods using additional optical components have been developed. In this thesis, a single PEM system is used to measure the optical parameters such as the birefringence and the optical rotation.
2.4 PEM

A mechanically stressed sample exhibits birefringence which is proportional to the resulting strain. This is termed as photo elastic effect. The PEM produces oscillating birefringence at a fixed frequency in the low frequency ultrasound range (20 kHz to 100 kHz). In its simplest form, the PEM consists of a rectangular bar of a suitable transparent material, for example fused silica, attached to a piezoelectric transducer. The bar vibrates along its long dimension at a frequency determined by the length of the bar and the speed of longitudinal sound wave in the optical element material. The transducer is tuned to the same frequency and is driven by an electronic circuit which controls the amplitude of vibration. The oscillating birefringence effect is at its maximum at the center of the fused silica bar (see Fig. 2.1). The off state has no birefringence. When the optical element is compressed by piezoelectric transducer, the polarization component parallel to the modulator axis travels slightly faster than the vertical component, in other words, the slow axis of the optical element is vertical to the modulator axis. Meanwhile, when the optical element is extended, the horizontal component leads the vertical component after light passes through the modulator.

Due to its high sensitivity, wide spectral range, and high precision phase modulation, the PEM has been used in a wide range of physical measurements. Basically, the PEM can be applied to any system for which a specified polarization state must be generated or, conversely, for the analysis of the polarization states of any given light beam. In order to measure a complete polarization state represented by the Stokes parameters a commercially available dual PEM system is used in this case. This system can measure the four Stokes parameters simultaneously. However, a single PEM is still widely used. An excellent theoretical and experimental work concerning the determination of polarization states using a single PEM has been reported [14]. We now present the theory for the general case of a monochromatic light beam of arbitrary polarization whose state is to be determined transmitted at normal incidence firstly through a PEM and then through an analyzer before striking a photodetector. The Mülller matrix for the PEM and for the analyzer
can be written as follows:

\[
M_{PEM} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \cos(4\eta)\sin^2(\delta/2) + \cos^2(\delta/2) & \sin(4\eta)\sin^2(\delta/2) & -\sin(2\eta)\sin\delta \\
0 & \sin(4\eta)\sin^2(\delta/2) & -\cos(4\eta)\sin^2(\delta/2) + \cos^2(\delta/2) & \cos(2\eta)\sin\delta \\
0 & \sin(2\eta)\sin\delta & -\cos(2\eta)\sin\delta & \cos\delta
\end{bmatrix}
\]  

\[M_A = \frac{1}{2} \begin{bmatrix}
1 & \cos(2\varphi) & \sin(2\varphi) & 0 \\
\cos(2\varphi) & \cos^2(2\varphi) & \cos(2\varphi)\sin(2\varphi) & 0 \\
\sin(2\varphi) & \cos(2\varphi)\sin(2\varphi) & \sin^2(2\varphi) & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]  

(2.17)  

(2.18)
Here, η and φ denote the angle which x axis makes with the modulator axis and transmittance axis of the analyzer, respectively. δ = δ₀ sin(Ωt) is the retardation produced by the PEM, δ₀ is the amplitude of the retardation, and Ω is the modulating frequency of the PEM. We can apply these matrices to Eqn. (2.15) as follows.

\[
\begin{pmatrix}
S'_0 \\
S'_1 \\
S'_2 \\
S'_3
\end{pmatrix} = M_A \cdot M_{PEM}
\begin{pmatrix}
S_0 \\
S_1 \\
S_2 \\
S_3
\end{pmatrix}
\]

The photodetector measures only output intensity, a fact that greatly simplifies the algebra. Multiplying out Eqn. (2.19), the output intensity is given by:

\[
S'_0 = \frac{1}{2}S_0 + \frac{1}{2}S_1 \cos(2\varphi - 2\eta) \cos(2\eta) + \frac{1}{4}S_2 \cos(2\varphi - 2\eta) \sin(2\eta) - \frac{1}{4}S_1 \sin(2\varphi - 2\eta) \sin(2\eta) \cos \delta + \frac{1}{2}S_3 \sin(2\varphi - 2\eta) \sin \delta
\]

In view of the lock-in technique employed, we further expand the retardation in terms of Bessel functions to get the Fourier components. The standard expansions are

\[
\sin \delta = \sin[\delta_0 \sin(\Omega t)] = 2J_1 \delta_0 \sin(\Omega t) + 2J_3 \delta_0 \sin(3\Omega t) + .......
\]

\[
\cos \delta = \cos[\delta_0 \cos(\Omega t)] = J_0 \delta_0 2J_2 \delta_0 \cos(2\Omega t) + 2J_4 \delta_0 \cos(4\Omega t) + .......
\]

Using Eqns. (2.21), (2.22) and Eqn. (2.20) are rewritten as:
\[ S'_0 = \frac{1}{2}S_0 + \frac{1}{2}S_1 \cos(2\varphi - 2\eta) \cos(2\eta) + \frac{1}{2}S_2 \cos(2\varphi - 2\eta) \sin(2\eta) \]
\[ -\frac{1}{2}S_1 \cos\phi \sin(2\varphi - 2\eta) \sin(2\eta) + \frac{1}{2}S_2 \cos\phi \sin(2\varphi - 2\eta) \cos(2\eta) \]
\[ + S_3 \cos(\Omega t) \sin(2\varphi - 2\eta) \]
\[ - S_1 J_0 \cos(2\Omega t) \sin(2\varphi - 2\eta) \sin(2\eta) \]
\[ + S_2 J_0 \cos(2\Omega t) \sin(2\varphi - 2\eta) \cos(2\eta) \]

(2.23)

The terms of Eqn. (2.23) reflect the magnitudes of output signals of the detector. The terms without \( \Omega t \) are associated with the DC signal denoted as \( I_{DC} \) and the terms containing \( 1\Omega t \) and \( 2\Omega t \) mean the first and second harmonic signals \( (I_{1F} \text{ and } I_{2F}) \), respectively. From Eqn. (2.23), it is seen that all these low Fourier components are strongly dependent on the orientations (the values of \( \eta \) and \( \varphi \)) of the two optical components as well as the amplitude of the retardation. Thus the extraction of the four Stokes parameters can be made by appropriate choice of setting for \( \eta \) and \( \varphi \). Basically, various optical configurations can be set for the investigation of the Stokes parameters and optical parameters of an optical cell. From Eqn. (2.23), the Stokes parameters are given as the signals at specific \( \eta \) and \( \varphi \).

\[ S_0 = I_{DC}(0^\circ, 45^\circ) + I_{DC}(0^\circ, -45^\circ) \]
\[ = I_{DC}(45^\circ, 0^\circ) + I_{DC}(45^\circ, 90^\circ) \quad (2.24) \]
\[ S_1 = k_2 I_{2F}(45^\circ, 0^\circ) \]
\[ = k_2 I_{2F}(45^\circ, 90^\circ) \quad (2.25) \]
\[ S_2 = k_2 I_{2F}(0^\circ, 45^\circ) \]
\[ = k_2 I_{2F}(0^\circ, -45^\circ) \quad (2.26) \]
\[ S_3 = k_1 I_{1F}(0^\circ, 45^\circ) \]
\[ = k_1 I_{1F}(0^\circ, -45^\circ) \]
\[ = k_1 I_{1F}(45^\circ, 0^\circ) \]
\[ = k_1 I_{1F}(45^\circ, 90^\circ) \quad (2.27) \]
Here $k_1 = \sqrt{2}/J_1\delta_0$ and $k_2 = \sqrt{2}/J_2\delta_0$ are constants whose values must be determined. $I_{1F}(\eta, \varphi)$ and $I_{2F}(\eta, \varphi)$ mean the first and the second harmonic signals at particular $\eta$ and $\varphi$ respectively. From Eqn. (2.15), information of polarization state of sample can be calculated by the PEM signals as below:

\[ \phi = \frac{1}{2} \tan^{-1} \frac{S_2}{S_1} \]  
(2.28)

\[ \theta = \frac{1}{2} \sin^{-1} \left( \frac{S_3}{\sqrt{S_1^2 + S_2^2 + S_3^2}} \right) \]  
(2.29)

\[ \gamma = \sqrt{\frac{S_1^2 + S_2^2 + S_3^2}{S_0}} \]  
(2.30)

\[ \gamma_L = \sqrt{\frac{S_1^2 + S_2^2}{S_0}} \]  
(2.31)

\[ \gamma_C = \frac{S_3}{S_0} \]  
(2.32)

\[ \delta = \tan^{-1} \left( \frac{S_3}{S_2} \right) \]  
(2.33)

\[ \psi = \cos^{-1} \frac{S_1}{S_0} \]  
(2.34)

where $\phi$ represents the orientation of the polarised light. $\theta$ means the ellipticity angle. $\gamma$, $\gamma_L$ and $\gamma_C$ denote the degree of total polarization, linear polarization and circular polarization, respectively. Moreover, from the Stokes parameters the retardation of the sample and any information can be obtained. In order to get the four Stokes parameters either the PEM or the analyzer should be rotated to get the appropriate $\eta$ and $\varphi$. This is practically difficult to be realized in real experiments. Because it takes long time to calibrate a general PEM system. The Dual PEM system is free from such a problem that results from the component being mechanically rotated. However, if there is no loss of polarization ratio and $S_0 = \sqrt{S_1^2 + S_2^2 + S_3^2} = 1$, above equations are simplified. In this case of the system of setting $\eta = 0$, $\varphi = 45^\circ$ as shown Fig. 2.5, the $S_2$, $S_3$ and the absolute value of $S_1$ can be obtained. As a result, we can measure the birefringence as well as the optical rotation by using Eqn. (2.15). Figure 2.6 shows that the PEM system used in this thesis consists of a photoelastic modulator combined with a microscope, temperature control system, high-sensitivity photodetector and a specialized light source. A National Instruments data acquisition board is the core part of the
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Figure 2.5: The PEM setup used in the thesis. Red LED light source is used with a proper optical filter corresponding to 632.8 ± 0.5 nm. The front polarizer is an accessory of the POM and the PEM is commercially available from the HINDS instruments.

Figure 2.6: Hardware description of PEM. 1) Microscope 2) Monochromatic Linearly Polarised Light Source (LED based, 10 nm bandwidth, several wavelength options) 3) Optical Assembly (PEM head, reference channel etc...) 4) Photodetector (home made) 5) PEM controller (by Hinds Instruments) 6) Electronic Assembly (NI-USB DAQ-mx multifunction data acquisition board and the light source driver) 7) Computer with LabView-based measurement software 8) Eurotherm temperature controller, 10 mK resolution. (not shown)
system. LabView-based software is used for the signal processing. The system automatically measures the optical rotation or the birefringence (with the axis direction) as a function of time, voltage and/or temperature of the sample. The accuracy of the system is tested and calibrated by a quarter wave plate corresponding to the optical filter. When the slow axis of the plate is set to either 0° or 45° with respect to the transmittance direction of the front polarizer. The accuracy of the system significantly decreases due to the low harmonic signals, while the repeatability is very high. The retardation (\( \Gamma \)) is measured, when the azimuthal angle (\( \Phi \)) value lies in the range from 5° to 40°. Ahead of measurements for the values in the nematic phase, the condition of the PEM system is evaluated in the isotropic phase. The repeatability and stability of the system is monitored by repeating temperature scan at the rate of 0.1°C/min.
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Liquid Crystalline materials and their X-ray studies in the nematic phase

"In this chapter, the liquid crystalline materials used in this thesis and their phase behavior examined by X-ray analysis is introduced.

3.1 Introduction

In this chapter, the preceding studies [18] done by the Halle group is introduced in detail. They found that cybotactic clusters are present in the nematic phase of resorcinol derivatives (see Fig. 3.1) and the presence or the size of the cluster depends on the molecular structure of the resorcinol derivatives as well as temperature. So far, most of the substantial results related to the presence of the cybotactic cluster in the nematic phase are based on scattering peaks in the small angle of the X-ray diffraction pattern of the material [18, 24, 45, 46]. However,
this interpretation was criticized by Kumar et al. [17]. Therefore, experimental results using different techniques are necessary to settle down the debate regarding the interpretation of the X-ray diffraction pattern. The materials studied by the Halle group show wide spectrum of nematic phases ranging from the usual nematic phase to the nematic phase having cybotactic clusters in terms of X-ray diffraction patterns. We investigate these materials using dielectric and optical techniques. The results from dielectric and X-ray experiments will be compared in Part III.

3.2 Materials

The materials used in this thesis are 4-cyanosubstituted resorcinol derivatives with the same bent-core part and different chains (see Fig. 3.1). From the viewpoint of molecular structure, the bent-core part consists of five phenyl rings and each ring is connected by an ester group. The terminal groups are attached to both ends of the core part. A cyano group is substituted on the central aromatic ring. This plays an important role in forming the nematic phase. When the cyanyl group of resorcinol derivatives is replaced by a different functional group such as methyl and chloro, the stability of its nematic phase dramatically decreases. The position of cyanyl group in the central aromatic ring is also important to increase the stability of nematic phase. For example, 5-cyanosubstituted resorcinol derivatives with a symmetric bent-core do not show a nematic phase [18]. The ester group which is more flexible than the C-C covalent bond may give rise to a conformational change in the molecular shape. The phase behavior and the transition enthalpy of the materials were investigated by the Halle group. The results are summarized in TABLE 3.1 [18]. The terminology of phases used in this thesis are taken from [18]. According to their study, all the materials used in this thesis show enantiotropic phase behavior except the material having butyl terminal groups (C4). We found that C4 shows a nematic phase down to 50°C under the cooling condition of 1°/min. It crystallizes after keeping it for about 10 hours. The characterization of the smectic phases and the CybC phase is out of
Table 3.1: Transition temperature (T/° C and the associated enthalpy values in square brackets, \( \Delta /kJ \text{ mol}^{-1} \)) of the 4-cyanoresorcinol bisbenzoates.

<table>
<thead>
<tr>
<th>Comp n</th>
<th>phase transitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>C4 4</td>
<td>Cr 117 [38.4] N 107 [0.5] I</td>
</tr>
<tr>
<td>C5 5</td>
<td>Cr 108 [39.6] N(_{\gamma}^7) 108.5 [0.5] I</td>
</tr>
<tr>
<td>C6 6</td>
<td>Cr 98 [37.1] N(_{cybC}) 101 [0.5] I</td>
</tr>
<tr>
<td>C7 7</td>
<td>Cr 96 [35.5] (SmC(<em>{\gamma}^I)) 25 [0.3] CybC 41 [0.2] N(</em>{cybC}) 111 [0.7] I</td>
</tr>
<tr>
<td>C9 9</td>
<td>Cr 98 [35.1] (SmC(<em>{\gamma}^I)) 50 [0.6] CybC 58 [0.3] N(</em>{cybC}) 104 [0.8] I</td>
</tr>
</tbody>
</table>

Peak temperatures in the first DSC heating curves (10 K min\(^{-1}\)), monotropic transitions (enclosed by round brackets) were taken from the second heating run. Abbreviations: Cr = crystalline; I = isotropic phase; N = nematic phase; N\(_{cybC}\) = nematic phase having SmC like cybotactic clusters; CybC = mesophase composed of elongated cybotactic clusters; SmC\(_{\gamma}^I\) = synclinic tilted SmC phase; \( N_{\gamma}^I \) = chiral nematic phase with a pair of molecules. The table and caption are summarized from [18].

Figure 3.1: Chemical structure of 4'-cyanoresorcinol bisbenzoates.

the scope of this thesis which is limited to the investigation of the nematic phase.

### 3.3 Structural studies of the materials by X-ray diffraction.

Prior to introducing the experimental results reported by the Halle group, it is helpful to understand the setup and the principle of X-ray technique used in the studies. When light passes through a matter, a interaction between the light and the matter takes place. Specifically, a light with short wavelength such as X-ray interacts with electrons of a volume. As a result, the X-ray is scattered by electrons of the matter leading to a diffraction pattern. The various wavelets from the different electron densities in a volume merge through constructive and destructive
interference determined by the relative phases of the wavelets. Therefore, the relative phase of the wavelets is associated with the spatial electron density of the volume. Bragg visualized the scattering of X-rays by a crystal in terms of reflections from sets of lattice planes (see Fig. 3.2). For one particular set of planes, constructive interference between rays reflected by successive planes is allowed when the path difference is equal to an integral number of the wavelength. This is known as Bragg’s law given by:

\[ 2d \sin \theta_i = n\lambda \]  

(3.1)

Where \( d \) is the separation of the planes, \( \theta_i \) is the angle of incidence, \( n \) is an integer and \( \lambda \) is the wavelength. This law gives structural information of the matter, while the intensities of the various peaks depend on the total number of scattering centers and their scattering power. \( \mathbf{k}_i - \mathbf{k}_f \) is scattering vector with momentum transfer. Since the scattering is elastic, the magnitude of \( \mathbf{k}_f \) does not change. Its modulus is given by [7]

\[ |\mathbf{Q}| = \frac{4\pi \sin \theta_i}{\lambda} \]  

(3.2)

For a liquid crystal system, the total scattered intensity at a point in the \( \mathbf{Q} \)-space is given by averaging over all molecules. This is expressed as a product of two
Figure 3.3: (a) Schematic drawing of the experimental XRD setups. (b) is X-ray diffraction pattern of C7 at 100°C while the director is aligned by a magnetic field of 1 T. (c) shows the pattern subtracted by the pattern of isotropic phase. The part of small angle of (c) is magnified in (d). The X-ray diffraction patterns of C7 are taken from the supplementary information of Ref. [18].

The molecular form factor $F(q)$ that depends on the molecular structure of a mesogen and the structure factor, $S(q)$ is determined by both spatial and orientational correlations among the molecules. Either an electric field or a magnetic field can be used for aligning the director in the mesophase. Fig 3.3 (a) shows a typical X-ray setup used for investigating liquid crystals. Figure. 3.3 (b) shows the X-ray diffraction pattern of C7 at 100°C when the director is aligned by a magnetic field of 1 T. Figure. 3.3 (c) and (d) show the diffraction pattern subtracted by that of isotropic phase in the entire angle and the small angle, respectively. Due to

\[ I(Q) = F(q) \times S(q). \]  

(3.3)
diamagnetic anisotropy, the molecules in mesophases can be aligned. Therefore, the intensity dependent on $\chi$ gives orientational information about the molecule in mesophases. $\theta_i$ can be interpreted in terms of the average correlation length among the molecules in the phase. Such a small angle scattering of nematic phase was reported for the first time by de Vries in 1970 [1, 2]. According to the study of the Halle group, there is strong dependence of the intensity of the small angle scattering in the X-ray diffraction pattern on the bent-core mesogen and its terminal group. In general, for a nematic phase, the integrated intensity of small angle scattering is comparable to that of wide scattering angle. The latter is attributed to the transversal correlation among the molecules and the former arises from the lateral correlation among the molecules when the molecules are aligned along the magnetic field. It is natural that the positional order in the nematic phase exponentially decreases with distance. This is given by:

$$D(r) \propto \exp \left[ -\frac{r}{\xi} \right]$$ (3.4)

And the intensity follows a Lorentzian distribution:

$$I(Q) \propto \frac{1}{1 + \xi^2 |Q - Q_0|^2}$$ (3.5)

where $Q_0$ is the position of the peak maximum which is reciprocally related to the average separation. $\xi$ is the correlation length. Equation 3.5 implies that the intensity distribution of a scattering peak is related with the correlation length ($\xi = 2/\Delta q$, $\Delta q$ is the full width at half maximum) [18]. Generally, the integrated intensity of the small angle scattering is less than that of wide angle scattering due to difference between the lateral and the transverse correlation among the molecules in the nematic phase. However, for the bent-core mesogens with long terminal groups, the intensity of the small angle scattering peaks is much larger than that of the wide angle scattering peak while the peaks are sharp (see Fig. 3.3 (c) and (d)). Such a sharp small angle scattering has been observed on
the transition from the nematic to smectic phase as a pretransitional phenomenon of calamitic mesogens [1, 2]. It should be noted that the pattern of the small angle scattering is governed by the types of cluster [7, 18]. Under the magnetic field, the molecules align to be parallel to the direction of the magnetic field due to the diamagnetic property. Since the cluster is smectic A like, the layer normal of the cluster is parallel to the averaged direction of the molecules. Therefore, the small angle scattering is observed along meridian as shown in Fig. 3.4 (a). In the case that the cluster is SmC type, the small angle scattering peak splits into two peaks with a certain $\Delta \chi$ which depends on the the tilt angle of the molecules in the SmC like cluster (see Fig. 3.4 (b)). The width of these peaks along meridian and equator are associated with the average correlation lengths of the cluster corresponding to lateral and transverse directions, respectively. The Halle group carried out $\chi$-scans over the small angle regions for the materials. Figure 3.5 shows the relative intensity profiles versus $\chi$ at various temperatures. With reduced temperature, the intensity gets larger and shaper. The value of $\Delta \chi$ for the materials also depends on temperature and the molecular structure of the material (see Fig. 3.6 (b)).
Figure 3.5: Relative intensity profiles versus $\chi$ at various temperatures (100, 90, 70, 50, 45°C). The relative intensity defined as $I_T/I_{iso}$ is taken from the small angle scattering peaks of C9 in the range of $2\theta_i$ between $1.5^\circ$ and $3.5^\circ$.

However, Kumar et al. reported that the splitting in the small angle scattering of X-ray diffraction pattern of bent-core mesogens is associated with the angle between two arms of a bent-core molecule [47, 49, 50]. Even though it is clear that the form factor due to the bent shaped molecular structure contributes to the pattern of the small angle scattering in part, it is difficult to understand that such a significant change in the integrated intensity for the bent-core mesogens arises mainly from a small change in nonpolar terminal groups. For the material with long terminal chains (C6, C7, C9), the width of the integrated intensity distribution versus $\theta_i$ shows temperature dependence. For C9, the longitudinal ($\xi_{||}$) and the transverse ($\xi_{\perp}$) correlation lengths calculated from the width of the scattering peaks in the small angle scattering increases linearly in the temperature range of the nematic phase from 14 nm to 40 nm. The longitudinal and transversal cluster size ($L_{||,\perp}$) of C9 in the nematic phase can also be obtained by fitting the peak
Figure 3.6: Temperature dependence of $\theta$, $d$, $\Delta \chi$ for C4, C6, C7 and C9. (a) temperature dependence of the small angle scattering peak at maximum. (b) temperature dependence of the splitting angle $\Delta \chi$. (c) temperature dependence of the layer thickness. (d) temperature dependence of the wide angle scattering peak at maximum. Replotted by the data taken from the supplement information of Ref. [18].

along meridian and equator, respectively, to the Scherrer equation given by [51]

$$L_{||, \perp} = K \frac{\lambda}{\Delta(2\theta)_{||, \perp} \cos \theta_i}$$  \hspace{1cm} (3.6)

here $\Delta(2\theta)_{||, \perp}$ can be obtained from the width of the peak at maximum intensity. The transversal cluster size ($L_{\perp}$) with temperature also increases with reduced temperature. The averaged cluster size of C9 with temperature is shown in Fig. 5.12 where a comparison between the structural size of the cluster and polar correlation length evaluated by a dielectric technique will be introduced. Interestingly, for C9, $\theta_i$, at maximum of the small angle scattering peak significantly shifts with temperature. This indicates that the layer thickness of the cluster increases as temperature decreases. Normally, molecules in SmC phase are tilted
with respect to layer normal and the tilt angle increases with reduced temperature, resulting in the decrease of the layer thickness. Samulski et al. [46] reported that SmC like clusters are present in the nematic phase of a bent-core mesogen and the thickness decreases with reduced temperature. Such a temperature dependence agrees with that of SmC phase. They regarded it as an experimental result proving the presence of SmC like cluster. However, for the bent-core mesogens with long terminal chains (C6, C7, C9), the temperature dependence of the layer thickness is similar to that of SmA phase in which more ordered molecules in the layer increase the thickness with reduced temperature. Since the tilt angle represented by $\Delta \chi/2$ also decreases with reduced temperature in the nematic phase of C9 as shown in Fig. 3.6, the temperature dependence of $\Delta \chi/2$ is opposite to the temperature dependence of the tilt angle in the SmC phase. The Halle group interpreted the temperature dependence of $\Delta \chi/2$ in terms of splitting arising from the combination of the form factor and the structural factor. According to the NMR (Nuclear Magnetic Resonance) studies [48], the bending angle ($\theta_V$) made by two arms of the bent-core mesogen is about 140°. For C4 without the cybotactic cluster, $\Delta \chi/2$ slightly increases with reduced temperature from 36 to 38° which agrees with the interpretation that the splitting is attributed to the bent shaped molecule [47]. Therefore, in high temperature range of the nematic phase, $\Delta \chi$ is not directly proportional to the tilt angle of the molecules in the cluster, as $\Delta \chi$ is affected by both the form and structural factor. With reduced temperature, the structural factor mainly governs $\Delta \chi$, since the intensity of the peak in small angle increases. This indicates that the temperature dependent cluster size plays an important role in determining $\Delta \chi$. $\Delta \chi$ also depends on the molecular structure as the cluster size depends on the molecular structure. The interpretation in terms of the cluster size is in agreement with $\Delta \chi$ dependence on the length of terminal chain. $\Delta \chi$ decreases, as the terminal chain get longer (see Fig. 3.6 (b)). For C9, $\Delta \chi/2$ in low temperature range of the nematic phase varies from 15° to 20° with reduced temperature. Meanwhile, $\Delta \chi/2$ immediately after transition to the $CybC$ phase jumps up to 28 ° and continuously increases up to 32° in the smectic phase. Tschierske et al. interpreted this arising from the elongated SmC type clusters.
In terms of the cluster model which will be introduced in Chap. 4, the $CybC$ phase has clusters large enough to interact with each other. Such an additional interaction among the clusters gives rise to different phase behavior from the cybotactic nematic phase ($N_{cybC}$) in which this interaction can be neglected. The interaction among the cluster in the $CybC$ phase may reduce the thermal fluctuation of layer normal which plays an important role in forming the small angle scattering of X-ray diffraction pattern. From the viewpoint of the microscopic model used for interpreting the splitting of small angle scattering, such a large increase of $\Delta \chi/2$ in the $CybC$ phase seems to be extraordinary.

3.4 Conclusion

In this chapter, the phase behaviour of a homologous series of alkyl substituted 4-cyanoresorcinol bisbenzoates has been introduced. The materials exhibit a broad spectrum of the microscopic structure in the nematic phase. The chain length of the materials plays a key role in leading to the structural transformation from the usual nematic phases (C4) to the cybotactic nematic phase (C6, C7 and C9). Moreover the cluster in the $N_{cybC}$ grows with reduced temperature. Such a behavior has been found by the results from the X-ray experiments. The intensity of the small angle scattering in X-ray diffraction pattern for the bent-core mesogens is strongly associated with the cluster size in the nematic phase and this depends on the chain length of the materials as well as on temperature. The change in the cluster size leads to distinct changes in the physical properties of the cybotactic nematic phase. In the rest of this thesis, the relationship between the structural properties introduced in this chapter and the dielectric and the optical properties will be considered. It should be noted that a controversy exists in the literature over the interpretation of the splitting in the small angle X-ray diffraction patterns for bent-core mesogens in the nematic phase. C4 with butyl group exhibits the ordinary nematic phase with only nearest neighbour correlations in terms of X-ray diffraction pattern. The splitting of the small angle in X-ray diffraction pattern of C4 originates from the distinct orientation of the rod-like arms of the
material (form factor), whereas the material with relatively longer terminal chains (C6, C7 and C9) show small angle scattering peaks the intensity of which is larger than that of wide scattering peaks. The splitting pattern in the small angle is attributed to the combination of the form factor and the structural factor arising from the tilt of the molecules in the cluster. Therefore, it will be quite interesting to investigate the N_{cybC} and to determine the influence of the cluster on dielectric and optical properties of the LC in this phase.
Chapter 4

The cluster model.

"In this chapter, a theoretical model for the cybotactic nematic phase is introduced.

4.1 Introduction

In Chap. 3, we found that the structural correlation is present in the nematic phase of the bent-core mesogens. The cluster size dependent on temperature as well as on the length of terminal chain can be obtained through analysis of the small angle scattering peaks. Recently, Photinos al et. suggested a theoretical model [8–10] supporting the presence of clusters. In this chapter, their theoretical model called the cluster model is being introduced in detail.
Figure 4.1: Schematics of representation of the internal molecular order in a usual nematic phase (a), a uniaxial cybotactic nematic (b) and a biaxial cybotactic phase (c) with their relative orientations. Thin black arrows represent the long axes of the molecules. Bold black lines represent the direction of the macroscopic directors, \( \mathbf{n} \). Blue dotted lines mean the direction of the cluster directors. \( m_1 \) and \( m_2 \) denote the molecules in the nematic phase. \( C_1 \) indicates a cluster in the uniaxial cybotactic nematic phase. \( \mathbf{n}_c, \mathbf{m}_c, \mathbf{l}_c \) represent the three directors of the biaxial cluster. \( \theta_1 \) and \( \theta_2 \) denote the angle that the long axis of \( m_1 \) and \( m_2 \), respectively, make with the director, \( \mathbf{n} \). \( \Theta_{1,2} \) is the angle between the long axes of \( m_1 \) and \( m_2 \). \( \Theta_c \) denotes the angle that the director of the clusters \( \mathbf{n}_c \) makes with the director, \( \mathbf{n} \). \( \Theta_{m-1} \) and \( \Theta_{m-2} \) denote the angle that the long axis of the molecules in the cluster make with the director of the cluster (\( \mathbf{n}_c \)). \( \Theta_{m-1,1'} \) is the angle between the long axes of the molecules in different clusters. \( \mathbf{m} \) and \( \mathbf{l} \) mean the minor directors of the biaxial nematic phase.

4.2 The extended M-S model for the cybotactic nematic phase composed of unaxial molecules.

In the classical nematic phase, the positional order \( D(r) \) falls off exponentially with distance (see Eqn. (3.4)). As a result, the correlation of the phase is limited to just a few neighboring molecules. Such a small correlation would be neglected in interpreting the nematic phase behavior. Maier and Saupe assumed
that all molecules in the nematic phase orient due to a molecular field and neglected the correlation among the neighboring molecules. Such an assumption leads to the molecular field approximation (MFA) which entails N-molecules joint probability distribution \( P^{(N)} \) by a product of \( N \) effective probability distribution, \( f(w_i) \), which is expressed by [10];

\[
P^{(N)}(\mathbf{r}_1, w_1, \mathbf{r}_2, w_2, \ldots, \mathbf{r}_N, w_N) \xrightarrow{\text{MFA}} V^{-N} f(w_1)f(w_2)\ldots f(w_N)
\]

where \( N \) is the number of molecules in the nematic phase, \( w_i \) is the orientation of the \( i \)th molecule \((i=1,2,\ldots,N)\) with respect to the macroscopic director \( \mathbf{n} \) and \( \mathbf{r}_i \) is the position vector of that molecule within the volume, \( V \), of the sample. This is a key concept of the well known M-S model [52-54]. However, as seen in Chap. 3, the considerable correlation exists in the entire nematic temperature range of the bent-core mesogen, resulting in different X-ray diffraction pattern. In order to apply the M-S model to the nematic phase with the cluster, Photinos et al. assumed a system of uniaxial molecules to be organized into clusters. In this system, the \( N \) molecules are partitioned into a number \( R \) of clusters with same order and size. As a result, each cluster is composed of a number \( n \) \((= N/R)\) of uniaxial molecules. On the basis of this assumption, each individual cluster can be treated as a molecule in the M-S model and the direction of the long axis of the M-S molecule is replaced by the director of the cluster. Photinos et al. take two kinds of the Saupe order parameters into account. One is the order parameter of the molecules \( (S') \) within the cluster, the other is the order parameter of the cluster directors \( (S'') \). These order parameters are given as below [10];

\[
S' = \frac{1}{2} \langle 3 \cos^2 \Theta_m - 1 \rangle,
\]

\[
S'' = \frac{1}{2} \langle 3 \cos^2 \Theta_c - 1 \rangle,
\]

where \( \Theta_m \) means the angle that molecular long axis makes with the cluster director \( (\mathbf{n}_c) \) and \( \Theta_c \) means the angle between the directors of the cluster and the macroscopic director, \( \mathbf{n} \) (see Fig. 4.1 (b)). Accordingly, each cluster is characterized not only by the number of molecules taking part in the cluster but also the
ordering of molecules within the cluster and the ordering of the cluster. For the reason, the free energy of the nematic phase includes internal interactions among the molecules in the cluster and the collective energy and entropy of the clusters. Additionally, the exchange of molecules between clusters is possible in this system.

For this system, Photinos et al. introduced two types of orientational distribution functions. One is a distribution function of the molecular long axis with respect to the cluster director and the other is the distribution of the cluster director. The latter and the former are denoted by \( f'(\Theta_m) \) and \( f''(\Theta_c) \), respectively. Therefore, the self consistent equation for the M-S model was able to be modified for the extended M-S model by Photinos et al. This is expressed as bellow [10];

\[
S' \equiv \int_{-1}^{1} f'(\Theta_m) P_2(\cos \Theta_m) d(\cos \Theta_m) \tag{4.4}
\]

\[
S'' \equiv \int_{-1}^{1} f''(\Theta_c) P_2(\cos \Theta_c) d(\cos \Theta_c) \tag{4.5}
\]

where \( P_2 \) is the second Legendre polynomial. In general, for molecules interacting in pairs, the effective probability distribution can be related self-consistently to the intermolecular pair potential \( u(r_{ij}, w_i, w_j) \) by minimisation, at constant density, of the free energy function

\[
\frac{F}{N} = \frac{1}{2} (N - 1) \int f(w_1) f(w_2) \tilde{u}(w_1, w_2) dw_1 dw_2 + k_B T \int f(w) \ln f(w) dw. \tag{4.6}
\]

where the positionally averaged anisotropic potential \( \tilde{u}(w_1, w_2) \) is expressed by;

\[
\tilde{u}(w_1, w_2) = \frac{1}{V} \int g(r_{1,2}, w_1, w_2) u(r_{1,2}, w_1, w_2) d\mathbf{r}_{1,2} \tag{4.7}
\]

where \( g(r_{1,2}, w_1, w_2) \) is the pair correlation function between molecules 1 and 2. In the M-S theory the molecules are assumed to be perfectly symmetric about their long axis (uniaxial molecules) and a crucial approximation is made by putting \( \tilde{u} \) in the form

\[
\tilde{u}(\theta_1, \theta_2) \approx -u_0 \frac{a^3}{V} P_2(\cos \theta_{1,2}) \tag{4.8}
\]
here, \( u_0 \) and \( a \) represent, respectively, the effective strength and the range parameters of the anisotropic part of the molecular interaction. The angles \( \theta_1, \theta_2 \) describe the orientations of the long axes of molecules 1 and 2 relative to the director \( n \), \( \theta_{1,2} \) denotes the angle of those axes relative to each other (see Eqn. 4.1 (a)). However, the system composed of the clusters, the anisotropic interaction which contributes to the free energy is divided into the interaction between molecules within a cluster and the interaction between molecules in different clusters. Photinos et al. used the approximate anisotropic potential similar to Eqn. (4.8) for the cluster system. These are expressed as below \[10\]:

\[
\bar{u}'(\Theta_{m-1,2}) \approx -u_0 \frac{a^3 R}{V} \nu' P_2(\cos \Theta_{m-1,2}) \tag{4.9}
\]

\[
\bar{u}''(\Theta_{m-1,1'}) \approx -u_0 \frac{a^3}{V} \nu'' P_2(\cos \Theta_{m-1,1'}) \tag{4.10}
\]

The angles \( \Theta_{m-1}, \Theta_{m-2} \) describe the orientations of the long axes of molecules 1 and 2 with respect to the macroscopic director \( n \), \( \Theta_{m-1,2} \) denotes the angle that molecule 1 makes with molecule 2 and \( \Theta_{m-1,1'} \) denotes the angle that molecule 1 makes with molecule 1' in a different cluster (see Eqn. 4.1 (b)). Equations (4.9) and (4.10) correspond to internal and external interaction between molecules. The cluster size determines \( \nu' \) and \( \nu'' \) which are the dimensionless factors. For example, when the number of molecules in a cluster is equal to 1, in the absence of cluster, \( \nu' \) is equal to zero. As the number of molecule, \( n \) gets close to \( N \), \( \nu' \) increases up to 1. On the basis of uniform molecular density, the spatial average of interaction between a pair of molecules should be fixed at a value determined by the M-S model. Therefore \( \nu' + \nu'' = 1 \). After further application of the M-S approximation, Photinos et al. obtained the free energy equation given by \[10\]:

\[
\frac{F - F_0}{Nk_BT} = \frac{1}{2} \beta (\nu' + 3(1 - \nu')S^2) - \frac{n - 1}{n} \ln(\zeta'/2) - \left( \frac{1}{n} - \frac{1}{N} \right) \ln(\zeta''/2) \tag{4.11}
\]

where \( \nu' \) is the dimensionless factor of Eqn. (4.9). \( \zeta' \) and \( \zeta'' \) are the normalisation factors on minimisation of the free energy with respect to \( f'(\Theta_n) \) and \( f''(\Theta_c) \), respectively. Another condition, from which the cluster size parameter \( n \) can be
specified in terms of the temperature variable $b$, is obtained by minimising the free energy with respect to $n$, subject to the constraint $nR = N = \text{constant} \gg 1$. This yields the equation

$$bS'^2n \left( \frac{1}{2} (1 - S'^2)n \frac{\partial \nu'}{\partial n} + \frac{R}{R-1} (1 - \nu') S'^2 - \frac{\nu' + (1 - \nu') S'^2}{n-1} \right) = \ln(\zeta'/\zeta'')$$

(4.12)

On the basis of the above equation, Photinos et al. predicted three kinds of phases corresponding to the solution: (i) the molecular isotropic phase ($I$), in which $S' = S'' = 0$. (ii) the cybotactic-isotropic phase ($I'$) consists of internally ordered clusters whose orientations are randomly distributed ($S' \neq 0, S'' = 0$). This phase is macroscopically isotropic. For sufficiently large $n$ so that $(n-1)/n \approx 1$, the self-consistency conditions and the free energy for the transition from the $I$ to the $I'$ phase differ from those of the $N-I$ transition. the $I'$ phase is stabilized relative to the $I$ phase. (iii) the cybotactic nematic phase ($N_{cyb}$), in which $S' \neq 0, S'' \neq 0$. Its transition behavior depends on the cluster size. the $N_{cyb}$ phase can either evolve from the $I$ phase or the $I'$ phase depending on $b$ of Eqn. (1.12).

According to the definition of the order parameter in Eqn. (1.1), the molecular order parameter $S$ for the macroscopic nematic phase is the averaged orientations of a molecule relative to the macroscopic nematic director $n$. This means that $S = S'S''$.

4.3 The cluster model applied to biaxial molecules

For a system composed of biaxial molecules, the cluster model becomes more complicated. Photinos et al. reported [8, 9] that most of the findings related to the biaxial nematic phase are based on microscopically biaxial nematic phases [33, 49, 50, 55]. They interpreted that microscopic biaxiality originates from the biaxial cluster present in the nematic phase and under an action of a transverse aligning stimulus, the macroscopic biaxial ordering can be obtained. They introduced an intermediate nematic phase ($N_{u'}$) between $N_u$ and $N_b$. The intermediate phase consists of biaxial and possibly polar clusters, the ordering of
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which is defined by a set of local directors, \( n_c, m_c \) and \( l_c \) (see Fig. 4.1 (c)). The major directors \( (n_c) \) of these clusters can be spontaneously ordered along a common direction \( n \) as a usual nematic phase, whereas their transverse directors \( (m_c, l_c) \) are randomly distributed in the absence of external aligning fields or surface anchoring (see Fig. 4.2 (a)). For this reason, the phase is macroscopically uniaxial. This thermotropic phase can undergo a transition, on lowering the temperature, to a spontaneously biaxial macroscopic state \((N_b)\) due to the collective alignment of the transverse directors of the clusters. Photinos et al. introduced additional order parameters to the system composed of biaxial clusters. The average internal biaxial order of the clusters is defined as \( \sigma \) and \( q \) is used to describe the macroscopic biaxial order of the system. The free energy of the system includes: (i) the internal energy and entropy of the individual clusters; (ii) the interaction energy among neighboring clusters; (iii) the collective entropy associated with the relative magnitudes and orientations of the clusters. Photinos et al reported the Landau—de Gennes (L-dG) expansion of the free energy for the system expressed in terms of the order parameters and external electric field, \( E \). This is given by [8, 9];

\[
F(T; q, \sigma) = F_0(T) + F'(T; q) + F''(q^2) - \varepsilon \sigma q^2 - hE^2 q
\]

(4.13)

where \( \varepsilon \) and \( h \) are positive coupling constants, \( F'' \) contains at least up to fourth power terms in \( q \) and \( F' \) contains at least up to third power terms in \( q \) and \( F' \). When \( F' \), \( F'' \) are restricted to their minimal-power form [8] and the first power term of \( F' \) carries exclusively the temperature dependence, three distinct phases can exist under no electric field. (i) a macroscopically biaxial phase \( N_b \), with \( q \neq 0; \sigma \neq 0 \); (ii) a macroscopically uniaxial phase \( N_{u'} \) of biaxial clusters, with \( q = 0; \sigma \neq 0 \); (iii) a proper uniaxial state \( N_u \) with \( q = 0; \sigma = 0 \). The phase sequence with reduced temperature is determined by the relative values of the expansion parameters. This model can accommodate the various mesophases from the \( N_u \) phase down a positionally ordered phase such as smectic, columnar or solid phases. According to the model, two optically unaxial nematic phases can be distinguished by magnitude in their response to the applied electric field. In the \( N_u \) phase, the electric field cannot align the individual molecules due to thermal motion. In
contrast, for the $N_{\nu'}$ with the biaxial clusters substantial field-induced biaxial order can be obtained by practical strength of electric field (see Fig. 4.2 (b)). The application of an electric field also elevates the temperature of the $N_{\nu'}$ to $N_b$ phase transition much more than it elevates the respective temperature for the $N_{\nu'}$-$N_b$ transition. They extended the cluster model to include the possibility of local biaxial and transverse polar order. If the biaxial cluster is polar in the transverse directions, the biaxiality as well as polarity are present in the nematic phase [45]. In this case, the primary order parameter $p$ of the clusters is defined as the average magnitude squared of the cluster polar vector. The macroscopic polar order is described by the average polar vector $p$ of the entire sample. Thus, three basic order parameters for this system exist (see Fig. 4.2 (c)): the macroscopic biaxiality order parameter $q$, the macroscopic polarity order parameter $p \equiv |p|$ and the cluster polarity order parameter $p$. In this case, the L-dG formulation of the free energy for the system includes the parameter $p$ in place of $\sigma$ in Eqn. (4.13) and the additional terms $-e'\rho p^2$, $-e''\rho p^2$, and $-h'(E \cdot \vec{p})$. Here, $e'$, $e''$, $h'$ are positive constants describing the coupling of the macroscopic polar order to the polar order of the clusters, to the macroscopic biaxial order and to the applied electric field, respectively. The possible nematic phases for this system, in the absence of an external field, are four: a proper uniaxial $N_u$ phase ($\rho = q = p = 0$), a uniaxial $N_{\nu'}$ phase with local polar order ($\rho \neq 0$, $q = p = 0$), a biaxial apolar $N_b$ phase ($\rho \neq 0$, $q \neq 0$, $p = 0$) and a biaxial polar phase $N_b^p$ with $\rho \neq 0$, $q \neq 0$, $p \neq 0$. The cluster compositions of the $N_{\nu'}$, $N_b$ and $N_b^p$ are depicted in Fig. 4.2.

### 4.4 Conclusion

The application of the M-S theory for the cybotactic nematic phase was reviewed in this chapter. The extended M-S theory proposed by Photinos et al. [10] is also based on the molecular-field approximation which uses the orientation dependence of the effective intermolecular potential. The difference of the extended M-S theory from the M-S model is the possibility for the formation of molecular clusters with internal orientational order. The extended M-S theory predicts two
Chapter 4. The cluster model

Figure 4.2: Cross-section of a model nematic sample consisting of polar clusters. The directional disposition of the clusters is illustrated for (a) the macroscopically uniaxial phase $N_u$, (b) the biaxial apolar phase $N_b$ and (c) the biaxial polar phase $N_b^p$. The axis of the assumed perfect molecular alignment is perpendicular to the plane of the figure in all cases. Redrawn from Ref. [9].

macroscopically stable isotropic phases, I and I'. The latter possesses the clusters in which the molecules are ordered. The theory also predicts that the phase transitions from either of these phases to the macroscopically ordered nematic phase, $N$ is allowed. According to Eqns. (4.9), (4.10), (4.11) and (4.12), it is clear that the stability of these phases at a given temperature is associated with the cluster size and it plays an important role in the considerable deviations from the M-S theory. As seen in Chap. 3, the cluster size of the bent-core mesogen can be investigated by a technique using X-ray. It will be quite interesting to investigate the physical properties of the nematic phase with cluster. The extended theory retains the simplicity of the M-S theory, even though it neglects molecular correlations, possible dispersion in the cluster sizes and possible transitions to ordered phases other than the nematic phase. Actually, according to the X-ray results
introduced in Chap. 3, the clusters have SmC like internal ordering and give rise to macroscopically uniaxial nematic phases. Therefore, a more general formulation was introduced for a system composed of either biaxial or polar biaxial clusters. Additional biaxial phases described by the extended Landau-de Gennes expansion include a macroscopically uniaxial nematic phase composed of either biaxial clusters or polar-biaxial clusters. After all, the cluster model offers new insights into the nature of the phase biaxiality and the related nematic-nematic phase transitions. This broadens the current views on what could be considered as a biaxial nematic LC for the purposes of electro-optic device applications. In terms of this model, the physical properties of the materials introduced in Chap. 3 in the nematic phase will be investigated in the rest of this thesis.
Part. III

Short-range correlation

The observation of the clusters in the nematic phase
Chapter 5

Dielectric spectroscopic studies

"In this chapter, the dielectric behavior of liquid crystal materials in the nematic phase are investigated in details."

5.1 Introduction

In this chapter, we focus on the dielectric behavior of the materials confined to planar and homeotropic cells. The dielectric behavior of the materials also shows dependence on the length of the terminal groups. The dielectric data can be interpreted as either the absence or presence of the clusters in the nematic phase. We address the difference between a usual nematic phase and the cybotactic nematic phase in terms of short range correlations due to the presence of cluster. The correlation factors obtained by dielectric measurements can be used for the calculation of polar correlation length in the nematic phase. A comparison between the results of X-ray and dielectric experiments is quite interesting. The polar correlation length obtained by dielectric measurements is found to be reasonably consistent with the structural correlation length deduced from X-ray shown in Chap. 3.
5.2 Theoretical background

According to the Maier-Saupe model [56], the occurrence of the nematic phase is attributed to the mean molecular potential due to the anisotropic molecules. The molecules and their permanent dipoles in the nematic phase experience a hindrance to the reorientation around the short axis of the molecule. This re-orientation hindrance is expressed in terms of nematic potential which gives rise to additional dielectric loss bands in the nematic phase. Such bands in nematic phase correspond to molecular rotational modes dependent on the cell configurations [57].

First of all, it should be recalled that the total permittivity is the sum of \( \epsilon_\infty \) which is the permittivity at optical frequency and the various relaxation strengths. The static permittivity values for the materials thus calculated by summation of all strengths were expressed by Maier and Meier as follows:

\[
\epsilon_\parallel - n_\parallel^2 = \frac{N h F_i g_\parallel}{3 \epsilon_0 k_B T} \left[ \mu_i^2 (1 + 2S) + \mu_i^2 (1 - S) \right] \quad (5.1)
\]

\[
\epsilon_\perp - n_\perp^2 = \frac{N h F_i g_\perp}{3 \epsilon_0 k_B T} \left[ \mu_i^2 (1 - S) + \mu_i^2 \left( 1 + \frac{1}{2} S \right) \right] \quad (5.2)
\]

\[
\langle \epsilon \rangle - n^2 = \frac{N h F_i}{\epsilon_0} \left( \frac{g_N \mu^2}{3 kT} \right) \quad (5.3)
\]

Here, \( S \) is the order parameter, \( \mu_i = \mu \cos \beta \) and \( \mu_t = \mu \sin \beta \) are the longitudinal and the transverse components of the molecular dipole moment (\( \mu \)). \( \beta \) is the angle the molecular dipole moment makes with respect to the director \( \mathbf{n} \). \( n_\parallel \) and \( n_\perp \) are parallel and perpendicular refractive indices respectively. \( \frac{N h F_i g_\parallel}{3 \epsilon_0 k_B T} \) and \( \frac{N h F_i - ig_\perp}{3 \epsilon_0 k_B T} \) are the multiplying factors for the two permittivities. \( N \) is the number density, \( \epsilon_0 \) is the permittivity of vacuum, \( k_B T \) is the thermal energy, \( F_i \) and \( h \) are the internal field factors for the reaction and the cavity fields. \( g_\parallel \) and \( g_\perp \) are the anisotropic Kirkwood correlation factors for the director parallel and perpendicular to the electric field, respectively. \( g_N \) is the net dipole correlation factor.

Eqns. (5.1) and (5.2) give relationships between the measured components of the dielectric permittivity and the molecular dipole moment as a function of \( S \). Additionally the density (number of molecules per unit volume) must be specified,
and correction factors \( (g), F_i \) and \( h \) for the internal field evaluated from the same model. While the qualitative behavior of the permittivity can mostly be explained in terms of these equations, they do not provide a quantitative theory of dielectric behavior. For isotropic fluids, the Kirkwood correlation factor can simply be interpreted as the ensemble average of the cosine of the angle \( (\theta_{\text{pair}}) \) between the dipole moment vectors on interacting pairs of molecules, i.e.

\[
g_{\text{isotropic}} = 1 + \langle \cos \theta_{\text{pair}} \rangle
\]  

Therefore, in the case that constant \( g_N \), the average permittivity, \( \langle \varepsilon' \rangle \) \( ( = (\varepsilon'_{\parallel} + 2\varepsilon'_{\perp})/3) \) expressed in Eqn. 5.3 should vary in a continuous way with decreasing temperature from the isotropic phase to the nematic phase. However, for many liquid crystals, especially those containing strongly polar molecules, the temperature dependence of the dielectric behavior is not as predicted by the above equations, while there is either an increment or a reduction in the mean permittivity at the nematic to isotropic transition due to local dipole-dipole correlations. The net dipole correlation factor \( (g_N) \) in the nematic phase is a function of \( S \) which in turn is dependent on temperature. This is expressed as below [58].

\[
g_N = \frac{g_{\parallel}}{3\mu^2} \left[ \mu^2_\parallel(2S + 1) + \mu^2_\perp(1 - S) \right] + \frac{2g_{\perp}}{3\mu^2} \left[ \mu^2_\parallel(1 - S) + \mu^2_\perp(1 + \frac{1}{2}S) \right] \] (5.5)

The short-range angular correlations between the dipolar molecules, which can quantitatively be represented in terms of the Kirkwood correlation factors, are defined by:

\[
g_j = 1 + \frac{1}{V} \int G(R)_{(j)} dr
\] (5.6)

where \( V \) is the volume of the sample, and \( G(R)_{(j)} \) is the \( j \)-component of the normalized angular correlation matrix [59]. The theoretical evaluation of the angular correlation matrix in the nematic phase requires a detailed microscopic model [7]. It should be noted that \( \Delta \varepsilon \) \( ( = \varepsilon_{\parallel} - \varepsilon_{\perp} ) \) can be obtained from Eqns (5.1) and (5.2).
This is given by [7]

\[
\Delta \epsilon = \frac{NhF}{\epsilon_0} \left( \Delta \alpha - \frac{\mu^2 g(\parallel \perp)^2 (1 - 3\cos^2 \beta)}{2kT} \right) S \quad (5.7)
\]

Here, \( \Delta \alpha (= n_2^2 - n_1^2) \) is the anisotropy of polarizability. \( g(\parallel \perp) \) means the anisotropic correlation factor. Interestingly, \( \Delta \epsilon \) roughly follows order parameter, if \( \beta \) is constant and the short-range correlations are weak. Thus if the molecular dipole moment is predominantly perpendicular to the alignment axis, then the dielectric anisotropy is negative.

The concept of nematic potential responsible for the occurrence of the nematic phase at low temperatures was included in the theory of the dielectric relaxation of the nematic phases. In particular, compared to the Debye process in the isotropic phase, the M-M model predicts a much slower relaxation process. The relaxation times in the nematic liquid crystals were demonstrated to increase significantly for the longitudinal dipoles, since these reorient together with the molecule around its short axis against the orienting potential [60]. For the nematic phase, each component of the dielectric permittivity in Eqns. (5.1) and (5.2), contains two contributions from the total molecular dipole moment. Each of these components of the permittivity is expected to show at least two relaxation processes at a particular frequency. Figure 5.1 shows possible rotational modes for a molecule in the nematic phase. The parallel and perpendicular axes denote the direction of the electric field with respect to the director. The molecular dynamics can approximately be described by the four rotational modes: (a) the end-over-end rotation \( \omega_1 \), (b) the precessional motion of the long molecular axis around the director of the phase \( \omega_3 \) and the combination of precessional and rotational motions around the long molecular axis \( \omega_1 \) and (c) the rotation around its own long molecular axis \( \omega_2 \). On the assumption that the molecules are rigid and intramolecular relaxations are forbidden, only a single net dipole moment contributes to the dielectric permittivity. The temperature dependence of the dielectric relaxation strength for each component is primarily determined by the variation of the principal order parameter \( S \) with temperature. In order to obtain more information about the
nature of the rotational dynamics in liquid crystals, it is necessary to employ suitable microscopic models. The frequency dependent components of the complex permittivity tensor can be related to the Laplace transform of the time autocorrelation functions for projections of parallel and perpendicular components of the molecular dipole moment to the director. Nordio and co-workers [61] solved this problem in terms of dipole correlation functions. Their result can be compactly expressed in terms of the time evolution of dipole correlation functions parallel and perpendicular to the director:

\[
\langle \mu_\parallel(0) \cdot \mu_\parallel(t) \rangle = \frac{1}{3} \left[ \mu_1^2 (1 + 2S) \Phi_{00}(t) + \mu_\perp (1 - S)^2 \Phi_{01}(t) \right] \quad (5.8)
\]

\[
\langle \mu_\perp(0) \cdot \mu_\perp(t) \rangle = \frac{1}{3} \left[ (1 - S) \mu_1^2 \Phi_{10}(t) + (1 + \frac{1}{2}S) \mu_\perp^2 \Phi_{11}(t) \right] \quad (5.9)
\]
While Eqns. (5.1) and (5.2) give the magnitudes of the components of permittivities, the Eqns. (5.8) and (5.9) express the dynamics of the corresponding relaxations. Each of the time-dependent angular functions, $\Phi_{mn}$, where the subscripts $m$ and $n$ are the indices of the Wigner function, can be expressed as a sum of exponentials in time or frequency of the fluctuating components of the molecular dipole and the time dependence can sufficiently be described by a single correlation time, $\tau_{mn}$ for each component. A relation can approximately be established between these times and the four different rotational modes, such that $\omega_1^{-1} \sim \tau_{00}$, $\omega_2^{-1} \sim \tau_{01}$, $\omega_3^{-1} \sim \tau_{10}$ and $\omega_4^{-1} \sim \tau_{11}$, where $\tau_{00}$, $\tau_{01}$, $\tau_{10}$ and $\tau_{11}$ are the corresponding relaxation times [58] as shown in Fig. 5.2. If the local rotational diffusion coefficient is isotropic, then $\omega_2$ and $\omega_4$ are equal. The relative magnitude of the dipole components and the frequencies of dielectric relaxations indicate precisely the orientation of the dipole with respect to the alignment axis of the molecule. For rod-like molecules the relative frequencies are $\omega_1 << \omega_3 < \omega_4 \leq \omega_2$. However, for BCMs, it is expected that the transverse component of molecular dipole moment will relax at the frequency range comparable to $\omega_3$ because V-shaped molecular structure causes additional hindrance to rotation around the long axis. From the viewpoint of the molecular structure, the BCMs have two arms, the rotation around molecular long axis is similar to the combination of the precessional motion of each arm around molecular long axis. In turn the precessional motion of molecular long axis is similar to the combination of precessional motion of one arm and the rotation around the other arm (see Fig. 5.1 (d)).

Figure 5.2 shows a schematic representation of the components of the real part of permittivity as a function of frequency. The sign of $\Delta \varepsilon'$ depends on the range of frequencies as shown in Fig 5.2. In the low frequency range, static $\Delta \varepsilon$ is given by Eqn. (5.7). However, in this example $\Delta \varepsilon'$ changes sign from $\Delta \varepsilon' > 0$ at $f < f_{c1}$ to $\Delta \varepsilon' < 0$ at $f > f_{c1}$ as a function of frequency of the applied field, $f$. The crossover frequencies $f_{c1}$ and $f_{c2}$ are associated with the frequencies corresponding to $\omega_1$ and $\omega_3$ respectively. When an electric field is applied to a LC in a cell, it exerts a torque on the director, $n$, that depends on the dielectric anisotropy and the sign of $\Delta \varepsilon'$ decides the reorientation with respect to the field. The frequency
Figure 5.2: A schematic representation of the variation with frequency of $\varepsilon'(\omega)$ of a uniaxial nematic and $f_c$(cross over frequency).

The dependent sign of the dielectric anisotropy can be used to align the directors along or perpendicular to the electric field direction by varying the frequency of the driving signal, so called dual frequency nematics (DFNs). This makes it possible to accelerate both the turning-on and turning-off processes by applying a high voltage pulse with different frequencies [62]. In addition to the dielectric reorienting torque, the electric field causes heating of the LC, especially in the dispersion region [63]. It should be noted that Jadzyn et al [57] used magnetic field to reorient the director and measured dielectric spectra with angle changing between the probing electric field and the director continuously. They reached the conclusion that dielectric spectra under various angles between the probing electric field and the director should be analyzed in terms of the three relaxations corresponding to the molecular motions. The relative strengths of the relaxations, and hence the corresponding dielectric loss are dependent on the values of the dipole components, i.e., the magnitude of the molecular dipole and its direction with respect to the long axis. This indicates that it is possible to observe molecular rotational modes under imperfect anchoring condition for the planar and the homeotropic arrangement.
5.3 Results

5.3.1 C4: a usual nematic phase

C4 with butyl chains was found to exhibit an ordinary nematic phase without cybotactic clusters (see Table. 3.1, [18]). The dielectric spectra for the parallel and perpendicular components of complex permittivity \( \epsilon^*(\omega) = \epsilon'(\omega) - i\epsilon''(\omega) \) recorded with planar and homeotropic configurations respectively. The parallel components of the permittivity (\( \epsilon'_\parallel \)) and dielectric loss (\( \epsilon''_\parallel \)) are shown in Fig. 5.3 (a) and (b), for various values of \( \Delta T = (T_{N-P}-T)/\circ K \). The perpendicular components of the permittivity (\( \epsilon'_\perp \)) and the dielectric loss (\( \epsilon''_\perp \)) are shown in Fig. 5.3 (c) and (d) respectively. Compared to the permittivity curves of the isotropic phase at \( \Delta T = -10 \) (black square), the permittivity curves in the nematic phase (see Fig. 5.3(a) and (c), \( \Delta T = 10, 20, 30, 40, 50 \)) show different values over a wide range of frequencies with the curves shifting to lower frequencies with temperature decreasing. It seems to be a typical behavior for a nematic LC with positive \( \Delta \epsilon \).

The direction of the molecular dipole moments of the individual molecules are randomized in the isotropic phase, hence the time averaged dipole moment contributes to the permittivity. Meanwhile, in the nematic phase, only the effective molecular dipole moment along the applied field determines the permittivity [57]. After a transition to the nematic phase, the decrease of \( \epsilon'_\parallel \) at relatively higher frequencies range arises from the nematic order (see Fig. 5.3 (a)). The dispersion, in the dielectric loss \( \epsilon''_\parallel \) in Fig. 5.3 (b), is related to the nematic order coming from the rotational frequency of the end-to-end rotation around the short axis. Dramatic increases in the permittivity curves observed for frequencies lower than 1 kHz are due to the DC conductivity which makes it difficult to determine the values of the static permittivity at low frequencies. Such increases due to the DC conductivity are also seen in the loss curves as shown in Fig. 5.3(b) and (d). Interestingly, another dispersion \( f_{10} \), is observed in the curve of \( \Delta T = 50 \) at the frequency of a few hundred kHz (see Fig. 5.3(d)). The temperature, \( \Delta T = 50 \) lies in a supercooled state and the characterization of the peak is not covered by this
Figure 5.3: Frequency dependence of the real and imaginary parts of permittivity in the nematic phase of C4 for cells of homeotropic and planar configurations. (a) $\varepsilon'_\parallel$ and (b) $\varepsilon''\parallel$ denote the parallel components of the complex permittivity: real and imaginary (dielectric loss) for various temperatures. (c) $\varepsilon'_\perp$ and (d) $\varepsilon''\perp$ denote the perpendicular components of the permittivity and of dielectric loss, respectively for various $\Delta T$ ($= (T_{N-I}-T)/{^\circ K}$), -10 (black square), 10 (red circle), 20 (green triangle-up), 30 (blue triangle-down), 40 (cyan diamond), 50 (magenta triangle-left). $T_{N-I}$ means the transition temperature from isotropic to nematic phase.

Temperature dependence of the permittivity is more clearly seen in Fig. 5.4. $\varepsilon'_\parallel$ and $\varepsilon'_\perp$ are plotted versus reduced temperature, $T^*$, at preselected frequencies of 1 kHz, 5 kHz, 10 kHz and 100 kHz. Here, the reduced temperature, $T^*$, is defined as $T^* = T_{N-I}/T$. Immediately after the transition to the nematic phase, $\varepsilon'_\parallel$ at 1 kHz increases while $\varepsilon'_\perp$ decreases as shown in Fig. 5.4(a). $<\varepsilon'>$ is reduced. Interestingly, with $T^*$ increasing, $\varepsilon'_\parallel$ at 1 kHz does not appear to follow Eqn. (5.1) in the window of temperature. Furthermore, it ends with up falling below $\varepsilon'_\perp$ which seems to follow Eqn. (5.2). Such a crossover phenomenon dependent on frequency is associated with extraordinarily low $f_{00}$ in Fig. 5.3(b). The sign of $\Delta \varepsilon'$ can be determined by an optical method which is insensitive to the DC conductivity and
this will be introduced in Chap. 6.2.1. It is clear from Eqns. (5.8) and (5.9) that the dispersions in Fig. 5.3(b) and (d) are associated with one of the molecular relaxation modes. Total permittivities can be resolved in terms of the strength of each molecular mode. Each relaxation frequency \( (\omega_0, \omega_{01}, \omega_{10} \text{ and } \omega_{11}) \) corresponds to the relaxation time, \( \tau_{ij} \) expressed as \( \tau_{ij} \approx (2\pi \tau_{ij})^{-1} \) and the rotational motions described in Fig. 5.1. For \( \varepsilon_\parallel \) investigated using a homeotropic cell, \( \omega_0 \) and \( \omega_{01} \) can be recorded. For \( \varepsilon_\perp \) investigated using a planar cell, \( \omega_{10} \) and \( \omega_{11} \) can also be recorded. According to the M-M model [56], the strength of each mode is a function of the order parameter, in turn, the dependence can indicate what kind of motion it is. The measured dielectric loss of C4 is fitted to the Havriliak-Negami (H-N) equation [64] for the frequency dependent complex permittivity \( \varepsilon^*(\omega) \) which
is expressed as below:

\[
\epsilon^*(\omega) = \epsilon'(\omega) - i\epsilon''(\omega) = \epsilon_\infty + \sum_{j=1}^{n} \frac{\delta \epsilon_j}{[1 + (i\omega \tau_j)^\gamma]^\lambda}.
\]  

(5.10)

where \(\epsilon_\infty\) is the high-frequency permittivity, \(j\) is a variable denoting the number of the relaxation processes up to \(n\), \(\tau_j\) is the relaxation time of the \(j\)th relaxation process, \(\gamma\) and \(\lambda\) are the fitting parameters and \(\delta \epsilon_j\) is the dielectric relaxation strength for the \(j\)th process. In this fitting \(\gamma\) and \(\lambda\) are found to be larger than 0.8. This means the relaxation is close to Debye type relaxation (see Appendix. A). Fig. 5.5
shows the relaxation frequencies and the dielectric relaxation strengths obtained by fitting the measured \( \varepsilon'' \) data of C4 to the H-N equation. Each frequency is assigned appropriately to: \( f_{00} \), \( f_{01} \), and \( f_{11} \). The dielectric strengths corresponding to \( f_{ij} \) are well fitted to the M-M model. Solid lines in Fig. 5.5 indicate ideal curve fitted to the M-M model. Red line shows temperature dependence on \( 1+2S \), while magenta and blue lines show the dependence on functions of \( 1-S \) and \( 1+1/2S \), respectively. The order parameter, \( S \), used in the analysis is estimated through the measurements of birefringence which is introduced in Chap. 6.2.2. \( f_{00} \) is observed to be much lower than \( f_{01} \) which overlaps to same extent with \( f_{11} \). When the frequency range and the dependence of dielectric strengths on \( S \) are taken into consideration, the frequencies assigned in Fig. 5.5 are in agreement with molecular motions described in Fig. 5.1. As a consequence, as far as the dielectric behavior is concerned, C4 seems to have a typical nematic phase. Normally, the \( f_{c1} \) of a conventional dual-frequency nematic is observed in the range of a few MHz, while \( f_{00} \) of C4 is observed in the range of extraordinarily low frequency, as shown in Fig. 5.5. This leads to the sign reversal of \( \Delta \varepsilon' \) in the window of the experiment. The phenomenon of the sign reversal of \( \Delta \varepsilon' \) is consistent with the model described in Fig. 5.2. The change in \( \beta \) can also give rise to the sign reversal of \( \Delta \varepsilon \) which is observable in dimers. Such a possibility will be investigated in Chap. 6 by means of optical techniques.

### 5.3.2 C9, a cybotactic nematic LC

C9 exhibits the considerable intensity and the splitting of small angle scattering in X-ray diffraction patterns [18] interpreted in terms of the presence of SmC like nanostructure in the nematic phase. Recently, Hong et al. [21] demonstrated that the small angle X-ray diffraction patterns recorded in the nematic phases of two related bent-core compounds are consistent with a fluid organized from microscopic molecular clusters possessing short-range SmC-type layering. Francescangeli et al. [46] also showed that the change in the splitting angle of the diffuse
four-spot maxima is associated with a change in the tilt angle in the (short-range) layered structure within clusters that constitute the $N_{cycbC}$. The gradual transformation of the four-spot pattern of a bent-core mesogen into the two-spot pattern on increasing temperature reflects the structural change within the cybotactic groups, from a SmC-like to a SmA like supramolecular organization rather than a change in the bending angle ($\theta_V$). However, the splitting has been interpreted in terms of the form factor due to the bent-shape mesogen [47]. Therefore, it is worth studying the role of cybotactic clusters affecting the dielectric behavior of the mesogen in the nematic phase.

Fig. 5.6 shows the frequency dependence of the permittivity and the loss of C9 which has nonyl chains in the terminal groups. The most significant difference from C4 is the magnitude of $\epsilon'_{\perp}$ which is associated with the strong dispersion in the dielectric loss curve at a frequency comparable with $f_{11}$ of C4 (Fig. 5.6(d)).

The temperature dependence of permittivity of C9 at frequencies of 1 kHz, 5 kHz, 10 kHz, 100 kHz are shown in Fig. 5.7. It is should be noted that $\epsilon'_{\perp}$ at 1 kHz drops on the transition to the nematic phase as is observed in C4 and increases significantly in the entire nematic phase with $T^*$ increasing, while $\epsilon'_{||}$ at 1 kHz decreases in the nematic phase. This is in contrast with the behavior of C4. Usually, on the transition to the nematic phase, either $\epsilon'_{||}$ or $\epsilon'_{\perp}$ shows larger value than $<\epsilon'>_{N\rightarrow I}$ due to the orientation of the director under certain anchoring conditions with respect to the applied electric field. However, for C9 both values decrease and show negative $\Delta\epsilon'$ in the entire temperature and frequency ranges. It is difficult to imagine that flexible non polar terminal groups give rise to a large alternation in the molecular dipole moment leading to such a dramatic change in $\Delta\epsilon$. Besides, the contribution of the longitudinal and transverse dipole components to the dielectric permittivity as given by Eqns. (5.1) and (5.2) seems to be different than C4. In order to resolve the contributions of each molecular relaxation mode to the permittivity, a further analysis is being carried out. While frequencies $f_{00}$, $f_{01}$ and $f_{11}$ are similar to those observed for C4, $\delta\epsilon_{11}$ increases significantly with $T^*$ increasing up to a transition to $CybC$ phase. It is clear that each molecular rotation occurs in a range of frequencies of C4, however the dielectric strength does not
Figure 5.6: Frequency dependence of the real and imaginary parts of permittivity in the nematic phase of C9 for cells of homeotropic and planar configurations. (a) $\varepsilon'_\parallel$ and (b) $\varepsilon''_\parallel$ denote the parallel components of the complex permittivity: real and imaginary (dielectric loss) for various temperatures. (c) $\varepsilon'_\perp$ and (d) $\varepsilon''_\perp$ denote the perpendicular components of the permittivity and of dielectric loss, respectively for various $\Delta T = (T_{N-I} - T)/°K$, -10 (black square), 10 (red circle), 20 (green triangle-down), 30 (blue triangle-down), 40 (cyan diamond), 50 (magenta triangle-left) $T_{N-I}$ means the transition temperature from the isotropic to the nematic phase.

follow the M-M model. This disagreement might be associated with strong dipole-dipole interactions which can be interpreted in terms of the Kirkwood short-range correlation factor, $g$.

5.3.3 C5, C6, C7 with intermediate chains in the terminal groups

The dielectric spectra of C5, C6, C7 are measured as a function of temperature and frequency. For simplicity, we assume $\frac{N_h F_g N_{-1}}{3\epsilon_0 k_B T} [\mu_i^2 + \mu_i^2]$ to be unity in
Figure 5.7: Temperature dependence of $\epsilon'_\parallel$ (blue square) and $\epsilon'_\perp$ (red triangle) of C9 for the frequencies of 1 kHz, 5 kHz, 10 kHz, 100 kHz, and the average dielectric permittivity (black circle), $<\epsilon'> = (\epsilon'_\parallel + 2\epsilon'_\perp)/3$. $T^* = T_{N-I}/T$. Black and red line represent the transitions from the isotropic phase to the nematic phase and the transition from the nematic phase to the CybC phase, respectively.

The temperature range of the nematic phase. The value of $\frac{NhFg_{N-I}}{3\epsilon_0k_B} [\mu_i^2 + \mu_i^2]$ can be obtained by fitting the permittivity in the temperature range of the isotropic phase. Then the permittivities due to dipole contributions can be normalized by adjusting the value of Eqn. (5.11) to Eqns. (5.1) and (5.2).

\[
\begin{align*}
A_{N-I} &= \epsilon'_{N-I} - n_{N-I}^2 = \frac{NhF^2g_{N-I}}{3\epsilon_0k_BT_{N-I}} [\mu_i^2 + \mu_i^2] \tag{5.11} \\
\tilde{\epsilon}_\parallel &= \frac{\epsilon'_{\parallel} - n_{\parallel}^2}{\epsilon_{N-I} - n_{N-I}^2} = \frac{\tilde{g}_{\parallel}}{T^*} \left[ 1 + (3\cos^2\beta - 1)S \right] \tag{5.12} \\
\tilde{\epsilon}_\perp &= \frac{\epsilon'_{\perp} - n_{\perp}^2}{\epsilon_{N-I} - n_{N-I}^2} = \frac{\tilde{g}_{\perp}}{T^*} \left( 1 + \frac{1 - 3\cos^2\beta}{2} S \right) \tag{5.13}
\end{align*}
\]

Here, $\epsilon'_{N-I}$ and $n_{N-I}$ are the permittivity and refractive index at the clearing temperature ($T_{N-I}$), respectively. $\tilde{g}_{\parallel}$ and $\tilde{g}_{\perp}$ are defined as $g_{\parallel}/g_{N-I}$ and $g_{\perp}/g_{N-I}$.
Figure 5.8: Relaxation frequency $f_{ij} \approx (2\pi \tau_{ij})^{-1}$, and the dielectric strength ($\delta \varepsilon_{ij}$) obtained by fitting the measured permittivity data to the Havriliak-Negami equation, for planar (red triangles) and homeotropic cells (blue circles and squares) of C4. $f_{ij}$ and $\delta \varepsilon_{ij}$ denote the relaxation frequency and the dielectric strength of the $i,j$-th mode. $T^* = T_{N-I}/T$. Black and red dotted line indicate the transitions from the isotropic phase to the nematic phase and the transition from the nematic phase to the CybC phase, respectively.

Fig. 5.9 (a) and (b) show the normalized values, $\tilde{\varepsilon}_\parallel$ and $\tilde{\varepsilon}_\perp$ at a frequency of 1 kHz as a function of $T^*$ for parallel and perpendicular configurations, respectively. The permittivities at 1 kHz can be regarded as the static value to the extent that the DC conductivity and the relaxations due to end over end rotation are excluded in the spectra. It is clearly seen from Fig. 5.9 (a) and (b) that as the terminal chains get longer from C4 to C9, $\tilde{\varepsilon}_\parallel$ of the materials decreases, while $\tilde{\varepsilon}_\perp$ increases in the temperature range of the nematic phase. If the parameter, A and molecular parameter, $\beta$ are independent of the length of the terminal groups, the
Figure 5.9: Comparison of the normalized permittivities ($\tilde{\varepsilon}_\parallel$ and $\tilde{\varepsilon}_\perp$) at a frequency of 1 kHz. (a) perpendicular components and (b) parallel components are divided by the value of transition temperature respectively. Here, $n_{N-1}$ is assumed to be 1.6 and temperature independent brefingence ($\Delta n_o$) is 0.17 which is measured by the PEM. $n_\parallel$ and $n_\perp$ are calculated to be 1.71 and 1.54 respectively.
disagreement among the normalized values in the nematic phase can be interpreted in terms of the $g$-factors. As mentioned before, the nematic phase in C4 is found to be consistent with the M-M model with $g_{\parallel} \approx g_{\perp} \approx 1$. If the anisotropic $g$-factors of C4 are independent of $S$, the anisotropic correlation factors ($g_{\parallel}$ and $g_{\perp}$) of the other materials are affected by the length of the terminal groups. As the terminal groups get longer, $g_{\perp}$ increases and $g_{\parallel}$ decreases. This means that longitudinal dipoles interact in antiferroelectric order, whereas ferroelectric interaction occurs between the transverse dipoles. The behavior immediately after the transition to the nematic phase might follow from the anisotropy of polarizability ($\Delta \alpha$). Interestingly, $\varepsilon_{\parallel}$ of C6 appears to deviate from the trend of $\varepsilon_{\perp}$ of the other materials (see Fig. 5.9 (a)). It was reported that C6 shows biaxiality under electric field, interpreted as arising from the presence of biaxial clusters [65]. However, the electro-optical behavior is not due to the induced biaxiality but due to the sign reversal of $\Delta \varepsilon'$ dependent on temperature as well as on frequency. Recently, Salter et al. [66] reported that the flexoelectric coefficient of C6 is greater than that of conventional calamitic LCs.

### 5.4 Discussion

From the results reported in Chap. 5.3.1, we have found that the dielectric behavior of C4 is consistent with the M-M model based on the molecular-field approximation and the molecular rotational model shown in Fig. 5.1. In these models the short-range correlations in the orientations and positions of neighboring molecules are neglected whereas long-range anisotropic dispersion interactions between the molecules are considered. However, C4 shows the sign reversal of $\Delta \varepsilon'$ at quite a low frequency. The conformational change arising from the variation in the anisotropic molecular shape may lead to the change in the magnitude and the angle which the dipole makes with the long molecular axis the molecular dipole moment. Both of these factors may change the dielectric permittivity. Such a dielectric behavior is observed in the liquid crystal dimers which consists of two rigid mesogenic groups linked by a flexible alkyl chain [11]. Stocchero
et al. predicted [12] that dielectric permittivity of a dimer can change the sign of $\Delta \varepsilon'$ originating from a conformational change. Nevertheless such a scenario is ruled out for C4 by IR and optical experiments. The core part of C4 consists of aromatic rings and the ester groups. The latter are more flexible than the carbon-carbon bond but are less flexible than the alkyl chains. In order to investigate the cause of the sign reversal in C4, we used these two scenarios, one is a comparison between $f_{00}$ and $f_c$. For determining $f_c$, we used dielectric spectroscopy as well as an optical method using Frederiks transition dependent on the sign of $\Delta \varepsilon'$ which was used to confirm the conformational change by Yoon et al. [67]. They concluded that two different conformers of a bent-core LC contribute to different slopes of the crossover frequency leading to a biaxial nematic phase. We found that $f_c$ of C4 is comparable to $f_{00}$, the relaxation frequency due to the end over end rotation around the molecular short axis. This means that so far as the mechanism is concerned, the dual frequency phenomenon of C4 is consistent with the conventional DFNs. Besides, the slopes of $f_{00}$ and $f_c$ against reduced temperature seem to be linear in the window of the temperature range as opposed to works of Yoon et al. [67]. In the classical dielectric theory, the macroscopic refractive index is related to the molecular polarizability at optical frequencies. The existence of the optical anisotropy is due mainly to the anisotropic optical polarizability of the anisotropic molecular structures. Normally, delocalized electrons not participating in chemical bonds and $\pi$ electrons play a key role in the optical polarizability. This is the reason that LC molecules composed of benzene rings have higher values of $\Delta n$ that do the respective cyclohexane counterparts. For more precise evaluation, a different optical technique is applied to investigating the conformation change in Chap. 6. On the basis of the results of the optical and dielectric experiments, we have concluded that C4 has the usual nematic phase and its dielectric behavior can be explained by the M-M-S model. The sign reversal in $\Delta \varepsilon'$ in the nematic phase arises from the relaxation frequency of the longitudinal component of the dipole moment which lies at extraordinarily low frequencies.

The static permittivity of cyanoresorcinols with longer terminal chains is gradually shifted from the ideal M-M model as the chain length increases (see Fig. 5.9).
From the viewpoint of the static permittivity, the disagreement can be interpreted in terms of the short-range correlation dependent on the temperature which give rise to a disagreement from the M-M equation. A possibility that this behavior is due to a change in the magnitude and direction of the dipole moment with temperature arising from a conformational change [67] will be ruled out in Chap. 6. As will be shown in Fig. 6.4, the birefringent behavior of C9 is comparable to C4. This implies that there is no significant difference between C4 and C9 in terms of either the molecular flexibility or the conformational change. A most reasonable approach for interpretation of the disagreement in the dielectric behavior is the cluster model: the ordering within the clusters is governed by the short-range anisotropic interactions whereas the macroscopic nematic order is dominated by the long range anisotropic interactions between the clusters. The formation of molecular clusters with internal orientational ordering has been widely reported in a number of nematic BCMs [20-24]. The small angle X-ray scattering pattern in the nematic phase of the material has been reported and this has been interpreted in terms of the presence of clusters [18]. Since C4 does not exhibit any strong small angle X-ray scattering, this cause is ruled out. The temperature dependence of the dielectric relaxation strength for each component of the dipole moment is primarily determined by the dependence of the principal order parameter $S$ on temperature. We find from Fig. 5.10 that results for C4 are well reproduced by the M-M model by assuming $g_\parallel \approx g_\perp \approx 1$ (see Fig. 5.10). If this assumption is adopted, results between the theory and experiment for C7 and C9 disagree. The only simple appropriate explanation for this disagreement is that both $g$ values are not equal to unity. $g_\parallel$ and $g_\perp$ are calculated for each temperature with Eqns. (5.1) and (5.2) using the experimental values of $\epsilon_\parallel$ and $\epsilon_\perp$ and the appropriate scaling factors. We find that $g_\parallel$ decreases from unity to 0.7 for C7 and 0.5 for C9, whereas $g_\perp$ grows from unity to 1.4 for C7 and up to 3 for C9 as shown in Fig. 5.11. The theoretical evaluation of the anisotropic $g$ requires a detailed microscopic model. One model approach [19] is to think of the clusters as smectic like structures on the assumption that $S = 1$ so that the molecules are constrained to be parallel or anti parallel to the director axis. If a molecular dipole lies at an angle $\beta$ with
Figure 5.10: Comparison of static and theoretical permittivities of C4(a), C7(b), C9(c) using the M-M model (solid lines). Blue triangles and red circles indicate $\varepsilon_{\parallel}$ and $\varepsilon_{\perp}$, respectively. These are calculated by adding dielectric strengths for the various processes to $\varepsilon_{\infty}$. Blue and red lines denote calculated values of permittivity with $\mu_{\parallel}^{2}/\mu^{2} = 0.368$ and $\mu_{\perp}^{2}/\mu^{2} = 0.632$, respectively. Black vertical dotted line in (c) denotes transition from N$_{cybC}$ to C$_{gybC}$. We find $\beta = 52.7^\circ$. 
Figure 5.11: Temperature dependence of anisotropic $g$ factors for C7 and C9.

respect to the long molecular axis, the anisotropic dipole-dipole correlation factors can be written as [7]

$$
g_{\parallel} = 1 - \frac{n \mu^2 \cos^2 \beta \left( \frac{3}{7} \left( \frac{r_z}{\bar{r}} \right)^2 - 1 \right)}{4 \pi \epsilon_0 r^3 k_B T}
$$

$$
g_{\perp} = 1 - \frac{n \mu^2 \sin^2 \beta \left( \frac{3}{7} \left( \frac{r_x}{\bar{r}} \right)^2 - 1 \right)}{8 \pi \epsilon_0 r^3 k_B T}
$$

(5.14) (5.15)

here $n$ is the number of neighbors. For a smectic order, the average separation perpendicular to the layers $r_z >>$ in-plane separation, and this results in $g_{\parallel} < 1$. If $\langle r_z^2 \rangle < \langle r^2 / 3 \rangle$, we get $g_{\perp} > 1$ indicating a parallel alignment of the polar axes. On using the experimental values of $g_{\perp}$ and using Eqn. (5.14), we calculate $n$ for a smectic-like order. The average separation values perpendicular $r_z$ and parallel $r_x$ to the individual molecules are taken from the X-ray small angle scattering and wide angle peak positions [18], respectively. We note from Fig. 5.12 that $n$ is increasing significantly versus the reduced temperature $T^*$. The effective volume $V$ of the correlated molecules is estimated by multiplying $n$ by the volume of a single
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molecule calculated from the molecular weight and density. The polar correlation
lengths \( l = V^{1/3} \) for C7 and C9 are shown in Fig. 5.12. It is interesting to compare
the above findings with the results from the structural analysis obtained by X-ray
scattering [18]. Results agree for C7 and C9 close to the \( T_{N-I} \). However the
structural correlation length increases (seen for C9) more rapidly than the polar
one. In the structural analysis so far, the splitting in the small angle X-ray diffrac-
tion patterns has not been considered yet. The interpretation in terms of the tilt
of the SmC type nano clusters will be discussed in Chap. 6.3. The association
found from the dielectric results provides information about the polar interactions
whereas from X-rays it is really the size and nature of the cluster and the results
from the two are broadly in agreement with each other.
5.5 Conclusion

We studied the dielectric behavior in LC cells of homologous series of bent-core liquid crystals with the same mesogenic core but different terminal groups. These materials show different dielectric behavior dependent on the length of terminal groups. As the terminal chains of the materials get longer, the behavior of the devices containing the material deviates from a usual nematic LC consistent with the M-M model. Such a difference has been interpreted in terms of the cybotactic cluster which exists over the entire range of temperatures in the nematic phase rather than a pretransitional phenomenon close to the N-Sm transition. A quantitative analysis has been carried out to find the size of the cluster. The size of the cluster is converted to the number of the molecules in the cluster. The result is compared with that found from X-ray scattering. We find that both results broadly agree with each other.
Chapter 6

Optical studies

"In this chapter, the optical behaviors of the materials are investigated and interpreted as either the absence or the presence of the cybotactic cluster."

6.1 Introduction

An understanding of the relationship between the optical and the molecular properties has been an important topic in the field of liquid crystals. The performance of the electro-optical liquid crystal devices is attributed to the electro-optic properties of materials. In this chapter, we focus on analyzing the difference between the behavior of C4 in which cybotactic clusters are not present and C9 where a nematic phase with cybotactic clusters is found to exist. The macroscopic properties of the materials can be interpreted in terms of cybotactic clusters present in the nematic phase. We use three optical techniques. Firstly, we use an electrooptic switching technique dependent on the sign of $\Delta \epsilon$. This is called optical contrast spectroscopy. The results of this method are used to analyze the mechanism of the sign reversal by comparing these results with those from dielectric experiments. In order to find whether sign reversal is caused by conformational change
as was found by Yoon et al. [67] or not, the cross over frequency \( f_c \) is plotted against temperature. Secondly, the birefringence is measured by the PEM for the investigation of the temperature dependence of \( S \). Thirdly, the optical absorbance for the transition dipole moments is measured by the IR spectrometer. This is an indirect investigation for the conformational change with temperature. A brief theoretical background of each technique is being introduced prior to giving the experimental results.

6.2 Results

6.2.1 Measurement of the crossover frequencies using Frederiks transition

As a result of \( \Delta \epsilon' \), the director can be realigned by an electric field. Thus the reorientation of the director, Frederiks transition [68, 69], changes the optical properties of the sample. This phenomenon is used for the commercial LC devices. Normally, the sign of \( \Delta \epsilon' \) as well as the magnitude are crucial for the switching of the director. This means that the electro-optic properties of a cell are dependent on the driving parameters such as the frequency of an electric field as well as the temperature. Measurements using optical contrast spectroscopy are carried out in planar cells [31]. While the planar cell used in dielectric measurements is cooled from the isotropic to the nematic phase, the transmittance between crossed polarizers is measured as a function of temperature and frequency. In Fig. 6.1, two transmittance curves with and without the electric field are compared. While an electric field at a frequency of 1 kHz is applied to the planar cell, the Frederiks transition is observed. However, below 72° C, Frederiks transition is not observed under a field of 2 V/\( \mu \)m applied across the cell. Actually, Frederiks transition does not mean exact crossover point of \( \Delta \epsilon' \), because it always happens over a threshold voltage which is expressed by \( V_{th} = \pi \sqrt{\frac{k_{11}}{\mu_0 \Delta \epsilon'}} \). \( k_{11} \) denotes the splay elastic constant. Nevertheless, this method is very effective to decide the sign
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Figure 6.1: For C7, the transmittance curves of the planar cell with and without applied field, thick line denotes without field, thin line with open circles denotes the curve with 9 V, 1 kHz sinusoidal signal. Frederiks transition is observed at (72°C).

The sign and magnitude of $\Delta \varepsilon'$ are functions of frequency and temperature (see Fig. 5.2). Figure 6.2 shows transmittance change as functions of temperature as well as frequency. The lines mean constant transmittance and the colors represent arbitrary levels of transmittance. The crowded lines are associated with a rapid change in transmittance due to Frederiks transition. The slope of the crowded line can represent $f_c$ with the reduced temperature on the assumption that the applied voltage is large enough to reorient the directors with a small magnitude of $\Delta \varepsilon'$. By comparing Fig. 6.2 to 6.3, it is clear that $f_c$ of C4 and C5 are comparable to $f_{00}$ of those at the temperature range, while $f_c$ of C7 is in disagreement with $f_{00}$ at low frequency range ($\leq 1$ kHz). For $T^* \geq 1.12$, the sign of $\Delta \varepsilon'$ is always negative regardless of frequency. This contrasts with the behavior of conventional DFNs. As a result, C4 and C5 are typical for DFNs, while C7 shows dual frequency only at relative higher temperature and higher frequency. At lower temperature and lower frequency, the sign reversal of $\Delta \varepsilon'$ for C7 is due to a crossover between the static permittivities ($\epsilon_\parallel$ and $\epsilon_\perp$) rather than due to the
Figure 6.2: Frequency - temperature plot of the transmittance curves of C7 (a), C5 (b) and C4 (c). The contour-line implies a constant value of the transmittance. Slope of the curved crowded lines, $f_c$ as a function of $T^*$ is comparable to $f_{00}$ in a range of limited temperatures.
6.2.2 Birefringence and the order parameter

The measurement of birefringence provides a simple method of calculating the orientational order parameter as well as of finding conformational change in the liquid crystalline phase. For the isotropic phase, the Lorentz-Lorenz expression relating the refractive index to the mean polarizability is given by:

\[
\frac{n^2 - 1}{n^2 + 2} = \frac{N\alpha}{3\varepsilon_0}
\]  

(6.1)

where \(N\) is the number density, \(\alpha\) is the mean polarizability, \(n\) is refractive index. The above equation means that refractive index of material is governed by a polarizability and the number density of molecules. This model can be adapted to
uniaxial nematic phase for which the formula is given as below:

\[
\frac{n_{1}^2 - 1}{n_{1}^2 + 2} = \frac{N\alpha_{\|}}{3\epsilon_{0}} \tag{6.2}
\]

\[
\frac{n_{2}^2 - 1}{n_{2}^2 + 2} = \frac{N\alpha_{\perp}}{3\epsilon_{0}} \tag{6.3}
\]

where subscripts || and \(\perp\) denote the parallel and perpendicular components of refractive indices measured with reference to the director. \(n\) is the averaged refractive index. Each component of the polarizability \(\alpha_{\|}\) and \(\alpha_{\perp}\) can be expressed in terms of the longitudinal and transverse components of the molecular polarizabilities and the order parameter of the phase. The nematic phase of the materials are optically uniaxial. If contributions from the molecular biaxiality are neglected, this macroscopic polarizability can be expressed in terms of the microscopic molecular polarizability and \(S\) as given by [7]:

\[
\alpha_{\|} = \alpha + \frac{2}{3}(\alpha' + \alpha'_S)S \tag{6.4}
\]

\[
\alpha_{\perp} = \alpha - \frac{1}{3}(\alpha' + \alpha'_S)S \tag{6.5}
\]

where \(S\) is the order parameter and \(\alpha\) is the average polarizability. \(\alpha'_l\) and \(\alpha'_t\) denote the lateral and transverse molecular polarizability, respectively. Combination of above Eqns. (6.2)-(6.5) leads to the following equation [70]:

\[
\frac{n_{||}^2 - n_{\perp}^2}{n^2 + 2} = \frac{S\Delta\alpha'}{\alpha} \tag{6.6}
\]

where \(\Delta\alpha' = \alpha'_l - \alpha'_t\) is the anisotropy in the molecular polarizability. This equation represents the relationship between the birefringence and the anisotropy in the molecular polarizability. Conceptually, it is not difficult to connect the anisotropy of the molecular polarizabilities to the anisotropy of molecular shape. The materials under study consist of highly polarizable core part and less polarizable alkyl chains (see Fig. 3.1). It is clear that \(\theta_{c}\) significantly affects this molecular polarizabilities as well as the molecular dipole moments. The birefringence and the temperature dependence of order parameter, \(S\) can be expressed simply by the
Figure 6.4: Temperature dependence of birefringence ($\Delta n$) and $S$ of C4 and C9. Inset equation is relationship between $S$ and birefringence, where $a$ and $b$ are fitting parameters and $\Delta n_0$ is a temperature independent birefringence. Fitting parameters of C4 and C9 are $\Delta n_0 = 0.177$, $b = 0.159$ and $\Delta n_0 = 0.178$, $b = 0.153$, respectively.

The equation given by:

$$S = \frac{\Delta n}{\Delta n_0} = \left(1 - \frac{T}{T^a}\right)^b$$

(6.7)

Here, $a, b$ are the fitting parameters and $\Delta n_0$ is the temperature independent birefringence. Birefringence of the materials is measured by an optical technique using the PEM, which is shown in Fig. 6.4. It is clearly seen that the birefringence curve of C4 (thin red line) dependent on temperature is comparable to that of C9 (bold red line) over a wide temperature range. In terms of the optical anisotropy, if there is a conformational change in the bent-core part of C9 compared to C4, it should alter not only the molecular dipole moment or the angle it makes with the molecular long axis but also the optical anisotropy.
6.2.3 IR spectroscopy and the conformational change

IR absorbance spectra due to the transition dipole moment in the LC molecules are dependent on the configuration of liquid crystal phase. At a microscopic level, the IR absorption depends on the angle between the molecular transition dipole moment, $\mu_i$, of the particular absorption band and the polarization of the IR beam. A general biaxial phase of biaxial molecules is described by the four scalar order parameters; $S$, $P$, $D$, and $C$. The order parameters are defined by a set of equations (Eqn. (1.8)). The order parameter $D$ is a measure of the difference between the distribution of the molecular axes $x$ and $y$ with respect to the laboratory axis $Z$. If $D$ is positive, the molecular axis $x$ is oriented closer than the axis $y$ to the laboratory axis $Z$. If the effect of the molecular interactions and the local field can be ignored, then the components parallel and perpendicular to the optical axis can be written down in terms of the components of the dipole moment along the principal axes. Since the components need to be averaged over all possible orientations of the molecules, the averages over the products of direction cosine matrices contains the orientation order parameters, (see Fig. 6.5).

\[
\begin{align*}
A_\perp &= A_0 - B \left[ \frac{1}{3} S \left\{ (\mu^2_m) - \frac{1}{2} \left( (\mu_i^2) + (\mu_m^2) \right) \right\} + \frac{1}{6} D \left( (\mu_i^2) - (\mu_m^2) \right) \right] (6.8) \\
A_\parallel &= A_0 + B \left[ \frac{2}{3} S \left\{ (\mu^2_m) - \frac{1}{2} \left( (\mu_i^2) + (\mu_m^2) \right) \right\} + \frac{1}{3} D \left( (\mu_i^2) - (\mu_m^2) \right) \right] (6.9) \\
\frac{A_\parallel}{A_0} &= 1 + \frac{1}{2} S (1 - 3 \cos^2 \beta') + \frac{1}{2} D \sin^2 \beta' \cos 2\gamma' \\
\frac{A_\perp}{A_0} &= 1 + S (3 \cos^2 \beta' - 1) - D \sin^2 \beta' \cos 2\gamma' (6.10) \\
\end{align*}
\]

here, $A_0 = (A_\parallel + 2A_\perp)/3$ is the mean absorbance of the isotropic fluid and $\mu_i$, $\mu_m^i$, $\mu_n^i$ are the components of the transition moment along the principal axes of the molecule for a particular absorption band. Angles $\beta'$ and $\gamma'$ are shown in Fig. 6.5. Then a set of Eqns. (6.8) and (6.9) for absorbance can be converted into angular dependences using the projections of the transition dipole moments on the molecular frame of reference; $l$, $m$, and $n$ denote, the molecular frame of
Figure 6.5: Schematics of the orientation of a transition dipole moment within the laboratory X, Y and Z axis system. All possible relative orientations of the two frames are described by $\psi$, $\theta$ and $\phi$: $\theta$ is the polar angle, $\phi$ is the angle between the normal to the $z-Z$ plane and the X axis. The orientation of the molecular short axis $x$ is represented by $\psi$ corresponding to the molecular rotation around $z$, as the axis of the highest symmetry. $\gamma'$ is the azimuthal angle of the transition dipole moment (the angle between the projection of the transition moment $\mu'$ on the xy plane and the x-axis). Redrawn from Ref. [71]

reference, x, y, and z molecular axes. This results into the Equs. (6.10) and (6.11): where $\beta'$ is the angle between the transition dipole moment and the molecular $z$ axis: $\gamma'$ is the azimuthal angle of the transition dipole moment (the angle between the projection of the transition moment $\mu'$ on the xy plane and the x-axis). If the correlations of the transition dipoles are neglected, then $B\mu_{0}^{2} = A_0$, where $A_0$ is a constant [32]. The IR absorbance measurements are carried out in the transmission mode for the homeotropic orientations of C4 and C9 under cooling. Figure 6.6(a) and (b) show the temperature dependence of the absorbance for the representative stretching bands, for C4 and C9, respectively which are aligned in the homeotropic configuration. In this case, the normalized absorbances are independent of the direction of polarized IR beam. For liquid crystals phases of uniaxial symmetry,
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Figure 6.6: Normalized IR absorbance of the representative stretchings: phenyl at 1605 cm\(^{-1}\) (blue circle), cyanyl group 2229 cm\(^{-1}\) (black square) carbonyl groups at 1745 cm\(^{-1}\) (red triangle) for C4(a) and C9(b), respectively. \(A_o\) means the absorbance at \(T_{N-I}\). \(\Delta T = T - T_{N-I}\). \(A_\perp\) for the materials is measured in the homeotropic cells.

The optical axis coincides with the average alignment of the molecules so that it is parallel to the director. Usually, the Z axis is chosen to be parallel to the optical axis. Therefore, the independence of the normalized absorbance on the direction of the polarized IR beam means that the molecules have equal probability distributions around the laboratory X and Y axes. The biaxiality of the phase described by the order parameters \(C\) and \(P\) is neglected. For simplicity, we also neglect the molecular biaxiality. Throughout the entire temperature range, a linear increase of the absorbance is observed for the carbonyl stretching corresponding to 1745 cm\(^{-1}\). Meanwhile, the absorbance curves of cyanyl (2229 cm\(^{-1}\)) and phenyl
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stretching vibrations (1605 cm\(^{-1}\)) appear to be affected by \(S\) and \(\beta'\) in the nematic phase, while the curves of the two stretching bands deviate from each other.

### 6.3 Discussion

The optical anisotropy of the two representative resorcinols (C4, C9) are investigated here. As shown in Fig. 6.4, the temperature dependence of \(\Delta n\) for the two mesogens appears to roughly coincide with each other over a wide temperature range. \(\Delta n_0\) represents temperature independent birefringence. These values for C4 and C9 are 0.177 and 0.178, respectively. This means that both C4 and C9 having the same core part do show the same optical anisotropy as this is determined by the molecular shape. To exclude the possibility of a conformational change, we used IR spectroscopy. If the conformational change would have been the likely cause of the reversal of dielectric anisotropy then the angle that a transition dipole moment makes with the long molecular axis, \(\beta'\), should change with temperature.

Based on the IR absorbance measurements for the stretched phenyl group, we found that the temperature dependence of the normalized absorbance is similar to \(S\) obtained by the measurements of birefringence. This is being discussed later where a comparison of \(\beta'\)s between C4 and C9 will be made. If \(\beta'\) would not change with temperature, then there would not be any significant change in the bending angle, \(\theta_v\) with temperature. Thus a conformational change with temperature is ruled out as the cause for the sign inversion in \(\Delta \varepsilon'\) for C4. Furthermore the dielectric strength for \(\varepsilon'_{||}\) is greater than for \(\varepsilon'_{\perp}\) (see Fig. 5.5). This explains the observed behavior of the cross-over temperature in \(\Delta \varepsilon'\) is frequency dependent.

It is clear from Eqn. (6.8) that the IR absorbance is associated with the angle, \(\beta'\) and the order parameters, \(S\) and \(D\). \(D\) is assumed to be zero for simplicity.

The normalized absorbances are expressed in terms of \(\beta'\) by adjusting \(S\) obtained by the measurement of birefringence to Eqn. (6.8) on the assumption that \(D\) is zero. Figure 6.7 shows temperature dependence of \(\beta'\)s of the cyanyl and the phenyl stretching vibrations. Interestingly, for C4, \(\beta'\) of the cyanyl stretching is found to be close to 30\(^{\circ}\). This is in agreement with that expected from the
Figure 6.7: Temperature dependence of $\beta'$ of the representative transition dipoles of C4 and C9. $\Delta T = T - T_{N-I}$.

molecular structure of the material (the angle between the molecular long axis and the stretching of cyanyl group in the central aromatic ring is approximately $30^\circ$, see Fig. 3.1). Meanwhile in the case of the phenyl stretching vibration, at least 5 chemically different phenyl stretching vibrations participate in the absorbance. Even though $\beta'$ of the individual phenyl stretching vibration cannot be evaluated, the averaged $\beta'$ of the phenyl stretching bands for C4 is found to be approximately $35^\circ$ (see Fig. 6.7) as expected from the molecular structure. As a result, results from IR spectra also means that C4 has a usual nematic phase without cybotactic clusters. However, $\beta'$ of the cyanyl and the phenyl stretching vibrations for C9 show different values from C4. The cyanyl stretching band of C9 exhibits higher $\beta'$ ranging from $40^\circ$ to $43^\circ$ with temperature increasing. As mentioned before, the cyanyl group is attached to the central ring containing the symmetry axis. $\beta'$ of the cyanyl stretching dipole moment is not affected by a conformational change in the molecular shape. Therefore such a higher value of $\beta'$ may be associated with the presence of the clusters. It should be noted that the splitting of small angle scattering can be interpreted as the synclinic effect of the cluster with respect to the layer normal (see Fig. 3.4 (b)). We also observed an increase in $\epsilon_\perp$ with temperature decreasing. This implies ferroelectric interaction among the molecules.
Figure 6.8: Chiral domains observed on the transition from the nematic phase to $CybC$ phase in a homeotropic cell of C9. The opposite handedness of the chiral domains is confirmed by rotating one of polarizers to the opposite direction. Two chiral domains are surrounded by optically uniaxial nematic phase which is independent of the direction of the rotation of the the polarizer. The chiral domains are thermally stable, while domain boundary and the size of each domain is dependent on temperature. The arrows indicate the direction of polarizers.

in the layer which indicates that molecules align ferroelectrically. As a result, the species of the cluster of C9 is SmC$_S$P$_F$ like in which C$_S$ and P$_F$ mean synclinic tilt and ferroelectric polar ordering, respectively [5]. Another important fact that needs to be pointed out is that a lamellar structure has identical chirality in adjacent layers. These leads macroscopically to homogeneous chiral states as mirror images. In macroscopic samples both enantiomeric organisations can be found in distinct regions [4, 5]. Even though C9 seems to be an optically uniaxial nematic phase over the entire temperature range in the nematic phase. This can be interpreted as the chirality of the clusters, which degenerates and results in racemic mixture of two different chiral clusters. Interestingly the homogeneously chiral domains of comparable area are observed on transition to the $CybC$ phase (see Fig. 6.8). If the $CybC$ phase results from the expansion of the clusters, the origin of the $N_{cybC}$ for C9 should be similar to the $CybC$. Therefore the occurrence of the chiral domains is in line with the origin of the cluster.
6.4 Conclusion

In this chapter we have reported measurements on birefringence and the IR absorbance for C4 and C9 in their nematic phase. These optical properties are dependent on the length of the terminal groups. This results of C9 are different from C4. This is due to the presence of clusters in C9 as opposed to C4. The results of the optical experiments agree with the results of the dielectric experiments given in Chap. 5. C4 shows the typical behavior of a usual nematic phase, meanwhile the material with the cybotactic clusters shows different response under electric field. Interestingly, it is seen that the molecules in the cluster are tilted to the layer normal of the cluster with a certain tilt angle. Quantitative analysis of the tilt angle of the molecule in the cluster will be given in Appendix. A.
Part. IV

Chirality

Biaxiality.
Chapter 7

Chirality of C5

"In this chapter, chirality of C5 is investigated and is interpreted in terms of a new mechanism for the chirality of achiral bent-core."

7.1 Introduction

The chirality of liquid crystals (LCs) has been a topic of enormous interest especially in phases such as blue and twist grain boundary (TGB) phases. The chirality arises either from the molecular asymmetry of the LC or from the formation of supra-structure in the mesophase [5]. Recently, a number of achiral bent-core liquid crystals (BCLCs) are reported to show chirality in a mesophase [4, 5, 72, 73]. Such a phenomenon of chirality formed from achiral molecules is scientifically intriguing as most commonly the chiral phase with chiral structures arises from the organization of chiral liquid crystalline molecules. Dynamically, standard organic molecules can have an infinite number of different chiral conformations which may exist in fast equilibrium under various experimental conditions. Exceptionally, some molecules, with a large rotational barrier along a covalent bond that
connects the two moieties, have a stable chiral structure. These stable chiral conformers are used as a ligand for an asymmetric synthesis to create new chiral materials [74]. Flexible achiral BCLCs can also form transient chiral conformations which may lead to chiral nucleation. This is a possible interpretation of the chirality of achiral BCLCs [75]. In a system consisting of racemized conformers, chiral conformers instantaneously form a homochiral cluster with the same handedness via a self-assembly process. A local chiral phase can thus build up through additional packing of molecules so as to lower the free energy. As a result, mostly two domains with opposite handedness are observed or in some cases a single homogeneously chiral domain in the phase [73, 76] is also observed. Recently, a computational study [77] has shown that chiral superstructures can arise from rigid achiral molecules by self-assembly. A consistent twist sense can be also induced by the chiral dopants in which the chiral nucleation otherwise is not possible. In both interpretations, the chirality of the BCLCs in a mesophase is associated with either local clustering of molecules or via the self-assembly of molecules. The presence of cybotactic clusters of smectic-like structures in the nematic phase has been reported by several groups [10, 18, 21–23, 25, 45, 46, 78, 79]. It should be noted that a possibility of the short-range order of C5 cannot be excluded from the Kirkwood correlation factors (see Fig. 5.9) compared to the C4 homologue even though N_{cybc} occurs when n \geq 6). This indicates that the phase behavior of C5 in the nematic phase is an intermediate between N and N_{cybc} (see TABLE 3.1). Interestingly, only C5 in the materials shows chirality in the nematic phase. Therefore it is unclear whether the chirality of C5 is due to the presence of the cluster. Basically, a V-shape molecule has C_{2v} symmetry which is achiral. A bent shaped molecule of such a symmetry leads to complicated molecular quadrupolar and octupolar interactions [14]. In a simpler system that comprises two BCMs, combining two molecules yields various symmetries [80, 81]. Such symmetries created through a pairing of the two BCLCs, with nonzero quadrupolar and octupolar interactions, can create additional order parameters such as the biaxiality of mesophase and the chirality via spontaneous symmetry breaking. In this chapter, the chirality and the phase behavior of C5 is investigated and interpreted in terms of the pairing of
two molecules.

7.2 Results

The transmittances of two cells containing C5 and C6 are compared for different angles between the front and the rear polarizers and by changing the azimuthal angle. The angle between the two polarizers is denoted as $\Theta$. $\Phi$ is the angle between the polarizer and the rubbing direction and is called as the azimuthal angle.
Another mechanisms for chirality of achiral bent-core mesogen

Figure 7.2: Fingerprint texture of C5 under homeotropic anchoring condition. The cell gap is 8.7 μm at ∆T = 1.

Figure 7.2: Fingerprint texture of C5 under homeotropic anchoring condition. The cell gap is 8.7 μm at ∆T = 1.

angle. Figure 7.1(a) and (c) show the transmittances of C5 in a 10 μm cell gap and those for C6 in a 5 μm cell gap under planar surface condition as a function of the wavelength and the azimuthal angle. Figure 7.1(b) and (d) show the transmittance when the polarizers are decrossed for C5 and C6, respectively. In a 10 μm cell containing C5, the dark state of a typical planar cell under the condition that rubbing direction is parallel to one of the polarizers cannot be observed as shown Fig. 7.1(a). Meanwhile, the minimum transmittance as a function of wavelength is dependent on the angle between the polarizers Θ in Fig. 7.1(b). Such a behavior of the planar nematic cell of C5 is reminiscent of a twisted nematic cell. Subsequently, we checked out the spontaneous twisting of materials with homeotropic anchoring condition. A typical helical structure of chiral nematic LC is observed as shown in Fig. 7.2 (a), (b). Interestingly, these results are found only in the cells containing C5. The cells containing C6 and other compounds of this series do not show chirality up to the cell gap of 35 μm. In order to measure the pitch length, \( P_t \), of C5, a Grandjean-Cano wedge cell with a thickness between the two confined glass substrates varying up to 50 μm is used. The planar alignment is achieved by using a polymer layer. The cell with planar anchoring shows several disclination lines; these lines are orthogonal to the direction of the increasing layer thickness (assumed as the spacer thickness), shown in Fig. 7.3. The disclination lines correspond to a change in the twist angle across the layers as \( \pi \) and these occur when the cell thickness, \( d \), is related to the pitch length. This is expressed
Figure 7.3: Due to a limited filed of view of the microscope used in the study, each domain is taken individually and combined to be a panoramic view. A 50 μm film type spacer was used for the gradually increasing cell gap and the other side was grinded for the flat edge. The spacing of each domain range from 1.22 mm to 1.82 mm. The disclination lines in the wedge cell, so called Grandjean-Cano wedge cell, correspond to a pitch of $\frac{1}{4}$, $\frac{3}{4}$, $\frac{5}{4}$, $\frac{7}{4}$, $\frac{9}{4}$, $\frac{11}{4}$ sequentially from left to right in the figure.

The distance between disclination lines gradually decreases as the cell gap increases. This might arise from an uneven edge of the substrate or a distorted glass substrate. It is very difficult to estimate an accurate structure of the wedge cell due to gradually changing cell gap. For more accurate determinations of the pitch length, we carried out a qualitative comparative experiment. Figure 7.4 shows color comparisons between the second domain ($2\pi$ twisted) of the wedge cell and a $2\pi$ twisted cell of 10.1 μm cell gap under the same experimental conditions. We can decide on a position which shows the same color property dependent on $\Theta$ (the cell gap gradually increases from the left to the right side of the figure). This positional information indicates that the pitch length of C5 is approximately $9\mu m$ ($P + \frac{P}{8} = 10.1\mu m$). Subsequently, a comparison between the first domain and a $\pi$ twisted cell of 5 μm cell gap was also carried out. Interestingly, any position with the same color property could not be determined. This might indicate that the $\pi$ twisted cell of 5 μm cell gap has the opposite handness to that of the wedge cell.
Figure 7.4: The color of the 2nd domain for various $\Theta$s (angles between the two polarizers) are compared with a planar cell of 10.1 $\mu$m cell gap at $\Delta T = 25$. $\Delta T = (T_{N-1} - T)/^\circ K$. (a)-(d),(i)-(l) were taken from the second domain of the wedge cell with a analyzer rotated, (e)-(h),(m)-(p) are taken from the planar cell of 10.1 $\mu$m under same condition, respectively. $\Theta$ means the angle between the polarizers, the arrows indicate the position with same color, in which two cells have the same cell gap.

cell. In general, chiral materials with a pitch length of 200 $\mu$m are used in many commercial twisted Nematic cells to reduce twist degeneracy and the materials with 20 $\mu$m pitch length are used to induce the higher twist angles found in Super Twisted Nematic cells [82]. A comparison between the pitch length of the commercial materials and that of C5 indicates that C5 has quite a strong helical twisting power which is inversely proportional to pitch length ($P_l$). Even though we did not measure the twist elastic constant $k_{22}$, we can guess that C5 has a larger $k_{22}$. This is associated with the pitch length.

It is conceivable that the twisting power could possibly have been induced with a
contamination from a chiral impurity for the case when homochiral phase is observed. If we are able to make two cells with opposite handedness, it would be a proof for excluding the chiral contamination. However, under practical experimental conditions, it was very difficult to reproduce cells with the same handedness and cell gap. In order to exclude the possibility of contamination, we investigated the chirality with two C5 samples, synthesized separately. One is based on using pentanoic acid and the other is based on using pentanol/pentylbromide. Both samples show the compatible chirality. Therefore there is no special reason for having a chiral impurity. We cannot completely exclude that traces of chiral material could have been present in the starting materials, since the synthesis started from the alkanoic acids. However the probability of chiral contamination is not especially any higher for C5 than C4, C6, C7 and C9, (the other members of this homologue series). It is known that in an ideal planar cell, a right handed twisted domain has exactly the same free energy as the left handed one which means that the two states are degenerate. As a consequence, the two domains with opposite handedness can coexist \([73, 76]\) in the mesophase. However, the rubbing direction of one of the substrates used in the cell can most likely deviate from the second rubbing direction in the device. In such a case, due to a deviation angle \((\psi_R)\) between the two rubbing directions in a planar cell, the twist angle of one state is different from the other. The twist energy \(F_t\) per unit volume of a layer of thickness \(d\) and twist angle \(\phi\) is known from the continuum equation:

\[
F_t = \frac{k_{22}}{2} \left( \frac{\phi}{d} - \frac{2\pi}{P} \right)^2 \tag{7.2}
\]

\[
\Delta F_t = \frac{k_{22}\psi_R}{d} \left( \frac{\phi}{d} - \frac{2\pi}{P} \right) \tag{7.3}
\]

\(\Delta F_t\) is the energy difference between the two states. When the deviation angle between the rubbing direction on each glass plate \(\psi_R\) is taken into consideration, the energy difference \(\Delta F_t\) in the nematic phase between the two states of opposite handedness can be expressed in terms of Eqn. (7.3). \(\Delta F_t\) is dependent on the cell gap \((d)\), the deviation angle \(\psi_R\) and \(k_{22}\). In a wedge cell different domains are observed while the sample is cooled from the isotropic to the nematic phase. In a
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part of the cell with smaller cell gap, we may get homochiral domains that can be stabilized over a shorter period of time. Meanwhile in a thicker part of the cell, it takes a considerable time for the domains to get stabilized. Besides, as the energy difference between the domains of opposite handedness is small, it is extremely difficult to distinguish one domain from the other with opposite handedness by rotation of an analyzer using the method of color comparisons. The color change brought about by a rotation of the analyzer is too insensitive to confirm the handedness. A $2\pi$ twisted cell was made with a cell gap of 8.2 $\mu$m. Figure 7.5 (a) shows a couple of domains immediately after the transition to the nematic phase. With the passage of time, the two domains merge into a single one as seen in Fig. 7.5 (b). Two of the domains have opposite handedness. This is confirmed by decrossing the polarizers in the opposite direction as shown in Fig. 7.5 (c), (d). If the twist of the directors were to be induced by a chiral impurity, the domain with one chirality can only occur on the transition to the nematic phase. Therefore the presence of the domain with opposite handedness is incompatible with an explanation of a sample contamination. Recently, Kim et al. reported a nematic phase ($N'_T$) [83] to appear along with an earlier discovered isotropic nematic phase ($N_T$) of a BCLC [16]. The ferrocene derivatives with the free rotation of the cyclopentadienyl rings can adopt chiral conformations and these can be interlocked and stabilized with a coupling from the neighboring conformers of the same handedness into tetrahedral dimers. The symmetry breaking arises from the interlocked conformers with the same chirality and ($N'_T$) is generated as well as a chiral smectic phase. In the case of BCMs, such an interlocking through transient chiral conformers is possible under specific conditions that the transitional freedom of LC is limited to the nearest neighbors where the two bent-core molecules form a tetrahedric dimer. As mentioned above, C5 forms a nematic phase whose nature is intermediate in between the usual nematic phase and $N_{cycC}$ phase. So far, the small angle scattering in X-ray diffraction pattern has been interpreted in terms of the clusters. A weak small angle scattering can be interpreted as follows: either the size of the clusters is small or the number of molecules participating in the cluster is small. While most of the molecules take part in forming a typical nematic phase, nevertheless
Figure 7.5: The domains with opposite chirality coexist over a very short time and merge into one most stable domain of a single handedness in a planar anchoring condition. (a) taken 15 seconds after transition to the nematic phase at a cooling rate of 1°/sec at \( \Delta T = 11°K \), (b)-(d) taken subsequently, between the crossed and de-crossed polarizers, respectively.

some of the molecules form a simple interlocked cluster that is composed of two bent-core molecules and these behave like a chiral dopant. The other molecules with longer terminal chains build up larger clusters. These behave like a biaxial particle in uniaxial nematic phase referred to in the cluster model. And the lateral correlation observed by the dielectric measurement is not negligible in terms of the Kirkwood correlation factors (see Fig. 5.9). This indicates the presence of a certain short-range correlation in the nematic phase.

The most plausible scenario is a coupling of the two BCLCs to form a simplest cluster (see Fig. 7.6). A preliminary theoretical interpretation of such a system has been given at macroscopic and microscopic scales [17, 80, 81, 84]. According to these theoretical models, such a pairing can form a simplest cluster
which can generate not only the usual nematic phase but also new types of nematic phases such as the biaxial nematic (N_b), tetrahedric nematic phase (N_T), chiral tetrahedric nematic phase (N_T^*) through higher order molecular interactions (quadrupolar, octupolar). According to the computational study carried out by Longa et al. [81], the phase transition from the isotropic to N_T^* phase is not allowed except through the Landau point where all possible phases can coexist under a specific condition. In order to construct the phase diagram, we investigated the transition behavior of the material under extreme slow cooling. Figure 7.7 shows four optically different domains. The left side of the figures is at slightly lower temperature than the right side due to a temperature gradient in the cell. This is shown by a gradual change in the color of the major domains on the left side of Fig. 7.7 (a), (b). Single and twin arrows indicated on the figures denote the direction of rubbing and of the polarizers, respectively. Black regions on the
Figure 7.7: Transition behavior of C5 on slow cooling with the rate of which is 0.5° / hour.

right side of Fig. 7.7 (a), (b) are the non-transparent parts of the sample holder, and the white domain in Fig. 7.7 (b) is the uniaxial nematic phase with the planar anchoring condition. This is confirmed by rotating the stage of the microscope (see Fig. 7.7 (a)). A bright big domain on the left side of Fig. 7.7 (a), (b) is assigned to the chiral nematic phase. Between the two main domains, domains with black and yellow colors are observed. The former appears to be the chiral nematic phase with either a different handedness or helicity and the later is optically isotropic under planar anchoring condition, confirmed by a rotation of the stage (Fig. 7.7 (c), (d)). This optically isotropic nematic phase can be interpreted as a tetrahedral nematic phase ($N_T$). On the basis of the temperature gradient in the cell, the phase transition of C5 can be assigned as follows: isotropic, uniaxial nematic, $N_T$, $N_T^*$ phases seen upon cooling optically. This result is consistent with the theoretical prediction of Longa et al. [81]. Interestingly, a clear phase boundary
is not observed between the uniaxial nematic and $N_T$ in Fig. 7.7. The microscopic structure of C5 in the nematic phase is still elusive. However the macroscopic behavior of C5 is well explained with the model of a possible tetrahedric dimer consisting of two molecules.

### 7.3 Conclusion

It has been shown that planar and homeotropic cells under certain boundary conditions containing achiral bent-core C5 liquid crystalline material show chirality. In terms of the phase behavior, the nematic phase of C5 is intermediate between the usual nematic phase and the cybotactic nematic phase. Even though short-range correlation between the molecules of C5 is not as strong as for molecules with longer terminal groups, C5 shows a considerable twisting power in the entire nematic phase. It is interesting that the chirality is not directly proportional to the formation of the clusters in the nematic phase. The stability of such chiral domains in a planar cell depends not only on temperature but also on the device parameters such as the cell gap and the relative directions of rubbing on the substrates. The energy difference between the two states with different twist angle between the rubbing directions is expressed in terms of the device parameters. The chirality of C5 with a pitch length of 9 \( \mu \text{m} \) is discussed in terms of the molecular symmetry created by the formation of a pair of the two bent-core molecules. Such a pairing of molecules acts as a chiral dopant. The experimental results on the device containing the material are compared with a prediction from a theoretical model with higher order molecular interactions in the bent-core system and it is suggested that the observed nematic phase is tetrahedratic chiral nematic phase of $D_2$ symmetry as recently predicted by Longa et al. [81].
Chapter 8

Optically biaxial nematic phase

"In this chapter, Optically biaxial nematic phase is reported which is confirmed by texture behavior and quantitative measurements using the PEM system."

8.1 introduction

Since the first prediction of a biaxial nematic phase ($N_b$) (see Fig. 1.2) made by Freiser in 1970 [85], $N_b$ phase has continued to attract significant interest among scientists during the last decade for reasons of advancing fundamental science and especially for its potential of use in new types of displays. The switching mode in $N_b$ is more likely to realize faster response [15, 86] and wider viewing angles. In modes such as VA (Vertical Alignment), IPS (in plane switching), TN (Twisted Nematic), OCB (Optical Compensation Bend) using conventional $N_a$ phase to achieve wider viewing angle displays, it is necessary to use expensive optical compensation films [87, 88]. However the intrinsic biaxiality of $N_b$ is versatile in reducing the light leakage for oblique viewing angle [89]. The most plausible structure for $N_b$ device able to realize both fast response and wider viewing angle is the homeotropically aligned cell with in-plane switching of the minor director
To achieve a fast response, the minor director should be driven without involving the major director \( n \). If both the major and minor directors take part in the reorientation of molecules under electric field, the response time of LC would be dominated by the slower motion. Besides, in terms of its application to displays, this structure is advantageous in forming a normally black state in which the initial state without electric field has the darkest grey level. However the development of such a system has been hindered by a lack of materials possessing \( N_b \) and by difficulties of alignment. In this chapter, we experimentally demonstrate the possibility to produce this type of device. In spite of attention already given to the phase \([33, 49, 50, 55]\), little is known about driving of the minor director. Lee, \textit{et al.} reported fast switching of the minor director \([90]\) with bent-core LC, ODBP-Ph-C7, which had already been confirmed by NMR and x-ray experiments \([55]\), but their study was strongly criticized by Stannarius for incorrect interpretation of the results \([91]\). Recently Le \textit{et al.} reported optical study of the bent-core LC, A131, which had already been confirmed as showing biaxiality in nematic phase \([50]\). However Le \textit{et al.} did not find any evidence of optical biaxiality in this material \([92]\). Therefore, from the optical point of view, no material with \( N_b \) having large optical biaxiality has been confirmed as yet.

8.2 Results

The material under investigation, PAL1 possesses a bent-core structure and asymmetric terminal groups. Its molecular structure and refractive indices are shown in Fig. 8.1. It shows negative dielectric anisotropy due to the strong short-range correlation (see Fig. 8.2). The homeotropic and planar aligned cells are shown in Fig. 8.3. For the in-plane switching in a homeotropic cell, the ITO electrodes are also deposited on the top plate, for electrostatic screening of the cell. Both glass plates of the cell are spin-coated with a polymer layer for homeotropic alignment. We prepared two types of homeotropic cells with and without rubbing. The rubbing direction is at an angle of approximately 45° with respect to those of the electrodes. Standard commercial cells (E.H.C Co., LTD) with a thickness of 5
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Figure 8.1: Molecular structure of PAL1. The three directors and their refractive indices for the biaxial phase are denoted by $l(n_3)$, $m(n_2)$, and $n(n_1)$. The phase transition was investigated by the dielectric and optical technique. $116^\circ C, N_5 C N_5 54.5^\circ C, S_m X$. $S_m X$ is an unidentified smectic phase.

Figure 8.2: Temperature dependence of $\varepsilon_{||}$, $\varepsilon_{\perp}$ and $\Delta\varepsilon_{\perp}$ of PAL1 at the frequency of 1 KHz.
\( \mu m \) and both sides antiparallel rubbing are used to carry out experiments in the planar geometry. Three LC phases are observed in an unrubbed homeotropic cell by scanning with temperature as shown in Fig. 8.4. Due to the negative dielectric anisotropy of PAL1 in the \( N_a \) phase, the director stands right up on the application of an in-plane field. Moreover, in between the \( N_a \) and smectic phases we observe another nematic phase where the minor director is switched by an electric field of 1 V/\( \mu m \) as shown in Figs. 8.4 (b) and (c). In order to align the minor director, we slightly rub the homeotropic cell. By observing a 7.2 \( \mu m \)-thick cell in a polarising microscope, we find a small deviation of the major director, here called the pretilt angle, from the normal position towards the rubbing direction in the temperature range of the \( N_a \) phase (Fig. 8.5 (a), (b)). On applying the electric field of (1 V/\( \mu m \)) the space between the electrodes gets darker and is independent of the cell rotation angle (Fig. 8.5 (e), (f)). This indicates that the director stands right up normal to the in-plane electric field and consequently to the surface of the electrodes. The transmittance of the biaxial phase in the temperature range from 56° to 64° is larger than that of the uniaxial phase due to a contribution of optical biaxiality arising from aligned minor directors. In the absence of an electric field, the minor director aligns along the rubbing direction (Fig. 8.5 (c), (d)). On the application of an electric field of 1 V/\( \mu m \), a rotation of the minor director in the biaxial nematic phase towards the direction of the field is observed (Fig. 8.5 (g), (h)). Just below a temperature of 65°C in the nematic phase the cell shows behavior similar to the IPS mode. Therefore we can clearly see a qualitative difference between the two different nematic phases. For an accurate measurement of the birefringence, the

---

**Figure 8.3:** The configuration of three cells used in optical study (a) homeotropic cell, cell gap =7.2 \( \mu m \), (b) homeotropic cell, antiparallel rubbing, cell gap = 7.6 \( \mu m \). (c) planar cell, anti-parallel rubbing, cell gap =5.0 \( \mu m \). (E.H.C. Co., LTD). Arrows mean rubbing direction.
Figure 8.4: Texture of the unruubed homeotropic cell for temperatures of (a) 68°C, (b) 62°C, (C) 58° and (d) 53°C. Cell gap = 7.6 μm, \( E = 1.0 \text{ V/μm} \), 120 Hz square wave, A denotes the direction of the analyzer, P is the Polarizer, R the rubbing direction, E the Electric field.

PEM based system is used. It can provide simultaneous measurements of both the retardation (\( \Gamma \)) and the azimuthal angle (\( \Phi \), defined as the angle between the retarder axis of the cell and the polarizer). The temperature dependence of the retardation and of the azimuthal angle in homeotropic cell in the absence of the field is shown in Fig. 8.6. The cell was cooled at the rate of 0.1°C/minute. The microscope based PEM system acquires a throughput of light from an area of approximately 150x200 μm² of the cell in between the electrodes. The observed values of azimuthal angle and the retardation correspond to the average values over several domains. This is why at low fields the absence of a particular direction in the unruubed cell causes significant deterioration in the accuracy and the data in this region should be disregarded. Higher fields cause a gradual alignment of the minor director in the unruubed cell and a corresponding increase in the
Figure 8.5: Texture of a rubbed homeotropic cell. Cell gap 7.2 \( \mu \text{m} \). (a), (b) \( N_a \) at 66°C without applying field. (c), (d) \( N_b \) at 64°C without applying field. (e), (f) \( N_a \), with 1.0 V/\( \mu \text{m} \) applied. (g), (h) \( N_b \), with 1.0 V/\( \mu \text{m} \) applied. 120 Hz square wave is used to drive the cell, distance between the electrodes is 180 \( \mu \text{m} \).
Figure 8.6: Temperature scan of PAL1 by PEM. (a) rubbed homeotropic cell. (b) unrubbed homeotropic cell.

apparent retardation (see Fig. 8.6 (b)). In the $N_u$ phase the measured retardation is close to zero as it should be for a classical homeotropic alignment. However for a rubbed homeotropic cell, one can clearly see a jump in the retardation at a temperature of approximately 65 °C accompanied with a negligible change in the azimuthal angle (Fig. 8.6 (a)). The minor director coincides with the rubbing direction as observed in the microscope. This increase in the retardation results from a transition to the $N_b$ phase which corresponds to a biaxiality, $\delta n (=n_2 -$
To investigate the electro-optic switching, we applied 120 Hz square wave electric field with an amplitude up to 0.7 V/μm. Fig. 8.7 (a) represents the plot of retardation as a function of temperature and the electric field. One observes that by increasing the electric field in both nematic phases results in a decrease of the retardation of the rubbed homeotropic cell. This is easily explained
by a typical tilt of the major directors to the position of a perfect homeotropic alignment by the electric field in the nematic phase as the material has negative dielectric anisotropy. However the angle between the retarder axis of the cell and the polarizer with electric field is found to rotate in the $N_b$ phase. We thus find that the surface induced tilt can be eliminated by the application of an in-plane electric field. This makes it possible to measure the optical biaxiality of the phase and avoid the problems related to the surface-induced birefringence [92]. In order to confirm the biaxial nematic $N_b$ phase, we must observe an optical signal in a planar cell as well. Our PEM measurements with a commercial planar cell also show a similar jump in the retardation in the nematic phase (see Fig. 8.8). In the $N_b$ phase in a planar cell, the minor director has so far been reported as parallel to the substrate [49, 50]. However in our experiment we observe an increase in the retardation at the transition temperature which means that the minor director is aligned perpendicular to the substrate. On applying 2 V/µm to the planar cell, we do not observe any measurable change in the retardation in either of the two nematic phases. This is because the minor director of the phase is already parallel to the electric field and the $N_b$ with negative dielectric anisotropy will preserve its planar alignment under the electric field.

We find $n_2-n_3$ from the homeotropic cell as 0.01, whereas from the planar cell, $\sqrt{\frac{n_2^2+n_3^2}{2}} - n_3 \approx n_2 - n_3 \approx 0.004$. This discrepancy can possibly be explained by a difference in the surface conditions in the two cells. However, it is reasonable that the value found in the homeotropic cell is closer to biaxiality in reality. The most striking result is that in a planar cell the minor director is normal to its surface. This is favored by the fact that the transverse dipole moment being parallel to the minor director is normal to the surface. However there is a competing effect due to packing of the molecules favoring the minor director to be parallel to the substrate.
8.3 Conclusion

A bent-core mesogen with asymmetric end groups has been studied for different surface conditions in both planar and homeotropic cells using both qualitative and quantitative optical techniques. A biaxial nematic phase observed in between the uniaxial nematic and the smectic phase is accompanied with a sharp increase in the biaxiality in a homeotropic cell. The material in this phase is also found to be switchable through the minor director by applying an in-plane electric field. We can distinguish between the biaxial nematic ($N_b$) phase and the anchoring transition of a uniaxial nematic ($N_u$) phase by retardation measurements using the PEM. In a planar cell, the optical change resulting from the transition is also observed. We realize the most plausible device configuration for display applications. Even though further understanding is required to interpret the difference in $\delta n \left(= n_2 - n_3 \right)$ results obtained from homeotropic and planar cells. Nevertheless, this is the first substantial observation of the optical biaxiality in the $N_b$ phase using a quantitative technique.
Part. V

Applications and Conclusion.
Chapter 9

Application to displays

"In this chapter, applications of the phases introduced in previous chapters are treated."

9.1 Introduction

Nematic liquid crystal displays (LCDs) have revolutionized the display industry. A liquid crystal display (LCD) consists of three basic units as shown in Fig. 9.1. These systems are driving circuit, LCD panel and backlight systems. Each unit plays an essential role in reproducing an image and color. Compared to other displays, the key feature of the LCD is the presence of a liquid crystal layer between two glass substrates in which liquid crystals are aligned under certain surface conditions. Its initial configuration and the structure of electrodes on the substrates determine the types of LC-modes such as TN, PVA, IPS. Even though each mode has been improved under the name of either advanced or super, from the viewpoint of the optical configuration, the basic concept of each mode has not significantly changed. Figure 9.2 shows three representative LCD modes that are commercially used. In order to understand the merits of a new mode, it is very
helpful to understand the principle and the properties of the conventional modes. In this chapter, firstly, three representative modes are reviewed in terms of the optical properties. Secondly, applications of $N_{\theta}$ is discussed.

9.2 The LC modes commercialized in a mass production.

Each mode in Fig. 9.2 has its own unique electro-optical property and advantages that lead to being commercially exploited. It is notable that the different configurations of the directors in each mode lead to different conversions in the polarization state of the light passing through the liquid crystal layer of the LCD mode. As a result, different transmittance equations in terms of the cell parameters such as the cell gap and the wavelength, $\lambda$ are encountered. Usually, either the Müller matrix or Jones matrix for each mode is used to express a quantitative transmittance behavior of LC cells. However, in this chapter, the expression using the Stoke parameters on the Poincare sphere is used for the investigation of the changes in the polarization states of the light (see Chap. 2.2) As mentioned in Chap 2.2, this method makes it possible to intuitively understand the behavior of the LC modes.
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Figure 9.2: Commercialized LCD modes.

Figure 9.3: Polarization conversion using a general birefringent wave plate. (a) optical configuration of the system. (b) points of the polarization states on the Poincare sphere. $\Gamma = \frac{2\pi}{\lambda} \Delta nd$. $\phi$ is the azimuthal angle of the slow axis of the retarder.
Figure 9.3 (a) shows an example that describes the states of a polarized light passing before and after a wave plate with a phase retardation \( \Gamma = \frac{2\pi}{\lambda} (\Delta nd) \). These two polarization states are described in Fig. 9.3 (b). The output polarization state on the Poincare sphere can be obtained from the initial state on this sphere by the rotation of the angle by \( \Gamma \) around the B-axis. Therefore, we can design an optical system to obtain a state of polarized light by setting values of \( \Phi \) and \( \Gamma \). Moreover the above method can be employed for the analysis of polarization evolution in the LC modes.

### 9.2.1 TN mode

We can assume that TN mode consists of a number of LC layers with a continually varying \( \Phi \), (see Fig. 9.4 (a)). When \( \frac{\lambda}{2} << \Delta nd \), the wave guiding occurs as a light beam propagates in the LC layer. The inequality is also known as the Mauguin condition for a 90° TN cell. The state of the polarized light can be expressed on the Poincare sphere as shown in Fig. 9.4 (b). Basically, this is consistent with the optical rotation which alters only \( S_1, S_2 \) but \( S_3 \). TN mode exhibits maximum transmittance when no electric field is applied. As the electric field between the sandwiched electrodes increases, the directors exert a reorientation which is determined by free energy density induced by distortion which is before, the free energy of a LC system is given by \([9.9, 91]\)

\[
g = \frac{1}{2} \left[ k_{11}(\nabla \cdot n)^2 + k_{22}(n \cdot \nabla \times n)^2 + k_{33}(n \times \nabla \times n)^2 \right],
\]

(9.1)

where \( k_{11}, k_{22} \) and \( k_{33} \) are the elastic coefficients for splay, twist and bend deformations, respectively. The energy expression depends on the deformation structure. Under the electric field, the directors in each mode exert a reorientation by minimization of the free energy. The threshold voltage of each mode is given in TABLE. 9.1. The dark state of TN mode can be obtained under an electric field strong enough to align most of the directors vertical to the substrates as shown in Fig. 9.4 (a). However, the directors on the surface cannot be aligned to be normal to the surface due to a strong surface anchoring. As a result, TN mode
9.2.2 VA mode

The directors in the VA cell are vertically aligned under zero electric field. This leads one to realize an ideal dark state. As the electric field increases, the vertically aligned directors fall down due to the negative dielectric anisotropy. The transmission of the VA cell at normal incidence depends on the applied voltage. A state of the polarized light can be expressed as shown Fig. 9.5 (b). The transmittance dependent on the applied voltage is attributed to an effective $\Delta n$ at normal incidence.
9.2.3 IPS mode

For the IPS mode, the dark state of the IPS mode is obtained by aligning the rubbing direction of the cell so as to be parallel with one of two polarizers. A azimuth angle $\Phi$ controlled by the electric field plays a major role in determining a transmittance of the cell. The polarization conversion in a IPS mode is shown as Fig. 9.6 (b). Each mode undergoes different polarization conversions, resulting in different transmittance equations in terms of $\lambda$, $d$ and $\Delta n$. Actually, the light source used in LCD is polychromatic. The color quality of the LC mode depends on the transmittance of a polychromic light, therefore the color properties and image quality of the LCD are mainly governed by the selected LC mode.
Figure 9.6: Polarization conversion in IPS mode. (a) optical configuration of the TN mode. (b) the points of the polarization states on the Poincare sphere. $\Gamma = \frac{2\pi}{\lambda} \Delta nd$.

Table 9.1: Transmittance and dielectric anisotropy of the LC modes.

<table>
<thead>
<tr>
<th>Modes</th>
<th>TN</th>
<th>VA</th>
<th>IPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \varepsilon$</td>
<td>$\frac{1}{2} - \frac{1}{2} \sin^2 \left( \frac{\pi}{2} \sqrt{1 + u^2} \right)$</td>
<td>$\frac{1}{2} \sin^2 \frac{\Gamma}{2}$</td>
<td>$\frac{1}{2} \sin^2 2\Phi \sin^2 \frac{\Gamma}{2}$</td>
</tr>
<tr>
<td>Anchoring</td>
<td>planar</td>
<td>homeotropic</td>
<td>planar</td>
</tr>
<tr>
<td>$V_{th}$</td>
<td>$\pi \sqrt{\frac{k_{11}}{\Delta \varepsilon} \left[ 1 + \left( \frac{k_{33} - 2k_{22}}{4k_{11}} \right) \right]^{1/2}}$</td>
<td>$\pi \sqrt{\frac{k_{33}}{\Delta \varepsilon}}$</td>
<td>$\pi \sqrt{\frac{k_{22}}{\Delta \varepsilon}}$</td>
</tr>
<tr>
<td>Dark gray</td>
<td>$\text{On state}$</td>
<td>$\text{Off state}$</td>
<td>$\text{Off state}$</td>
</tr>
</tbody>
</table>

$u = \frac{2\Delta nd}{\lambda}$. $k_{11}, k_{22}, k_{33}$ are the splay, twist and bend elastic constants, respectively.
9.2.4 Viewing angle

So far, we have considered only transmissions at normal incidence. However, the transmission property at oblique angles is equally important to that of the normal incidence. One of the most important specifications of LCDs is viewing angle which represents the transmission property at general incidence expressed by

\[
\text{Contrast}_{\theta_i, \phi} = f\left(\frac{T_{\text{max}}}{T_{\text{min}}}, \theta_i, \phi\right).
\]  

(9.2)

The viewing angle is defined in terms of the contrast at an off axis angle of \( \theta_i \) and \( \phi \). \( \theta_i \) is the angle between the incidence direction and the normal direction to LCD plane and \( \phi \) is the azimuthal angle of incidence direction measured with respect to the polarizer orientation. Originally, the VA mode and the IPS mode were developed to improve the viewing angle of the TN mode which is the most serious drawback of the latter. Practically, wider viewing angle displays are realized by using expensive optical compensation films [87, 88].

When two independent modes of propagation are given to a direction of propagation in an anisotropic medium. The two modes dubbed the ordinary mode and the extraordinary mode are mutually orthogonal. The eigen indices of refraction of these two modes depend on the direction of propagation. In uniaxially birefringent media, the refraction index of the ordinary mode is independent of the direction of propagation, whereas the refractive index for the extraordinary mode depends on the direction of propagation. Thus the phase retardation may depend on the direction of propagation. For a normally incident beam, the phase retardation is given by

\[
\Gamma_0 = \frac{2\pi}{\lambda} (n_e - n_0)d.
\]  

(9.3)
A general expression for the phase retardation is given by

\[
\Gamma = (k_{e_z} - k_{o_z})d
\]  \hspace{0.5cm} (9.4)

\[
\Gamma = kn'_c AB + k BD - kn_0 AC
\]  \hspace{0.5cm} (9.5)

\[
\sin \theta = n'_c \sin \theta_e = n_o \sin \theta_o
\]  \hspace{0.5cm} (9.6)

\[
\Gamma = k(n'_c \cos \theta_e - n_o \cos \theta_o)d
\]  \hspace{0.5cm} (9.7)

here, \(k_{e_z}\) and \(k_{o_z}\) are the z components of the wave vectors, \(n'_c\) is the refractive index dependent on the incident angle. The phase retardations of the LC modes are given as below [95]:

\[
\Gamma_{VA} = \Gamma_0 \frac{n_o + n_e}{2n_0n_e} \sin^2 \theta_i
\]  \hspace{0.5cm} (9.8)

\[
\Gamma_{IPS} = \frac{2\pi}{\lambda} d \left[ n_e \sqrt{1 - \frac{\sin^2 \theta_i \sin^2 \Phi}{n_e^2} - \frac{\sin^2 \theta_i \sin^2 \Phi}{n_o^2} - n_o \sqrt{1 - \frac{\sin^2 \theta_i}{n_o^2}}} \right]
\]  \hspace{0.5cm} (9.9)

The above retardations give rise to light leakage leading to a poor contrast at an oblique viewing angle (see Fig. 9.8). Moreover, even with a pair of crossed
polarizers and no LC layer, a light leakage still occurs [43]. When a light is passing between two crossed polarizers with an oblique angle $\theta$, the angle between the transmission axes of the polarizers is dependent on $\theta$ (see Fig. 9.8 (b)). The deviation angle from $90^\circ$ for transmission axes of the crossed polarizers is given by:

$$\frac{\pi}{2} - 2\Phi' = \arcsin \frac{\sin^2 \frac{1}{2}\theta'}{\sqrt{1 - \frac{1}{2} \sin^2 \theta'}}$$

(9.10)

here, $\sin \theta' = n \sin \theta$, $n$ is the refractive index of the optical element. $\theta$ is the oblique angle of incident light. $\Phi'$ is defined in Fig. 9.8 (b). Basically, in the case of VA-mode, a negative $c$-plate ($n_c < n_o$) with a comparable retardation value can be used for the compensation of $\Gamma_{VA}$. But the light leakage due to the decrossed transmission axes of the polarizers at an oblique angle still remains.

### 9.3 Limitation of a LCD using the biaxial nematic phase

A biaxial system is versatile in reducing the light leakage arising from a retardation of the LC layer as well as a deviation of transmission axes of the polarizers [89]. Figure 9.8 shows how a biaxial medium change the states of a polarized light on the Poincare sphere. In order to reduce the transmittance at an oblique angle, the state of the polarized light should be converted to the opposite point of the rear polarizer on the Poincare sphere. This point is called the extinction point as shown in Fig. 9.8 (c). Actually, the rotational axis (denoted by the green dotted arrow in Fig. 9.8 (c)) on the Poincare sphere is determined by $\frac{n_x - n_z}{n_x - n_y}$. A biaxial film with the appropriate refractive indices can minimize the transmittance at an oblique angle (see Fig. 9.9). Therefore, $N_b$ with the appropriate refractive indices can replace the expensive compensation films for wider viewing angle. In the system, the biaxial LC layer can play a role in reducing the light leakage at oblique angles, leading to a wider viewing angle.
Another advantage of $N_b$ arises from the reorientation of the minor director under an electric field. This was expected to show a faster response than that of the major director due to the lower elastic constants $[15, 86]$. A LC mode in which biaxial nematic LCs are homeotropically aligned on in-plane electrodes was suggested for switching the minor director $[15]$. Such a system was realized and its optical behavior was investigated in Chap. 8. The response time, $\tau_r = \tau_{on} + \tau_{eff}$ of the system is a few minutes to so that conventional techniques for measuring $\tau_r$ are not applicable. According to the cluster model, the biaxiality of $N_b$ results from the alignment of the biaxial clusters (see Fig. 4.2). When the biaxial clusters reorient under an electric field, the response time would be not so short as predicted by Berardi et al $[86]$. Moreover, when the electric field is off, it takes...
longer time for the directors of the cluster to return to the initial state due to small elastic constants.

Another limitation of the system is found in the magnitude of the biaxiality. In Chap. 8, we found that the retardation \((n_x - n_y)\) arising from the biaxiality of the nematic phase is approximately 0.01. This implies that the cell gap necessary for the application to a LCD is about 30 \(\mu\)m. Practically, such a large cell gap value is a big obstacle for such a display to be commercialized. Therefore the material with larger biaxiality should be developed for practical use. Above all, this system opens a possibility for a new type of LC mode.
9.4 Conclusion

A liquid crystal display that uses a biaxial nematic phase is very attractive for both scientific and commercial reasons. The display using this mode will overcome the limitations of both speed and viewing angle imposed by using liquid crystal in the uniaxial nematic phase. In order to achieve faster switching, the reorientation of the major directors should be frozen. Such a system has been investigated with in-plane electrodes and homeotropically aligned configuration. Unfortunately, the response of the system is too slow to be satisfactorily applicable to displays. The main cause lies in the origin of the biaxiality of the nematic phase. According to the cluster model given in Chap. 4, instead of reorienting individual liquid crystalline molecules, the biaxial cluster reorients with applied field. Even though such a system has not been examined in detail. It would seem that the reorientation of the cluster in unfavorable for the fast response. Above all, this study is a worthy first step for a competitive type of LC mode using liquid crystals in its biaxial nematic phase.
Chapter 10

Conclusion and future works

10.1 Conclusion and the summary of the thesis

Liquid crystals provide an attractive field of study for various reasons. The variety of physical characteristics and phases, their great success in many applications, and their relevance to other fields such as biology and nano-science. Their interesting properties mostly originate from the special shapes of liquid crystalline molecules and moderate intermolecular interactions between the molecules, leading to numerous different types of LC phases between solids and liquid. The fundamental property which distinguishes liquid crystals from these two more common states of matter is the unique combination of order and mobility. This means that in these materials there is long range order, leading to anisotropic physical properties and fluidity which allows these materials to change their configuration under the influence of external stimuli, such as a mechanical force, electric or magnetic fields. This combination of properties is essential for technological applications.
Chapter 10. Conclusions and future work

The nematic phase is the simplest, least ordered and most fluid LC state in which the intermolecular interactions are not strong and the alignment of directors is easily distorted by the relatively weak external fields. Formation of the nematic phase requires a distinct anisotropy of the molecular shape. It can be formed by a variety of molecular and supramolecular entities, but the two fundamental major shapes are rod-like and disc-like. Such anisometric molecules have a high tendency to align parallel to each other in order to minimize the excluded volume and to maximize the attractive van de Waals interactions between them (see Fig. 1.1 (a) and (b)). However, in recent years there have been several exciting new developments in the field of nematic mesogens, for example by using new materials with new molecular shapes, such as bent-core mesogens. Apart from the banana phases [4, 5], the bent-core mesogens form clusters in the nematic phase leading to the cybotactic nematic phase. The understanding of the relationship between the molecular structure of the bent-core mesogen used in this thesis and the formation of the cybotactic cluster in the nematic phase was introduced in Chap. 3. The presence of the cluster in the nematic phase was investigated by X-ray technique. The formation of the cluster in the nematic phase is closely related to the length of the terminal chains in the molecules. This implies that the correlation between the molecules with long terminal chains is stronger than that with the short terminal terminal chains. Such a correlation is also observed in the dielectric response of the materials. In Chap. 5, we investigated the materials by dielectric spectroscopy. C4 with the short terminal chains is well explained by the M-M model based on the molecular field theory. The materials with longer chains (C7, C9) show different behavior from C4. This disagreement has been interpreted in terms of the Kirkwood correlation factor having value different from unity in the M-M equation (see Eqns. 5.1 and 5.2). We introduced a smectic like model (Eqns. 5.14 and 5.15) to analyse the polar correlation length. Interestingly, the results from X-ray experiments are comparable to those from the dielectric experiments (see Fig. 5.12). It should be noted that this comparison clears the controversy that exists in the literature [18, 47] in the interpretation of the splitting of small angle X-ray diffraction pattern. It is found from the results that the terminal chain of
the materials affects the intermolecular interaction leading to the formation of the cybotactic cluster, the origin of which is smectic C type. The key feature of smectic C type is the tilt of the molecules in the layer. This can be partly represented by the splitting of the small angle scattering in the X-ray diffraction pattern, for two representative materials C4 and C9 in the homologue series. The investigation using the IR spectrometer was carried out. The technique using IR spectrometer is useful for the investigation of conformational change in the molecular structure as well as for the molecular orientation with respect to the laboratory Z axis. For C4, the result from the IR experiments shows the averaged tilt angle of the molecules from normal to the substrates is zero in the nematic phase, whereas the molecules in the cluster are tilted with respect to the averaged layer normal parallel to the laboratory Z axis for C9. A comparison was made between the results from X-ray and IR experiments as shown in Fig. A.2. To my knowledge, the above two comparisons are the first substantial dielectric and optical approaches for the origin of the cybotactic nematic phase. Additionally, in Chap. 5 and 6, other complementary techniques were used. The third complementary technique is a comparison of the crossover frequency between the dielectric spectroscopy and the optical contrast spectroscopy. For the conventional DFNs (Dual frequency nematics), the crossover frequency is equal to the dielectric relaxation frequency arising from the end over end molecular rotation around the molecular short axis. However, for the bent-core mesogens, the crossover frequency as a function of temperature is not always consistent with the molecular rotation frequency over the entire range of temperatures and frequency in the nematic phase. The short range correlation from the cluster in the nematic phase alters the dielectric anisotropy as a function of temperature as well as frequency. This technique was used to investigate the conformation change in the molecular shape of a bent-core mesogen [67]. This motivated us to use another complementary technique for the investigation of the conformational change in the molecular shape of the materials under study. The measurement of birefringence provides a simple method to calculating the orientational order parameter as well as of finding conformational change in the liquid
crystalline phase. The investigation using the PEM, does not exhibit any substantial change in the molecular shape for all the materials leading to the unusual optical and dielectric behaviors as a function of temperature. Undoubtedly, the different dielectric behavior of the materials results from intermolecular interactions in the nematic phase and this is confirmed by means of the complementary approaches which are effective to avoid interpretation errors.

Bent-core mesogens were reported to have macroscopic chirality in the mesophases via a self assembly of transient chiral conformers [4, 5, 73, 76]. Interestingly, in the materials, only C5 shows chirality in the entire nematic phase whose chain length is in between the nematic phase consistent with the M-M theory (C4) and the cybotactic nematic phase composed of the smectic C like cluster. Even though the materials (C6, C7 and C9) having SmC like clusters in the nematic phase do not show any chirality in the nematic phase. The probability that chirality of C5 is induced by a chiral impurity either during synthesis or during cell preparation was investigated. Comparisons of cells made from different materials, different surface conditions with various cell gaps allow us to rule out chiral contamination as the source of chirality. Secondly, induction of chirality from synthesis was considered. Two syntheses from different starting materials were carried out for C5. C5 samples from both syntheses show chirality in the nematic phase. This means that the chirality is a property of the material. Actually, immediately after the transition to the nematic phase, a couple of domains are observed and these domains merge into a most stable domain with a single handedness within a short time. Interestingly, one of the domains that appears initially has opposite handedness to the stable domain. This implies that the chirality is not induced by a chiral impurity. Instead, it can be interpreted as the degeneracy of two chiral domains which is broken by the confined anchoring condition. The measured pitch length of C5 is 9 μm which represents considerable twisting power and a large twist elastic constant. If there is a deviation between the two rubbing directions in the planar cell, the twist energy in terms of the twist angle is different from each other, leading to an energy gap between two helical states in the planar cell (see Eqn. 7.3). It should be noted that C5 seems to be different from the previously
reported chirality of achiral bent-core mesogens in terms of twisting power and the chiral origin \([4, 5, 73, 76]\). As mentioned above, C5 does not show substantial clusters in the nematic phase. This means that chiral induction via self assembly or supramolecular structure is not applicable to C5. In order to interpret the chiral origin of C5, the most simplest cluster structure consisting of a pair of bent-core molecules was proposed and discussed in Chap. 7. As a consequence, the chiral behavior of C5 is suggested in terms of a new type of chiral generation based on the interlocked system between two achiral bent-core molecules.

The biaxial nematic phase has been one of the most contemporary and interesting topics in the field of liquid crystals since the prediction made by Freiser. As reviewed in Chap. 9, the optical biaxiality of the phase is versatile in switching of the minor directors as well as in realizing the wide viewing angle of LC mode. For this reason the biaxial nematic phase has been expected as a strong candidate for replacing the conventional uniaxial nematic phase used in LCDs. We found optical biaxiality of PAL1 in the nematic phase prior to the transition to the smectic phase. The birefringence from ordering of the minor directors was quantitatively measured by the system using the PEM under various surface anchoring conditions. The results of the experiment gave useful new scientific information regarding the biaxiality in the nematic phase. As predicted in Chap. 4, the macroscopic biaxiality of the nematic phase arises from the alignment of the biaxial clusters in the nematic phase under external stimuli. The measured value of the optical biaxiality in the nematic phase is affected by the type of anchoring conditions which determine the initial configuration of the major as well as of the minor directors. For example, the moderate rubbing of the substrates in the homeotropic alignment sets the minor directors aligned along the rubbing direction, while the major director keeps the homeotropic alignment. In the homogeneous anchoring condition, the minor director is normal to the surface while the major director aligns along the rubbing direction. It is natural that the ordering of the minor director is dependent of the anchoring condition. The ordering of the minor director is expressed in terms of the birefringence. Such a control of the configuration of the minor director is very attractive for the application to the LCD. Above all, the response time of the
birefringent nematic phase is found to be too slow to be used in LCDs. This limitation of the birefringent nematic phase originates from the clusters. The intermolecular interaction reflected by the elastic constants and viscosity is stronger in the cluster than in the usual nematic state. This implies that the macroscopic biaxiality under electric field is due to the reorientation of the biaxial clusters rather than of the switching of the molecules in the cluster. Pending a full theoretical treatment, we intuitively expect that the reorientation of the cluster takes a larger time.

So far, we have found the relationship between the molecular structure of 4-cyanosubstituted bent-core mesogens and the molecular interaction in the nematic phase. Basically, the elongated terminal chain increases the correlation between the molecules leading to the formation of the cybotactic clusters. The size of the cluster and the number of molecules in the cluster can be determined by analyzing the dielectric spectra recorded from the planar and homeotropic cells. The extent of the correlation creates interesting physical phenomena in the nematic phase. For C5, the correlation between the molecules is such that a pairing of the two bent-core molecules leads to its chirality. For C7, the correlation with temperature gives rise to a change in the sign of dielectric anisotropy different from DFNs. For C9, the correlation is strong enough to have negative sign of the dielectric anisotropy over the entire range of temperatures in the nematic phase. For PAL1, the asymmetric terminal chains enhance the stability of the biaxiality in the nematic phase to the extent that the ordering and the switching of the minor directors is realized. In this way, the molecular interaction is the most important factor that determines the physical properties of liquid crystals, and in particular, the level of the correlations provides a direct and simple way to explain the various physical phenomena occurring in the nematic phase containing clusters. Different techniques used for the work described in this thesis allow us to understand the various phenomena in the nematic phase. Many of the new findings in this thesis are related to the analysis of the results of the experiments and an application of the proper models to the physical phenomena under discussion. The conventional LC modes used in LCDs for mass production had been reviewed in
Chap. 9. Basically, the switching is the act of converting the state of polarized light passing through the LC layer to achieve certain transmission to display a gray level. Therefore, the design of the LC mode that is better than an existing mode begins from the understanding of the polarization conversion. Each mode was analysed in terms of the Stokes parameters on the Poincare sphere. The principle of the compensation for the retardation at oblique angles was interpreted in terms of the Stokes parameters on the Poincare sphere for a better viewing angle of a display. The biaxial nematic phase is more versatile than the uniaxial nematic phase in achieving wider viewing angle. Its inherent biaxiality can be used not only for realizing a gray scale by switching the minor directors but also for minimizing transmittance arising from the optical system of LCD at oblique angles thus leading to wider viewing angle displays.

10.2 Future work

One of the goals in the LC research is to improve the LCD technology for better displays. For a practical application of the biaxial nematic phase, the phase stability should increase. Actually, the liquid crystalline material used in LCDs is a mixture composed of various single LC materials which contribute to the requirements of the LCD. The composition of the mixture is determined by the specification of the device such as the response time, the large transmittance, low viscosity, low driving voltage, etc. As a first step to a practical use of bent-core mesogens in LCDs, studies of mixtures of the bent-core mesogens are necessary. It is clear that a single bent-core mesogen cannot be used in the device for general user environments. For this reason, the study with an isomer of PAL1 seems to be quite interesting. PAL7 which has the same mesogenic group and terminal chains, only difference is the position of the cyanyl group in the central aromatic ring, shows different phase behavior with temperature. The various positions of the cyanyl group in PAL7 provide a different polar effect with the molecular interaction, leading to the creation of properties different from those observed in PAL1.
Moreover, the mixture composed of PAL1 and PAL7 is likely to have various effects due to correlations between the combinations of PAL1 and PAL7 molecules. It seems interesting to study the mixtures of C4, C5, C6, C7, C9 which show different correlations between the molecules. Useful physical parameters can be tuned to the requirement by altering the composition of the mixture.
Appendix.
Appendix A

A.1 Tilt angle of molecules in the cluster

For biaxial nematic phase, IR absorbance components along the laboratory system are given as follows [33, 71]:

\[
\begin{align*}
A_{XX}/A_0 &= 1 + (S - P)(\frac{3}{2} \sin^2 \beta' - 1) + \frac{1}{2}(D - C)(\sin^2 \beta' \cos 2\gamma') \\
A_{YY}/A_0 &= 1 + (S + P)(\frac{3}{2} \sin^2 \beta' - 1) + \frac{1}{2}(D + C)(\sin^2 \beta' \cos 2\gamma') \\
A_{ZZ}/A_0 &= 1 + S(2 - 3\sin^2 \beta') - D \sin^2 \beta' \cos 2\gamma'
\end{align*}
\] (A.1)

In order to apply the above model to the system with clusters, the orientational order parameter of the clusters should be considered. According to the extended M-S theory (see Chap.4), the cybotactic cluster in the nematic phase can be considered as a single molecule in the M-S formulation. Conceptually, two kinds of primary order parameters, \(S'\) and \(S''\) are introduced in a uniaxial cybotactic nematic phase. The latter is the degree of ordering of the clusters in the macroscopic sample, and the former is the degree of the molecular ordering within the cluster. The macroscopic order parameter is given by \(S = S'S''\). C9 shows optically uniaxial nematic phase even though the cluster is of biaxial smectic C type. For simplicity, the biaxial cluster can be treated as a biaxial molecule for the purpose of calculating its contribution to the IR absorbance. All order parameters of the molecules in the cluster are assumed to be equal to unity as used in Eqns. (5.14) and (5.15) [25]. Therefore, the order parameters in Eqns. (A.1) and (A.2) can
simply be replaced by the order parameters of the clusters with a tilt angle of \( \theta' \) with respect to layer normal. It should be mentioned that \( S(= S'S'') \) against temperature obtained through the measurement of \( \Delta n \) in the planar cell can be used for the calculation of the averaged angle of transition dipole moment with respect to the laboratory Z axis. For the cyanyl stretching band of C9 shown in Fig. 6.7, the biaxial order parameter due to the cluster and the tilt of molecular long axis within the cluster have not been considered. Although a polymer layer is used to obtain a homeotropic configuration, at a microscopic level, the molecules in the cluster are tilted to the layer normal and the layer normal has the orientational order defined as \( S'' \) which is confined by the homeotropic surface anchoring. For C9, \( A_{XX}/A_0 \) is equal to \( A_{YY}/A_0 \). Therefore the order parameters due to the biaxial phase is neglected. The assumptions used in the calculation are based on the the cluster model introduced in Chap. 4. After all, the absorbance of the transition dipole moment tilted to the layer normal can be given by a simple expression of Eqn. (6.8). Here we have only one situation to consider in the calculation of the tilt angle of molecules with respect to layer normal. So far all the molecules in the cluster are perfectly ordered \( (S = 1) \). For this reason, it is needed to consider two types of tilt configurations of molecules in the cluster. Fig. A.1 shows a schematic of a bent core molecule (a) and two types of tilt in the cluster: (b) the molecular flat plane including the cyanyl stretching vibration is orthogonal to the tilt plane and (c) the molecular flat plane is parallel to the tilt plane. Normally, bent core LCs refer (b) to (c) [1, 5]. According to the cluster model, the minor director of the cluster is equally probable around its major director unless an external stimulus is not present (see Fig. 4.2). Therefore \( D \) can be assumed to be zero in Eqn. (A.3). By a application of the Euler rotation matrix (see Fig. 1.4), Eqn. (A.3) can be expressed in terms of \( S, \beta' \) and \( \theta' \) as below:

\[
A_\perp/A_0 = 1 - \frac{1}{2} S (3 \cos^2 \beta' \cos^2 \theta' - 1) \quad (A.4)
\]

\[
\cos \theta' = \frac{\cos \beta''}{\cos \beta'} \quad (A.5)
\]
where $\beta''$, $\beta'$ are the angles that the transition dipole moment makes with the cluster normal and molecular long axis respectively. $\theta'$ is the tilt angle of the molecule within the cluster. If the $\beta'$ and its temperature dependence for the cyanyl stretching of C4 are consistent with that of C9, the temperature dependence of $\theta'$ for C9 can be obtained through Eqns. (A.4) and (A.5). $\beta'$ in Fig. 6.7 is expressed in terms of the tilt angle ($\theta'$) of molecular long axis with respect to the layer normal of clusters. Fig. A.2 shows the tilt angle, $\theta'$ for C9 with respective to the layer normal of the cluster. $\Delta \chi$, the splitting angle between the maxima of small angle X-ray scattering is taken from Ref. [18]. The difference between two results increases with reduced temperature and the value turn over in the CybC phase. Here, it is needed to recall that for C9, the tilt angle of molecules in the cluster is not proportional to $\Delta \chi/2$, as mentioned in Chap. 3.3. According to the results and interpretations of X-ray experiment, $\Delta \chi$, splitting of the small angle scattering of C9 is affected by the form factor as well as the structural factor. Above all the results from IR absorbance for C9 provides information about the type of the clusters in the nematic phase. The results from X-ray and IR experiments are broadly in agreement with each other as shown in Fig. A.2.
A comparison of the tilt angle ($\theta'$) with respect to the layer normal of the cluster and the splitting of small angle scattering dependent on temperature. Blue circle denotes $\theta'$ for C9 obtained by Eqn. (A.4) and (A.5) in which $\beta'$ is assumed to be the same as for C4. Red square mean half of the splitting angle ($\Delta \chi$) of the small angle X-ray scatter. Vertical dash line means transition to CybC phase.

A.2 Fitting parameters

The default value of $\epsilon_\infty$ does not affect the relaxation frequency and the dielectric strength.
Table A.1: Fitting parameters of $f_{00}$ for C4.

<table>
<thead>
<tr>
<th>Temp. [°C]</th>
<th>T'/T(0)</th>
<th>σ [S/cm]</th>
<th>Exp. $r_{gap}$</th>
<th>$b_e$</th>
<th>1/(2+e)</th>
<th>$ε_{gap}$</th>
<th>$γ$</th>
<th>λ</th>
<th>AC Volt</th>
</tr>
</thead>
<tbody>
<tr>
<td>102</td>
<td>0.98086727649</td>
<td>0.98086727649</td>
<td>1.0176E-6</td>
<td>4.2887E-8</td>
<td>0.890E-12</td>
<td>5.176E-7</td>
<td>5.341E-7</td>
<td>2.294E-8</td>
<td>0.98086727649</td>
</tr>
<tr>
<td>104</td>
<td>0.98086727649</td>
<td>0.98086727649</td>
<td>1.0176E-6</td>
<td>4.2887E-8</td>
<td>0.890E-12</td>
<td>5.176E-7</td>
<td>5.341E-7</td>
<td>2.294E-8</td>
<td>0.98086727649</td>
</tr>
</tbody>
</table>

Table A.2: Fitting parameters of $f_{11}$ for C4.

<table>
<thead>
<tr>
<th>Temp. [°C]</th>
<th>T'/T(0)</th>
<th>σ [S/cm]</th>
<th>Exp. $r_{gap}$</th>
<th>$b_e$</th>
<th>1/(2+e)</th>
<th>$ε_{gap}$</th>
<th>$γ$</th>
<th>λ</th>
<th>AC Volt</th>
</tr>
</thead>
<tbody>
<tr>
<td>102</td>
<td>0.98086727649</td>
<td>0.98086727649</td>
<td>1.0176E-6</td>
<td>4.2887E-8</td>
<td>0.890E-12</td>
<td>5.176E-7</td>
<td>5.341E-7</td>
<td>2.294E-8</td>
<td>0.98086727649</td>
</tr>
<tr>
<td>104</td>
<td>0.98086727649</td>
<td>0.98086727649</td>
<td>1.0176E-6</td>
<td>4.2887E-8</td>
<td>0.890E-12</td>
<td>5.176E-7</td>
<td>5.341E-7</td>
<td>2.294E-8</td>
<td>0.98086727649</td>
</tr>
</tbody>
</table>
### Table A.3: Fitting parameters of $f_{01}$ for C5.

<table>
<thead>
<tr>
<th>Temp. [°C]</th>
<th>$T/T_a$</th>
<th>$\sigma$ [S/cm]</th>
<th>Exp. $\tau_{Max}$</th>
<th>$\delta_c$</th>
<th>$\tau$</th>
<th>$\lambda$</th>
<th>AC Volt</th>
<th>$\gamma$</th>
<th>$\delta_{12}$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>115</td>
<td>0.8917</td>
<td>3.43E-07</td>
<td>3.91E-07</td>
<td>3.43E-07</td>
<td>1</td>
<td>1</td>
<td>0.97</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>116</td>
<td>0.9484</td>
<td>3.28E-07</td>
<td>4.19E-07</td>
<td>4.32E-07</td>
<td>1</td>
<td>1</td>
<td>0.97</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>117</td>
<td>0.9970</td>
<td>5.01E-07</td>
<td>5.76E-07</td>
<td>5.96E-07</td>
<td>1</td>
<td>1</td>
<td>0.97</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>118</td>
<td>0.9973</td>
<td>6.39E-07</td>
<td>6.94E-07</td>
<td>6.94E-07</td>
<td>1</td>
<td>1</td>
<td>0.97</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>119</td>
<td>0.9978</td>
<td>6.82E-07</td>
<td>6.65E-07</td>
<td>6.65E-07</td>
<td>1</td>
<td>1</td>
<td>0.97</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>120</td>
<td>1.0007</td>
<td>7.56E-07</td>
<td>7.65E-07</td>
<td>7.65E-07</td>
<td>1</td>
<td>1</td>
<td>0.97</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>121</td>
<td>1.0027</td>
<td>8.28E-07</td>
<td>8.32E-07</td>
<td>8.32E-07</td>
<td>1</td>
<td>1</td>
<td>0.97</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>122</td>
<td>1.0061</td>
<td>8.91E-07</td>
<td>8.93E-07</td>
<td>8.93E-07</td>
<td>1</td>
<td>1</td>
<td>0.97</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>123</td>
<td>1.0093</td>
<td>9.39E-07</td>
<td>9.47E-07</td>
<td>9.47E-07</td>
<td>1</td>
<td>1</td>
<td>0.97</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>124</td>
<td>1.0101</td>
<td>9.93E-07</td>
<td>9.99E-07</td>
<td>9.99E-07</td>
<td>1</td>
<td>1</td>
<td>0.97</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>125</td>
<td>1.0119</td>
<td>1.05E-06</td>
<td>1.05E-06</td>
<td>1.05E-06</td>
<td>1</td>
<td>1</td>
<td>0.97</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table A.4: Fitting parameters of $f_{11}$ for C5.

<table>
<thead>
<tr>
<th>Temp. [°C]</th>
<th>$T/T_a$</th>
<th>$\sigma$ [S/cm]</th>
<th>Exp. $\tau_{Max}$</th>
<th>$\delta_c$</th>
<th>$\tau$</th>
<th>$\lambda$</th>
<th>AC Volt</th>
<th>$\gamma$</th>
<th>$\delta_{12}$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>115</td>
<td>0.58</td>
<td>7.9E-07</td>
<td>8.0E-07</td>
<td>8.0E-07</td>
<td>1</td>
<td>1</td>
<td>0.94</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>116</td>
<td>0.59</td>
<td>8.0E-05</td>
<td>8.0E-05</td>
<td>8.0E-05</td>
<td>1</td>
<td>1</td>
<td>0.94</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>117</td>
<td>0.60</td>
<td>8.3E-07</td>
<td>8.3E-07</td>
<td>8.3E-07</td>
<td>1</td>
<td>1</td>
<td>0.94</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>118</td>
<td>0.61</td>
<td>8.6E-07</td>
<td>8.6E-07</td>
<td>8.6E-07</td>
<td>1</td>
<td>1</td>
<td>0.94</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>119</td>
<td>0.62</td>
<td>8.9E-07</td>
<td>8.9E-07</td>
<td>8.9E-07</td>
<td>1</td>
<td>1</td>
<td>0.94</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>120</td>
<td>0.63</td>
<td>9.2E-07</td>
<td>9.2E-07</td>
<td>9.2E-07</td>
<td>1</td>
<td>1</td>
<td>0.94</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>121</td>
<td>0.64</td>
<td>9.5E-07</td>
<td>9.5E-07</td>
<td>9.5E-07</td>
<td>1</td>
<td>1</td>
<td>0.94</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>122</td>
<td>0.65</td>
<td>9.8E-07</td>
<td>9.8E-07</td>
<td>9.8E-07</td>
<td>1</td>
<td>1</td>
<td>0.94</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>123</td>
<td>0.66</td>
<td>1.01E-06</td>
<td>1.01E-06</td>
<td>1.01E-06</td>
<td>1</td>
<td>1</td>
<td>0.94</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>124</td>
<td>0.67</td>
<td>1.04E-06</td>
<td>1.04E-06</td>
<td>1.04E-06</td>
<td>1</td>
<td>1</td>
<td>0.94</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>125</td>
<td>0.68</td>
<td>1.07E-06</td>
<td>1.07E-06</td>
<td>1.07E-06</td>
<td>1</td>
<td>1</td>
<td>0.94</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
### Table A.5: Fitting parameters of $f_{fo}$ for C7.

<table>
<thead>
<tr>
<th>Temp [°C]</th>
<th>$T/ T_{c}$</th>
<th>$\sigma$ [S/cm]</th>
<th>Exp.</th>
<th>$\tau_{0,fo}$</th>
<th>$\delta$</th>
<th>$\tau$</th>
<th>$1/(2\tau \sigma)$</th>
<th>$\epsilon_{fo}$</th>
<th>$\gamma$</th>
<th>$\lambda$</th>
<th>AC Volt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>115</td>
<td>0.983</td>
<td>2.56E-9</td>
<td>0.946</td>
<td>8.36E-8</td>
<td>1.53</td>
<td>8.71E-8</td>
<td>1.83E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>114</td>
<td>0.986</td>
<td>2.66E-9</td>
<td>0.948</td>
<td>8.95E-8</td>
<td>1.60</td>
<td>9.15E-8</td>
<td>1.74E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>113</td>
<td>0.990</td>
<td>2.66E-9</td>
<td>0.951</td>
<td>9.95E-8</td>
<td>2.05</td>
<td>9.17E-8</td>
<td>1.92E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>112</td>
<td>0.994</td>
<td>2.66E-9</td>
<td>0.954</td>
<td>1.03E-7</td>
<td>2.33</td>
<td>9.18E-8</td>
<td>2.15E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>111</td>
<td>0.997</td>
<td>2.66E-9</td>
<td>0.957</td>
<td>1.06E-7</td>
<td>2.62</td>
<td>9.19E-8</td>
<td>2.37E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>110</td>
<td>1.000</td>
<td>2.66E-9</td>
<td>0.960</td>
<td>1.09E-7</td>
<td>2.91</td>
<td>9.20E-8</td>
<td>2.59E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>109</td>
<td>1.003</td>
<td>2.66E-9</td>
<td>0.963</td>
<td>1.12E-7</td>
<td>3.20</td>
<td>9.21E-8</td>
<td>2.81E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>108</td>
<td>1.006</td>
<td>2.66E-9</td>
<td>0.966</td>
<td>1.15E-7</td>
<td>3.49</td>
<td>9.22E-8</td>
<td>3.03E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>107</td>
<td>1.009</td>
<td>2.66E-9</td>
<td>0.969</td>
<td>1.18E-7</td>
<td>3.78</td>
<td>9.23E-8</td>
<td>3.25E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>106</td>
<td>1.012</td>
<td>2.66E-9</td>
<td>0.972</td>
<td>1.21E-7</td>
<td>4.07</td>
<td>9.24E-8</td>
<td>3.47E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>105</td>
<td>1.015</td>
<td>2.66E-9</td>
<td>0.975</td>
<td>1.24E-7</td>
<td>4.37</td>
<td>9.25E-8</td>
<td>3.69E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>104</td>
<td>1.018</td>
<td>2.66E-9</td>
<td>0.978</td>
<td>1.27E-7</td>
<td>4.66</td>
<td>9.26E-8</td>
<td>3.91E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
</tbody>
</table>

### Table A.6: Fitting parameters of $f_{ij1}$ for C7.

<table>
<thead>
<tr>
<th>Temp [°C]</th>
<th>$T/ T_{c}$</th>
<th>$\sigma$ [S/cm]</th>
<th>Exp.</th>
<th>$\tau_{0,fo}$</th>
<th>$\delta$</th>
<th>$\tau$</th>
<th>$1/(2\tau \sigma)$</th>
<th>$\epsilon_{fo}$</th>
<th>$\gamma$</th>
<th>$\lambda$</th>
<th>AC Volt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>115</td>
<td>0.983</td>
<td>2.56E-9</td>
<td>0.946</td>
<td>8.36E-8</td>
<td>1.53</td>
<td>8.71E-8</td>
<td>1.83E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>114</td>
<td>0.986</td>
<td>2.66E-9</td>
<td>0.948</td>
<td>8.95E-8</td>
<td>1.60</td>
<td>9.15E-8</td>
<td>1.74E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>113</td>
<td>0.990</td>
<td>2.66E-9</td>
<td>0.951</td>
<td>9.95E-8</td>
<td>2.05</td>
<td>9.17E-8</td>
<td>1.92E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>112</td>
<td>0.994</td>
<td>2.66E-9</td>
<td>0.954</td>
<td>1.03E-7</td>
<td>2.33</td>
<td>9.18E-8</td>
<td>2.15E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>111</td>
<td>0.997</td>
<td>2.66E-9</td>
<td>0.957</td>
<td>1.06E-7</td>
<td>2.62</td>
<td>9.19E-8</td>
<td>2.37E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>110</td>
<td>1.000</td>
<td>2.66E-9</td>
<td>0.960</td>
<td>1.09E-7</td>
<td>2.91</td>
<td>9.20E-8</td>
<td>2.59E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>109</td>
<td>1.003</td>
<td>2.66E-9</td>
<td>0.963</td>
<td>1.12E-7</td>
<td>3.20</td>
<td>9.21E-8</td>
<td>2.81E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>108</td>
<td>1.006</td>
<td>2.66E-9</td>
<td>0.966</td>
<td>1.15E-7</td>
<td>3.49</td>
<td>9.22E-8</td>
<td>3.03E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>107</td>
<td>1.009</td>
<td>2.66E-9</td>
<td>0.969</td>
<td>1.18E-7</td>
<td>3.78</td>
<td>9.23E-8</td>
<td>3.25E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>106</td>
<td>1.012</td>
<td>2.66E-9</td>
<td>0.972</td>
<td>1.21E-7</td>
<td>4.07</td>
<td>9.24E-8</td>
<td>3.47E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>105</td>
<td>1.015</td>
<td>2.66E-9</td>
<td>0.975</td>
<td>1.24E-7</td>
<td>4.37</td>
<td>9.25E-8</td>
<td>3.69E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>104</td>
<td>1.018</td>
<td>2.66E-9</td>
<td>0.978</td>
<td>1.27E-7</td>
<td>4.66</td>
<td>9.26E-8</td>
<td>3.91E-8</td>
<td>1.00</td>
<td>0.888</td>
<td>0.1</td>
<td></td>
</tr>
</tbody>
</table>
### Table A.7: Fitting parameters of $f_{90}$ for C9.

<table>
<thead>
<tr>
<th>Temp. [°C]</th>
<th>$T'/T$</th>
<th>$\sigma$ [µm/cm]</th>
<th>$\tau_{max}$ [µs]</th>
<th>$\Delta t$ [µs]</th>
<th>$1/(2\pi f)$ [µs]</th>
<th>$\epsilon_{r,d}$</th>
<th>$\chi$</th>
<th>AC Volt</th>
</tr>
</thead>
<tbody>
<tr>
<td>114</td>
<td>0.97</td>
<td>3.00E-9</td>
<td>0.988</td>
<td>2.21</td>
<td>1.14E-7</td>
<td>1.31E-09</td>
<td>0.900</td>
<td>0.900</td>
</tr>
<tr>
<td>114</td>
<td>0.97</td>
<td>3.00E-9</td>
<td>0.985</td>
<td>2.21</td>
<td>1.14E-7</td>
<td>1.13E-08</td>
<td>1.000</td>
<td>0.911</td>
</tr>
<tr>
<td>115</td>
<td>0.98</td>
<td>2.80E-9</td>
<td>0.986</td>
<td>2.21</td>
<td>1.14E-7</td>
<td>2.89E-09</td>
<td>1.000</td>
<td>0.913</td>
</tr>
<tr>
<td>115</td>
<td>0.98</td>
<td>2.80E-9</td>
<td>0.985</td>
<td>2.21</td>
<td>1.14E-7</td>
<td>3.23E-09</td>
<td>0.985</td>
<td>0.911</td>
</tr>
<tr>
<td>116</td>
<td>0.99</td>
<td>2.57E-9</td>
<td>0.987</td>
<td>2.21</td>
<td>1.14E-7</td>
<td>7.99E-09</td>
<td>1.000</td>
<td>0.905</td>
</tr>
<tr>
<td>116</td>
<td>0.99</td>
<td>2.57E-9</td>
<td>0.986</td>
<td>2.21</td>
<td>1.14E-7</td>
<td>1.67E-09</td>
<td>1.000</td>
<td>0.910</td>
</tr>
<tr>
<td>117</td>
<td>0.99</td>
<td>3.24E-9</td>
<td>0.985</td>
<td>2.21</td>
<td>1.14E-7</td>
<td>2.06E-09</td>
<td>1.000</td>
<td>0.909</td>
</tr>
<tr>
<td>117</td>
<td>0.99</td>
<td>3.24E-9</td>
<td>0.984</td>
<td>2.21</td>
<td>1.14E-7</td>
<td>2.52E-09</td>
<td>1.000</td>
<td>0.910</td>
</tr>
<tr>
<td>118</td>
<td>1.00</td>
<td>3.24E-9</td>
<td>0.983</td>
<td>2.21</td>
<td>1.14E-7</td>
<td>2.96E-09</td>
<td>1.000</td>
<td>0.910</td>
</tr>
<tr>
<td>118</td>
<td>1.00</td>
<td>3.24E-9</td>
<td>0.982</td>
<td>2.21</td>
<td>1.14E-7</td>
<td>3.30E-09</td>
<td>1.000</td>
<td>0.910</td>
</tr>
</tbody>
</table>

### Table A.8: Fitting parameters of $f_1$ for C9.

<table>
<thead>
<tr>
<th>Temp. [°C]</th>
<th>$T'/T$</th>
<th>$\sigma$ [µm/cm]</th>
<th>$\tau_{max}$ [µs]</th>
<th>$\Delta t$ [µs]</th>
<th>$1/(2\pi f)$ [µs]</th>
<th>$\epsilon_{r,d}$</th>
<th>$\chi$</th>
<th>AC Volt</th>
</tr>
</thead>
<tbody>
<tr>
<td>115</td>
<td>0.97</td>
<td>3.17E-9</td>
<td>0.988</td>
<td>2.8</td>
<td>1.78E-7</td>
<td>2.94E-10</td>
<td>0.900</td>
<td>0.900</td>
</tr>
<tr>
<td>116</td>
<td>0.98</td>
<td>3.04E-9</td>
<td>0.981</td>
<td>2.39</td>
<td>1.81E-7</td>
<td>8.79E-05</td>
<td>0.960</td>
<td>0.900</td>
</tr>
<tr>
<td>117</td>
<td>0.99</td>
<td>2.91E-9</td>
<td>0.985</td>
<td>2.68</td>
<td>7.64E-05</td>
<td>2.89E-05</td>
<td>0.969</td>
<td>0.900</td>
</tr>
<tr>
<td>118</td>
<td>1.00</td>
<td>2.91E-9</td>
<td>0.984</td>
<td>2.68</td>
<td>7.64E-05</td>
<td>3.23E-05</td>
<td>0.959</td>
<td>0.900</td>
</tr>
<tr>
<td>119</td>
<td>1.01</td>
<td>2.89E-9</td>
<td>0.983</td>
<td>2.68</td>
<td>7.64E-05</td>
<td>3.57E-05</td>
<td>0.950</td>
<td>0.900</td>
</tr>
<tr>
<td>120</td>
<td>1.02</td>
<td>2.89E-9</td>
<td>0.982</td>
<td>2.68</td>
<td>7.64E-05</td>
<td>3.91E-05</td>
<td>0.951</td>
<td>0.900</td>
</tr>
<tr>
<td>121</td>
<td>1.03</td>
<td>2.87E-9</td>
<td>0.981</td>
<td>2.68</td>
<td>7.64E-05</td>
<td>4.25E-05</td>
<td>0.952</td>
<td>0.900</td>
</tr>
<tr>
<td>122</td>
<td>1.04</td>
<td>2.86E-9</td>
<td>0.980</td>
<td>2.68</td>
<td>7.64E-05</td>
<td>4.60E-05</td>
<td>0.953</td>
<td>0.900</td>
</tr>
<tr>
<td>123</td>
<td>1.05</td>
<td>2.85E-9</td>
<td>0.979</td>
<td>2.68</td>
<td>7.64E-05</td>
<td>4.94E-05</td>
<td>0.954</td>
<td>0.900</td>
</tr>
</tbody>
</table>
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