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Abstract

This paper presents a systematic literature review of academic staff experiences and perceptions of adopting Technology for Assessment OF/FOR/AS Learning in Higher Education. This article is a qualitative synthesis of 65 peer-reviewed journal articles published between 2012 and 2017 reporting on the use of technology for assessment (TfA). The results suggest that there are some efficiencies for staff in implementing TfA but this can come with a cost at the set-up and maintenance phases. Furthermore, results indicated that assessment design is not of foremost concern to academic staff when introducing TfA, but that a wide variety of pressures and both educational and operational drivers are present. There were inconclusive findings in relation to understandings of appropriate institutional environments and supports for TfA to flourish in higher education. There is a need for empirical research, particularly longitudinal investigations, of academic experiences of implementations of TfA to investigate sustainability of adoption. The imperative of exploring the academic staff perspective as the instigator and manager of both the technology and the student learning experience requires deep consideration as TfA adoption progresses.

Practitioner Notes

What is already known about this topic?

- Technology offers the potential to add value to the assessment process in higher education.
- There is a plenty of research on student experiences and perspectives on TfA but comparatively little empirical data on TfA implications for academic staff in higher education.
- The development, design and use of Technology for Assessment (TfA) should be underpinned by considered and relevant pedagogy and educational theory to enhance the assessment process.

What this paper adds:

- Technology is most often adopted for formative, low-stakes assessment rather than summative Assessment of Learning.
- Integration of technology use into the overall pedagogic framework was not explicitly considered when introducing TfA.
- The impact on academic staff workload ranged from positive to negative depending on the specific assessment design and the technology usage.
- It is not clear which institutional environments best supports the adoption of technology for assessment.

Implications for practice and/or policy:

- Practitioners should deploy technology as an integral part of their educational design rather than as an afterthought or a quick fix solution to specific problems.
• The resources implications in terms of staff time and effort for both planning and operating TfA should be carefully considered.
• In the context of rapid technological change and innovation, institutions should align the technological and operational supports they make available to the specific educational needs of staff and students.
• To develop evidence based policies there is a need for a broader base of focused empirical investigations on the educational efficacy, the resource implications, and staff experiences of specific technology usage.

Introduction
As technology becomes ever more pervasive in society, the role and influence of technology is under review or even intense scrutiny. In education, while the range of technologies available for teaching, learning and assessment continue to grow, the adoption of technology by academic staff, in particular for assessment, is not uniform or sustained (Bennett, Dawson, Bearman, Molloy, & Boud, 2017; Spector, Ifenthaler, Samspon, Yang, Mukama & Warusavitarana, 2016). This systematic literature review explores the perspectives and experiences of academic staff utilising technology within assessment OF/FOR/AS learning, specifically in the higher education sector.

Despite a growing number of studies into technological adoption within teaching and learning in higher education (Habib & Johannesen, 2014; King & Boyatt, 2015; Paiva, Morais, Costa, & Pinheiro, 2017) there is a need for more studies that consider academic staff’s technology and assessment utilisation (Bennett et al., 2017; Deeley, 2018). Studies which focus on students and technology and assessment prevail including a critical emphasis on the student voice within digital technology use (Manca, Grion, Armellini, & Devecchi, 2017). Examining the experiences of staff that are responsible for the design and implementation of technology for assessment is also an essential perspective (Bennett et al., 2017; Kirkwood & Price, 2013; Paiva et al., 2017). but there is a noted scarcity of studies thoroughly investigating many of the core issues critical to academic staff (Fung & Gordon, 2016).

Throughout the paper, we use the term academic staff to refer to staff with direct responsibility for teaching learning and assessment activities.

Assessment OF/FOR/AS Learning
Assessment is a critical process in education, constituting a site for both measuring and supporting student learning. This systematic review distinguishes assessment as:

• **Assessment OF Learning (AoL)**: summative assessment, takes place after a cycle of learning and measures what has been learnt. Information is gathered external to the learner (e.g. by a teacher or examiner) (Black, 2008; Earl, 2013).
• **Assessment FOR Learning (AfL)**: formative assessment, is integral to the learning process, happens throughout the cycle of learning; gathers evidence of learning to support and progress learning by both the teacher and the learner, and shared with the learner (Black, Harrison, Lee, Marshall, & Wiliam, 2004).
• **Assessment AS Learning (AaL)**: a component of AfL concerned with the student role within assessment, focuses on engaging the student as an active agent in the assessment
process, setting success criteria, peer and self-assessing, using activities and feedback to
progress their learning (Earl, 2013).

These three dimensions of assessment are not mutually exclusive, for example formative
feedback can be provided on a summative task (AoL and AfL) or students can be graded on their
interpretation and use of prior feedback (Aol and AaL). Each paper in the systematic literature
review was interrogated and categorised as to whether it addresses AoL, AfL, AaL or a
combination thereof.

This study expands on other reviews that emphasised the perceptions of academic staff (Heitink,
Van der Kleij, Veldkamp, Schildkamp, & Kippers, 2016) by taking a wider perspective on
assessment to include formative and summative assessment. It also explores a wide range of
technologies (see table 2) used by academic staff within assessment in the HE sector.

Technology for Assessment (TfA)

Given the range of technologies available, the affordances of technology for assessment are
many and varied, offering for example opportunities for experiential learning, collaborative
learning, and speedy or instant feedback (Daly, Pachler, Mor and Mellar, 2010; Spector et al.,
2016). Technology Enhanced Assessment (TEA) has been defined as the “use of technology to
extend or add value to assessment and feedback processes” (JISC, 2010, p. 57). Nonetheless,
there is some contention around the use of the term TEA to discuss all uses of technology in the
assessment process. Selwyn (2013) highlights a preference for the use of the term digital
technologies for learning rather than technology enhanced learning which he cites as a term full
of presumptions. Similarly, Dawson and Henderson (2017) understand the term TEA as implying
that technology can or does enhance education and the assessment process. While the JISC
definition, does not comment on where TEA is effectively underpinned by educational theory
and pedagogy, the broader discussion of TEA would suggest that it should align with effective,
valid and reliable assessment practices (JISC, 2010; Sweeney et al., 2017). As such it is a value
laden term which may promote a positive bias and lacks critique of technology adoption for
assessment purposes. Therefore, this systematic literature review proposes the unbiased term
Technology for Assessment (TfA) to provide a necessary critique of research, policy and
practice.

Research Questions

The majority of papers in this domain tend to weigh heavily on how TfA impacts on and affects
students, with a lack of explicit research from the perspective of academic staff as they
operationalize technology for assessment. The aim of this systematic review was to explore
academic staff experiences and perceptions of adopting technology for Assessment OF/FOR/AS
Learning in Higher Education, addressing the following qualitative research questions:

1. What models of assessment design can assist academic staff to harness the potential of
technology to enhance student learning?
2. How can technology enhance academic staff efficiencies in the Assessment OF/FOR/AS Learning process?

3. What types of environment and support do institutions need to provide to encourage technology enhanced (i.e. pedagogically grounded) Assessment OF/FOR/AS Learning?

**Systematic Literature Review Methods**

To systematically review the literature is to ensure a rigorous and accountable approach to searching and critical analyses (Gough, Oliver, & Thomas, 2012; Higgins & Green, 2011). The goal was to identify studies that explored academic staff experiences of technology for assessment (TfA). The systematic search took a broad perspective on technologies used for assessment (TfA) while concentrating on the following specific technology areas as a guideline to inform the search terminology:

- Virtual Learning Environment (VLE)
- Games and Simulations
- Web 2.0-Social Media
- Interactive Multimedia Environments
- Intelligent Tutorial Systems (ITS)
- Webinars-Podcasts - video
- MOOCS-Distance-Open Source
- Multiple Technologies

The review followed the style of a Cochrane systematic review (Higgins & Green, 2011) and included a qualitative synthesis of answers to the research questions. The Cochrane recommended tool EPPI Reviewer (EPPI Centre, 2017) was used as it provides appropriate tools to undertake the systematic literature review and qualitative synthesis concurrently.

**Search strategy**

The search was carried out across the following databases.

1. Academic Search Complete (EBSCO hosted)
2. PsycInfo (EBSCO hosted)
3. ERIC (ProQuest hosted; subject specific thesaurus)
4. Scopus (subject specific thesaurus)

Search terminology were developed over several iterations for a long-form search string to carry out long-form searches in two of the databases, hosted by EBSCO, see figure 1. Keywords were trialled and subsequently added or removed from the string in an iterative process. For example the keyword “mobile” did not add any additional pertinent results, so m-, smart* iPad* were used as they proved to retrieve pertinent results.
The ProQuest hosted ERIC database contains a subject specific thesaurus rather than allowing a long-form string search such as for EBSCO. Therefore, this was used to execute the search, as in figure 2 below. Similarly, there is a subject specific thesaurus on Scopus which was also used.

**Figure 1 Example of full long-form search string used in EBSCO hosted databases**

**Table 1 Inclusion/Exclusion Criteria**

<table>
<thead>
<tr>
<th>Inclusion</th>
<th>Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Published after 2012</td>
<td>Published before 2012</td>
</tr>
<tr>
<td>English language</td>
<td>Not English language</td>
</tr>
<tr>
<td>From selected ranked/subject specific journals</td>
<td>From non-relevant journals</td>
</tr>
<tr>
<td>Peer reviewed</td>
<td>Grey literature/Not peer reviewed</td>
</tr>
<tr>
<td>Explicitly addresses some type of TfA</td>
<td>Does not cover explicit TfA</td>
</tr>
<tr>
<td>Examines views of higher education academic</td>
<td>Study of students only</td>
</tr>
</tbody>
</table>
staff not solely students

| Answers all or some elements of research questions | Does not contribute anything to answer research questions |

**Screening**

The refined results of the search were imported into EndNote and EPPI Reviewer for the screening process, see figure 3. The first phase of screening involved all three authors screening the same sample of 10% of the references by title and abstract to include and exclude papers based on their relevance to the research goals. Following the sample screening, the three authors reconciled any disagreements, agreed parameters for operationalising the inclusion/exclusion criteria (see table 1) and distributed the remaining papers for title and abstract screening. After this phase, and to further strengthen inter-rater reliability the authors discussed, disputed, and reconciled the final results and allocated the remaining papers by technology topic for full text screening.

The **full text screening** phase involved reading each paper thoroughly to discern its suitability based on whether it met the inclusion criteria, was evaluated to be of suitable quality, and answered some or all of the research questions. Following screening author 3 reviewed and queried all screening assessments through moderating discussion with authors 1 and 2 until consensus was reached on all inclusions; this was done to strengthen inter-rater reliability and bolster the quality of the systematic review.
Quality appraisal

Search results were refined to high ranked journals only as per the inclusion criteria, see Table 1. A quality assessment (QA) was undertaken on all papers that underwent full text screening by the reviewers, to ensure that only the most trustworthy and pertinent studies are included in the final review (Harden & Gough, 2012). Three QA tools were used to address the three different
types of papers included in the systematic review: qualitative; quantitative; and review papers. The QA tools ask questions pertaining to assessing the methods and rigour of each paper and correspondingly assign a rating from 1-strong to 3-weak; these questions are included in supplementary information to this paper (S2). The three tools were:

1. QA tool for qualitative papers (Keane, Sutton, Farragher, & Long, 2016);
2. QA tool which is standard in EPPI Reviewer for quantitative papers (EPPI Centre, 2017);
3. QA tool for review papers, including systematic review (McMaster University, 2016).

The review is composed mainly of moderate papers (figure 4). Excluded papers did not address the qualitative research questions, did not include an academic staff perspective, or were deemed to be weak papers with no relevant evidence.

Data Extraction and Analysis

Data extraction and analysis was carried out using EPPI Reviewer (EPPI Centre, 2017). Thematic analysis was undertaken across the papers using the relevant information that had purported to answer the research questions. Further descriptive analysis was undertaken to build a narrative telling the story of how TfA, as discussed in each paper, impacted on each of the research question areas from an academic staff perspective: models of assessment design, academic staff efficiencies, and institutional environment and support.

Findings from the Systematic Review

This section provides an overview of the study characteristics of the 65 papers followed by a synthesis of the findings under the three research questions. The 65 studies were distributed across quantitative (20 papers), mixed methods (16 papers) and qualitative or narrative studies.
(27 papers) with 2 review papers included. The papers used a wide range of data collection methods or combinations thereof, including interviews, questionnaires, outcome testing, etc. The number of staff participants in the studies varies greatly ranging from under 10 to 400. The majority of studies were in the range of 10-30 participants. The largest qualitative academic staff sample is the Bennett et al. (2017) paper with 33 participants. Several studies about automated assessment did not include any human participants but rather evaluated the system relative to a gold standard of evaluations. In these studies, the “academic staff” perspective is provided by the effectiveness and reliability of the software.

The articulation of drivers for adoption of TfA in the papers was also explored: 30 studies situated the introduction of TfA tools as an individual, faculty or departmental decision; 17 papers situated it as an institutional decision; 17 papers were unclear or had no pertinent information, and one paper (Link et al., 2014) was research project led. Detailed information about each paper is provided as Supplementary Information (Table S1). Many papers reported on early adopters or innovators mainly trialling technologies and applications of technology rather than widespread pedagogically oriented assessment redesign through TfA. Therefore, though of interest and value there was little or no interrogation of the TfA tool beyond staff’s own motivations, interests and perspectives of the pros and cons for the TfA introduction and use. Papers looking at multiple adopters/implementers of TfA were limited to four main studies with varying adoption patterns and no single technological focus (Bennett et al., 2017; Gray et al., 2012; McNeill, Gosper, & Xu, 2012; Waycott, Sheard, Thompson, & Clerehan, 2013). Other studies showed evidence of limited adoption predominantly in the first year of use (Mettiäinen, 2015; Tao, Cheng, & Sun, 2012).

1. **Assessment Design**

What models of assessment design can assist academic staff to harness the potential of technology to enhance student learning?

The studies examined for this systematic review tended not to consider models of assessment design in an explicitly theoretically defined paradigm which was a barrier to directly answering the research question. In many cases assessment design was not discussed or named. Nevertheless, aspects that can underpin assessment design were touched upon in different contexts throughout the papers.

Using theory to situate and frame a paper can demonstrate a considered approach to study design and can often incorporate some insight into approaches to assessment design. In the papers that did address some consideration of assessment design, we examined if and how theoretical frameworks were applied to the study, and the relationship between them and technology topics. Also, of importance was how studies addressed Assessment OF/FOR/AS Learning, if they did at all, and how this integrated with the pedagogical underpinnings of the paper (if stated) and the goals of the study.
Theoretical frameworks and technology topics

Papers about intelligent tutorial systems (ITS) were the most frequent in the included papers for review, see figure 5, yet only 3 of these papers included a theoretical framework. A total of 25 papers in the systematic review had a theoretical framework. The technology topics with the strongest relationship to theoretical frameworks were Web 2.0-Social Media with 6 from 11 papers, and Games and Simulations where all 4 papers included a theoretical framework (see table S1).

In several papers, including Cochrane, Sissons, Mulrennan, and Pamatau (2013), theoretical frameworks are named without a demonstrable link between theory and practice or the study design and findings. Conversely, Rubin, Fernandes, and Avgerinou (2013), a study on integrating a VLE, lists and synthesises two theoretical frameworks, constructivism and affordance theory and clearly demonstrates how the theory informs the study design and findings. Similarly in Blackburn (2017), Problem-Based Learning (PBL) and Communities of Practice are named as theoretical frameworks, interrelated, and evidently inform the study design and discussion. Papers that incorporated Bloom’s taxonomy also clearly demonstrated links between study design, use of the TfA, and outcomes. Table 2 below displays theoretical frameworks that were named in individual papers.

Table 2 Theoretical frameworks included in the studies

<table>
<thead>
<tr>
<th>Theoretical framework</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authentic Assessment</td>
<td>Neely &amp; Tucker (2013).</td>
</tr>
<tr>
<td>Communities of Practice</td>
<td>Blackburn (2017); Cochrane et al (2013).</td>
</tr>
<tr>
<td>Pedagogical underpinnings and Assessment OF/FOR/AS Learning</td>
<td></td>
</tr>
<tr>
<td>----------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Some of the studies with pedagogical underpinnings focusing on structured well-scaffolded tasks were also concerned with developing skills for self-assessment to advance Assessment AS Learning (Table 3). Less than half of the studies, which looked at fostering collaborative learning, were situated as explicitly considering or discussing the Aol/AfL/AaL concepts of assessment as integrated with their pedagogical goals. Studies, which looked at developing self-reflective skills, through feedback as a pedagogical underpinning, tended to align with developing Assessment FOR and AS Learning, with AfL being the more prominently named of the two. This potentially reinforces the implicit understanding of AaL as a part of AfL.</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3 Pedagogical Underpinnings in the studies

<table>
<thead>
<tr>
<th>Pedagogical Underpinnings</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Structured well-scaffolded tasks</strong>  ▪ freeing up class-time ▪ promoting interactive or self-directed learning</td>
<td>Bennett et al. (2017); Blackburn (2017); Çakiroğlu, Kokoç, Kol, and Turan (2016); Caminero et al. (2016); Chao, Hung, and Chen (2012); Flosason, McGee, and Diener-Ludwig (2015); Liou, Bhagat, and Chang (2016); Maher et al. (2013); Neely and Tucker (2013); Sullivan (2016); Summers, Robinson, and Timmons (2014); Sun et al (2014); Sweeney et al. (2017); Tao et al. (2012).</td>
</tr>
<tr>
<td><strong>Fostering collaborative learning</strong>  ▪ often through Web 2.0-Social Media tools</td>
<td>Blair, Maharaj, and Primus (2016); Çakiroğlu et al. (2016); Caple and Bogle (2013); Goldstein and Peled (2016); Gray et al. (2012); Haines (2015); Lafuente Martínez, Álvarez Valdivia, and Remesal Ortiz (2015); Onrubia and Engel (2012); Pittenger and Olson-Kellogg (2012); Waycott et al. (2013);</td>
</tr>
</tbody>
</table>
Out of all the studies reviewed, 45 out of 65 papers explicitly addressed, named or contextualised Assessment OF/FOR/AS Learning; 10 out of the 45 papers addressed all three in some respect. The graphic in figure 6 shows the breakdown of each of Assessment OF/FOR/AS Learning as they were addressed across the 45 papers. Developing AfL was the most dominant approach related to the design, implementation, or examination of TfA.

Summary

The available findings did not explicitly answer what models of assessment design can assist academic staff to harness the potential of technology to enhance student learning. However, studies that included explicit theoretical frameworks and pedagogical underpinnings typically demonstrated a stronger understanding of assessment design.

2. Academic Staff Efficiencies

*How can technology enhance academic staff efficiencies in the Assessment OF/FOR/AS Learning process?*

Approximately half of the studies reviewed were concerned with facets of efficiencies for academic staff from TfA use. These studies were exploratory and qualitative with no study
showing the statistical significance, in terms of for example time saved, of their findings. There were mixed findings with some TfA (intelligent tutorial systems) demonstrating enhanced aspects of academic staff efficiencies, predominantly in relation to time saving and workload reduction. Others demonstrated increased and often overwhelming workloads (Web 2.0-Social Media) but with perceived educational advantages. Unfortunately and critically there was a lack of explicit statements of time saved, or limited indications of time and resources needed to set up and manage any of the TfA discussed. Some studies considered unexpected consequences and workloads (McNeill et al., 2012; Tao et al., 2012; Waycott et al., 2013) which could be indicative of first year or trial and error adoptions. Others considered the need for iterations of implementation (Haines, 2015) and strategies to minimise these impacts (Waycott et al., 2013; Zdravkova, Ivanović, & Putnik, 2012).

**Workload efficiencies - time savings**

One expected outcome of implementing TfA is the potential to reduce staff workload (see Table 4), such as reducing time on assessment tasks and facilitating better use of class time. This is most apparent with online quizzes, in particular MCQs. MCQs and online quizzes are the most common efficiency-focused use of TfA, particularly in large classes (Bennett et al., 2017). Within these systems students’ work is machine assessed, sometimes aligned to automated feedback, and sometimes with redirection to content, thereby reducing grading time for academics. Workload efficiencies are mostly evident in systems that incorporate automated feedback. Mechanisms supporting the provision of feedback rather than providing it, such as online marking rubrics and comment banks (Buckley & Cowap, 2013; Heinrich & Milne, 2012), or the delivery of generic feedback via video (Crook et al., 2012) were discussed too but not assessed in relation to their potential to improve submissions quality. The use of VLEs to deliver group feedback was seen as timesaving (Bennett et al., 2017), though in Crook et al (2012) they found that group feedback was viewed as an addition to individual feedback and so increased academic staff workload. ePortfolios reportedly support and facilitate grading and feedback delivery by being quicker to mark and easier to manage (Almpanis, 2015; Bennett et al., 2017) but can also increase demands from students (Almpanis, 2015).

In some cases, increased workload was encountered at the beginning and implementation stages (Blackburn, 2017; Chew, Ding, & Rowell, 2015; Mettiäinen, 2015; Rodríguez-Gómez, Quesada-Serra, & Ibarra-Sáiz, 2016; Wanner & Palmer, 2015), but in other cases the increased workload persisted as long as students are engaging with the TfA tool (Gray et al., 2012; Lafuente Martínez et al., 2015; Waycott et al., 2013; Zdravkova et al., 2012). Several studies on Web 2.0-Social Media TfA noted increased time and heavier workload associated with managing the assessment grading, at some if not all stages of the process.

**Table 4 Studies with TfA tools impacting on workload-time**

<table>
<thead>
<tr>
<th>Tools</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCQs – Online Quizzes</td>
<td>Bennett et al. (2017); Bogarra Rodriguez, Corbalan Fuertes, Font Piera, Plaza Garcia, and Arcega Solsona (2012); Chao et al. (2012); Chen et</td>
</tr>
</tbody>
</table>
al. (2013); Flosason et al. (2015); Griff and Matter (2013); Hsiao et al. (2016); Kim (2015); Malau-Aduli, Assenheimer, Choi-Lundberg, and Zimitat (2014); McNeill et al. (2012); Mettiäinen (2015); Mora, Sancho-Bru, Iserte, and Sánchez (2012); Nguyen, Hui, and Fong (2013); Schaffer, Young, Ligon, and Chapman (2017); Sullivan (2016); Sweeney et al. (2017); Whitworth and Wright (2015)

Automated feedback

Achumba, Azzi, Dunn, and Chukwudebe (2013); Blackburn (2017); Buckley and Cowap (2013); Caminero et al. (2016); Heinrich and Milne (2012); Kim (2015); Kuikka, Kitola, and Laakso (2014); Link, Dursun, Karakaya, and Hegelheimer (2014); Mora et al. (2012); Pittenger and Olson-Kellogg (2012); Whitelock et al. (2015)

Web 2.0-Social Media

Caple and Bogle (2013); Goldstein and Peled (2016); Gray et al. (2012); Lafuente Martínez et al. (2015); Mettiäinen (2015); Rodríguez-Gómez et al. (2016); Wanner and Palmer (2015); Waycott et al. (2013); Zdravkova et al. (2012)

Transparency and Visibility - Student Work

There was an aspirational sense that efficiencies may be generated through enhanced ability of academic staff to monitor student activity (Caminero et al., 2016; Flosason et al., 2015; Lafuente Martínez et al., 2015; Zou, 2013). For example, in class Clicker use allowed engagement with and understanding of the coursework (Flosason et al., 2015) and before class polling was suggested to allow for a better prepared student (Sun, Martinez, & Seli, 2014). There was findings from two studies that student activity visibility and monitoring in a VLE improved the academics potential to diagnose and deal with students’ problems more efficiently, though with academic staff time implications (Caminero et al., 2016; Lafuente Martínez et al., 2015).

When visibility is within a public space, for example via Web 2.0-Social Media tools, there were different challenges. These TfA were introduced predominantly with the pedagogical goal (often not explicitly mentioned) to facilitate collaborative learning practices (Gray et al., 2012; McNeill et al., 2012; Waycott et al., 2013). Though this goal was achieved, it was at times marred by a significant increase in workload to monitor, manage and respond in a timely manner to online open content for assessment. Various studies found that this workload could be overwhelming for academic staff (Caple & Bogle, 2013; Gray et al., 2012; Lafuente Martínez et al., 2015; Wanner & Palmer, 2015; Waycott et al., 2013; Zheng et al., 2015). There were also plagiarism and governance issues for academic staff (student netiquette) with this type of visibility (Waycott et al., 2013).

Summary

The findings for the systematic review demonstrate that multiple technology tools afford enhancements to staff efficiencies but with the caveat that they may also increase workload via student demands or needs to moderate and monitor student work on an on-going basis.
3. Institutional Environment and Support

What types of institutional environment and support do institutions need to provide to develop technology enhanced (i.e. pedagogically grounded) Assessment OF/FOR/AS Learning?

A number of papers in the systematic review discussed institutional leadership and support through policies focusing on specific issues in TfA such as plagiarism (Akçapınar, 2015), to broader policies that develop academic supports (Mettiäinen, 2015; Whitelock et al., 2015) or communities of practice (Blackburn, 2017; Marín et al., 2016). Papers by Blackburn (2017) and Cochrane et al (2013) discussed creating a role to support sustainable TfA implementation. These papers emphasise how institutional leadership and support through policies and resource allocation can facilitate the sustainability of TfA.

Institutional financial investment to support TfA seems necessary. However, the papers do not provide cost benefit analyses. For example, Schaffer et al (2017) make an argument that the fixed cost of TfA implementation provides economies of scale for very large student cohorts, however this claim is not evaluated in the paper. Some studies list required resources (Chao et al., 2012; Crook et al., 2012; Hutchings & Quinney, 2015; Summers et al., 2014) however they do not elaborate on costs. Bennett et al (2017) found that cost, particularly unanticipated costs, was a common barrier to adoption of TfA. Blackburn found “central strategic funding” as a “critical component” in their implementation (2017, p. 161). These papers emphasise the need for resourcing that is aligned with clear institutional policies regarding technology and teaching and learning.

The need for financial investment in appropriate infrastructure for TfA was exemplified. Integrating systems that facilitate ease of use emerged as a key consideration in adoption of TfA for academic staff, more so than available functionality (Heinrich & Milne, 2012; Kuikka et al., 2014; Rubin et al., 2013). Another key consideration was integration with existing learning management systems (LMS) (Caminero et al., 2016; Kuikka et al., 2014; Wang, Doll, Deng, Park, & Yang, 2013). In addition to ease of use and integration, Wang et al (2013) suggest that integration of principles of good teaching are influenced by the re-configurability of LMS systems. These papers stress the complex interaction of factors that influence sustained technology adoption and how these must be considered in infrastructure decisions.

Table 5 Training approaches in studies

<table>
<thead>
<tr>
<th>Approaches to Training</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time for staff training and CPD</strong></td>
<td>Bogarra Rodriguez et al. (2012); Buckley and Cowap (2013); Carruthers et al. (2015); Chew et al. (2015); Kuikka et al. (2014); McNeill et al. (2012); Mettiäinen (2015); Penketh and Beaumont (2014); Zou (2013)</td>
</tr>
<tr>
<td><strong>Training for students as well as staff</strong></td>
<td>Bennett et al. (2017); Bogarra Rodriguez et al. (2012); Buckley and Cowap (2013); Carruthers et al. (2015); Chew et al. (2015); Penketh and Beaumont (2014)</td>
</tr>
<tr>
<td><strong>Aligned with technology and pedagogy</strong></td>
<td>Heinrich and Milne (2012); Kuikka et al. (2014);</td>
</tr>
</tbody>
</table>
The provision of high quality training was identified in several papers as necessary for introducing and sustaining the use of TfA, see Table 5. Many of the studies highlight the need to provide support, time, training and continuing professional development (CPD) to academic staff as they learn to integrate and use any new TfA system. The necessity of training and supporting not only academic staff, but also students, in the use of TfA is also emphasised in many studies, see Table 6. Regarding academic staff training, the papers suggest that training should be context-sensitive (Buckley & Cowap, 2013), integrate and align technology and pedagogy, and be embedded with the course and institutional structures (Zou, 2013). In addition to these requirements, it was noted that training should also explicitly target a deeper understanding of the affordances of technologies to develop curriculum goals (McNeill et al., 2012) as well as tensions between pedagogy and technological affordances (Buus, 2012; Haines, 2015). Bennett et al (2017) also note that development of the training infrastructure needs to consider and actively target barriers created by the knowledge and communications gap between technical and academic staff. This builds on the points regarding institutional leadership and the creation of posts to specifically target the intersection between technology and subject-specific pedagogy.

The effectiveness of training in several studies is questionable, with findings of non-attendance and/or subsequent to attendance, limited adoption of technology (Buus, 2012; Mettiäinen, 2015) or short-term adoption only (Tao et al., 2012). Even in the case of highly committed and well-trained academic staff, on-going challenges to sustained adoption of technology occurred (Haines, 2015). This would suggest that training is not the only solution to this complex issue.

Furthermore, many of the studies strongly emphasise the need for appropriate allocations of time to facilitate TEA, for set up and implementation (Blair et al., 2016; Whitworth & Wright, 2015), training and development for both academic staff and students (Çakiroglu et al., 2016), maintenance, upkeep and up skilling and learning design iterations (Marín et al., 2016; Summers et al., 2014; Zheng et al., 2015).

Summary

This synthesis of findings did not provide clear guidelines in relation to the required institutional environment and supports like institutional leadership, resourcing, and context-sensitive, timely training. The findings highlighted a complex interplay of challenges both during initial set up and the on-going support needed in terms of time, resources and training. This aligns with the broader literature on changing practice in education (Maughan, Teeman, & Wilson, 2012).

Future Research Direction, Limitations, and Policy Implications

This systematic review supports the current state of the field, which has emphasised a scarcity of studies which investigate the core issues relating to academic staff technological adoption within teaching and learning in higher education (King & Boyatt, 2015; Selwyn, 2013) Similarly to
Heitink et al., (2016) and Bennett et al., (2016) this work emphasises the need for more studies into the required operational costs, time and resources of TfA for academic staff. The systematic review found a lack of any (published) longitudinal investigation of academic staff experiences of implementing or using TfA in a sustained manner. There is a need for more studies that have external validity, and show clearly the reproduction of benefits in multiple settings and over time. Despite benefits for students demonstrated in the extant studies (see for example Nikou and Economides, 2018), these findings highlight the preponderance of small-scale case studies by self-motivated innovators/early adopters. Sufficient studies of effective enduring integration of educational technologies by academics are not yet in evidence. Thus there is a need to scale up research approaches into the value and effectiveness of adoption of TfA for all stakeholders in the process sustained over time in longitudinal studies.

Few papers were situated within an identified theoretical framework pertaining to assessment, digital technology, pedagogy, or adoption. An examination of the sustained adoption of technology by academic staff requires a deep engagement with educator cognition and knowledge (Fung & Gordon, 2016), “understanding what teachers think, know and believe” (Borg, 2003, p. 81). Also notable is the need for models of professional development that support adaptive change to practice which may entail challenges to belief systems (Heifetz, Grashow, & Linsky, 2009). These considerations are largely absent in the current research on TfA.

Similar to (Bennett et al, 2017) we found that in terms of introducing TfA, the goal of achieving efficiencies often came first for educators and institutions before consideration of pedagogy or the learning environment and associated supports. Regarding policy, there is a clear need for professional development supports and institutional policies, which acknowledge and address these challenges and provide leadership to underpin sustained adoption and use of TfA (King & Boyatt, 2015). The challenge is to move beyond where we are now to where we could be. As Bennett et al noted, many TfA currently in use are “pedagogically satisfactory rather than optimal” (2017, p. 679). The lack of theoretical guidance, reflected in the absence of the integration of technology deployment theories into either educational frameworks, assessment or learning processes, are areas where further consideration could offer significant benefits to both practice and future research.

**Conclusion**

This study shows that TfA is still at an early stage of adoption with limited pedagogical underpinnings or theoretical frameworks. Critically even though discussion of academic staff efficiencies was dominant, there was a lack of quantification in terms of design, set-up and on-going maintenance, time and resource costs or gains. Despite a sense that institutional supports could be critical, there was limited insight into the type or scale of resources and institutional structures that could best support and drive adoption.

To evaluate the effectiveness and sustainability of TfA by academic staff beyond the aspirational we suggest that the complexity of the challenges and changes required to sustain TfA, across multiple technologies and assessment types must be underpinned by sound pedagogy and educational theory supported by more rigorous and particularly longitudinal empirical research.
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