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Abstract

There has been an abundance of publications over the last twenty years on electrode materials proposed to be suitable catalysts for the oxygen evolution reaction (OER) in alkaline solutions. Although it is widely accepted that RuO$_2$ and IrO$_2$ anodes exhibit the most efficient electrocatalyst performance towards the reaction, their high cost renders prohibitive the widespread adoption of this material for industrial applications. Amongst the more cost-effective materials that have been proposed as OER anodes are, various inter-metallic alloys, typically containing Ni, Co or Fe, and transition mixed oxides, including spinels (particularly nickelites, cobalites and ferrites) and perovskites. In view of this, the present work investigates the redox, the electrocatalytic and the mechanistic properties of two types of electrodes based on transition metal oxides were examined for the oxygen evolution reaction. The oxide materials were repetitive potential multi-cycled prepared hydrous manganese oxide electrodes and thermally prepared nickel cobalt mixed oxide electrodes. The electrocatalytic properties of both were described for potential use in the industrially and commercially significant OER, which is a rate determining step for hydrogen production via alkaline water electrolysis. Thus, the “backbone” of the present work is to be found in the steady-state polarisation and electrochemical impedance measurements. The aim of these measurements was to obtain experimental values for the OER Tafel slope and the OH$^-$ ion reaction order for these electrodes in aqueous alkaline solution, with a view to perform classical kinetic mechanistic analyses, to identify the operative oxygen evolution pathway for each of these anodes. In addition, steady-state polarisation measurements were used to quantify and compare the OER catalytic activity of electrodes at a given applied potential. Electrochemical impedance spectroscopy (EIS) measurements have demonstrated that the OER Tafel slope, derived from dc or ac measurements are truly characteristic of the kinetics of the reaction. Physical, elemental and morphological characterisation gave further insight into the nature of the modified film surface and enabled one to relate the electrocatalytic activity of these anodes with physical aspects such as surface morphology and surface composition. It was also noted that knowledge of the chemical and structural properties of the underlying oxide phase is crucial in understanding the OER; the amphoteric character of the anodic oxides implies that it is more realistic to investigate the oxygen evolution active sites in terms of anionic surface complexes rather than using the traditional viewpoint of
stoichiometric units of the bulk oxide material. We noted that the chemistry of the surface group determines the chemistry of the OER active catalytic site.

Concluding, this work has demonstrated that manganese and nickel cobalt mixed oxides display very promising potential as inexpensive materials for electrochemical oxygen evolution in alkaline solutions due to their relatively low overpotential values and high stability in strong alkaline solutions. Particularly, the nickel cobalt mixed oxide electrode with 60 % M Co content, annealed at 400°C in air, exhibit the best OER catalytic activity in alkaline solutions among all the other electrodes studied in this thesis.
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CHAPTER 1

INTRODUCTION

AND

LITERATURE REVIEW
1.1 Review of Relevant Electrochemical Theory

Since this work deals with the surface electrochemistry of transition metal oxides in aqueous solutions, it seems pertinent to describe, from the basics to more complex conceptions, the aspects behind an electrochemical system. In view of the matters previously mentioned and since the electrochemical measurements presented in this thesis involve an electrode-electrolyte interface; this chapter will begin with a description of concepts such as the structure of, and electron transfer kinetics at, the interface between an electrode and an electrolyte solution.

Further, it is also important to note that a variety of electrochemical techniques and several physical and chemical characterisation techniques were performed throughout this work. These measurements aimed to both probe and study the catalytic behaviour of various first-row transition metal oxides in alkaline solutions. The properties and theory behind these techniques will also be described in the present chapter.

This work also puts an emphasis on the performance of various transition metal oxides for the electrochemical water oxidation or oxygen evolution reaction (OER). For this purpose, materials such as manganese oxide prepared via repetitive potential multicycling of a Mn metal electrode in an alkaline solution and thermally decomposed nickel cobalt mixed oxide with different nickel/cobalt molar ratios, were used as working electrodes and their redox and electrocatalytic characteristics subjected to analysis.

The electrochemical theory presented in the upcoming sections of this thesis is adapted from well-established textbooks written by Fisher\textsuperscript{[1]}, Bard and Faulkner\textsuperscript{[2]}, and the Southampton Electrochemistry Group.

1.1.1 Introduction to the Classical Theory of Electrical Conduction

As a general concept, when no current passes through a conductive material, no net movement of charges carriers occurs and, therefore, the electric field inside that material is equal to zero.
Assuming a local relationship, the current density $J$ (current per unit of area) can be described as the result of the product of the electric field $E$ and the electrical conductivity, $\sigma$.

$$J(x) = \sigma E(x) \quad (1.1.1)$$

The magnitude of the electrical conductivity determines whether a material is a conductor (high $\sigma$ value), an insulator (low $\sigma$ value) or a semiconductor (intermediate $\sigma$ value). To put it in context, metals such as silver and gold, are considered to be conductor materials, with high electrical conductivity in the order of $10^6$ - $10^8$ Sm$^{-1}$ whereas insulator materials, such as porcelain or diamond, exhibit conductivities typically lower than $10^{-6}$ Sm$^{-1}$. Semiconductors, such as silicon or germanium, exhibit intermediate conductivities typically in the range of $10^{-6} < \sigma < 10^6 \Omega\cdot m$. $^{[3]}$

The Drude model based on classical physics is the simplest formalism by which conductivity can be understood. This theory states that, when an electric field crosses a metal material, the electrons in the material accelerate in the same direction in response, seeking to eliminate the electric field. These electrons possess a weak atomic bond and are mobile. The Drude theory considers that during this uniform movement, part of the mobile or free electrons in the material collide with ion cores and other “scattered” electrons. These collisions produce random dispersion of electrons, known as “scattered” electrons, which can also collide with other electrons in motion. It should be mentioned that the extent of electron/ion and electron/electron collisions will be determined by the physical nature of the material medium (atomic number, density, lattice structure, etc.) The latter determines the electrical resistivity of materials. Focusing on a single collision between electrons, the velocity of an electron after a collision $C$ can be represented by eqn. 1.1.2:

$$v(t) = v_c - \frac{eE}{m} (t - t_c) \quad (1.1.2)$$

The first term represents the velocity of the electron just after the collision whereas the second term represents its acceleration. If one considers the direction of the $v_c$ to be random, then the average $v_c$ of the total conduction electrons will tend to zero. At this point the average current density can be defined as:
\[ J = n e \mu E = \frac{n e^2 \tau}{m} E \]  

(1.1.3)

where \( n \) is the number of conduction electrons per unit of volume and the parameter \( \mu = \frac{e \tau} {m} \) is defined as the mobility of electrons. Consequently, the Drude conductivity formula can be described as

\[ \sigma = \frac{n e^2 \tau}{m} \]  

(1.1.4)

where \( \tau \) is the mean free time between collisions, \( m \) is the effective mass, and \( e \) refers to the electronic charge.

### 1.1.2 Introduction to Chemical Interfaces

Before probing more deeply into electrode/solution interfaces it is first necessary to differentiate between two essential concepts: interface and interphase.

The general definition of an interface region refers to a surface in contact with another phase, which is defined within an atomic layer. Interphase, on the other hand, is that region at which the phase boundary between two chemically distinct phases whose properties, both chemical and physical, differ from their respective bulk phases. It is in this region where the electromagnetic forces segregate positive and negative ions, produce adsorption and dipole orientation.

Many types of interface regions exist, e.g. liquid/liquid, gas/liquid, solid/liquid, and even solid/solid. Particularly, the solid/liquid, and by extension, the solid electrode (metal)/aqueous electrolyte solution (e.g. NaOH(aq)), is the most relevant interface in this thesis. Note that the nature of charge carrier conductivity changes at the solid/ionic solution interface. In the solid electrode the charge carriers are electrons (and perhaps holes if the material is a semiconductor). In the adjacent ionic solution, the charge carriers are charged positive and negative ions.

Usually, the interface where an electromagnetic field exists is known as the *electrical double layer*. As outlined above, this interface consists of a distribution of positive and negative ions (which produces the formation of a charged surface), solvent molecules and of electrons at the interface between a solid electrode and an electrolytic solution. The
separation between charged surfaces is typically of the order of an atomic diameter. Hence, the electric field strength across the interface is typically $10^8$ V cm$^{-1}$. Certainly, ion distribution is not the only factor influencing the formation of charge. In this sense, Pauli repulsion, carrier concentration gradients, electromagnetic induction, and thermal effects also play an important role here. A deep description of the latter factors is beyond the scope of this section. However, the study of the electromagnetic field along with the ion distribution associated with it is vital to understanding the dynamics and kinetics that govern the principals of electrochemical reactions. Thus, this chapter will introduce the various electrode phenomena and the formation of the electrical double layer to describe the various potentials involved in systems comprising several electrical conducting phases and interfaces.

A summary of the general features of the metal and oxide solution interphases will be presented in the following sections. Later in this chapter, attention will be given to the present state of knowledge in the field, particularly regarding the anodic oxygen evolution reaction in alkaline solution.

1.1.3 General Concepts of Phase Potentials

1.1.3.1 Metal / Electrolyte Interphase

In the theory of chemical thermodynamics, the chemical potential or partial molar free energy $\mu_i^\alpha$ of an ionic species $i$, present in a phase $\alpha$ where there is no surface charge nor electrical potential flowing within this phase, is defined as:

$$\mu_i^\alpha = -\left(\frac{\partial G^\alpha}{\partial n_i}\right)_{T,P,n_{j\neq i}}$$

(1.1.5)

where $n_i$ is the number of moles of ionic species $i$ in phase $\alpha$ at a given temperature and pressure. Hence the chemical potential is a thermodynamic function expressing the ability of an uncharged atom or molecule in a chemical system to perform physical work.

The chemical potential $\mu_i^\alpha$ arises from chemical forces within the phase as a result of an electron interaction between single nuclei and the atoms in its vicinity. If, however, phase $\alpha$ is assumed to have an inner potential $\phi^\alpha$, also referred as Galvani potential, and an excess surface charge, with the species $i$ possessing a charge of $z_i F$ per mole, it is necessary to define an electrochemical potential $\bar{\mu}_i^\alpha$ of an element $i$ in a phase $\alpha$ as:
\[ \bar{\mu}_i^\alpha = \mu_i^\alpha + z_i F \phi^\alpha \]  

(1.1.6)

While the first term of eqn. 1.1.6 refers to the previously mentioned chemical potential \( \mu_i^\alpha \) (see eqn. 1.1.5), the second one considers the free energy change brought about by altering the inner potential \( \phi^\alpha \) within the \( \alpha \) phase.

In order to clarify this concept, we consider the interface \( \text{M/M}^{z^+}, \text{OH}^- \text{(aq)} \) as an example of how an interface is charged. Focusing on the metal surface, the positive metal ions situated in the vicinity of the solid permeate the metal surface with free electrons. In addition, both \( \text{OH}^- \) and water molecules adjacent to the electrode surface interact with the metal producing a layer of oriented dipoles, typically of the order of ca.1 nm. All these interactions arise from Coulombic interactions when two conductor phases are placed in contact. These are possible paths for the formation of an electrical charge density which resides on the surface of phase \( \alpha \).

It is also relevant to introduce the concept of charge \( q \). By employing the Gauss law and considering a finite uniform volume with an imaginary surface area (the Gaussian surface) and assuming that for every surface point the electric field is being kept constant, one can represent the total amount of net charge \( q \) by performing a surface integral of the electric field over the surface:

\[ q = \varepsilon_0 \oint E \, dS \]  

(1.1.7)

where \( \varepsilon_0 \) is the permittivity of vacuum \( (8.854 \cdot \text{10}^{-12} \text{ F m}^{-1}) \), \( E \) is the electric field and \( dS \) represents an infinitesimal surface area. If there is no current flow, then \( E \) is equal to zero over the Gaussian surface and hence the net charge is also zero. Using the example of a charged interface \( \text{M/M}^{z^+}, \text{OH}^- \text{(aq)} \) which demonstrates a charge distribution over a surface without a current flow, one must infer that the excess charge resides only on the surface of the conducting phase. In contrast however, the excess charge in a semiconductor material however, does not reside on the surface. Instead it is distributed in a space charge region of finite thickness. If the charge carriers possess a significant volume, thermal processes will impede the formation of a compact layer on the surface. Thus, a positive gradient of charge carriers with respect to the bulk will be formed. Because of this charge, the distribution region has, in fact, a finite volume, which implies that the resulting electric field will compromise the electrochemical potential. Opposite, in a pure conductor phase...
(metals), the thickness of this region can be assumed as negligible due to the high electronic conductivity that metals possess. Consequently, the interphase region encompasses the solution phase close to the metal surface. Fig. 1.1.1 may serve as a clarification for these concepts. In case of an eventual excess charge variation, the new excess charge would be distributed uniformly over the entire boundary of the phase in order to maintain a neutral charge inside the surface.

![Figure 1.1.1 Cross-section of a three-dimensional conducting phase containing a Gaussian enclosure and illustration of the excess charge on the surface of the phase.](image)

However, electrochemical measurements usually involve systems with various types of phases. The most common of these systems comprises two conductive phases, thus being a solid phase, the electrode, and a liquid phase, the electrolyte. This type of systems ought to be analysed in more detail hereafter.

It might be useful at this point to introduce the concepts of polarizable and non-polarizable interfaces. In this sense, and on the one hand, an electrode in which no charge transfer occurs through the metal solution interface, regardless of any external potential, is called ideal polarisable electrode (IPE). On the other hand, the electrode which shows large changes on potential upon the passage of infinitesimal current is called ideal non-polarisable electrode (INPE). At INPE, electrons cross very easily across the interface and electrochemical equilibrium is rapidly achieved. In the event an external potential is applied to the electrode, the electrons continue to flow at a fast rate and there will be no charge execs created on the interface. Contrary, if the electrode is ideally polarizable, the electron transfer across the interface is difficult and thus when an external potential is applied, an excess surface charge develops as a result of the difficulty of electrons to pass through the electrode. Since charge cannot cross the IPE interface, or only does it with difficulty, the behaviour of the electrode solution interface is analogous to a capacitor. Fig. 1.1.2 shows the typical current response of IPE and INPE as a result of potential variation.
Figure 1.1.2 Typical current-potential curves for ideal a) polarizable and b) non-polarizable electrodes. Dashed lines represent the current response at potential changes.

It should be noted that no real electrode exhibits ideal polarizability over the whole potential range that can be applied before solvent breakdown as seen in fig. 1.1.2. In practice, if enough potential is applied, charge transfer occurs. However, it occurs at a very low rate and requires application of a large potential. These types of electrodes are considered ideal polarisable de facto.

Electrochemical measurements taking place between conducting phases usually involved the analysis of the electrical current response $i$ as a function of the applied potential $E$ for a given electrode in solution. Since several different potential interactions are involved during these measurements, it is important to understand the exact meaning of the applied potential.
1.1.3.2 Metal / Electrolyte Interactions

The metal/solution interphase has been more thoroughly investigated and comprehensively reviewed than any other interphase. The moment two conducting phases are placed in contact, the formation of different potentials arises and the electrical conditions between the phases become more complex. Fig.1.1.3a) displays a metal sphere of macroscopic size surrounded by a layer of uncharged electrolyte suspended in a vacuum while the representation of the potential changes of a given single positive charge brought from the infinite to a certain distance of a metal phase is shown in fig.1.1.3b).

![Figure 1.1.3 a) Cross section view of a sphere metal surrounded by electrolyte, b) Display of potential vs. distance of a positive charge during its journey from the infinite to the vicinity of the metal.](image)

A system where the net charge is zero is considered to be in electrical equilibrium. This only occurs if no electrical current is applied to the phase. Hence, the entire phase is considered to have an equipotential volume. The potential at a given point \( P \) in a conducting phase is known as Galvani potential and refers to the work required to move a unit positive charge from an infinite distance to a point \( P \). This potential can be expressed as:

\[
\phi (P) = - \int_{\infty}^{\rho} E \, dl
\]  

where \( dl \) is an infinitesimal tangent to the path in the direction of the movement. The requirement to reach equilibrium conditions between two phases implies the difference between the inner potentials \( \phi^M \) and \( \phi^S \) to be zero. The difference between these inner
potentials is known as Galvani potential difference, $\Delta \phi$, and mainly depends on the charge imbalance produced by adsorbed ions, surface states, ionic species in the solution phase, and the charge in the metal space charge layer:

$$\Delta \phi = \phi^M - \phi^S$$  \hspace{1cm} (1.1.9)

Therefore, the electrochemical equilibrium of the species $i$ between two different phases $M$ and $S$ is:

$$\bar{\mu}_i^M = \bar{\mu}_i^S$$  \hspace{1cm} (1.1.10)

By definition, the Galvani potential is constant within the phase at equilibrium. In addition, this interface is a factor of primary importance for electrochemical processes since it is in this region where the electron transfer between the redox active species in the electrolyte and the metal electrode occurs. Some effects such as electro-repulsion of reactants produced by local electrical fields which are caused by large changes on the potential in the boundary region may affect the kinetics of electron transfer across the interface; therefore $\Delta \phi$ controls the electron affinity of the two phases. According to Gibbs and Guggenheim\[5\], it is always possible to calculate the electrostatic potential between two points within the same phase though it is impossible to purely measure this quantity between points situated in different phases. This is mainly due to the fact that if the positive charge traverses two different phases, thus an interface, then the work required will be affected by the local interactions between the single charge and the chemical environment present in both phases. However, in practice, this measurement issue is solved by coupling a reversible interphase, \textit{e.g.} a stable reference electrode, to the interphase under study. Changes in the potential difference across the latter potential can be monitored by using a simple voltmeter.

Despite the Galvani potential, $\phi$ can be considered as a single potential, it is useful to separate it into two regions as seen in eqn. 1.1.11 where the contribution of $\psi$ is primarily due to the charge $q$ and $\chi$ to the surface dipoles.

$$\phi = \psi + \chi$$  \hspace{1cm} (1.1.11)
These two concepts will be discussed in more detail. On the one hand, the Volta potential $\psi$ of a phase, with an excess of surface charge in a vacuum, is described as the electrostatic work required to move that single positive charge from an infinite point of phase $\beta$ to a point “near” phase $\alpha$. The term “near” is considered to refer to a point between $10^{-5}$ and $10^{-3}$ cm from the electrode surface considering a metallic phase of 1cm diameter. At this distance image forces and chemical changes on $\alpha$ phase, due to the approaching charge, are negligible. The outer or Volta potential difference, $\Delta \psi$, between a metal phase and a liquid phase in contact with vacuum in therefore described as:

$$\Delta \psi = \psi^M - \psi^S$$

(1.1.12)

The outer potential arises due to electrostatic forces and becomes zero if the excess charge on the phase is zero. This occurs when the excess charge on the metal $q^M$ and on the solution $q^S$ are equal in magnitude but different in sign:

$$q^M = -q^S$$

(1.1.13)

On the other hand, in a metal/vacuum interfacial region, the potential that exists (mainly due to the spreading of electronic charge into the vacuum phase) across the surface of the phase with no excess of surface charge is known as surface potential, $\chi$. Interactive electrostatic forces arise when the positive charge passes through the first layer of atoms in a case of a metal phase or, in the case of a liquid phase, at the moment of crossing the dipole orientated layer on the interface. This surface potential contributes to the total work required to move a positive charge through a surface. As previously mentioned, both metal and liquid phases will experiment a surface potential on its surface. Hence, potential surface difference, $\Delta \chi$, between a metal and solution phase can be defined as the differences in the surfaces potentials of each of these phases

$$\Delta \chi = \chi^M - \chi^S$$

(1.1.14)

As previously outlined, the complexity of the applied/measured potentials involved in electrochemical measurements is clear. One may try to suggest which of the previous potentials correspond to the real meaning of the potential measured in a conventional electrochemical experiment. According to Bockris, the measured potential, $V_{\text{meas}}$. 


between a metallic electrode of metal \( m \) and a metallic reference electrode of metal \( m_{\text{ref}} \) in a solution \( s \), where the net current in the system is zero, being

\[
V_{\text{meas}} = \left( \Delta^{m-s} \phi - \frac{\mu_e}{nF} \right) - \left( \Delta^{m_{\text{ref}}-s} \phi - \frac{\mu_{e_{\text{ref}}}}{nF} \right) = V_m - V_{\text{ref}}
\]

(1.1.15)

where \( \Delta^{m-s} \phi \) and \( \Delta^{m_{\text{ref}}-s} \phi \) are the Galvani potential difference between the metal electrode and the electrolyte and the reference electrode with the electrolyte, respectively. \( F \) corresponds to the Faraday constant \((96,485 \text{ C mol}^{-1})\) and \( n \) to the number of electrons involved in the reaction.

### 1.1.4 Concepts of Electrode / Solution Interface

As formerly outlined in section 1.1.3, since the charge of a metal phase resides on its surface, the unbalanced charge distribution on the metal creates a segregation of positive and negative charges in the direction of the phase boundary. Typically, these charges are associated with dipolar molecules, polarised atoms or ions. The volume that these particles occupy in the vicinity of the metal surface is called *double layer* (DL). The study of the double layer is closely related to what was defined as ideally polarized electrodes (IPE), those being electrodes on which no charge transfer occurs regardless of any potential applied by an external source. It was also mentioned that under these conditions, the electrical equilibrium between the phases is established. This leads to the possibility of developing various thermodynamic models of the electrical charge distribution on both sides of the double layer.

Most of the models that study the electric double layer are built from measurements of macroscopic equilibrium properties such as the interfacial capacitance and the surface tension are based on electrocapillary studies. In general, they pursue the way these properties change with potential and with activities of various species present in the electrolyte. These works consisted in a mercury droplet surrounded by a conductive electrolyte, e.g. KCl. One of the reasons why a mercury droplet is used is that it requires high activation energy for hydrogen evolution, which makes this material behave as an IPE over a range of 2 V in a typical protonic solution. In addition, the mercury droplet is liquid at room temperature, has a sphere shape which provides a homogeneous surface tension, \( \gamma \) (to be described later in this chapter), and can be obtained at a high degree of purity. Since the interfacial tension of a liquid - liquid interface is less complex to measure than that of a
solid - liquid, the mercury droplet provides for the ideal material to formulate the theory of the double layer. The first comprehensive investigation on electrocapillary was carried out by Lippmann,[8] who developed a method to measure the interfacial surface tension, \( \gamma \), as a function of potential drop assuming that no charge transfer across the surface occurs. Lippmann devised a simple apparatus for measuring simultaneously the boundary phase potential between mercury and various aqueous solutions and the boundary tension. It its simplest form, the apparatus consists of a mercury reservoir terminating in a fine capillary which is immersed in the solution. A standard reference electrode serves as the other pole. As progressively more negative potentials are applied to the mercury in the capillary, the interface tension rises, reaches a maximum, and then decreases. The electrocapillary effect is noticed as the variation of the interfacial meniscus. More detail about the electrocapillary curves will be given later. This method is based on eqn.1.1.16:

\[
dy = -q_m \, dE - \sum \tau_i \, d\mu_i
\]  

Electrocapillary studies assume no charge transfer across the surface takes place as a function of electrolyte concentration as seen in:

\[
dy = -q_m \, dE - \frac{q_m}{z_j F} \, d\mu_j \sum \Gamma_i \, d\mu_i
\]  

(1.1.17)

where \( q_m \) is the surface charge density on the metal and \( E \) is the applied potential. \( \Gamma_i \) is the Gibbs surface excess and represents the surface excess concentration of species \( i \) in the interphase compared to the bulk solution:

\[
\Gamma_i = \int_0^\infty c_i(x) \, dx
\]  

(1.1.18)

It should be noted that the subscript \( j \) refers to an ionic compound that crosses the interface with ease whereas \( i \) passes across it with difficulty due to its bigger molecular size, stronger electromagnetic interactions, etc. For fixed solution composition \( d\mu_i = 0, d\mu_j = 0 \) and the electrocapillary equation (eqn. 1.1.17) reduces to the Lippmann eqn.:

\[
\left( \frac{dy}{dE} \right)_{\mu_i} = -q_m = q_{sol}
\]  

(1.1.19)

The interfacial tension is a measurable parameter. A typical set of electrocapillary curves for various electrolytes is present in fig. 1.1.4. It is obvious from fig. 1.1.4 that the curves
are usually characteristically parabolic and heavily dependent on the electrolyte composition.

![Electrocapillary curves for mercury in contact with aqueous solutions of different electrolytes at 18°C.](image)

Figure 1.1.4 Electrocapillary curves for mercury in contact with aqueous solutions of different electrolytes at 18°C. The potential is plotted with respect to the p.z.c for NaF. Reproduced from Ref. \[9\]

A common aspect of all the curves is the existence of a maximum point in the surface tension. The potential at which this occurs is known as the **electrocapillary maximum (ECM):**

\[
\left( \frac{\partial \gamma}{\partial E} \right)_{P,T,\mu_I} = -q_m = 0
\]  

(1.1.20)

Since the slope of the curve at this point is zero, the charge is also zero. The potential in this scenario is defined as the potential of zero charge (p.z.c) where:

\[
\sigma^m = \sigma^s = 0
\]

(1.1.21)

In order to explain the general shape of the curves, it is necessary to consider the adsorption effects on the electrode-electrolyte interface. Further, a brief description of the adsorption phenomena needs to be presented.
Adsorption is the formation of some type of bound between the adsorbate, commonly dipolar molecules, polarised atoms or ions, and the electrode surface. The interaction may be merely electrostatic, e.g. anions or cations with opposite charge to that of the surface, or due to the formation of a covalent bond. Moreover, dipole molecules e.g. water molecules, can be attracted to the electrode surface. The extent of the adsorption is usually expressed as surface coverage, $\theta$, and determines the fraction of the surface covered by adsorbate. It is relevant to point out that the surface coverage depends on the electrode surface, the solvent, the electrolyte and the adsorbate structure. The effective interaction between the adsorbed specie and the electrode surface generally depends on two parameters. The first one is the number of molecules adsorbed, since the single specie-electrode interaction varies when approached by another specie. The second one is the strength of their bound with the electrode surface. Hence, two types of adsorption phenomena may occur. The first one, or non-specific adsorption, refers to the process of build-up ions on the interface solution side. This type of adsorption is governed by long range electrostatic forces.\[^2\]

Apart from the magnitude of the charge on such ions, the chemically identity of such species is unimportant with regards to their adsorption characteristics – hence their “non-specificity”. Moreover, in aqueous solutions, non-specifically adsorbed ions tend to be solvated. On the other hand, the second type, or specifically adsorbed species, are bound to the electrode surface by short range forces and therefore the chemical identity of the adsorbate is significant. These short-range forces are quantum mechanical in origin, and are not fully understood, with computer simulation latterly being applied to the problem of their elucidation.

Hence, if a more negative potential with respect the p.z.c is applied to the electrode, its surface develops a negative excess charge, whereas if a positive potential is applied it creates a positive surface charge. Variations on the potential with respect the p.z.c cause a decrease on the surface tension as seen in fig. 1.1.4. This is attributed to an increment of mutual repulsion between adsorbed ions on the surface, which occurs as a consequence of increased adsorption as the potential moves away from the p.z.c. Referring to the differences between anodic and cathodic curve shapes, it can be observed that the surface tension for potentials of less than the p.z.c is the same regardless of the electrolyte composition, whereas for higher potentials the surface tension tends to be dependent on the electrolyte composition. The former is an indicative of non-specific adsorption between the electrolyte ions and the electrode surface while the latter suggests a specific adsorption
since the behaviour of the systems in this potential region depends specifically on the identity of the ions in solution. The differences in electrocapillary curves occur at positive potentials where the presence of anions in the solution side of the interface is at its maximum. The manifestation of specific adsorption of anions in these potentials justifies this behaviour. The separation of charge perpendicular to the surface characterises its ability to store charge in response to a perturbation on the potential giving it the properties of an electrical capacitor. Plots of surface charge can be obtained by differentiating electrocapillary curves. Examples of surface charge with respect to the potential are shown in fig. 1.1.5.

Figure 1.1.5 Electronic charge on mercury surface in contact with aqueous solutions of different electrolytes at 25°C. The potential is plotted with respect to the p.z.c for NaF. Reproduced from Ref. [9]

It becomes obvious from fig. 1.1.5 that the behaviour of the charge density is not linear with respect to the potential, as it should be for an ideal capacitor. Consequently, it is
necessary to define a differential capacitance, $C$. The differentiation of the Lippmann equation with respect to potential yields an expression for the differential capacitance $C_{\text{diff}}$ of the interphase:

$$C_{\text{diff}} = \left( \frac{d\sigma^M}{dE} \right)_{p,T,\mu_i} = -\left( \frac{d^2\gamma}{dE^2} \right)_{p,T,\mu_i}$$  \hspace{1cm} (1.1.22)

In the case of a mercury-solution interface the differential capacitance is obtained by performing a second graphical differentiation of the electrocapillary curve. For solid electrodes, however, $C_{\text{diff}}$ can be measured using ac electrochemical impedance spectroscopy. A schematic representation of the variation of differential capacity with potential for various electrolyte concentrations for the previous system is outlined in fig. 1.1.6.

![Differential capacitance vs. potential for NaF solutions in contact with mercury at 25°C.](image)

Reproduced from Ref. [9]

In general, the curves of interfacial capacitance against potential exhibit a minimum value of p.z.c in dilute solutions, whereas a maximum is evident at higher electrolyte concentrations.
concentrations. More detailed considerations about the shape of the curves will be discussed in further sections of this thesis.

The \( C_{\text{diff}} \) variation with respect to \( E \) leads to the introduction of the integral capacitance \( K \), which represents the ratio of the total charge density of the metal at a given potential and defined as:

\[
K = \frac{\sigma^M}{E - E_{p.z.c}} \quad (1.1.23)
\]

where \( E_{p.z.c} \) is the potential of zero charge. Therefore, \( K \) may be analogously interpreted to an ordinary parallel plate capacitor. The integral and the differential capacities are related as follows:

\[
C_{\text{diff}} = K + \left( E - E_{p.z.c} \right) \frac{dK}{dE} \quad (1.1.24)
\]

It is clear from eqn. 1.1.24 that \( C_{\text{diff}} = K \) at the p.z.c..

Returning to the electrocapillary (eqn. 1.1.19), the relative surface excess of neutral molecules \( i \) on the interface in solution is obtained from the measurement of the dependence of the interfacial tension on the concentration of that component:

\[
\Gamma_i = - \left( \frac{dy}{d\mu_i} \right)_{P,T,\mu_{i\neq j}} \quad (1.1.25)
\]

For ideal solutions the chemical potential is related to the bulk concentration through:

\[
\mu_i = \mu_i^0 + RT \ln a_i \quad (1.1.26)
\]

where \( a_i \) represents the thermodynamic activity of the compound \( i \) in solution. Differentiating eqn. 1.1.26 at constant temperature yields to:

\[
d\mu_i = RT \ d\ln a_i \quad (1.1.27)
\]

The utilisation of eqns. 1.1.25 and 1.1.26 results in an alternative expression for \( \Gamma_i \)\(^{[10]} \),

\[
\Gamma_i = - \frac{1}{RT} \left( \frac{dy}{d\ln a_i} \right)_{P,T,\mu_{i\neq j}} \quad (1.1.28)
\]

Eqn. 1.1.28 predicts that when a compound is enriched at the interface (\( \Gamma_i > 0 \)), and thus, the relative surface excess increases, the surface tension decreases when the solution
concertation is increased. Contrarily, when a compound avoids the surface \((\Gamma_i < 0)\), the surface tension increases when the concentration of the given compound increases. The surface excess can be obtained experimentally, using eqn. 1.1.28, by measuring the surface tension as a function of solution concentration. A plot of \(\gamma\) vs. solution component concentration has a slope given by \(\Gamma_i\). It is worth to note that at p.z.c potentials there may be no electrostatic adsorption and hence \((\Gamma_i)_{p.z.c}\) may be regarded as a measure of the degree of specific adsorption of species \(i\).

1.1.4.1 Structural Models of the Electrode / Solution Interface

As introduced at the start of the previous section, when the separation of charge occurs at the interface between two phases, that interfacial region is often referred to as the electrical double layer. The term “double layer” was first introduced by Helmholtz\(^{[11]}\) back in the nineteenth century. He proposed a model that described a typical metal-solution interface considering it as a two-parallel plate capacitor: the metal with its excess charge on the surface constitutes one plate, while the excess counter charge, with equal and opposite polarity than that of the metal charge on the solution side constitutes the other. Such structure may be defined as the relationship between the stored charge density, \(\sigma\), and the voltage difference, \(\Delta V\), between the plates as:

\[
\sigma = \frac{\varepsilon \varepsilon_0}{d} \Delta V
\]  

(1.1.29)

where \(\varepsilon\) is the dielectric constant for the medium, \(\varepsilon_0\) is the vacuum permittivity \((8.85 \times 10^{-14} \text{ F cm}^{-1})\) and \(d\) is the interpolate spacing. The differential capacitance is obtained from a differentiation of eqn. 1.1.29

\[
\frac{d\sigma}{dV} = \frac{\varepsilon \varepsilon_0}{d} = C_{diff}
\]  

(1.1.30)

The weakness of this model may be apparent from eqn. 1.1.30 since it predicts the differential capacitance to be constant regardless of the potential and the solution concentration. However, the experimental data presented in the previous section demonstrated that the differential capacitance does vary with potential and ion concentration in a very definite manner. Variations on \(C_{diff}\) with potential suggest that either \(\varepsilon\) or \(d\) depend on these variables. Hence, a more sophisticated model is required. More accurate
models were presented both in 1910 by Gouy\cite{12}, and completely independently three years later, by Chapman.\cite{13} A graphical comparison of the two models is presented in figs. 1.1.7 and 1.1.8.

In general, for a conductive metal, an excess charge density $\sigma^M$ is confined into the surface, but the same is not necessarily true for the solution. This becomes more notorious when the concentration of ions in solution, which are charge carriers, is relatively low. In this situation, it might require some significant thickness of the solution phase to counterbalance the excess charge density of the metal. The thickness would be controlled by the electrostatic interactions of the metal with the charge carriers, either repelling or attracting them, according to their polarity and the tendency of thermal processes to randomize them. This model proposes a finite \textit{diffuse layer} where there is no special layer of ion or solvent molecules at the solution interface, but rather a distribution of excess charge which thickness depends on applied potential and ion concentration.

![Figure 1.1.7 Helmholtz’s parallel plate capacitor model of the double layer showing the distance of closest approach of anion to the metal surface.](image)
The main concern about this model is that it conceives the ions without a restricted position within the solution. They are considered as point charges\cite{10, 14} that can randomly approach the electrode surface which suggests that, in the case of high polarisation, the separation between charges zones of the metallic and solution phase decreases and tends to zero. This behaviour can be observed in fig. 1.1.8. Certainly, since the ions have a finite size, the proximity of an ion to the electrode surface is limited by its ionic radius and hence cannot approach any closer than that. In the case of solvated ions, the thickness of the primary solution sheath is given by the sum of the ion’s radius and the radius of the solvent. Still another increment may be necessary to account for a layer of solvent on the electrode’s surface. Therefore, a *plane of closest approach* for the centres of the ions at some finite distance from the electrode surface needs to be considered.

The Gouy - Chapman model was later modified by Stern\cite{15}, who added together the earlier models of Helmholtz and Gouy - Chapman proposing that the ions could not approach the electrode surface at distances smaller than its ionic radius. This model is known as Gouy – Chapman - Stern model (GCS) and its representation can be seen in fig. 1.1.9. Stern further proposed that the ions closest to the electrode surface, those accounted for by the Helmholtz element of the model, can be modelistically placed in two main regions: (i) the
inner compact plane (IHP), also called Helmholtz or Stern layer, and (ii) the outer Helmholz plane (OHP). This idea was then expanded by Grahame.\textsuperscript{[16]} The formation of this layer, especially in metal-solution interfaces, has been a subject to exhaustive discussion not only due to its importance for the electrical double layer theory but also because of its implications on the potential transfer within the interphase\textsuperscript{[10, 17]}. In the case of charged metal surfaces, the layer of oriented water molecules have been studied in three different fashion, those being: (i) the continuum dielectric theory; (ii) the water dipole orientation; and (iii) the H-bounded associated water molecules orientation.\textsuperscript{[17-18]} The second and third of these theories are focused on the solvent orientation in the inner region of the double layer, where the preferred orientation of solvent molecules, either monomers or dimers, on the surface is determined by the surface charge density, whereas the first one of the theories accounts for the displacement of charge in response to an imposed electric field. A more exhaustive discussion of this topic is presented later in this section.

The greatest concentration of charge carriers is found adjacent to the electrode surface, thus in the inner layer, where the electrostatic forces prevail over the thermal processes. Specifically adsorbed ions, usually anions, establish in this region a compact layer of approximately few molecular diameters thick. The total charge density arising from specifically adsorbed ions in this inner layer is given by $\sigma$ (µC cm\textsuperscript{-2}).

The detailed nature of the interaction forces between an ion and the electrode surface regarding specific adsorption has not yet been totally resolved. Macdonald and Barlow\textsuperscript{[19]} on one side, and Bockris and Habib\textsuperscript{[20]} on the other side, have provided critical reviews on this area. The progressive reduction of the charge carriers’ concentration occurs at greater distances from the electrode surface as the electrostatic forces become weaker. In this scenario, the interaction between the ion and the metal surface is not sufficient to cause the desolvation ergo the hydrated ions in contact with the metal are regarded as residing in a layer known as the outer Helmholz plane (OHP).

It is generally accepted that in the case of an aqueous solution the closest approaching solvent ions are separated from the electrode surface by a layer of oriented solvent molecules adsorbed on the metal surface.
Contrary to specific adsorption, where various types of short range interactions exist, the interaction of solvated ions with the metal surface may be accounted for by long range Coulombic forces. In a nutshell, the resultant interaction between the ion and the metal is determined by the competition between the ion - metal and the ion - solvent interactions. In some cases, these interactions develop to a partial charge transfer between the ion and the metal, resulting in the formation of a strong covalent bond. This type of bond is called chemisorption. The opposite scenario is known as physisorption, where the bond between them is much weaker and does not cause a significant electronic modification of the ion.

Figure 1.1.9 Gouy - Chapman - Stern model of the double layer region under conditions where cations are specifically adsorbed.

Unlike the specifically adsorbed ions situated at the IHP, the non-specifically adsorbed ions are not all located on the OHP but contained in the diffuse layer which extends from the OHP into the solution bulk. The excess charge density produced by the non-specifically
adsorbed ions in both the OHP and the diffuse layer is $\sigma^d$. Hence, the total excess charge density ion in the solution side of the double layer $\sigma^S$ is given by:

$$\sigma^S = \sigma^I + \sigma^d = -\sigma^M$$

The nature of the diffuse layer has its origin in thermal agitation. This thermal agitation provides for a disordering force opposed to the “ordering” Columbic forces of attraction and repulsion. It is worth noting that the arrangement of a plane of closest approach produces little impact on the differential capacitance for potentials near p.z.c in systems where the concentration of electrolyte is low. This is due to the thickness of the diffuse layer being larger than the distance from the electrode surface to the OHP. However, as the electrode becomes more charged, a larger number of molecules are gradually more tightly compressed against the boundary in the $x_2$ distance and the whole system begins to coincide with the Helmholtz model.

The model presented in fig. 1.1.9, provides predictions that, broadly speaking, account for a wide variety of real systems. Although discrepancies still exist, the success and the imperfections of the GCS model can be discussed by considering the data in fig. 1.1.6. It has been shown that the minimum capacitance value observed in the vicinity of p.z.c is well predicted by the diffuse layer aspect in the model, whereas the Helmholtz inner layer concept models the roughly constant capacitance region found at potentials between -1.2 V and -0.4 V. Also, as the potential increases, the diffuse layer becomes more compact, developing an increment on the $C_{diff}$ observed at potentials between 0.8 V and 0 V. The lack of accuracy of the GCS is observed comparing the behaviour of the differential capacitance when different electrolyte concentrations are used. The discrepancies between the experimental data and the model can be explained by the fact that the diffusive layer element on the model considers the Debye-Hunkel theory of activity in electrolytes to be of zero order approximation. This approximation neglects the finite size of the ions and can only be accurately applied up to about 0.001 M for 1:1 electrolytes. The problem arises at concentrations greater than 0.001 mol dm$^{-3}$ where the Debye length approaches the dimensions of a solvated ion and, hence, the average distance between solvated ions is greater than the diffuse layer thickness. Bockris suggested that the diffuse layer theory is usually applied to systems where the electrolyte concentration exceeds 100-1000 times the concentration on which the model is based (0.001 mol dm$^{-3}$). The theory also neglects other effects that may arise from the system where the concentration of electrolyte is
higher than 0.001 mol dm\(^{-3}\), \textit{e.g.} solvent dielectric saturation or full polarization, ion-ion interactions, ion-pair formation, field-dissociation effects and especially strong nonspecific interactions of the ions with the surface charge on the electrode. The latter effect can be described in terms of \textit{ion condensation} (or counterion condensation) and treated by a model which uses effective parameters such as “\textit{effective surface charge}”, to account the ion - surface interaction. Ion condensation may occur when the charge density is increased above a critical value and the ionic concentration on the surface remains constant regardless of the potential applied.\[^{[22]}\] It has been observed that the effective surface charge not only depends on the charge of the ions but also on their nature.\[^{[23]}\] To avoid confusion, the quantitative values obtained by the GCS model for electrolyte concentrations higher than 0.001 mol dm\(^{-3}\) must be always evaluated with prudence.

While the conceptual limitations of the diffuse layer theory can demonstrate the principles for the formation of the differential capacitance minimum peak, the model is not adequate to explain the observation of a capacitance maxima, as seen in the curve of 1.0 mol dm\(^{-3}\) in fig. 1.1.6. This weakness was already observed by Bockris, Devanathan and Muller and served as the starting point for the development of a new model, known as BDM, in the early 1960s.\[^{[24]}\] Unlike the models previously explained, the BDM’s success lies primarily in its ability to explain the occurrence of the maximum point found in differential capacitance \textit{vs}. potential graphs, since it takes into consideration the formation of a layer of oriented water molecules on the metal surface. It is relevant to mention that this oriented layer of water molecules affects the shape of potential-distance function in the interface. A more detailed clarification of this concept is presented later in this section.

Regarding the formation of the capacitance hump, Watts-Tobin and Mot\[^{[25]}\] suggested an approach to describe the dipole potential difference generated by the compact layer of water molecules on the surface. According to Watts, the presence of a hump in most graphs of \(C_{\text{diff}}\) \textit{vs}. potential occurs due to an increase in the dielectric constant of the compact layer of water molecules, which results in a change of sign of the average dipole moment of these molecules. Mott \textit{et al.} suggested that, under p.z.c conditions, there was an equality up and down types of water molecules on the metal surface (see fig. 1.1.12 for clarification). Thus, if potential is applied to the electrode, the charge upon the surface changes, which causes all the water molecules to be oriented, up or down, depending on the charge sign of the electrode. This causes a variation on the surface potential, \(X_{\text{H}2\text{O}}\), with
and since \( \frac{dX_{H_2O}}{dq^M} \) has the dimensions of a capacitance, if it is plotted as a function of applied potential, it experiences a maximum at the potential of zero charge as seen in fig. 1.1.4.\(^{[26]}\)

Moreover, Bockris et al.\(^{[26]}\) found that the height of the capacitance maxima was strongly dependent on the radius of the ion of the electrolyte, as represented in fig. 1.1.10. This proves the assumption that the hump is provoked by specific adsorption ions.

Modern pictures of the metal-solution interphase region are essentially based on this BDM model and various aspects of it are pictorially considered in fig. 1.1.11. Although the BDM model implied a substantial improvement on modelling the experimental data with respect to the Gouy - Chapman - Stern model, the issues previously mentioned regarding Debye length in more concentrated electrolytes still remained present in this model. Despite the BDM accounts for the dielectric properties of the interfacial aqueous dilute solutions by assigning fixed dielectric constants \( \varepsilon \) to the different regions of the system: 6 for the inner Helmholtz plane, 30 - 40 for the outer Helmholtz plane and approximately 80 for the bulk.\(^{[27]}\)
It was observed that the degree of dielectric saturation and also the structure of the compact layer vary with the solution concentration and the electrode polarisation.\cite{2,28} It is noteworthy that all the above models share the assumption that both the potential and the charge vary only at the solution contiguous to the metal surface. However, this may not be completely valid.

Most of the efforts over the last forty five years have been focused in developing a more honest correlation between the BDM model and the experimental data.\cite{29} This contributed to the proposal of various multiple state models aiming to evaluate with more precision the inner compact layer and, particularly, the region adjacent to the surface. Toney \textit{et al.}\cite{30}
suggested that for charged electrodes, as the potential is swept from negative to positive, the compact layer of water molecules adjacent to a solid interface is arranged in several layers and that those molecules in the first layer are reoriented from oxygen-up to oxygen-down so the oxygen becomes closer to the surface with the hydrogen facing the bulk solution direction.

![Figure 1.1.12 Possible orientation for water molecules near the electrode surface according with M.F Toney, being a) the positive charged surface and b) the negative surface. The arrows show the directions of the dipole moment. Reproduced from Ref. [30]](image)

Another possible orientation of water molecules on the surface vicinity has been proposed by Watts-Tobin and Mott [25] and is presented in fig. 1.1.13. These authors consider the existence of two orientations of the solvent dipoles adjacent to an electrode surface. On the one hand, Watts-Tobin stated that only two configurations of water molecules can be attached onto the metal surface and that the direction of the dipole vector is given by a three bound-forming on the metal as shown in the fig. 1.1.13. The first configuration is designated as “spin up” and in it the dipole vector points towards the solution bulk while in the second one, the “spin down” configuration, the dipole points towards the surface. The dipole vectors on both configurations are equal in module but opposite in sign, as schematically represented in fig. 1.1.13a. Watts-Tobin observed that the orientation of water molecules on the metal surface in absence of an excess surface charge is weak, so the contribution of the dipole layer to the potential drop across the interface should be neglected. However, if an excess of charge is present on the surface, the water molecules orient themselves in a compact manner onto the surface, which contributes to a significant perturbation on the potential drop across the interface. Watts-Tobin’s theory however, neglected the possibility of lateral interactions between water molecules arising from hydrogen bound interactions within the compact layer.
Figure 1.1.13 a) Schematic representation of probable water molecules configuration onto a mercury surface, according to Watts-Tobin. Reproduced from Ref.\cite{25b} b): The “up” and “down” possible configurations of the dipole.

Mott included to the Watts-Tobin model the conception that the only molecules which contribute to the potential drop are placed in a region between the outer Helmholtz plane and the metal and that they do not establish more than a monolayer on the metal. The concept of the two state configuration of water molecules has also been developed by Macdonald and Barlow\cite{31} and by Bockris et al.\cite{27b}

Modern treatments have, however, abandoned the belief that water dipoles can only be oriented in two discrete configurations.\cite{32} In this sense, Damaskin and Frumkin\cite{33} Bockris and Habib\cite{20b, 34} and Fawcett\cite{35} have developed a three state model while Parsons\cite{36} elaborated a four state model. Fawcett added further postulations to the two-state model proposed by Watts-Tobin and suggested a three-state model assuming that the three orientations of water molecules at the electrode surface may be located either in the same direction than the electric field, against it or perpendicular to it, as shown in fig. 1.1.14. Damaskin and Frumkin took a different approach towards the three-state model. They distinguished two types of water molecules depending on their adsorption to the surface. One type is the physisorption water molecules, with weak interaction between each other, which associate together and are freely oriented either in the “up” or “down” direction which is schematically represented in fig. 1.1.15.
These associations have an equal dipole magnitude regardless of their direction. However, there is another kind of molecules, individually distributed on the surface, which are permanently placed with the oxygen atoms attached to the surface. These, due to their strong chemisorption behaviour, do not rotate with the presence of an electric field. In this situation, as the charge changes from zero towards the positive or negative side, the associated molecules are reoriented, whereas the strongly adsorbed ones remain in the same position.\[33\] The associated water molecules were assumed to reorient themselves altogether at p.z.c, which explains a maximum capacitance at that potential. It was also proposed that a positive increment on the charge causes field induced destruction of the associated groups of water molecules, which leads to an increased polarisation of the double layer. This explains the rising parts observed in experimental $C_{\text{diff}}$ vs. potential curves *e.g.* in fig. 1.1.6.

Another view for a three state model was presented by Bockris and Habib in 1977.\[20a\] The proposed model involved an equilibrium between dimers and monomers on the electrode surface. They suggested that under p.z.c conditions and considering a mercury-solution interface, the best approximation of the disposition of water molecules on the metal surface consisted of two-thirds of water dimers (two water molecules combined by hydrogen
bounding) and one-third of monomer water molecules.\textsuperscript{[37]} However, they did not assume that all the water molecules present on the surface were associated onto pairs but also onto trimers, tetramers, \textit{etc.} To relativize the amount of monomer, dimers, trimer, \textit{etc.} on the surface, they calculated the free energy of formation on the surface of these adducts considering the bonding energy and the entropy parameters. According with their results,\textsuperscript{[37]} despite the existence of trimers and tetramers in the layer, their presence can be neglected as their number compared with the monomers or dimers is minor. Parsons\textsuperscript{[36]} developed a four state model of interfacial water molecules as an attempt to improve the Damaskin and Frumkin model. He assumed that instead of strongly adsorbed water molecules onto the surface, as those found in the Damaskin and Frumkin model, there were “free” water molecules coexisting together with dimers on the surface. The former ones can adopt one of the two orientations, either “up” or “down”, with equal but opposite dipole direction. The latter ones can also adopt the “up” or “down” orientation but, unlike the free molecules, these orientate themselves with opposite perpendicular dipole moment as seen in fig. 1.1.16.

![Figure 1.1.16 The four-state model proposed by Parsons.](image)

Even though it has been stated that both the monomers and the dimers have effective dipole moment, the lateral iterations between them and between each of these entities with themselves are neglected in this model. Bockris, however, suggested that a model, referring to Parsons’, with a suitable large amount of adjustable parameters such as dipole magnitude, dipole orientation, existence of “free” water molecules and dimers could virtually account for any type of experimental data, which does not validate the model as to be correct nor means that no physical effects have been neglected.\textsuperscript{[20a, 26]}
Two additional linked aspects of the metal solution interphase that have attracted considerable interest are: (i) the way the potential and charge are assumed to vary at the solution side of the interphase, and (ii) the potential distribution in the metal phase. As recently mentioned, in the metal solution interphase several layers of liquid molecules along with ions are attached onto the surface by electromagnetic forces and, as a result, the layers in the vicinity of the metal surface are strongly compacted. The presence of these molecular layers, which have different dielectric properties, causes a non-linearity behaviour in the potential-distance function. In the BDM model, a sharpness change of the potential is observed. This phenomenon was further discussed by Trasatti, who observed that, in the case of metals, the capacity of the inner compact layer under p.z.c conditions is strongly dependent on the electronic structure of the metal. He suggested that the compact layer of water molecules propagates into the solution, by hydrogen bonding, to depths of up to 10 – 20 molecular layers and decays through a disordered region to the bulk. It may be pointed out that the number of layers depend on the H-bound strength in a way that the higher the strength, the more number of layers. Therefore, the propagation of the ordered compact layer, and thus the p.z.c, differs from metal to metal depending on the metal–water strength bond. Trasatti also found that the p.z.c exhibits a linear correlation between the p.z.c and the electronegativity of the metal ion. The p.z.c becomes more positive in terms of potential as the electronic density of the metal increases. A parallel increase was found in the metal–water interaction as the metal becomes more electropositive. The metal surface has for long been treated as an ideal surface, e.g. smooth, perfectly conducting walls whose interactions with the solution occur through electron exchanges and charge image effects, and therefore, the importance of the solid phase has often been neglected. The structure of the metal is often presented on the basis of the “jellium model” and applied to theory of metal surfaces in vacuum. The most remarkable authors who investigated the capacity of the inner layer with respect to the electronegativity of the metal were Badiali and Goodisman, Macdonald, Blum et al. and Schmickler and Henderson in the early 80s. The theories proposed by these authors have in common three assumptions: (i) that the dielectric constant of the solvent is 90 even up to the electrode surface, (ii) that the solution is a mixture of hard sphere ions and dipoles, as presented in fig. 1.1.17, and (iii) that the metal is considered in terms of the jellium model. This model envisaged the metal as consisting of a skeleton of positive charged metal ions represented by a homogeneous background charge density which drops suddenly to zero at the surface. The electrons on the metal are scattered smoothly across
the ideal surface giving rise to a surface-orientated layer on the boundary of the surface. Fig. 1.1.17 shows that the jellium edge is situated at a distance \( z = 0 \) whereas the plane of the outermost metal nuclei is located at a distance of \( z = 0.5 \) d. At more negative distances the potential reaches a constant value. Contrary, at a more positive distance of ca. 2 Å, the metal electrons tail out into the vacuum and it is in this point that they can interact with either the adsorbate species or the electrolyte.

![Figure 1.1.17 Surface electronic density as a function of distance perpendicular to the surface. Adapted from Ref.\[44\]](image)

At this point it is convenient to define the zeta potential (\( \zeta \)) or electrokinetic potential, which is the potential at the shear plane between two charged planes. In many cases, various layers of liquid molecules and ions are tightly compacted onto the metal surface. As a result of this, the shear plane is not exactly at the interface but set at a distance equal to the outer Helmholtz plane and it can be assumed that \( \zeta = \phi_{z2} \).\[45\]

Many different techniques have been used to investigate the properties of the metal-solution interface.\[39, 46\] These techniques can be classified into traditional and non-traditional ones as follows.\[47\]
Traditional techniques are essentially electrochemical in nature, such as measurements of potential of zero charge, capacitance variation with potential, interfacial tension, etc. These methods provide direct information to be obtained from the interface while indirect information of the interface’s structure can be obtained from electrochemical adsorption and kinetic studies.

The latter group of techniques, which are the non-traditional ones, display good sensibility to microscopic parameters of the interphase but lack sufficient molecular specificity. A concise review on this area has been provided by Yeager. Non-traditional techniques have been employed to complement the previous classical electrochemical techniques. These comprise, among others, Auger spectroscopy (AES), electron energy loss spectroscopy (ELS), reflection high-energy electron diffraction (RHEED), ion scattering spectroscopy (ISS), X-ray photoelectron spectroscopy (XPS), specular reflectance spectroscopy, ellipsometry spectroscopy. Auger spectroscopy and X-ray photoelectron spectroscopy were used as suitable techniques for chemical identification of surface atoms. Particularly, XPS was employed in interfacial studies in order to distinguish different adoption states of chemisorbed molecules such as Co on Mo. Electron energy loss spectroscopy along with both low energy primary electrons (E \approx 5 \text{ eV}) and a high resolution spectrometer (\Delta E \approx 10 \text{ meV}) was used to detect the vibrational frequencies of surface complexes formed by adsorption and surface phonon in the substrate. Ellipsometry spectroscopy has shown to be a promising technique to study the optical properties of layers such as passivating films on electrode surfaces as function of wavelength, potential and the effective optical thickness of the layers. Ion scattering spectroscopy can be employed to examine the atomic structure of surface layers with various elements such as NiO or Co$_3$O$_4$. It, however, suffers a lack of resolution when heavy ions with similar masses are analysed. Reflection high-energy electron diffraction probes the surface structure of the metal by using high energy electrons, about 100 keV of magnitude, near grazing incidence. Hence, information on the surface topography, the degree of surface coverage and both symmetry and size of the surface mesh can be obtained. Specular reflectance spectroscopy analysis provided relevant information on the metal surface such as the surface’s change densities, the adsorption isotherms, the surface’s roughness effects, the electronic characteristics of anodic films and passivating layers on both metals and semiconductors, etc. by analysing the relationship of the reflectance changes as function of potential. The reliability of the experimental data obtained by such studies is highly
dependent on whether the electrode surface can be transferred from an ultra-high vacuum (ca. $10^{-10}$ torr) atmosphere into an aqueous solution and *vice versa* without performing significant chemical changes and surface contamination.

1.1.4.2 The Oxide / Solution Interphase

All the concepts and models previously discussed in section 1.1.4.1 refer to the metal-solution interphase. In contrast to metallic electrodes which are identified as good conductors, most metal oxides possess poor conductivity and large electrical resistance, which make them behave as either insulators or semiconductors. The conductivity of a metal oxides lies on both its molecular structure and the magnitude of the band gap.$^[56]$

It is appropriate at this point to review the concept of band gap. Usually the electric properties of solids are described in terms of the *band theory*. This theory involves the behaviour of electrons moving in a region comprised by atomic nuclei and other electrons. According to this theory, if atoms are brought together to construct a crystalline structure, the electronic orbitals of the isolated atoms, either full or partially filled of electrons, and their respective orbitals, fall in continuous bands, which can be divided into the two following groups. The first group is known as the *valence band*, where the outermost electron orbital is completely filled with electrons. The second group is known as the *conduction band* which corresponds to the next highest band to valence band either empty or partially filled with electrons. In general, these bands are separated by a *forbidden region* or *band gap* of energy $E_g$, usually given in units of electron volts, eV.

The conductivity of a solid depends on the distribution of electrons in the conduction band, which is also related to the magnitude of the band gap. On one hand, if the electrons contained in the valence band completely fill one or more bands, thus leaving others empty, there is no contribution to the electrical conductivity and thus the crystal behaves as an insulator. On the other hand, if the electrons partially fill one or more bands, the crystals behave as a conductor. Thus, the difference between a conductor, a semiconductor or an insulator resides on the number of excited electrons into the conduction band, which is determined by the temperature and the magnitude of the band gap. If the energy level that separates the two bands is close to zero, that meaning that the electrons can move from one band to the other with very low activation energy, the material is a conductor. On the contrary, if the band gap is large, 4 – 12 eV, the solid is considered to be an insulator. If
however, the magnitude of the band gap is small, 0 - 4 eV, the material is considered to be a semiconductor.\textsuperscript{[57]} In real crystalline materials, however, the conductivity is not only influenced by the band gap but also by: (i) the lattice defects; (ii) the impurities; and (iii) the surface defects.

The following discussion is supported by Electrochemistry at Metal and Semiconductor Electrodes textbook by Sato.\textsuperscript{[58]} Lattice defects in ionic crystals are produced by interstitial ions and ion vacancies. If the imperfection or defect is only present to one lattice side and its immediate neighbour side, it is termed point defect. In the case of metal oxides, interstitial metal ions or oxygen vacancies add electron donor levels onto the band gap, whereas the presence of metal vacancies introduces acceptor levels. Such points include (i) vacant lattice sites, and (ii) extra atoms, which are situated in the interstices between regular sides of the lattice. Both (i) and (ii) are also called vacancies and interstitials, respectively. Impurities and dopant atoms might also introduce either acceptor or donor levels to the band gap, depending on their nature. Generally, a metal oxide material can accommodate all types of point defects but one is usually found to be predominant among the others, depending on both the deviation from stoichiometry and its composition. Many examples of point defects are found in the literature.\textsuperscript{[59]} However, only nickel and cobalt oxides will be described in this introduction as they are materials of crucial importance on this thesis. Nickel and cobalt oxide, typically written as NiO and CoO, both include point defects on their cation lattice and thus they should be written as Ni\textsubscript{1-y}O and Co\textsubscript{1-y}O, respectively, being \(y\) a small fraction of metal deficiencies. Due to a deviation from their natural stoichiometry in the form of metal deficiency, the predominant nature of defects in these oxides is metal vacancies. Regarding the NiO, these considerations are based on the differences of the self-diffusion coefficient between the nickel and the oxygen.\textsuperscript{[60]} The self-diffusion coefficient of nickel or cobalt is much larger than that of the oxygen and thus it may be assumed that the defects on both oxides are located in the cation lattice.\textsuperscript{[61]} Kroger and Price suggested that the nickel oxide type should only exhibit an excess of oxygen. In addition, it was noted that the \(p\)-type conductivity of NiO is attributed to the presence of Ni ions vacancies and holes in the lattice which add electron acceptor levels above the valence band.\textsuperscript{[56, 62]} Regarding the cobalt oxide,\textsuperscript{[62]} it has been observed to have a similar defect structure than Ni\textsubscript{1-y}O but the concentration of these are larger in the cobalt oxide. These defects are mainly due to the presence of electron holes. It has also been noted that point defects on cobalt oxide, are strongly dependent on temperature and oxygen pressure. If its
decomposition pressure is somewhere between $10^{-12}$ atm O$_2$ at 950°C to $10^{-6}$ atm at 1450°C, the CoO is formed in a stoichiometric manner. However, if O$_2$ concentration increases, the oxide becomes metal deficient and, therefore, the presence of cobalt vacancies increase.$^{[63]}$

References to many other defect structures involving other types of materials can be found in the literature, such as the zirconium dioxide ZrO$_2$,\textsuperscript{[64]} or the Zinc oxide ZnO,\textsuperscript{[65]} respectively. The former is an example of oxygen vacancy and thus it should be written as ZrO$_{2-y}$, whereas the latter is an example of interstitial metal ion and hence should be written as Zn$_{1+y}$. In addition to the defects previously outlined, dopant atoms and dissolved impurities may be also considered. Note that these two are also treated as point defects. In general terms, a dopant is an impurity, that can be found, for instance, in carbon, nickel and cobalt,\textsuperscript{[66]} which is introduced into the lattice of the crystal making a variation on the conduction band and thus, the final electrical properties of the crystal. The above considerations are assumed to be valid only at very low concentrations. It is considered that the point defects do not interact with other point defects. Therefore, they are treated as un-associated points when the concentration of defects is, in terms of mol fraction, between 0.01 - 0.001. At higher defect concentration, however, the point defects tend to associate and interact together into larger units called clusters. The formation of these clusters is mainly due to coulombic interactions between point defects with opposite charge sign.$^{[67]}$ These clusters may coexist with single point defects in a dynamic equilibrium.

The following are some other examples of how impurities affect the metal oxide characteristics. In crystalline sodium chloride NaCl, a cation vacancy $V_{Na^+}$ occurs by producing a surface cation Na$^+$. This effect is called Schottky defect. Separately, in crystalline silver chloride, AgCl, a pair of cation vacancy and interstitial cation is formed, this effect is known as Frenkel defect.

The presence of macroscopic defects in the crystal structures, \textit{e.g.} edges, kinks and steps, also has a significant impact in the electrical properties of the material. Since at such sides the free energies of adsorption reactants/intermediates are higher, the OH$^-$ and H$^+$ ions tend to be more attracted by these areas rather than the standard planar sites. The main difference between these sites and planar sites is the coordination number of the
surrounding atoms, which in the case of the edges, kinks, etc., is higher than the planar ones.

The general properties of the semiconductor-solution interphase have been reviewed by Ahmed[68] and Healy et al.[69] It might be suggested that the nature of the interaction between a metal oxide-solution is equal to the metal solution interphase but, however, the oxide-solution interface tends to exhibit various features not possessed by the metal-solution interphase. These include, among others, the presence of an extended space-charged layer much closer to the surface than the OHP or the IHP. This layer is basically comprised by either chemisorbed H\(^+\) or OH\(^-\) ions, with radius of 0.34 Å and 1.1 Å, respectively, and situated within the IHP. However, in real metals, the presence of the space-charged layer also exists, but with a depth thousand times smaller than those found in semiconductors metals. A direct consequence of the presence of this charged layer is that the surface potential and the potential drop across the Helmholtz region both depend on the pH.

It is generally agreed that the surfaces of oxides, whether conductors, semiconductors, or insulators, tends to be covered by hydroxyl groups when the oxide is in contact with an aqueous phase.[68, 70] When this occurs, the water molecules react with the charge centres releasing H\(^+\) and OH\(^-\). The surface hydration reaction typically takes place by the dissociative addition of water, where the proton attaches to an exposed oxide ion whereas the hydroxyl ion adsorbs onto an adjacent metal ion. It is generally accepted that many oxide surfaces undergo hydroxylation in aqueous solution, forming two types of hydroxyl groups (i) the acid –OH\(_{(a)}\) and the base –OH\(_{(b)}\) types.[71] The most widely accepted model for the formation of these Brønsted acid/base groups is the so-called one site / two-pK model which is depicted in fig. 1.1.18. It is known as a “one-side” model because, theoretically, the adsorbed OH\(^-\) species is the same in either the acid or the base cases, before ionization occurs. It is relevant to mention that the concentration of these ions is determined by the pH, the solubility product of the oxide and the dissociation constants of their hydroxyl complexes.
Figure 1.1.18 The one-site / two-pK model for the dissociation of hydroxyl groups at oxide-solution interfaces: (a) dissociation of hydroxyl group of the acid-type, (b) dissociation of hydroxyl group of the base type. $K_{aq}^+$ represents the hydrated cation while $A_{aq}^-$ represents a hydrated anion. Reproduced from Ref.[72]

For most oxide-solution interphases, the surface hydration reaction process causes the formation of a reversible double layer within the compact Helmholtz plane. The reversible double layer varies with pH and is established naturally by the dissociation process, involving specifically adsorbed $H^+$ or $OH^-$ ions, taking place in the interface. Hence, an oxide-solution interface under an external bias exhibits a combination of both a polarizable and reversible double layer.

The semiconductor–solution interface have been reviewed by Gerisher[73], Myamlin and Pleskov,[74] Ahmed[68] and Pleskov[75]. Theoretical models of this interphase region have been proposed by Dignam et. al.[76], Chazalver[77] and Rajeshwar[78].

At the semiconductor - solution interphase, in addition to the presence in the aqueous solutions of an ionic diffuse layer, only present in the dilute solution along with a compact Helmholtz layer, a diffuse three-dimensional space-charge layer takes place in the solid phase as seen in fig. 1.1.19. Moreover, the Helmholtz layers extends in the semiconductor phase mainly due to the presence of surface states.[79] [80] Surface states play an important role in the behaviour of semiconductor electrodes.[81] Tamm[82] defined these surface states as discrete electronic states arising due to termination of the crystal lattice at the boundary. Surface states can also play a significant role in the catalysis of electron transfer reactions.
at the semiconductor electrode surface. In the presence of surface states and adsorbed ions, the total semiconductor-solution interface charge can be represented by:

\[ \sigma_{\text{total}} = \sigma_{\text{sc}} + \sigma_{\text{ss}} + \sigma_{\text{ad}} \]  

(1.1.32)

where the first term on the right-hand side accounts for the contribution from the excess charge in the space charge layer; the second term arises from the bound charge of the semiconductor surface, which typically is due to surface states on the surface, and the last term accounts for the water molecules adsorbed with an orientated configuration on the surface.

The Galvani potential difference at a semiconductor-solution interface can be expressed as the sum of the different elements present on the surface, so that:

\[ \Delta \phi_{\text{total}} = \Delta \phi_d + \Delta \phi_H + \Delta \phi_{\text{sc}} \]  

(1.1.33)

where the first term on the right-hand side accounts for the potential difference between the OHP and the bulk solution, the second one for the potential difference between the
compact layer and the OHP, and the last term refers to the potential difference between the bulk of the semiconductor and its surface. The thickness of these charge layers is in the range of \(d_H = 0.4\) to 0.6 nm in the case of the compact layer, \(d_{sc} = 10\) to 1000 nm for the space charge layer, and \(d_d = 1\) to 10 nm in the case of the diffuse layer. It is important to mention that the thickness of the two last mentioned layers depends on the concentration of charge carriers, \(n_1\), in the semiconductor and the ionic solution, respectively. The thickness of these two layers can be estimated using Debye length, \(L_D\), for each respective layer, where \(L_D\) is given by:

\[
L_D = \sqrt{\frac{\varepsilon k T}{e^2 \sum n_i z_i^2}}
\]  

(1.1.34)

where \(\varepsilon\) is the dielectric constant, \(k\) is the Boltzmann’s constant, \(e\) is the charge of the carrier and \(T\) is the temperature. It is clear from eqn. 1.1.34 that the thickness of both the space charge layer and the diffuse layer are inversely proportional to the sum of the segmental charge densities in the given metal. The Debye length is considered to be about 100 nm in the case of a standard semiconductor material with impurity concentrations in the order of \(10^{15}\) cm \(^{-3}\) and about 10 nm in dilute 0.01 M ionic solutions. Regarding the differential electric capacity \(C\) of this type of semiconductor, interface, it can be represented by various capacities connected in parallel as:

\[
\frac{1}{C} = \frac{1}{C_{sc}} + \frac{1}{C_H} + \frac{1}{C_d}
\]  

(1.1.35)

where \(C_{sc}\), \(C_H\), and \(C_d\) are the capacities of the space charge layer, the compact layer, and the diffuse layer, respectively. As seen in eqn. 1.1.35, the total capacity will be determined by the smallest capacity and, therefore, the interfacial capacity of a typical semiconductor electrode may be similar to the capacity of the space charge layer, \(C_{sc}\), as this capacitance tends to be between one and two orders of magnitude larger than the other two capacitances.

As a first approximation, the distribution of the electrode potential across the compact Helmholtz layer and the space charge layer can be written as,[74,83]

\[
\frac{\delta \Delta \phi_H}{\delta \Delta \phi_{sc}} = \frac{e d_H \sigma_{ss}}{k_B T \varepsilon_H}
\]  

(1.1.36)
where $d_H$ is the compact layer thickness, and $\varepsilon_H$ is the dielectric constant in the compact layer. It has been shown that $\frac{\delta \Delta \phi_H}{\delta \Delta \phi_{sc}} = 1$ at a density, of surface states, $\sigma_{ss}$, of about $10^{13}$ cm$^{-1}$, which represents ca. 1 % of the surface atoms of a semiconductors. At surface state densities above 1 % of surface atom density, $\frac{\delta \Delta \phi_H}{\delta \Delta \phi_{sc}} > 1$, and therefore, almost all the changes in electrode potential difference occurs across the compact layer. It is under these conditions that the interfacial structure of the semiconductor is similar to that of the metal-solution interface. The material is said to be quasi-metallic.

Most of the early investigations on the reversible double layer on oxides have been mostly carried out with suspensions and precipitates of known surface using acid-base titrations methods.$^{[68]}$ In such titration experiments, the amount of acid or base consumed is related to the sum of the amounts of the respective acid or base bounded to the surface. Such binding may form dissolved aquo complexes. It has been admitted however, that studies involving direct capacitance measurements of oxide electrodes, with the exemption of some conducting oxides of metals such as Pb, Cu, Mn and Ag, tend to be limited by the low conductivity of the material.$^{[84]}$

Studies in which the titration method is employed tend to be influenced by a variety of secondary processes taking place at the interface. It is widely established that metal oxides are known to adsorb H$^+$ or OH$^-$ ions onto the surface, which largely occurs in two steps, one which is complete after few minutes and another one continuing for a few days or even weeks.$^{[68, 85]}$ The first step is known as the primary equilibrium process and has been attributed to the ionization reaction of surface hydroxyl groups. This type of reaction, in agreement with most proton transfer reactions, is expected to occur instantaneously. In addition, this process leads to the formation of surface metal aquo complexes and the dissociation of surface groups. The second step is known to involve dissolution complexes formation, dissociation of dissolved complex, adsorption of dissolved complexes and precipitation in colloidal form. The methods to minimize complications such as oxide dissolution in solution in secondary processes include either the use of fresh samples of oxides and solutions for each data point, or fast titrations techniques. However, recently$^{[86]}$ there has been a significant progress in quantifying the properties of the oxide-solution interface using techniques such as the Atomic force microscopy (AFM), X-ray standing wave measurements (XSW) and electrochemical impedance spectroscopy (EIS).
1.2 Electrode Kinetics

A brief review is now presented on the concepts of the electrode kinetics theory that seem most relevant for the purposes of the present thesis. There exist many exhaustive reviews of electrochemical kinetics\textsuperscript{[2, 87]} and there is no intention of reproducing those in here. On the contrary, the aim of the present section is to identify and discuss the most relevant aspects of the theory in order to facilitate their further utilisation in later chapters of this work, especially when treating experimental data.

1.2.1 Fundamentals of the Electrode Kinetics

Electrochemical kinetics might be considered to be a branch of heterogeneous reaction kinetics. However, electrochemical reactions exhibit an additional requirement which differs from those of ordinary heterogeneous chemical reactions, that being that at least one step of the overall electrode reaction comprises a charge transfer reaction in which a charge carrier, whether an ion or electron, is transported from one phase into another across the electrical double layer. Therefore, electrochemical kinetics encompasses the study of the kinetics of electrode reactions.

The beginning point of a quantitative and qualitative insight into electrochemical electron transfer processes can be placed back to 1905, when Tafel\textsuperscript{[88]} firstly observed the relationship between the electrode potential and the rate of reaction manifested by the electrode current density. Nowadays, the structure of modern electrochemistry still remains surprisingly empirical and the fundamental principles of it are based on the semi-empirical equations developed by Tafel, Butler\textsuperscript{[89]}, Gruz and Volmer\textsuperscript{[90]}, Gurney\textsuperscript{[91]}, Frumkin\textsuperscript{[92]}, and Parsons\textsuperscript{[93]}. Notwithstanding, in addition to the previous authors this subject has been extensively reviewed by many others scientific researchers\textsuperscript{[87a, 94]}

The two quantities that determine the magnitude of the potential difference across the interface and the rate of the charge transfer reaction are the symmetry factor and the overpotentials $\beta$ and $\eta$, respectively. In other words, they determine how electrode potential affects or is affected by the rate. The concepts involving charge transfer and overpotential will be presented first, whereas the symmetry factor will be described later in this section. The charge-transfer reaction is of fundamental importance in electrochemical
kinetics since it is the only reaction directly affected by the electrode potential and the electrolyte concentration following the general reaction:

$$O + ne^- \leftrightarrow R$$  \hspace{1cm} (1.2.1)

The hindrance of the charge-transfer reaction provokes the formation of a charge-transfer overpotential $\eta$. The overpotential parameter, $\eta$, represents the deviation of the experimental potential from its thermodynamic value and its representation is:

$$\eta = \phi - \phi^0$$  \hspace{1cm} (1.2.2)

where $\phi - \phi^0$ are the electrode potential and the standard electrode potential, respectively. Further discussion about the overpotential parameter will be presented in detail later in this section. Electrochemical reactions share similar features with the heterogeneous process such as the presence of reaction steps. The heterogeneous reactions are composed of three steps. The first one is (i) the transport of the reactants from the electrolyte bulk to the reaction side. This step involves a secondary process which is the adsorption of the reactant onto the solid surface. The reaction side may be either the electrode surface or the metal-electrolyte interphase region. This process is followed by (ii) a surface reaction of the adsorbed species to form the products, and (iii) the transport of the products from the surface to the electrolyte phase. This step is known as the desorption process.

As seen in the previous section, the electric field present on the electrode surface is a factor of fundamental importance since it influences the activity of ions and molecules in the reaction zone and the activation energy for the charge transfer step. The slowest partial reaction step in electrode kinetics is rate determining for the overall process and it is commonly known as the rate determining step (RDS). The magnitude of the overpotential is given by the RDS. Generally speaking, the higher the activation energy and the complexity of the reaction of the reaction step, the larger the value of the overpotential.

The electrode reaction rate, or net current, for the total electrode reaction at equation $O + ne^- \leftrightarrow R$ is determined by the rate in steps such as: (i) the mass transfer or diffusion of the reactant from the bulk to the electrode surface, (ii) the electron transfer at the electrode surface, (iii) the chemical reaction following the electron transfer e.g. protonation, dimerization decomposition, etc., and (iv) the surface reactions such as adsorption, desorption or crystallisation. There is an overpotential associated with each of these.
reaction steps. In this sense, the diffusion or mass transfer overpotential \( \eta_d \) arises when the mass transfer of reactants and products to or from the electrode surface is rate determining under current flow conditions. The largest rate of mass transfer of compound \( O \) occurs when the concentration on the surface is near zero so that:

\[
C^\infty - C_{o,x=0} \approx C^\infty
\]  

(1.2.3)

where \( C^\infty \) is the bulk concentration of compound \( O \) and \( C_{o,x=0} \) is the concentration of compound \( O \) at the electrode surface. It is also important to determine the net rate of the electrode reaction \( v_{mt} \), which is the rate at which the electroactive species are brought to the electrode surface. It can be represented by the following expression:

\[
v_{mt} = \frac{i}{nFA}
\]  

(1.2.4)

The value of the current under these conditions is known as the limiting current \( i_L \) and is determined by the maximum rate of mass transport to the electrode surface. It may be represented as:

\[
i_L = nFA m_o C^\infty
\]  

(1.2.5)

where \( A \) is the active surface area and \( m_o \) is a proportionality constant known as the mass-transfer coefficient. From eqns. 1.2.4 and 1.2.5 and considering a reduction current as a positive current (\( i \) might be positive when \( C^\infty > C_{x=0} \)) one obtains:

\[
\frac{i}{nFA} = m_o [C^\infty - C_{x=0}]
\]  

(1.2.6)

Hence, when the limiting current is flowing, the surface reaction process occurs under steady-state conditions and the surface reaction takes place at the maximum rate possible for the given conditions.

Eqns. 1.2.5 and 1.2.6, can be used to obtain expressions for \( C_{x=0} \):

\[
\frac{C_{x=0}}{C^\infty} = 1 - \frac{i}{i_L}
\]  

(1.2.7)

\[
C_{x=0} = \frac{i_L - i}{nFm_oA}
\]  

(1.2.8)
where $C_s$ is the surface concentration of the specie in question and $C^\infty$ is the bulk concentration. From the above equations, it results clear that the concentration of compound O at the electrode surface shows linearity with the current and varies from $C^\infty$ in the case that $i = 0$ to a negligible value when $i = i_L$. Assuming only diffusion overpotential, the electrode reacts reversibly to the concentration at its surface to produce a potential given by:

$$\phi = \phi^0 + \frac{RT}{nF} \ln C_s$$  

(1.2.9)

This formula is known as the Nernst equation. A specific section with a dedicated review to it will be presented later in this chapter. Therefore, the diffusion overpotential can be obtained by substituting eqn. 1.2.2 into eqn. 1.2.9, yielding to:

$$\eta_d = \frac{RT}{nF} \ln \frac{C_s}{C^\infty} = \frac{RT}{nF} \ln \left( 1 - \frac{i}{i_L} \right)$$  

(1.2.10)

The overpotential of a reaction, in which the rate of the electron transfer between a molecule, ion or atom and the electrode is limited by the relative height of the activation energies for the anodic and cathodic reactions, is denominated activation overpotential, $\eta_a$. Unlike typical heterogeneous reactions, in electrochemical reactions the activation energies are strongly dependent on the electrode potential.

According to eqn. 1.2.2 in the case of an applied potential greater than the equilibrium potential, the activation overpotential becomes positive and oxidation reaction takes place on the electrode surface. Contrary, if the electrode is polarised to a smaller potential than at equilibrium potential, the overpotential is negative, which causes a reduction reaction to occur. The crystallisation overpotential refers to the step in which the energy required to incorporate or to remove a molecule, an ion or an atom to or from the crystal lattice of the electrode surface is rate controlling. This term was first introduced by Fisher[95] and Lorenz[96] and based on concepts from Brandes[97]. Finally, the reaction overpotential, $\eta_r$, is a phenomenon resulting from the presence of a slow rate-determining step in the overall electrode reaction. The chemical step is a reaction in which its rate constant does not depend on the electrode potential. This reaction may proceed homogeneously in a solution or in an adsorbed phase. Effects such as adsorption or desorption of reactants or of products on the electrode surface, hydration or dehydration may control the chemical
reaction rate. As a result of \( \eta_r \), the charge transfer equilibrium remains undisturbed during the flow of current on the electrode.

A further contribution to the total overpotential is the resistance or ohmic overpotential, \( \eta_{\text{Ohm}} \). This contribution affects all electrochemical reactions in which an electrode and an electrolyte are involved and refers to the potential drop across the solution. The current drop can be significant at high current density values, especially with poorly conducting electrolytic solutions. Since the ohmic drop exerts no influence on the kinetics of the electrochemical process, its contribution to the total potential can be minimized by the improvement of the cell design and by the application of automatic post-experimental correction techniques. Regarding the cell design, it has been demonstrated that a considerable improvement on the reduction of the current drop is achieved by correctly positioning a Luggin capillary probe at the reference electrode.\(^{[98]}\) A deeper discussion on cell design will be presented later in this chapter.

In view of the electrical nature of an electrochemical system, the main variable in rate studies tends to be related, in a general extent, to the electrode potential behaviour and, in particular, to the different ways of minimizing the overpotential. However, the study of the electrical nature of electrochemical systems is not only limited by the potential behaviour but also by the concentration, pH, electrolyte temperature, stirring rate, surface nature and electrolyte type. Those features may also be studied to obtain quantitative information concerning the nature of an electrode reaction.

Electrochemical reactions might be classified into three types: (i) single-step, (ii) consecutive-step, and (iii) parallel steps. It should be noted that the last two types are also defined as a multistep reaction. A brief introduction to these types of reactions will be presented below.

### 1.2.2 Single-Step Electrode Processes

This type of reactions have been widely reviewed, being Bockris\(^{[99]}\), Conway et al.\(^{[100]}\), Delahay\(^{[101]}\) and Vetter\(^{[87a]}\) some of those how have more remarkably contributed to its study. Consider a single-step charge transfer reaction such as that presented in eqn.1.2.1 occurring at the solid – solution interface. The exponential relationship between the shift of the electrode potential from its equilibrium value or overpotential \( \eta \) and the rate of reaction
as manifested by the electrode current density $i$ may be described by the following formula:

$$\eta = a + b \log i$$  \hspace{1cm} (1.2.11)

where $a$ is a temperature depended constant and can be obtained from the intercept of a Tafel slope, $b$, with the log $i$ axis at $\eta = 0$, yielding to a value of the exchange current density $i_o$ for the process characterised by that Tafel slope. The parameter $b$ is known as the Tafel slope and for the case of a simple step one-electrode transfer it can be defined as follows:

$$b = \frac{RT}{\beta F}$$  \hspace{1cm} (1.2.12)

where $\beta$ refers to the symmetry factor, which is a number smaller than the unity and most typically equal to 0.50. The symmetry factor accounts for the fashion in which the effect of the potential is divided between the free energies of activation of forwarding and reverse reactions. A detailed discussion on the nature of the symmetry factor $\beta$ will be subject to further discussion later in this section.

Reaction 1.2.11 can be rewritten as:

$$i = A \exp \left[ -\frac{\beta \eta F}{RT} \right]$$  \hspace{1cm} (1.2.13)

If the above equation is compared to the Arrhenius eqn. of chemical kinetics:

$$k = A' \exp \left[ -\frac{E_{\text{act}}}{RT} \right]$$  \hspace{1cm} (1.2.14)

where $k$ is the reaction rate constant and $E_{\text{act}}$ is the activation energy. Since the similitude between eqns. 1.2.13 and 1.2.14 results evident, the product $\beta \eta F$ must be related to the energy of activation of an electrode reaction. The theoretical Eyring eqn.

$$k = \kappa \left( \frac{K_B T}{h} \right) \sigma \exp \left[ \frac{\Delta S^{0*}}{R} \right] \exp \left[ -\frac{\Delta H^{0*}}{RT} \right]$$  \hspace{1cm} (1.2.15)

is related to the transition state theory, TST to experimental in regular chemical kinetics. The parameter $\kappa$ is known as the transmission coefficient, $\sigma$ as the reaction length of the order of a molecular diameter and $\Delta S^{0*}$ and $\Delta H^{0*}$ represent the standard entropy and
enthalpy changes of the activation process, respectively. The term $\frac{K_B T}{h}$ is related to the upper limit set on a heterogeneous rete constant by the vibrations of the transition state. The first two terms in eqn. 1.2.15, the pre-exponential and the first exponential, may be associated with the experimentally measurable Arrhenius coefficient $A'$ in eqn. 1.2.14 whereas the second exponential term can be linked to the activation energy, $\beta$, in eqn. 1.2.13, which can also be measurable experimentally. It is important to mention that the rate constant for a typical process is fixed for a specific temperature and pressure and does not depend on the concentration of reactants nor products. Since the parallelism between both eqns. 1.2.13 and 1.2.14 have been outlined and assuming that the only rate control present is such systems is the charge transfer, it becomes apparent that the modified version of the conventional transition state theory (TST)$^{[102]}$ can account for the study of single-step transfer reaction processes whose rate limiting factor is controlled by the height of the activation energy barrier. Hence, these modifications must account for the effect of the electric field on the height of the activation energy barrier. Such modifications derive to the well-established current-potential characteristic known as the Butler-Volmer eqn.$^{[87b]}$, which was first developed by Butler$^{[89]}$ and Volmer$^{[90]}$ and it is presented below as:

$$i = i_0 \left\{ \exp \left( \frac{-\beta F \eta}{RT} \right) - \left( \frac{(1-\beta)F \eta}{RT} \right) \right\}$$

(1.2.16)

where $i$ refers to the current density, associated with an overpotential $\eta$ and $\beta$ is the symmetry factor. The quantity $i_0$ is the exchange current density and is given by:

$$i_0 = F k^0 a_R^{\infty} (1-\beta) a_O^{\infty} \beta$$

(1.2.17)

which shows that the exchange current density is direct proportional to the standard electrochemical rate constant $k^0$. The parameters $a_R^{\infty}$ and $a_O^{\infty}$ represent the bulk activities of oxidant and reductant species, respectively.

The thermodynamic equilibrium potential for the reaction type eqn. 1.2.1 is characterised by the Nernst eqn. which links together the bulk concentration of both the oxidant and the reductant species and the electrode potential. In this case, it may be written as:

$$E = E^0 - \frac{RT}{nF} \ln \left( \frac{C_O^*}{C_R^*} \right)$$

(1.2.18)
where \( C_0^* \) and \( C_R^* \) are the bulk activities of the species O and R, respectively. The parameter \( E^{0'} \) is the standard potential, \( n \) is the number of electrons transferred in the balanced eqn. and \( E \) is the thermodynamic Nernst potential. It is clear for eqn. 1.2.18 that the Nernst potential is dependent on the ratio of activities \( \frac{C_0^*}{C_R^*} \). Under equilibrium conditions, thus the electrode potential is \( E^{0'} \), the forward and reverse free energies of activation are \( \Delta G_{O_f}^* \) and \( \Delta G_{O_r}^* \) respectively as seen in fig. 1.2.1.

A typical \( O + e \) curve shape can be observed in fig. 1.2.1a. If the potential is changed from its equilibrium value to a new value, the relative energy of an electron of the electrode surface changes by an amount of \( -F \Delta E = -F \left( E - E^{0'} \right) \) and thus the \( O + e \) curve moves up or down according to that amount. In the specific case that the potential is displaced from the equilibrium to more positive values, the free energy curve is lowered by the amount of \( -F \left( E - E^{0'} \right) \) which causes the potential barrier for the reverse reaction, \( \Delta G_{r}^* \), to become smaller than its equilibrium value \( \Delta G_{O, r}^* \), by a magnitude of \( \beta F \left( E - E^{0'} \right) \), as seen in fig. 1.2.1b. Despite the symmetry factor parameter \( \beta \) was already introduced briefly earlier in this section, in order to facilitate a better understanding of future concepts it becomes necessary to further describe it in more detail.
The symmetry factor is also assumed to be the transfer coefficient only for single-step reaction and is a measure for the symmetry of the energy barrier between products and reactants. Its value depends on the relative shapes of the standard free energy functions, as noted in fig. 1.2.1a, at the point of intersection between the forward and reverse reactions. The following considerations assume that the intersection region between the reverse and the forward processes are linear, as it shown in fig. 1.2.2.

![Figure 1.2.2](image_url)  
Figure 1.2.2 Schematic representation of the relationship between the symmetry factor and the angles of intersection of the free energy curves. Adapted from Ref.[2]

Under these circumstances, it is possible to represent the symmetry factor in geometrical terms where the angles $\theta$ and $\phi$ are defined as follows:

$$\tan \theta = \frac{\beta FE}{x} \quad (1.2.19)$$

$$\tan \phi = \frac{(1 - \beta)FE}{x} \quad (1.2.20)$$

Rewriting eqn. 1.2.19 and 1.2.20, it may be found that:
\[
\alpha = \frac{\tan \theta}{\tan \phi + \tan \theta}
\]  
(1.2.21)

On the one hand, when the interception of the activation energies of the forward and reverse processes is symmetrical, then \(\phi = \theta\) and:

\[
\alpha = \frac{\tan \theta}{\tan \phi + \tan \theta} = 0.5
\]  
(1.2.22)

On the other hand, for a non-symmetrical situation, the symmetrical factor is comprised between either \(0 \leq \beta < 0.5\) or \(0.5 < \beta \leq 1\). Since the symmetry factor can also represent how symmetrical the transition state (TS) energy barrier is, it is agreed that for symmetrical TS values of \(\beta = 0.5\) are expected, whereas for values \(\beta < 0.5\) the TS is a product like and for values \(\beta > 0.5\), the TS is reactant like.

![Figure 1.2.3 Schematic representation of the effect of various types symmetry factor coefficient. Note that the dash line represents the shift in the curve \(O + e\) as the potential is made more positive. Reproduced from Ref.2]

Although this value can be found between \(0 \leq \beta \leq 1\), it is generally assumed, in absence of actual measurements, to be 0.5.

Returning to the main plot of this section, the free energy of activation of the reverse reaction at a given potential \(E\) is therefore related to its value in equilibrium as follows:

\[
\Delta G^*_r = \Delta G^*_o - \beta F(E - E_N)
\]  
(1.2.23)

Contrarily, the application of a positive shift in the electrode potential causes the increase of the free energy of activation for the forward reaction, as it can be seen in fig.1.2.1, hence:
\[ \Delta G_f^* = \Delta G_{0f}^* - (1 - \beta)F(E - E_N) \]  

(1.2.24)

Since \( \Delta G^{0*} = \Delta H^{0*} - T\Delta S^{0*} \), the Eyring eqn. 1.2.15 can be written as:

\[ k = \kappa \left( \frac{K_B T}{h} \right) \sigma \exp \left( \frac{-\Delta G^{0*}}{RT} \right) \]  

(1.2.25)

and the rates \( \nu \) of the forward and reverse reactions are:

\[ v_f = k_f' a_o^\infty = \frac{i_{\text{cathodic}}}{nFA} \]  

(1.2.26)

\[ v_r = k_r' a_r^\infty = \frac{i_{\text{anodic}}}{nFA} \]  

(1.2.27)

where \( A \) is the active surface area of the electrode. Under thermodynamic Nernst potential for any \( \frac{a_r^{0*}}{a_o^{0*}} \), the system stays in its equilibrium point, thus, \( v_f = v_r \) holds. In the event that the ratio \( \frac{a_r^{0*}}{a_o^{0*}} = 1 \), then \( E_N = E^0 \) and so for this particular case \( k_f' = k_r' = k^{0*} \) where \( k^{0*} \) is the standard rate constant for the electrochemical system. It follows from eqn. 1.2.18 that in the case where \( \frac{a_r^{0*}}{a_o^{0*}} = 1 \) the equilibrium energy barrier must be symmetrical, since \( \Delta G_f^* = \Delta G_{or}^* = \Delta G^{0*} \). The rate constant for any potential different than the equilibrium one might be written in terms of \( k^{0*} \):

\[ k_f' = k^{0*} \exp \left( -\frac{1 - \beta}{RT} F(E - E_N) \right) \]  

(1.2.28)

\[ k_r' = k^{0*} \exp \left( \frac{\beta}{RT} F(E - E_N) \right) \]  

(1.2.29)

It is important to outline that these values apply regardless of the value of the ratio \( \frac{a_r^{0*}}{a_o^{0*}} \) due to the fact that the symmetry factor considers the more general situation where \( E_N \neq E^0 \).

The net current density \( i \) is the difference between the anodic and cathodic currents as represented by:

\[ i = i_{\text{anodic}} - i_{\text{cathodic}} = nF[k_r' a_r(0,t) - k_f' a_o(0,t)] \]  

(1.2.30)

The insertion of the exertions for the rate constants \( k_r' \) and \( k_f' \) from eqns. 1.2.28 and 1.2.29 into eqn. 1.2.30 yields to the formation of eqn. 1.2.16, the Butler-Volmer eqn. presented earlier in this section. Three circumstances of the Butler-Volmer eqn. are of relevant
interest here: (i) $\eta = 0$; (ii) $\eta < 10$; and (iii) $\eta > 100$. In the first case, with $\eta = 0$, the electrode potential is equal to equilibrium and thus $i_a = i_c$ and thus $i_T = 0$. Substitution of the condition $i_T = 0$ into the Butler – Volmer eqn. and its following simplification yields to the Nernst eqn. presented earlier in this chapter.

The second case, where $\eta < 10$, corresponds to systems whose potential remains very close to the equilibrium potential. At low values of overpotential in the charge transfer controlled region, the exponential terms in eqn. 1.2.16 can be expanded in a Tailor series as follows:

$$e^x = \sum_{n=0}^{\infty} \frac{x^n}{n!} = 1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \frac{x^4}{4!} + \frac{x^5}{5!} + \frac{x^6}{6!}$$  \hspace{1cm} (1.2.31)

Therefore, if the value of $x$ is small, then eqn. 1.2.16 might be approximated to a single term and yield to:

$$i = \frac{i_0}{RT} \eta$$  \hspace{1cm} (1.2.32)

Under these conditions, eqn. 1.2.32 suggests that the relationship between the current and the overpotential is proportional. By analogy with the general form of Ohm’s law, Vetter[87a] developed an eqn. where the slope of the $\eta$ as a function of $i$ was understood as the equivalent resistance per unit area of the charge transfer process at the electrode surface. This resistance is known as the Faradaic resistance, $R_F$, and might be represented as:

$$R_F = \left(\frac{\delta\eta}{\delta i}\right)_{i\rightarrow 0} = \frac{RT}{i_0 F}$$  \hspace{1cm} (1.2.33)

If the value of $R_F$ is large, the flow of small current results in a significant overpotential whereas if $R_F$ is small the potential does not alter from its equilibrium value. Therefore, the precise acquirement of the Faradaic resistance value is of a great interest for the analysis of electrochemical processes due to it provides a measure of the polarizability of the electrode. It is relevant to outline that the Faradaic resistance is inversely proportional to $i_o$ thus it follows that the larger the $i_o$ value, the less polarizable is the electrode. In addition, the relationship of both parameters, $R_F$ and $i_o$ is of a relevant importance in electrocatalysis analysis since the electrocatalytic activity is often related to the magnitude of $i_o$.

The third and last case, where $\eta > 100$, refers to systems where the electrode potential is very far from its equilibrium potential. Under these circumstances, either the first or the
second exponential term on eqn. 1.2.16 can be neglected, depending on whether the polarization is cathodic or anodic. Here, at high cathodic polarization, eqn. 1.2.34:

\[ i = i_0 \exp \left( -\frac{\beta F \eta}{RT} \right) \]  

might be rearranged to yield the so-called Tafel relationship:

\[ \eta = \frac{2.303 RT}{\beta F} \log i_0 - \frac{2.303 RT}{\beta F} \log i \]  

It is clear that eqn. 1.2.35 is a linear eqn. of the form \( \eta = a - b \log i \) where:

\[ a = \frac{2.303 RT}{\beta F} \log i_0 \quad b = \frac{2.303 RT}{\beta F} \]  

It is relevant to mention now that the condition where the oxygen evolution reaction, which is of a high interest in this thesis, occurs is included in this last case, where the overpotential is large. Experimentally a linear relationship between the overpotential \( \eta \) and the current \( i \) is also often observed at high overpotentials. The graph \( \eta \) vs. \( i \) is referred to as a Tafel plot. From the slope of the Tafel slope e.g. \( \eta \) vs. \( \ln i_o \), a value for the symmetry factor \( \beta \) is obtained since \( b = RT/\beta F \). Furthermore, from the extrapolation of the Tafel line to a point where \( \eta = 0 \), the exchange current density \( i_o \) may be obtained. For the particular cases where the charge transfer step occurs very fast, the forward and reverse potential current densities are equal and thus the electrode potential can be described thermodynamically using the Nernst equation. This behaviour is observed, for example, in the hydrogen evolution reaction (HER) on platinum electrodes. In such systems, the rate determining is assumed to be at the step where the combination of hydrogen radicals takes place.

### 1.2.3 Surface Coverage Considerations and Adsorbed Isotherms

The previous discussions on electrode kinetics considered the effect of applied potential and electrolyte concentration on the rates of electrochemical reaction. Another factor, not hold into consideration yet, and that often has a significant impact on electrochemical kinetics, is the extent of the surface coverage during the electrochemical reaction by adsorbed reaction intermediates or products. In previous sections the effects on the electrode potential arising by surface adsorption species were outlined. It was also mentioned that the region where such species where found was the inner compact layer.
Thus, in the context of adsorption species onto the electrode surface, more detailed considerations about coverage and adsorbed isotherms are now to be presented.

The extent of the adsorption species onto the electrode surface is commonly expressed as a surface coverage $\theta$. In other words, the surface coverage represents the fraction of the surface literally covered by adsorbate. This might be interpreted from the point of view of a space competition of: (i) between all the atoms, molecules and ions in the system for sites on the electrode surface, and (ii) between the electrode surface and the solution medium for each of the species. The amount of a compound in a monolayer of adsorbate on the electrode surface is strongly related to both its molecular size and its orientation on the electrode surface. Atoms, molecules or ions may be adsorbed in various fashions, e.g. if the compound is adsorbed with equal regularity than the surface atoms, then this type of adsorption is known to be *commensurate*. Usually the size of the adsorbate compounds is much larger than the size for those in the surface, which causes the commensurate adsorption not to occur. At this point, the adsorbate molecules are widely spaced on the surface rather than packed together with the same regularity than the surface atoms. Generally, lower surface coverages are found when large molecules are present. Also, for low molecular weight elements, the surface coverage lies in the range between $10^{-9}$ to $10^{-10}$ mol cm$^{-2}$.[103] The surface coverage changes with the surface potential as it was introduced in previous sections, regarding the presence of adsorbed clusters of water molecules on the electrode surface. It was shown that shifts of electrode potential cause reorientation of the dipole of such adsorbed water molecules. It was also mentioned that for negative charged electrodes, the adsorption of cation occurs whereas for positive charged surfaces, it is the adsorption of anions that takes place. In the case of an uncharged surface, the adsorption of neutral molecules occurs.

As mentioned at the beginning of this section, all the standard equations regarding the current–potential characteristics consider the effect of the coverage to be neglected. This consideration assumes that the electrode surface is atomically a smooth surface and thus all the surface area is available for the adsorption of a given compound. However, the surfaces of essentially all solid electrodes, including single-crystal surfaces, do not present an ideal surface but a much rougher one.[3] Real electrode surfaces always exhibit a certain number of defects e.g. steps, plateaus and surface defects such as vacancies, kinks, etc. The different types of defects are presented in fig. 1.2.4.
Such surface imperfections may increase the surface area and so they increase the coverage per unit area. The ratio between the real surface area of an electrode and the projected area, which is the area assumed to be perfectly smooth, is called the **roughness factor**. Even apparently smooth and polished solid electrodes have roughness factors of 1.5 to 2 or more.

Returning to the main topic of this section, the general form of the adsorption isotherm for species *i* might be obtained recalling that for systems in equilibrium. The electrochemical potential of species *i* is equal in the adsorbed and bulk solution states as:

\[
\bar{\mu}_i^A = \bar{\mu}_i^B
\]  

(1.2.37)

The relation between both standard electrochemical potentials \( \bar{\mu}_i^A \) and \( \bar{\mu}_i^B \) is represented as follows:

\[
\bar{\mu}_i^{O,A} + RT \ln a_i^A = \bar{\mu}_i^{O,B} + RT \ln a_i^B
\]  

(1.2.38)

where \( a_i^A \) and \( a_i^B \) denote the surface concentration of the adsorbate and the bulk, respectively. The electrochemical standard free energy of adsorption, \( \Delta G_{ads}^0 \) of species *i* must be the difference between the standard electrochemical potentials of such species in the adsorbed and bulk states as:
\[ \Delta G_{ads}^0 = \mu_i^{G,A} - \mu_i^{G,B} \]  

Substituting eqn. 1.2.38 into 1.2.39 and rearranging, it yields to:

\[ a_i^A = a_i^B \exp \left( \frac{-\Delta G_{ads}^0}{RT} \right) \]  

Eqn. 1.2.40 is agreed to be the general form of the adsorption isotherm for species \( i \). However, different models or assumptions might be formulated in order to fit those into a particular situation, e.g. Henry, Freundlich, Langmuir and Temkin.\(^3\) The simplest model was proposed by Henry et al.\(^{104}\) who assumed a linear relationship between the surface concentration and the bulk concentration. Another important model for the study of adsorption isotherms was presented by Freundlich\(^{105}\), who assumed, for heterogeneous surfaces, the presence of favourable adsorption sites on the surface. These sites should exhibit high affinity to the adsorbate species whereas other sites show low affinity. This factor conditions the fashion of how the molecules are adsorbed onto the surface, as the sites with high affinity are occupied first. He also accounted for the existence of lateral repulsion between adsorbed molecules.

Finally, the most commonly used model for describing the adsorption processes is the one proposed by Langmuir\(^{106}\). The Langmuir isotherm assumes: (i) that there is no lateral interaction between the adsorbed molecules, (ii) that the surface is homogeneous, and (iii) that for large bulk concentrations, the surface is considered to be fully covered by adsorbate of amount \( \Gamma_i \). Thus, the Langmuir isotherm may be represented as follows:

\[ \frac{\Gamma_i}{\Gamma_s - \Gamma_i} = a_i^B \exp \left( \frac{-\Delta G_{ads}^0}{RT} \right) \]  

This model can also be written in terms of the fractional coverage of the surface, \( \theta \), thus:

\[ \frac{\theta}{1 - \theta} = K \exp \left( \frac{F\Delta \phi}{RT} \right) \]  

Where \( K \) refers to the adsorption equilibrium constant, \( K = \exp \left( \frac{-\Delta G_{ads}^0}{RT} \right) \), related to the free energy of adsorption and \( \Delta \phi \) denotes the metal-solution potential difference. Since the parameter \( K \) is assumed to be a constant, eqn. assumes that the \( -\Delta G_{ads}^0 \) is independent of the coverage, \( \theta \). However, none of the Langmuir isotherm assumptions is likely to be realistic since, as it was demonstrated in previous sections and at the beginning of this one,
the lateral interactions between the adsorbed molecules and the presence of defects, which causes heterogeneity, do, in fact, exist on real electrode surfaces. Furthermore, the kinetic analysis based upon the Langmuir isotherm does accurately predict experimental operations in situations where intermediate coverage is either very small $\theta \approx 0$ or nearly complete $\theta \approx 1$. This occurs because an isotherm which assumes that $\Delta G_{ads}^0$ is dependent on the coverage reduces to Langmuir isotherm at extreme coverage conditions.

A more realistic adsorption isotherm would involve the apparent free energy of adsorption $\Delta G_{ads}^0$ at a given coverage, $\theta$, being the former dependant on the value of $\theta$. If the apparent free energy of adsorption is considered to decrease linearly with the surface coverage, it might be possible to write:

$$\Delta G_{ads}^0 = \Delta G_{ads=0}^0 - fRT \theta$$

(1.2.43)

where $\Delta G_{ads}^0$ and $\Delta G_{ads=0}^0$ represent the standard free energies of adsorption corresponding to a finite coverage and no surface coverage, respectively, and the parameter $f$ is a constant called the heterogeneity factor. A relation of the form of eqn. 1.2.41 was first used to conceive an electrochemical adsorption isotherm by Frumkin\[107\] in 1925. The Frumkin isotherm can be expressed as:

$$\alpha_i^0K = \frac{\Gamma_i}{\Gamma_s - \Gamma_i} \exp\left(\frac{-2g\Gamma_i}{RT}\right)$$

(1.2.44)

where the parameter $K$ represents $K = \exp\left(\frac{-\Delta G_{ads}^0}{RT}\right)$. The Frumkin isotherm assumes that the electrochemical free energy of adsorption defined as $\Delta G_{ads}^0 = \bar{\mu}_i^0 - \bar{\mu}_i^{0,\text{A}}$ is linearly related to $\Gamma_i$:

$$\Delta G_{ads}^0(\text{Frumkin}) = \Delta G_{ads}^0(\text{Langmuir}) - 2g\Gamma_i$$

(1.2.45)

The parameter $g$, with units of J mol$^{-1}$ or mol cm$^{-2}$, expresses the fashion in which changes in the coverage affect the adsorption energy of species $i$. For example, if $g > 0$ the interactions between the surrounding adsorbed molecules on the surface are attractive. However, if $g < 0$, the interactions are repulsive. For those cases where $g = 0$, the Frumkin isotherm approaches the Langmuir model.

Sixteen years after, in 1941, Temkin\[108\] proposed a modification to the Frumkin’s model resulting in a more realistic physical model than the original one. This new model
assumed that the whole electrode surface might be decomposed into small patches of equal size where the adsorption of each one obeys the Langmuir isotherm. In addition, the value of the standard free energy of adsorption was assumed to decrease or increase by small equal decrements over successive patches, corresponding to the increase of the surface coverage. Substitution of eqn. 1.2.43 into the Langmuir isotherm yields to:

\[
\frac{\theta}{1 - \theta} \exp(f \theta) = a_i K \exp\left(\frac{F \Delta \phi}{RT}\right)
\]

(1.2.46)

At intermediate values of the coverage, the term \(\frac{\theta}{1 - \theta}\) might be neglected. This assumption reduces eqn. 1.2.46 to:

\[
\exp(f \theta) = a_i K \exp\left(\frac{F \Delta \phi}{RT}\right)
\]

(1.2.47)

and the simplification of eqn. 1.2.47 yields one type of the Temkin isotherm eqn. as:

\[
\theta = \frac{F}{f RT} \Delta \phi + \frac{1}{f} \ln K + \frac{1}{f} \ln a_i
\]

(1.2.48)

Other form of the Temkin isotherm is also presented below:

\[
\Gamma_i = \frac{RT}{2g} \ln\left(a_i^B K\right)
\]

(1.2.49)

It is relevant to note that the previous approximation is only valid for an intermediate range of surface coverage values, \(0.2 < \theta < 0.8\). It may be clear that eqn. 1.2.48 is characterized by a linear dependence of the surface coverage, \(\theta\), with the potential difference, \(\Delta \phi\). The adsorption of an electroactive specie may affect the kinetics of a redox couple in solution, generally by reducing its rate. This inhibition effect arises for various reasons, for instance: (i) a reduction of the active surface area for the electron transfer in the electrode surface, or (ii) the electron transfer process, due to the formation of a monolayer of adsorbate species onto the electrode surface, which occurs over a greater distance. When the electroactive species are itself adsorbed, it provokes the electron transfer to take place with more difficulty, while adsorption of the products makes electron transfer easier. The adsorption of intermediates formed by electron transfer is of a relevant importance in electrocatalysis.

It is useful at this point to introduce the velocity of a general charge transfer reaction, taking into account the extent of surface coverage during the reaction:\[109\]
\[ i = \frac{kT}{h} \exp \left( \frac{\Delta G^0}{RT} \right) zF \Gamma_i (1 - \theta) \]  

(1.2.50)

where \( \Delta G^0 \) accounts for the electrochemical standard free energy, \( \Gamma_i \) denotes the surface concentration of the reactant of ionic species \( i \) where surface and bulk concentrations are related via an adsorption isotherm. The quantity \( (1 - \theta) \) refers for the geometrical factor which expresses the specific fractional area available for discharge of further species on the surface. The parameter \( \theta \) considers the steady-state coverage of intermediates or products adsorbed onto the surface at a given rate. The process of the electro-adsorption of intermediates gives rise to a general expression for the adsorption pseudo-capacitance:

\[ C_{ps} = \frac{dq}{d\eta} = k' \frac{d\theta}{d\eta} \]  

(1.2.51)

where \( q \) is the charge related to the fractional surface coverage by the expression \( q = q_1 \theta \). Hence, the parameter \( k' \) denotes the total charge required for the deposition of a monolayer of the adsorbed intermediate by discharged of the appropriate ionic species. Differentiation of the expression \( \theta = \frac{F}{fRT} \Delta \phi + \frac{\frac{i}{f} \ln K + \frac{i}{f} \ln a_i}{\frac{1}{f} \ln V + \frac{1}{f} \ln R} \) with respect to the potential difference yields to the following expression for the adsorption pseudo-capacitance \( C \): \( ^{110} \)

\[ C_{ps} = \frac{dq}{d\Delta \phi} = k' \frac{d\theta}{d\Delta \phi} = \frac{k'F}{fRT} \]  

(1.2.52)

### 1.2.4 Multistep Kinetics

The discussion on electrochemical kinetics presented so far was limited to the case, as exemplified by the reaction (see eqn.1.2.1) of the electrode chemical reaction consisting on a single-electron transfer taking place in one step. However, in practise, most electrochemical reactions consist of a number of consecutive steps, e.g. hydrogen evolution reaction (HER)\(^{111} \), oxygen evolution reaction (OER)\(^{112} \), oxidation of hydrocarbons\(^{113} \), etc.

In considering such reaction sequences, it is generally assumed\(^{114} \) that charges cross the interface electrode-electrolyte one at a time, which meaning that only one electron might be transferred in any given step. In other words, if an overall process involves a change of \( n \) electrons, it must also involve \( n \) distinct electron transfer steps. However, charge transfer may occur in any of the consecutive steps of the overall reaction.
During the decades of the 50s and 60s, various different methods for the treatment of multistep electrode kinetic were published. All these methods share the assumption that the rate constant of one of such steps is significantly smaller than that of any other step in the successive mechanism. The step of which the rate constant is much more sluggish than all the others is considered as rate determining, that is, it controls the rate of the overall reaction. Since a rate determining step (RDS) is always a one-electron-process, the considerations outlined in previous sections for the one-step, one electron process might be used to describe the RDS. It must be noted that when using single-step kinetics to describe the RDS, the concentrations should refer to the formation of intermediates rather than to the starting reactants or final products. A general multi-electron transfer process of the form:

\[ A + ne^- \rightleftharpoons Z \]  

might be decomposed into the partial reactions such that:

\[ A + e^- \rightleftharpoons B \quad \text{step 1} \]  
\[ B + e^- \rightleftharpoons C \quad \text{step } \bar{n} \]  
\[ \nu(C + re^- \rightleftharpoons D) \quad \text{RDS repeated } \nu \text{ times} \]  
\[ \nu D + e^- \rightleftharpoons E \quad \text{step } n - \bar{n} - r\nu \equiv \bar{n} \]  
\[ \vdots \]  
\[ Y + e^- \rightleftharpoons Z \quad \text{step } n \]  

where the parameter \( \bar{n} \) expresses the number of electrons transferred before the RDS, and the \( r \) refers to the number of electrodes transferred during each occurrence of the RDS step for a given overall reaction. The number of times that the rate determining step occurs for one act of the overall reaction is known as the stoichiometric number \( \nu. \) As outlined above, the number of electrons transferred after the RDS is given by:
\( \bar{n} = n - \bar{n} - rv \) \hspace{1cm} (1.2.59)

If all the steps proceeding and succeeding the RDS are in quasi-equilibrium, and also that each single-step in the multistep reaction may be described by the simple Butler-Volmer eqn. (see eqn.1.2.16), then this yields to a general form of the Butler-Volmer eqn. or a sequential multistep reaction. Hence, the overall rate is given by:

\[
i = i_0 \left\{ \exp \left( \frac{\bar{n}}{v} + r\beta \right) \frac{F\eta}{RT} \right\} - \exp \left\{ - \left( \frac{n_\Sigma - \bar{n}}{v} - r\beta \right) \frac{F\eta}{RT} \right\}
\]

(1.2.60)

Where:

\( \frac{\bar{n}}{v} + r\beta = \tilde{\alpha} \) \hspace{1cm} (1.2.61)

\( \frac{n_\Sigma - \bar{n}}{v} - r\beta = \tilde{\alpha} \) \hspace{1cm} (1.2.62)

which rearranging eqn. 1.2.61 and 1.2.62 gives:

\( \tilde{\alpha} + \tilde{\alpha} = \frac{n}{v} \) \hspace{1cm} (1.2.63)

The quantities \( \tilde{\alpha} \) and \( \tilde{\alpha} \) are known as the transfer coefficients\(^{[117]} \) for the forward and reverse directions of the overall reaction. In section 1.3, which introduced the kinetics for a single-step electron transfer processes, it was stated that transfer coefficients have equal fundamental meaning than the symmetry factor, \( \beta \). However, for a multistep electron transfer reaction, the observation of eqns. 1.2.61 and 1.2.62 indicates that they are fundamentally different quantities and thus, the transfer coefficient from a multistep reaction should not be confused with the one defined for single-step electron transfer reactions. To clarify this, it is necessary to recall that while the symmetry factor is only associated with the activation of vibrational states and related to the presence of activation energy barriers, the transfer coefficients for a multistep reaction still incorporates these factors, since \( \alpha \) is expressed in terms of \( \beta \), it also integrates both the stoichiometry of the reaction, through the parameter \( v \), and the succession of steps in the overall reaction,
through the parameters \( n, \bar{n} \) and \( n_\Sigma \). Substituting the parameters \( \tilde{a} \) and \( \tilde{\alpha} \) into eqn. 1.2.16, the general form of the Butler-Volmer equation may be written as:

\[
i = i_0 \left\{ \exp \left[ \frac{\tilde{a} F \eta}{RT} \right] - \exp \left[ - \frac{\tilde{\alpha} F \eta}{RT} \right] \right\}
\]

(1.2.64)

which describes the net current for a redox couple reaction. For the case that:

\[
n = \bar{n} = r = 1
\]

(1.2.65)

then \( \nu = 1 \) and eqn. 1.2.64 reduces to the conventional form of the Bulmer Volmer eqn. presented in section 1.3. Accounting for eqn. 1.2.64, the plot of the \( \log i \ vs. \eta \) yields to the expression of the Tafel slope for a multistep reaction, which is of a primary interest in mechanism determination since its value can generally determine the particular rate determining step in the overall reaction.

### 1.2.5 Tafel Slope

Taking into account eqn. 1.2.64, the relationship between the steady-state anodic current and the overpotential might be expressed as:

\[
i = i_0 \exp \left( \frac{\alpha_a F \eta}{RT} \right)
\]

(1.2.66)

where \( i_0 \) is the exchange current which represents the rate of the forward and reverses reactions at the equilibrium potential, \( \alpha_a \) is the transfer coefficient for the anodic reaction, \( \eta \) is the overpotential, and all the other parameters have their usual significance. In this formula, the reaction is assumed to take place under kinetic control since the expression does not consider mass transfer limitations, which would alter the concentrations of reactants at the electrode surface. If eqn. 1.2.66 is expressed in the logarithmic form, the Tafel expression for a multistep electron reaction is obtained as:

\[
\log i = \log i_0 + \frac{\eta}{b}
\]

(1.2.67)

Rearranging eqn. 1.2.67, it may be expressed in the original format proposed by Tafel back in 1904:
\[ \eta = a + b \log i \] (1.2.68)

where the parameter \( a \) is a constant and \( b \) refers to the Tafel slope given by:

\[ b = \frac{d\eta}{d \log i} = \frac{2.303RT}{\alpha_a F} \] (1.2.69)

It is clear from eqn. 1.2.67 that a linear relationship between the overpotential \( \eta \) and the \( \log i \) can be predicted. It is also noticeable from eqn. 1.2.69 that the transfer coefficient determines the Tafel slope value, which can be the diagnostic of a particular reaction mechanism, as mentioned in section 1.5. In addition, the Tafel slope, \( b \), which is commonly expressed in millivolts (mV) per decade of applied current (\( \text{dec}^{-1} \)) might be directly extracted from experimental plots of \( \log(i) \) vs. \( \eta \). The latter is only possible when the experiment is recorded using Galvanostatic methods, that is, where the current is controlled by the potentiostat and the potential response is measured, as described by eqn. 1.2.68. The use of galvanostatic methods instead of potentiostatic methods arises from the difficulty, for period potentiostats, to precisely control the potential. However, due to the ease with which the potential can be controlled by modern potentiostats, Tafel plots are now normally recorded in the form of \( \log i = \log i_0 + \frac{\eta}{b} \) and, thus, the Tafel slope is obtained from the inverse slope of the experimental plot. It is important to outline that the magnitude of the Tafel slope is strongly dependent on the value of the transfer coefficient, \( \alpha_a \), which rearranging eqn. 1.2.69, yields to:

\[ \alpha_a = \frac{1}{b} \left( \frac{2.303RT}{F} \right) \] (1.2.70)

Eqn. 1.2.70 is strongly involved in the development of a mechanistic pathway of various multistep reactions such as the OER. This aspect will be further discussed throughout this section.

At its most basic level, Tafel plots, and especially, the Tafel slope, provides a measure of the rate of increase of electrode potential with the log of the current density. For that reason, it is considered an important sensitive parameter for the practical evaluation of the electrocatalytic materials’ behaviour. Some authors\cite{118} suggested that the utilisation of the catalytic evaluation of the Tafel slope parameter rather than the current density itself provides for a more realistic catalytic performance comparison. This concept is based on the idea that current density, \( i_0 \), only refers to the kinetics on the thermodynamic potential
and does not account for the kinetics of the electrode at higher potentials, that is, at potentials where some important reactions occur, e.g. HER or OER. Typical Tafel curves are illustrated in fig. 1.2.5. As it can be observed in fig. 1.2.5, the red line possesses a greater slope than that of the blue line. This provokes that for an equal overpotential value, the 30 / 70 M Ni/Co electrode displays larger current density than the other electrode. Consequently, the latter electrode could be considered less active. This catalytic behaviour is particularly important for systems such as water electrolysis, where high current densities -large rate of reaction- at minimum operational voltages are required for economic viability reasons. From an operational point of view, it is not just that the magnitude of the current density at a given overpotential that is important, but also the rate of change of the current density vs. the overpotential function. The latter refers to the inverse Tafel slope $1/b$ given by the slope of eqn. 1.2.70. Therefore, greater changes on the current density’s response are observed for electrodes whose slope, in plots of $\log i$ vs. $\eta$, is large, which yields to small values of Tafel slope. It is also to be mentioned that low Tafel slopes are widely acknowledged as indicators of efficient electrocatalytic performance.\textsuperscript{[118-119]}

Figure 1.2.5 Schematic diagrams illustrating the significance of Tafel slopes for determining more favourable catalytic behaviour. These Tafel curves were recorded to analyse the anodic behaviour of two different electrodes in the OER. The blue line represents an electrode with a composition of 70 % M Ni and 30 % M Co whereas the red line refers to the opposite concentration. 30 % M Ni and 70 % M Co.
As early introduced, the Tafel slope yields insight into the mechanistic pathway of an electrode process. Considering that for a multistep reaction consisting in a sequence of one-electron transfer steps where one of those is a rate-determining step (RDS), the parameter $\alpha_a$ might be described as $^{[93, 120]}$

$$\alpha_a = \frac{n_f}{v} + \frac{n_n}{\beta}$$  \hspace{1cm} (1.2.71)

in where all the parameters have already been defined throughout this section. It may be noted from eqns. 1.2.70 and 1.2.71 that the Tafel slope is a composite parameter, giving information on the stoichiometry and the succession of steps in the overall reaction. Different Tafel slopes can be predicted depending on the position of the RDS in the overall reaction. In this perspective, various scenarios are presented in order to explain the experimental values of the Tafel slope. For all these scenarios, four assumptions are to be considered: (i) the surface coverage is equal to 0.5, (ii) the number of electrons transferred in each step is equal to 1, (iii) the number of times that the RDS takes place in the reaction sequence of the multistep reaction is also equal to 1, and (iv) the existence of a single Tafel slope region in the graph $\log i$ vs. $\eta$.

The first scenario assumes that the first electron transfer step in the sequence is considered to be rate determining, then the number of electrons before the RDS is zero, hence $n_f = 0$ and $n_n = 1$, and $\alpha_a = \frac{1}{2}$ so the predicted Tafel slope is 120 mV dec$^{-1}$. The second scenario assumes that the second electron transfer step is now the RDS, then $n_f = n_n = 1$ and hence $\alpha_a = \frac{3}{2}$ giving a Tafel slope of 40 mV dec$^{-1}$. The third scenario assumes both that the rate determining step involves a chemical reaction rather than an electron transfer reaction and that the RDS occurs subsequent to an electron transfer step. Therefore, the number of electrons transferred in the RDS is equal to zero, and $n_f = 1$, and $\alpha_a = 1$ which predicts a Tafel slope of 60 mV dec$^{-1}$. An extended discussion about the different mechanistic pathways included here will be found present in future sections. It must be noted that the assumption (iv) - the existence of a single Tafel slope region in the graph $\log i$ vs. $\eta$ - cannot be always considered valid as two distinct linear regions are observed in the blue curve in fig. 1.2.5. The same observation has also been mentioned in other publications.$^{[120a, 120c, 121]}$ Note that the presence of two different linear Tafel regions might be directly attributed to either the effect of changing the potential on the adsorption species on the electrode surface, which has already been discussed in the section 1.2.3, or to a
change in the position of the RDS within a given pathway. However, increases in the Tafel slope do not necessarily have mechanistic significance. Taking as an example the oxygen evolution reaction, a raise of the electrode potential results of an increase of the oxygen reaction rate, which provokes the formation of oxygen gas. The formation of oxygen bubbles may reduce the active surface area available for the electron exchange and thus limit the reaction rate. In addition, the onset of mass transport limitations at high overpotentials also reduces the current response of the electrode resulting in an increasing Tafel slope.

The identification of mechanistically changes in the Tafel slope is best achieved using different techniques. Generally, the measurement of the Tafel slope is performed using steady-state polarisation measurements. However, due to the limitations previously mentioned arising from the utilisation of steady-state measurements, other techniques such as electrochemical impedance spectroscopy (EIS) and open circuit potential decay curves may be used to best accomplish the mechanistic pathway. Though a complete description of the determination of the equivalent Tafel slope using EIS is beyond the scope of this section, it can be said here that its measurement involves the experimentally analysis of the total Faradaic resistance, $R_{\text{far}}$, as a function of the applied potential according to:

$$\log\left(\frac{1}{R_{\text{far}}}\right) = \frac{V}{b} + \log\left(\frac{2.303i_0}{b}\right)$$

which implies that the inverse slope of a plot of $\log\left(\frac{1}{R_{\text{far}}}\right)$ against $V$ is equal to the Tafel slope $b$ (see section 3.7.5).

Some authors suggest that the interpretation of the mechanistic pathway using only a Tafel slope measured from electrochemical impedance spectroscopy may not provide for realistic nor accurate results. This issue is based on the fact that the total Faradaic resistance accounts for the combination of the charge transfer resistance for each of the consecutive steps in the reaction, regardless of whether they are the RDS, a preceding step or a following step. However, it has also been mentioned that the effectiveness of this type of data treatment, when used in conjunction with steady-state polarisation techniques, is significantly useful. A good example of the synergy of both techniques is presented in fig. 1.2.6. Both techniques provide similar values of Tafel slope which suggests that the Tafel behaviour of such system is closely related with the mechanistic pathway of the reaction. Similar Tafel behaviour has been published by Doyle and Lyons. It is
important to mention that if a lack of agreement between the steady-state Tafel polarisation and the Tafel from EIS is observed, effects such as mass transport limitation, a reduction of the active surface area or the presence of ohmic effects should be considered. Along with steady-state measurements and EIS, another technique that provides insight into the mechanistic pathway of the reaction is the decay of the open circuit potential (OCP). The use of the OCP decay is strongly recommended for systems where the steady-state polarisation analysis is complicated, that is, where there is not a defined linear Tafel slope region due to changes on the reaction mechanism. Those changes arise as a result of continuous alterations of the electrode surface with time.

![Tafel plots comparison](image)

Figure 1.2.6 Comparison of the Tafel plots generated using EIS (red) and steady-state polarisation (black) data. These Tafel plots were recorded in the direction of increasing potential from a Manganese oxide electrode with 250 repetitive potential cycles, in 1.0 M NaOH at 25°C in a region where the oxygen evolution reaction occurs.

Before performing the OCP decay analysis, an initial polarisation at a potential in the region where the Tafel slope linearity occurs, is required. This step is conducted aiming the formation of a homogenous surface. Following the initial polarisation, the variation of the electrode potential at open circuit with time is given by:[124]
\[ V_{OCP} = \frac{2.303RT}{\beta F} \log \left( \frac{RT}{\beta F i_0} \right) - \frac{2.303RT}{\beta F} \log(t) \] (1.2.73)

Where the slope is given by:

\[ b_{OCP} = \frac{-2.303RT}{\beta F} \] (1.2.74)

According to Bockris\textsuperscript{[124]} the slope \( b_{OCP} \) of a plot of the measured potential during the decay as a function of \( \log(t) \) is equal to the negative of the standard Tafel slope, \( b \). The OCP decay analysis may be also useful to describe the potential dependence of the surface capacity and the fractional surface coverage of intermediate species. Note that eqn. 1.2.73 assumes that the electrode potential is independent of the surface coverage. In addition, according to some authors,\textsuperscript{[125]} eqn. 1.2.73 only holds as long as the coverage is independent from the potential. Thus, the observation of numerical identity between the OCP decay slope and the Tafel slope from steady-state polarisation suggests that the surface capacity remains constant during the self-discharge measurement. Contrary, the scenario where surface coverage does change during the self-discharge with respect to the applied potential provokes a significantly difference between both slopes. The behaviour of both scenarios can be seen in fig. 1.2.7.

It is evident in fig. 1.2.7a, that the Tafel slope obtained from the OCP decay and that from steady-state polarisation are equal, whereas opposite behaviour is observed in fig. 1.2.7b where the slopes of the OCP decay vary with time.

The interpretation of this observation is discussed deeper in chapter 4 and 5. To conclude, the relationship between the decay slope and the steady-state Tafel slope may provide for a useful qualitative characterisation of the kinetics and mechanism of the basic processes involved in an electrocatalytic reaction.
1.2.6 Electrochemical Reaction Order Determination

Following the context of multistep electron transfer kinetics, another useful piece of information regarding the elucidation of electrochemical reaction mechanisms may be obtained from the study of the reaction order. The reaction order is defined as the sensitivity of the reaction rate to the activity of particular reactant species. In electrochemical reactions, the reaction rate is expressed as current, so the electrochemical reaction order quantifies the sensitivity of the current to changes in reactant concentration. In addition, a realistic mechanism pathway should not only predict the Tafel slope over a range of overpotentials but should also match the predicted reaction order for such
mechanism when plots of log $i$ vs. log $c$, or more precisely the log $a$ (activity), at a given value of overpotential $\eta$ are constructed. The reaction order was first investigated by Conway and Salomon$^{[126]}$ back in the early 60s. As mentioned by these authors: “the reaction orders depend on the isotherm for adsorption of the reactants at the electrode interface and the adsorption behaviour of intermediates involved in the reaction”. In this way, they focused their studies on those cases where the electrode reaction involves the formation of intermediates adsorbed under Langmuir or Temkin conditions. That is where the apparent standard free energy of adsorption $\Delta G^0_{ads}$ of intermediates such as -H, -OH or -O may vary linearly with surface coverage. Following this criterion, they proposed an eqn. which relates the electrode potential at the outer Helmholtz plane and the current density at a steady-state coverage of adsorbed H$^+$ ions:

$$i = k_1 (a_{H^+}) (1 - \theta_H) \exp \left[ - \left( \frac{\beta \eta F}{RT} \right) \right] \tag{1.2.75}$$

where $(a_{H^+})$ is the activity of hydrogen ions within the double layer. The derivative of eqn. 1.2.75 can be written in three different fashions:

$$m_{x,t} = \left( \frac{d \log \theta}{d \log a_x} \right)_t \tag{1.2.76}$$

$$m_{x,\eta} = \left( \frac{d \log i}{d \log a_x} \right)_\eta \tag{1.2.77}$$

$$m_{x,E} = \left( \frac{d \log i}{d \log a_x} \right)_E \tag{1.2.78}$$

These three equations represent the electrochemical reaction order $m_x$ in terms of constant current, constant overpotential, and constant applied potential - which is relative to a pH independent reference electrode e.g. mercury-mercuric oxide Hg/HgO -, respectively. The determination of $m_x$ provides the relationship between the reaction rate and the concentration of a particular reactant. The derivative (iii) $m_{x,E}$ may be regarded as the “chemically” or “mechanistically” significant reaction order since it quantifies the dependence of log (rate / $i$) on changes in the log (reactant activity / $a_x$) in the absence of variations of double layer configuration, which implies constant interfacial potential conditions.
This manner of expressing the reaction order is very important since it provides direct information regarding the position of the RDS in the overall reaction. It is worth to mention that while the substitution between the overpotential or the potential in the process to obtain the Tafel slope was of no relevance, as the same result was obtained for the calculation of the reaction order it is no longer irrelevant and modifications in eqn. 1.2.77 will need to be carried out in order to be able to compare reaction order values obtained using constant potential or constant overpotential. The following correction factor accounts for this matter:\[127\]

\[ m_{x,\eta} = m_{x,E} - \beta \]  

(1.2.79)

where \( \beta \) refers to the symmetry factor, which usually takes 0.5 value. In addition, the relationship between \( m_{x,i} \) and \( m_{x,E} \) offers a useful self-consistency check between the experimentally measured Tafel slope, \( b \), and the mechanistically significant reaction order \( m_{x,V} \) as follows:

\[ m_{x,i} = -b \left( m_{x,E} \right) \]  

(1.2.80)

Putting these concepts in line with the aim of this thesis, which is the study of the OER, in subsequent discussions all references to the parameter \( m_x \) will refer to the mechanistically significant quantity \( m_{x,E} \). Thus, in the case of OER in alkaline solution, where the reactant term is the activity of the hydroxide ion, \( a_{OH^-} \), a plot of the log \( i \) with respect to the log \( a_{OH^-} \) should reflect a linear relationship with a slope equal to that of the corresponding electrochemical reaction order \( m_{OH^-} \). Since some Tafel plots exhibit two different slopes, as previously mentioned in section 1.2.5, the generation of reaction order plots should consider this matter, as distinct reaction orders may be associated with each Tafel region. This issue may be solved by generating different reaction order at a range of potentials in the region of the OER. An important point that must be considered when interpreting such reaction order data is that, theoretically, reaction orders should be integer values. This may not always be the case, however, and fractional reaction orders may be observed. Further discussion is presented in significant detail in chapters 4 and 5.

Commonly, a reaction order \( m_{OH^-} = 1 \) suggests that only a single hydroxide ion reacts at each active site for all steps up to and including the RDS. Similarly, if \( m_{OH^-} = 2 \) then a total of two OH\(^{-}\) equivalents may be assumed to be involved in the overall reaction prior to
and including the RDS. However, it can be more difficult to rationalise fractional reaction orders. Some authors suggested that the observation of fractional reaction orders may be related with the nature of the diffuse layer potential, $\phi$.\textsuperscript{[128]} According to them, if reaction order experiments are not performed at a constant ionic strength, then the observed reaction order might not be obtained at a constant potential conditions. Other authors suggested that the observation of fractional reaction orders arises due to the existence of parallel reaction pathways. In such cases, the experimentally observed reaction order represents a combination of the parameters expected for the parallel pathways, the exact value of which depends on the fraction of catalytic sites following each individual pathway. Additionally, the existence of fractional reaction orders can also be due to the nature of the surface coverage of the intermediates, as mentioned by Lyons and Brandon\textsuperscript{[123]}, and by Bockris and Ottagawa\textsuperscript{[129]}. In both publications, it was proposed that fractional reaction orders could be rationalised by admitting Temkin rather than Langmuir adsorption conditions.

### 1.2.7 Modified Nernst Equation for the Account of the pH

Some experimental results such as the redox peak potentials, the oxygen evolution onset potential or the Tafel slope, all of them with changing electrolyte concentration, are to be presented in chapters 4 and 5. Since the electrolyte is sodium hydroxide, NaOH, variations on its concentration may affect the pH of the electrolyte solution and therefore, change the electrochemical kinetics of the electrode reactions. It is, therefore, necessary to review the fashion that the pH provokes in these measurements. To begin with, a brief background may be presented on the basics of the Nernst eqn. and also on its modifications considering the pH. The Nernst eqn. is derived from the standard changes in the Gibbs free energy associated with an electrochemical reaction such as:

$$\Delta G = \Delta G^0 + RT \ln Q$$  \hspace{1cm} (1.2.81)

where:

$$\Delta G^0 = -nFE^0$$  \hspace{1cm} (1.2.82)

$$\Delta G = -nFE$$  \hspace{1cm} (1.2.83)
The terms $\Delta G^0$ and $\Delta G$ refer to the standard Gibbs free energy and the Gibbs free energy under non-standard conditions, respectively. The term $Q$ expresses the ratio between the bulk activities of the species products, $S_N^*$, and the reactants, $S_C^*$, respectively. Substituting eqns. 1.2.82 and 1.2.83 into eqn. 1.2.81, gives:

$$-nF E = -nF E^0 + RT \ln Q$$  \hspace{1cm} (1.2.85)

Rearranging eqn. 1.2.85 leads to the basic Nernst eqn. previously introduced in section 1.2:

$$E = E^0 - \frac{RT}{nF} \ln(Q)$$  \hspace{1cm} (1.2.86)

A more common expression of the Nernst eqn. might be obtained by combining $RT$ and $F$ into one constant at 25°C and using the common logarithm instead of the natural logarithm:

$$E = E^0 - \frac{0.0591}{n} \log(Q)$$  \hspace{1cm} (1.2.87)

Note that the Nernst eqn. is only valid in those cases where there is no applied potential onto the electrode. In other words, when the electrode is in its thermodynamic equilibrium e.g. no net flux of ions. In those cases, the electrode potential must be equal to the Nernst potential given by eqn. 1.2.87. It is also worth to mention that the sign of the second term of eqn. 1.2.87 is given by the $\log(Q)$. If $Q = \frac{c_N^*}{c_R^*}$ then the resulting sign is positive, whereas if $= \frac{c_N^*}{c_R^*}$, it is negative.

In many electron transfer reactions such as the OER, the electrochemical process involves both the transfer of hydrogen ions and the transfer of electrons. The standard potential for such reactions, therefore, should be dependent on the pH. This pH dependence yields to the existence of stable species at a given pH. Diagrams such as those proposed by Pourbaix \cite{130} may serve as clarification. Taking the general eqn. for the OER half-cell reaction as:

$$O + mH^+ + ne^- \rightarrow R$$  \hspace{1cm} (1.2.88)
From eqn. 1.2.88 it can be seen that the OER is a reaction involving both an electron transfer and a proton transfer. The Nernst equation for such systems may be written as:

\[ E = E^0 + \frac{0.0591}{n} \log \left( \frac{a_o a_H}{a_R} \right) \]  

(1.2.89)

If the activities of the oxidised and the reduced species are written in terms of the activity coefficient, then:

\[ E = E^0 + \frac{0.0591}{n} \log \left( \frac{Y_o}{Y_R} \right) + \frac{0.0591}{n} \log \left( \frac{C_o}{C_R} \right) + \frac{0.0591}{n} m \log (a_H) \]  

(1.2.90)

and considering that the pH = −log(a_H), eqn. 1.2.90 simplifies to:

\[ E = E^0 + A - 0.0591 \left( \frac{m}{n} \right) pH \]  

(1.2.91)

where \( A = \frac{0.0591}{n} \log \left( \frac{Y_o}{Y_R} \right) + \frac{0.0591}{n} \log \left( \frac{C_o}{C_R} \right) \). Eqn. 1.2.91 can, therefore, predict that each increase or decrease in the magnitude of OH−, or simply a change in the pH unit, induces a shift in the potential by 59 mV pH⁻¹. When the latter is observed, the system is known to be Nernstian.

It seems opportune to introduce the basics of the term activity, in this context. Commonly, in macroscopic chemistry, thermodynamic quantities and other general parameters refer to systems where all dissolved substances are measured in molarities, e.g. enthalpy, entropy, electrolyte concentration, standard cell potentials, etc. However, in systems where microscopic mechanisms are considered, the thermodynamic properties are typically defined in terms of activities. The term activity is a measure of the effective concentration of a mixture and refers to the ions in a solution that do not interact with the solvent nor with other molecules. Examples of these interactions are hydrogen bonding, ion-dipole interactions, and van der Waals forces. In addition, the activity is a way of defining deviations from the ideal behaviour of a mixture. Thus, the fashion to express the deviation from the ideal behaviour is via the molal activity coefficient \( \gamma_i \). The activity of an isolated ion e.g. OH−, in a solution of e.g. NaOH of molality \( m \) is expressed as the product of the molal concentration of a given ion and the molal activity coefficient by the following expression:

\[ a_i = m_i \gamma_i \]  

(1.2.92)
The molal activity coefficient depends on several factors such as the ionic strength of the solution, the charge of the ions on the solution, the density of the medium, etc. The activity coefficients have been experimentally obtained for many ionic solutions and are generally expressed in terms of molality. In this work, however, all solutions were prepared using molar rather than molal concentrations. The molality concentration of NaOH solutions was obtained by converting the molar concentrations into molal ones. Values of the molal activity coefficient for NaOH solutions of different molalities at 25°C were obtained from reference.[131] For the sake of convenience, a graph of the molal activity coefficient vs. molality is presented:

Figure 1.2.8 Representation of the relationship between the molal activity coefficient and molality of various NaOH solutions at 25°C. The solid line represents the line of best fit and the doted points the values obtained from Ref.[131]

From fig. 1.2.8, the appropriate values of the $a_{OH^-}$ for each solution were calculated. These values are summarised in Table 1.2.1 below.
<table>
<thead>
<tr>
<th>Molar / mol dm$^{-3}$</th>
<th>Molal / mol Kg$^{-1}$</th>
<th>Molal activity coef.</th>
<th>Activity / a$_{OH}$</th>
<th>log (a$_{OH}$)</th>
<th>pH</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.100</td>
<td>0.764</td>
<td>0.077</td>
<td>-1.116</td>
<td>12.88</td>
</tr>
<tr>
<td>0.25</td>
<td>0.251</td>
<td>0.715</td>
<td>0.180</td>
<td>-0.746</td>
<td>13.25</td>
</tr>
<tr>
<td>0.5</td>
<td>0.505</td>
<td>0.688</td>
<td>0.347</td>
<td>-0.459</td>
<td>13.54</td>
</tr>
<tr>
<td>1.0</td>
<td>1.019</td>
<td>0.677</td>
<td>0.690</td>
<td>-0.161</td>
<td>13.84</td>
</tr>
<tr>
<td>2.0</td>
<td>2.079</td>
<td>0.712</td>
<td>1.481</td>
<td>0.171</td>
<td>14.17</td>
</tr>
<tr>
<td>3.0</td>
<td>3.182</td>
<td>0.801</td>
<td>2.547</td>
<td>0.406</td>
<td>14.41</td>
</tr>
<tr>
<td>4.0</td>
<td>4.330</td>
<td>0.954</td>
<td>4.133</td>
<td>0.616</td>
<td>14.62</td>
</tr>
<tr>
<td>5.0</td>
<td>5.526</td>
<td>1.183</td>
<td>6.540</td>
<td>0.816</td>
<td>14.82</td>
</tr>
<tr>
<td>6.0</td>
<td>6.774</td>
<td>1.512</td>
<td>10.243</td>
<td>1.010</td>
<td>15.01</td>
</tr>
</tbody>
</table>

Table 1.2.1 Values of ionic activity $a_{OH}$ - calculated for the various NaOH solutions utilised.

In the limit of an infinitely dilute solution, which is an analogy to an ideal mixture, the activity may be considered proportional to the concentration since the microscopic interactions between each pair of chemical species in solution are the same. Hence, $\gamma \to 1$ and $a_i = C_i$. This occurs because, in dilute solutions, all the ions lie at a greater distance to each other, which is mainly due to charge repulsion. Contrary, as the distances between ions are shortened as a result of a rise on the concentration, solvation occurs and thus the effective concentration decreases. Examples of these interactions were mentioned when discussing the Debye-Hunkel theory and the formation of the double layer in section 1.2.

### 1.2.8 Effects of the Double Layer and Mass Transport on the Electrode Kinetics

The effect of the double layer region on electrode kinetics was first introduced by Frumkin$^{[92]}$ in the 1930s. His investigations regarding the hydrogen reduction reaction yield to the discovery that the current produced due to the reduction of the hydrogen ion from dilute acid solutions using a mercury electrode as the working electrode was independent of the acid's concentration at constant overpotential. He attributed this observation to a change in the concentration of hydrogen ions at the reaction site in the double layer. Frumkin thereby developed a theory based on the assumption that the reaction sites within the double layer were situated at the outer Helmholtz plane with a
potential $\phi^d$. The expression for the potential dependence on the rate constant considering a simple electron transfer reaction:

$$O + e^- \rightarrow R$$  \hspace{1cm} (1.2.93)

may be written as:

$$\ln k_f = \ln k_{f0} - z_A f \phi^d + \alpha f (\phi^d - \phi^m)$$  \hspace{1cm} (1.2.94)

where $k_f$ is the forward rate constant, $k_{f0}$ is the rate constant when $\phi^m = 0$, $\phi^m$ is the electrode potential, $\alpha$ is the transfer coefficient and $f = \frac{e}{RT}$. The second term in eqn. 1.2.94 accounts for the concentration of compound A with charge $z_A$ within the outer Helmholtz region. The charge $z_A$ differs from the charge of compound A in the bulk. If the charge of compound A is known, the term on the left-hand side of eqn. 1.2.94 may be corrected for the change in concentration of reactant A on the OHP, which results:

$$\ln k_f + z_A f \phi^d = \alpha f (\phi^d - \phi^m)$$  \hspace{1cm} (1.2.95)

This is known as the corrected Tafel plot which can be employed when the appropriate double layer data are available. Fig. 1.2.9 may be seen as an example of the effect on the Tafel slope arising from the change of the reactant A concentration situated on the OHP region.

Another topic of interest is the effect of mass transport in electrode kinetics. The kinetic equations introduced in the previous section assumed that there were no mass transport effects, thus the surface and bulk concentrations happen to be identical, their ratio is unity and the Butler-Volmer eqn. presented in eqn. 1.2.16 remains. Unfortunately, mass transport effects are commonly seen in electrochemical measurements\textsuperscript{132}, as observed in fig. 1.2.10.
Figure 1.2.9 Schematic representation of mass transport effect on a typical Tafel plot. The existence of the region of diffuse charge in the electrified interface produces changes in the slope and deviates linearity. Reproduced from Ref.\cite{133}

Under these circumstances, the above equations are no longer valid, and the addition of a modification is required to account for mass transport.

Figure 1.2.10 Schematic representation of the steady-state concentration profiles of compounds A and B at a polarized electrode. The parameters $x_d^A$ and $x_d^B$ are the steady-state diffusion layer thicknesses of species A and B, defined by an extrapolation of the concentration profiles at the electrode surface. Reproduced from Ref.\cite{132}
If a simple electron transfer is considered, e.g. eqn. 1.2.93, a more complex $i$ vs. $\eta$ function can be obtained when incorporating eqn. $\frac{\bar{c}_s}{\bar{c}_a} = 1 - \frac{i}{i_k}$ for the anodic and cathodic reactions into eqn. 1.2.16 to yield:

$$\frac{i}{i_0} = \left[ \left( 1 - \frac{i}{i_{t,c}} \right) \exp \left( \frac{-\beta F \eta}{RT} \right) - \left( 1 - \frac{i}{i_{t,a}} \right) \frac{(1 - \beta) F \eta}{RT} \right]$$

(1.2.96)

The above eqn. represents the Butler-Volmer corrected eqn. for mass transfer effects. In the case of small overpotentials, eqn. 1.2.96 can be linearized by using Taylor expansion, yielding to:

$$\eta = \left( \frac{RTi}{F} \right) \left( \frac{1}{i_0} + \frac{1}{i_{t,c}} - \frac{1}{i_{t,a}} \right)$$

(1.2.97)

Where $i_{t,a}$ and $i_{t,c}$ are the limiting currents for the anode and cathode, respectively, while the parameter $\frac{RTi}{F}$ accounts for the mass transfer resistances. Since the fraction $\frac{1}{i_x}$ represents a resistance in parallel, eqn. 1.2.97 can be expressed as:

$$\eta = -i \left( R_{ct} + R_{mt,c} + R_{mt,a} \right)$$

(1.2.98)

where the $R_{ct}, R_{mt,c}, R_{mt,a}$ are the charge transfer resistance, the resistance produced by the mass transfer effect in the cathode and the anode, respectively.

Is it clear form eqn. 1.2.97 that for $i_o >> i_{t,c}$ and $i_{t,a}$ then the overpotential arises mainly due to mass transport effects and the kinetics for such system are very fast. Contrarily, if $i_o << i_{t,c}$ and $i_{t,a}$, the overpotential occurs due to poor charge transfer and the kinetics of the reaction sluggish.$^{[103]}$

For cathodic branch at high overpotential values, the anodic contribution may be considered insignificant and eqn. 1.2.96 becomes:

$$\frac{i}{i_0} = \left( 1 - \frac{i}{i_{t,c}} \right) \exp \left( \frac{-\beta F \eta}{RT} \right)$$

(1.2.99)

The above eqn. might be rewritten to give:

$$\eta = \frac{RT}{\beta F} \ln \frac{i_0}{i_{t,c}} + \frac{RT}{\beta F} \ln \frac{i_{t,c} - i}{i}$$

(1.2.100)
It is important to outline that the above eqn. is only one form of the mass transport corrected Tafel eqn. such as:

\[
\ln \left( \frac{i_t - i}{i} \right) = \ln \frac{k_t}{k^0} - \frac{\beta F \eta}{RT},
\]

where \(k_t\) is the rate constant for the mass transfer process and \(k^0\) is the standard rate constant. Since the plot resulting from \(\ln \left( \frac{i_t - i}{i} \right)\) vs. \(\eta\) is linear, the slope yields to \(\frac{-\beta F}{RT}\) whereas the intercept with the y-axes yields to \(\ln \frac{k_t}{k^0}\). Then, since \(k_t\) may be readily evaluated, the standard rate constant may also be determined.

For multistep electrode reactions, the relationship between the overpotential and the current density is more complex and depends on precisely what path and mechanism apply.

1.3 Electro catalysis

1.3.1 Basic Concepts of the Electro catalysis

The term electrocatalysis was first mentioned by Grubb\cite{134} in 1960s in relation to the anodic and cathodic reactions in fuel cells. It is now generally accepted that the term electrocatalysis refers to the catalytic influence of an electrode material upon an electrode reaction under standard conditions.

One of the first interpretations of electrocatalysis was provided by Houriuti and Polanyi\cite{135} with regard to their study of the hydrogen evolution reaction. In this study, they observed that the energy required to move a proton towards the electrode exhibited a maximum at the intersection of the potential energy curve of the proton in solution and that of an \(H^+\) ion adsorbed on the electrode surface. Consequently, they decided that a good catalyst for the HER would be the material with the smallest maximum energy value.

The electrocatalytic behaviour of different materials have been reviewed by many authors, most notably by Brokris\cite{99}, Srinivasan et al.\cite{136} and, Trasatti\cite{137}. Nowadays, it is well established that the catalytic behaviour or activity is mostly determined by both the electronic and the geometric properties of an electrode material, since there are normally several intermediate adsorption and desorption steps involved in an electrochemical reaction.
The transition metals, their alloys and their oxides have shown to be good materials for the technologically important oxygen electrode reactions and to the hydrogen evolution reaction.\footnote{133} The singular catalytic behaviour of transition metal oxides lies in the nature of the outer d-shell.\footnote{134} Due to the specific configuration of their last electronic shell (d-orbital) they can easily react with the electrolyte forming surface complexes such as MOH, \(\text{MO}_2\text{H}\), \(\text{MO}_2^-\) (here M represents the transition metal) which may decrease the energetic requirement for the reaction to take place. Singular electronic factors with regard to the transition metal are the work function \(\Phi\) and the percentage d-band character or d-vacancy of the metal. Geometric factors not only include lattice structure and dimensions, but also surface heterogeneity, which is associated with the presence of various types of defects on the electrode surface, as introduced in section 1.2.3.

A brief comment regarding the term “work function” is pertinent at this stage. In solid-state physics or chemistry, the work function of a metal \(\Phi^m\) is defined as the work required to move to infinity an electron from the Fermi level of a metal in contact with a vacuum.\footnote{135} Consequently, the expression for \(\Phi^m\) may be written as:\footnote{136}

\[
\Phi^m = -\mu_e^m + F \chi^m \tag{1.3.1}
\]

where \(\mu_e^m\) is the chemical potential of an electron in the electrode and \(\chi^m\) is known as the electron overlap potential difference. The former quantity takes into account the nature of the electrode material bulk, whereas the latter is related to the nature of the crystal face concerned.

In the case where the electrode is in contact with an aqueous electrolyte, the definition of the work function may be expressed by the following expression:

\[
\Phi^m = -\mu_e^m + F g^m - F g^s \tag{1.3.2}
\]

where \(g\) refers to the dipole potential difference caused by the electrified double layer formed in the vicinity of the electrode surface.

In the discussion on the effect of the electrode material on the behaviour of electrochemical reactions, it is useful to consider two general limiting cases: (i) the weak interaction between the reactants and the electrode surface, \(e.g\). no adsorption occurs at the electrode
surface, and (ii) the strong interaction between the reactants and the electrode surface, e.g. when a single or several reactants or intermediates adsorb at the electrode surface.

Thus, in the former case, it has theoretically been shown\textsuperscript{[142]} that no effect on the electrode material can be anticipated on the value of the rate constant for simple electron transfer. Experimental results\textsuperscript{[143]} regarding single-electron transfer reactions confirmed that the activation energy was independent from the material nature, though they suggested the existence of a dependence of $\log i_0$ upon the work function, $\Phi$. This behaviour was predicted by Parsons\textsuperscript{[144]} on the basis of double layer effects. In addition, the importance of the work function in double layer studies and in electrochemical kinetics has been reviewed by Trasatti.\textsuperscript{[145]} Conversely, in cases of weak interaction between either the reactants or the intermediates with the electrode surface, it has long been considered that the nature of the electrode material has no impact upon the work function and, consequently, the electrode may be considered as an inert substrate which simply acts as a source or sink of electrons.\textsuperscript{[142]}

In single-electron transfer catalysis at the electrode-solution interface, the catalytic activities of different substrates towards a particular reaction are typically compared by determining the standard rate constant $k^0$. Recall that $k^0$ is a measure of the kinetic facility of a redox couple. Hence, for large values of $k^0$, the system achieves equilibrium on a short time scale whereas for small $k^0$ values, the formation of the equilibrium is sluggish. Consequently, since $i = \left(\frac{n}{\nu}\right) Fk^0 a_i$, the exchange current density for an electrochemical reaction at an electrode of a particular material emerges as the primary criterion of electrocatalytic activity towards a particular reaction.

There are, however, several drawbacks with this practice. Bockris and Khan\textsuperscript{[146]} mentioned that a comparison of $i_0$ values takes no account of the influence of the transfer coefficient $\alpha$ which from the point of view of energy lost in overpotential has a significance comparable to that of $i_0$. Therefore, other parameters such as the overpotential, $\eta$, or the Tafel slope, $b$, are also used to effectively compare different electrocatalytic materials. Note that Tafel slope represents the relationship between the current density, $i$, and the overpotential $\eta$. This approach allows the comparison of electrocatalysis at typical operating current densities found in practical applications such as alkaline water splitting electrolysis reactors and fuel cells. Thus, in a nutshell, and from an electrical point of view,
an optimum electrocatalyst should show: (i) high values of \( i_0 \), (ii) low Tafel slopes, \( b \), and (iii) low overpotential \( \eta \) at a fixed operating current density (typically 10 - 100 mA cm\(^{-2}\)).

Earlier in this section, it was stated that the presence adsorbed species, either reactants or intermediates, on the electrode surface cause a significant impact on the electrocatalytic behaviour of an electrode. This impact is especially significant when dealing with multistep electrode reactions. Consider the following case: a general multistep electrode process must be written as:

\[
R \rightarrow T + e^- \rightarrow O
\]  

(1.3.3)

where \( T \) is a reaction intermediate species with a formation step that is rate determining (RDS). If the process takes place at an electrode which catalyses the reaction and \( T \) is adsorbed on the electrode surface, then the formation of \( T \) occurs with lower Gibbs free energy of activation than it would otherwise. If potential energy curves are envisaged analogous to those in fig. 1.2.1, the adsorption of \( T \) brings about a vertical lowering of its Gibbs energy curve. The rate of reaction can then be represented as eqn. 1.3.4 if it is assumed that \( \theta_T \rightarrow 0 \):

\[
i = F A k_0^0 c_R \exp \left[ \frac{\alpha F \eta}{RT} \exp \left[ - \frac{\alpha \Delta G_{ads,T}^0}{RT} \right] \right]
\]  

(1.3.4)

where \( A \) is the surface area in cm\(^{-2}\), \( c_R \) is the concentration of reactant species. All the other parameters keep their usual meaning. As previously mentioned, one of the approaches to compare the electrocatalytic properties of different electrodes consists in examining the current density, \( i \), for each electrode at a given value of overpotential, \( \eta \). As a result, and considering eqn. 1.3.4, the only free variable will be the Gibbs free energy of adsorbed species, \( \Delta G_{ads,T}^0 \). Consequently, for different materials at constant \( \eta \):

\[
\ln i \propto -\Delta G_{ads,T}^0
\]  

(1.3.5)

Eqn. 1.3.5 predicts that the rate of the electrode reaction increases proportionally as \( \Delta G_{ads,T}^0 \) changes from positive values (non-bonding conditions or very weak adsorption) to negative values (very strong adsorption). However, since the fractional coverage \( \theta_T \) of intermediate \( T \) increases as \( \Delta G_{ads,T}^0 \), the assumption of \( \theta_T \rightarrow 0 \) is no longer valid when comparing different catalytic materials. From this view, eqn. 1.3.4 should be rewritten as:
\[ i = FAk^0(1 - \theta_T)c_R \exp \left( \frac{\alpha F \eta}{RT} \right) \exp \left( -\frac{\alpha \Delta G_{ads,T}^0}{RT} \right) \]  

(1.3.6)

In the case where \( \theta_T \) can be described by the Langmuir isotherm, the \( (1 - \theta_T) \) term, to a first approximation, decreases quicker, with decreasing \( \Delta G_{ads,T}^0 \), than the equivalent rate of increase of the second exponential term. This implies that:

\[ \ln i \propto \Delta G_{ads,T}^0 \]  

(1.3.7)

Since eqns. 1.3.5 and 1.3.7 predict opposing behaviour, the observed experimental behaviour can be understood as a combination of these two factors, and thus at a given value of \( \Delta G_{ads,T}^0 \) which value depends on the electrode material, the current density will be determined by whichever factor produces the slowest rate.\cite{147} Fig. 1.3.1 is commonly known as the volcano plot and it is based on Sabatier’s principle\cite{148} which states that the adsorption energy of intermediate species T should be neither too negative nor too positive. This is sometimes called the Goldilocks effect in catalysis. For example, if it is too positive, adsorption is slow and hence it limits the overall rate of the reaction. In contrast, if it is too negative, desorption is slow which also limits the overall rate of the reaction. Therefore, the maximum electrocatalytic effect occurs at the apex of the volcano curve, where \( \Delta G_{ads,T}^0 = 0 \).

![Volcano Plot](image)

Figure 1.3.1 Schematic representation of an ideal volcano curve in electrocatalysis, where the adsorption of T is the RDS. Adapted from Ref.\cite{147}
The formation of an apex suggests that the strength of the bonds formed with the surface is equal to that of the bonds broken to form the intermediate $T$. Both dashed lines in fig. 1.3.1 represent the predicted behaviour of eqns. 1.3.5 and 1.3.7. Hence, optimal catalysis occurs when the binding of the critical reaction intermediate is just right as was the case with Goldilocks and the not too hot not to cold porridge.

### 1.3.2 Hydrogen Evolution Reaction

Although the present work is principally concerned about the anodic oxygen evolution reaction (OER), it seems opportune to devote some attention to the cathodic hydrogen evolution reaction (HER) as well, since, according to Bockris and Khan\textsuperscript{[146]} this “acts as the archetype for the study of electrochemical reactions, for it involves simple versions of features which are met nearly all of them”. The net water reduction reaction in acid and base are presented in eqns. 1.3.8 and 1.3.9, respectively.

\[
\text{Anode: } 2H_2O \rightarrow 4e^- + 4H^+ + 2O_2 \quad (1.3.8a)
\]

\[
\text{Cathode: } 2H^+ + 2e^- \rightarrow H_2 \quad (1.3.8b)
\]

and

\[
\text{Anode: } 4OH^- \rightarrow 2H_2O + O_2 + 4e^- \quad (1.3.9a)
\]

\[
\text{Cathode: } 2H_2O + 2e^- \rightarrow H_2 + 2OH^- \quad (1.3.9b)
\]

It is worth to point out that the HER is the cathodic reaction that occurs at the counter-electrode in aqueous solution, while the oxygen evolution reaction takes place at the working electrode. It is commonly agreed that the HER proceeds in two elementary steps, with only one intermediate reaction involved, following the discharge-electrochemical desorption mechanism (Volmer-Heyrovsky reaction).

The first step is known as the Volmer step, and involves the displacement of water molecules with the adsorption of hydrogen atoms on the electrode surface:

\[
H_3O^+ + M + e^- \rightarrow MH_{ads} + H_2O \quad (1.3.10a)
\]
where M is considered to be an active site on the electrode surface, which typically is a metal. Eqn. 1.3.10a refers to the reaction in acid solution, while eqn. 1.3.10b refers to base media.

There are two different pathways for the second step, which brings about the detachment of molecular hydrogen from the surface. The first possible pathway is that the step occurs by chemical desorption via the following reaction, known as the Tafel step, which is identical in either acid or base media:

\[
MH_{ads} + MH_{ads} \rightarrow H_2 + 2M \tag{1.3.11}
\]

Alternatively, the desorption process may consist of a second discharge of H·O or H₂O, in case of acid or base media, respectively, which takes place on top of the adsorbed H produced by the Volmer step:

\[
MH_{ads} + H_3O^+ + e^- \rightarrow M + H_2 \tag{1.3.12a}
\]

\[
MH_{ads} + H_2O + e^- \rightarrow M + H_2 + OH^- \tag{1.3.12b}
\]

The reaction in eqn. 1.3.12 is known as the Heyrovsky step, where eqn. 1.3.12a refers to the reaction occurring in acid conditions and eqn. 1.3.12b in base condition. Note that either step in each pathway can be the RDS. Therefore, the alternative pathways may be described by the hydrogen evolution reaction: (i) Volmer–Tafel, (ii) Volmer–Heyrovsky, or (iii) Heyrovsky–Tafel.

If the reaction proceeds via the combination of the Volmer-Tafel, then the pathway will be known as the catalytic path.[21] In the catalytic path, if eqn. 1.3.10 is considered to be rate determining, the fractional surface coverage of adsorbed hydrogen \( \theta_H \) will be small given that it will be rapidly consumed as it arrives to the electrode surface following eqn. 1.3.11; this situation is known as the Volmer mechanism. On the contrary, if the chemical recombination step is rate determining, the surface coverage of adsorbed hydrogen will be larger than that in the Volmer mechanism. This second scenario is known as Tafel mechanism. The combination of the Volmer-Heyrovsky steps is known as the electrochemical desorption path.[21]
The same scenario than that for the Volmer-Tafel exists in the Volmer–Heyrovsky steps, the Volmer step may again be the rate determining, or alternatively, the Heyrovsky step may limit the kinetics. The latter case is referred to as the Heyrovsky mechanism and if it is operative, it can be expected that \( \theta_H \to 0 \). The micro kinetic kinetic analysis, based upon a pseudo-equilibrium approximation, and with the assumption of a Langmuir adsorption isotherm, it can be shown that the mechanistic parameters listed in Table 1.3.1 are obtained.

<table>
<thead>
<tr>
<th>Path</th>
<th>RDS</th>
<th>( \theta_H \to 0 )</th>
<th>( \theta_H \to 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( m )</td>
<td>( b )</td>
</tr>
<tr>
<td>Volmer- Tafel</td>
<td>1.3.10</td>
<td>1</td>
<td>(-2RT/F)</td>
</tr>
<tr>
<td>Volmer-Tafel</td>
<td>1.3.11</td>
<td>2</td>
<td>(-RT/2F)</td>
</tr>
<tr>
<td>Volmer- Heyrovsky</td>
<td>1.3.10</td>
<td>1</td>
<td>(-2RT/F)</td>
</tr>
<tr>
<td>Volmer- Heyrovsky</td>
<td>1.3.12</td>
<td>2</td>
<td>(-2RT/3F)</td>
</tr>
</tbody>
</table>

Table 1.3.1 Kinetic analysis of the various possible pathways for the HER. Tafel slopes, \( b \), and reaction orders, \( m \), predicted by a formal kinetic analysis under the assumption of a Langmuir adsorption isotherm and assuming a transfer coefficient \( \beta = 0.5 \).

At low overpotentials and low surface, coverage results in Tafel slope of \( \ln RT / (1+\beta)F = 39.4 \text{ mV dec}^{-1} \) and \( \ln RT / \beta F = 118.3 \text{ mV dec}^{-1} \) at 25°C. Regarding the Volmer-Tafel mechanism, under identical conditions than that for Volmer-Heyrovsky mechanism, and considering the Tafel step to be RDS, the resulting Tafel slope is \( \ln RT/2F = 29.6 \text{ mV dec}^{-1} \) at 25°C. If, however, the overall reaction is considered to be limited by the Volmer step, the obtained Tafel slope is \( \ln RT/\beta F = 118.3 \text{ mV dec}^{-1} \). At high overpotentials, when the process is limited by the rate of chemical reaction, the current becomes independent from the overpotential and the Tafel slope becomes infinite. This effect may be observed when a plateau region at high overpotentials on Tafel slope plots is formed.

As noticed in Table 1.3.1, the electrochemical oxide path for the OER presented in eqn. 1.3.12 is analogous to the anodic equivalent of the Heyrovsky mechanism, since both
mechanisms consist of an electrochemical step involving the adsorption of the intermediate species, followed by a rate-determining step involving the desorption of such intermediate specie. Therefore, the formal mathematical kinetic analysis of these two cases under pseudo-equilibrium is very similar.

If the strength of adsorption depends on surface electrical interactions between adsorbent and catalyst, a correlation of the reaction rate and d-band or d-vacancy of simple metals is to be expected. In 1946 Bockris\cite{149} mentioned that there existed a linear relationship between the exchange current density, $i_0$, for the HER and the work function $\Phi$ of the electrode metal. He found that for the “soft” s-p metals in acid media, the $i_0$, was inversely proportional to $\Phi$ whereas $i_0$ of transition metals was direct proportional with the work function. This concept was further investigated by Conway and Bockris\cite{150} in 1957. They observed opposite interaction between the $i_0$ and the metal-hydrogen bond strength. According to them, the s-p metals showed a catalytic effect on the rate for HER, increasing the metal-hydrogen bond strength, whereas the reaction rate decreases exponentially with this bond strength in the case of transition metals. Analogously to fig. 1.3.1, Trasatti\cite{137} plotted the logarithm of the exchange current densities, $\log i$, of different metals, against the metal–hydrogen, M-H, bond strength. This relation is presented in fig. 1.3.2.

![Figure 1.3.2 Experimental volcano plot of the standard exchange current density, log $i_0$, versus M–H bond energy on different metals. Reproduced from Ref.\cite{151} based on Ref. \cite{137}](image.png)
Here, the catalyst’s performance can be quantitatively evaluated by the position of its $i_0$ and M-H bond strength values relative to the volcano peak, e.g. the closer the position of these values to the peak, the better the catalyst is. Conway and Bockris\cite{150} determined that the RDS of the HER in acid media, using metals with soft M-H bond strength (left hand side of the volcano plot), is often limited by the adsorption step (Volmer step) whereas if a metal with strong metal-hydrogen bond strength is used (right hand side of the volcano plot), the RDS is typically a desorption step (either Tafel or Heyrovsky step). This arises since on the left-hand side of the volcano plot the adsorption of hydrogen is difficult and is therefore RDS, while on the right-hand side the desorption of adsorbed hydrogen is difficult, since the stronger the M-H bond is, the more difficult is the desorption of the molecular hydrogen, and thus, the desorption becomes rate determining.

There are several problems with this approach: first, the volcano plot is only valid if the mechanism (as determined by the Tafel slope) is the same on each of the metals.\cite{152} However, kinetic data used for the construction of fig. 1.3.2 were determined under different experimental conditions and even in solutions of widely varying pH. Furthermore, the nature of the electrode surface in contact with the solution is also different for different metals, since only some metals form stable oxides and/or hydrides. This is especially important given that two types of hydrogen can coexist together on certain metals, these being the under potential H (UPH) and the overpotential H (OPD), and only a weakly adsorbed OPD H will get involved in the HER. However, the adsorption energies used to create the volcano curve correspond to the under potential deposition (UPD) process. Finally, the M–H bond energies were taken from the gas phase reactions considering $\theta_{\text{H}} \rightarrow 0$. Despite all the caveats mentioned above, the volcano curve representation is a powerful and useful way to experimentally compare the catalytic activities of the metals. However, special care should be taken when comparing catalytic properties of metals for the HER using the volcano plot.

1.3.3 Further Observations on Electrocatalysis

As introduced in section 1.3.1, the variation of the standard Gibbs free energy of adsorption $\Delta G_{\text{ads}}^{\circ}$ of a given reaction intermediate on various metal electrodes leads to the formation of a volcano plot at a specific adsorption conditions. It has been also shown previously that approximate volcano relations do exist for the HER on metals\cite{137} and for
the OER on transition metal oxides.\cite{153} Similarly, to what was done for HER, Trasatti also correlated the catalytic activity towards the OER on various transition metal oxides in acid solutions. The results achieved by Trasatti are presented in fig. 1.3.3:

![Figure 1.3.3 Volcano plot for the oxygen evolution overpotential on various oxides as a function of the enthalpy of lower to higher oxide transition. The black and the White dots represent acid and alkaline solution, respectively. Reproduced from Ref.\cite{154}](image)

Several discrepancies exist between the volcano plot for HER and OER. The most obvious one is that related to the symmetry of the curve: the volcano plot for the OER is strongly asymmetric whereas that for the HER is strongly symmetric. This asymmetry may arise from the formation of mixed oxides. For example, it has been pointed out that the catalytic activity of the Ni-Co mixed oxide electrodes exhibit a maximum when NiCo$_2$O$_4$ is the major phase in the electrode.\cite{155} If the value on the x-axis is assumed to change linearly with composition, the strong asymmetry leads to expect that a lower amount of Ni added to Co would be sufficient to reach the apex. The synergetic electrocatalytic effect of the Ni-Co spinel for OER in alkaline solutions will be presented in chapter 5.

It has also been pointed out that while metals, alloys, metal oxides and complexes have all been shown to exhibit, to some extent, good catalytic properties, the greatest catalysis performance are those electrodes based on the transition metals.\cite{87c} The most active metals for HER and OER are the noble metals Pt, Re, Rh and Ir. Amongst the most important of
these oxides are the thermally prepared RuO$_2$ and IrO$_2$, which exhibit high electrocatalytic activity for the chlorine and oxygen evolution reaction both in acid and base solutions. Nevertheless, on an industrial scale, their high cost and low stability in alkaline media make them impractical for hydrogen production.$^{[156]}$ Much deeper interest has been put into abundant transition metal oxides such as nickel, cobalt or manganese have been reported for OER. They have a competitive price, high electrical stability in alkaline media and an acceptable OER performance.$^{[157]}$

A common approach in the optimisation of electrocatalysis is the empirical search for synergetic effects. This search is based upon the Brewer–Engel theory$^{[158]}$ which predicts that alloying metals of the left half of the volcano curve, which have empty or half-filled vacant d-orbitals, with metals of the right half of the volcano curve, which have internally paired d-electrons not available for bonding, a maximum in bond strength and stability is observed. In view of this, alloying the much cheaper and abundant transition metals with noble metals should lead to a synergetic effect on the activity towards the HER, with the activity dependant on the exact composition of the alloy, and the method and conditions of alloying.$^{[159]}$ Jakšić has applied this theory in predicting and explaining the enhanced activity towards the HER of several metal alloys.$^{[160]}$ Alloying transition metal oxides may also exhibit an enhancement on the catalytic activity of the material. It is widely believed that nickel along with cobalt generates a synergetic metal oxide, NiCo$_2$O$_4$, which has been reported as a stable catalyst in alkaline media for oxygen evolution reaction.$^{[161]}$ The electrocatalytic activity of a metal oxide material is proportional to its active surface area, which may be correlated to the crystal structure and the film morphology of the electrode surface. The NiCo$_2$O$_4$ possesses a high number of active sites and better conductivity than NiO and Co$_3$O$_4$ (this is of about two orders of magnitude higher), which exhibits not only large power density but also high energy density (up to 35 Wh kg$^{-1}$). Most of the recently published work on the OER has focussed on the search for synergetic catalytic effects, as it will be further explained later in this thesis.

As mentioned earlier in section 1.3.1, the singular catalytic behaviour of transition metal oxides lies in the nature of the outer d-shell.$^{[139]}$ The specific configuration of their last electronic shell possesses unpaired d-electrons, and unfilled d-orbitals that may be available to form bonds with the adsorbed species. The enthalpy of adsorption depends on the number of unpaired d-electrons and on their energy levels. For example, in heterogeneous gas phase reactions$^{[162]}$ catalysed by transition metals, it has been found that
a correlation between d-band character and reaction rate exists. The more unpaired electrons that a transition metal has in its d-band, the lower the percentage of d-band character it is said to possess. The d-band character of a metal is defined as the easiness of its atoms in losing electrons. Therefore, for a reaction with a rate-determining adsorption step, the most suitable catalyst would be the one with a low-percentage d-band character. Contrary, for a desorption RDS the best catalysts would be the one with high d-band character.

The discussion so far has focused on the electronic behaviour of metals which may affect the catalytic behaviour of a given electrode material. However, the electronic configuration is not the only parameter defining a good catalyst. Geometric properties also play an important role in the catalytic activity of a metal. Properties such as grain size, concentration of surface defects, crystal structure, inter-atomic distance and defect type may have a significant impact on the electrocatalytic activity of a material. Also, the catalytic activity of a material may change with the preparation method used. In this view, Trasatti\cite{154} noted that for the same electrode material, different preparation techniques displayed differences in the \( \ln i_o \) values and Tafel slopes. Such behaviour was attributed to crystal particle size and surface defects. According to Appleby\cite{163}, the specific surface area and the surface distribution of catalytic active sites between crystal faces, edges and corners depends on the physical dimensions of crystallites or particles.

### 1.4 The Surface Electrochemistry of Nickel, Iron, Cobalt and Manganese

It is well known that, at potentials where the OER occurs in aqueous solution, metallic electrodes are typically covered by a hydrous oxide film. It is to be noted that any type of porous structure allowing intimate contact between the solid and aqueous phase is likely to yield to a hydrous phase. Therefore, to understand the principles that govern the OER, it is also essential to understand the nature of the substrate on which it occurs. In this sense, factors such as the oxidation state of the metal sites on the oxide film, the morphology and the degree of oxidation are to be considered. Various techniques were utilised in the determination of such factors, and as it will be stated below, among these the most important ones are the cyclic voltammetry and electrochemical impedance spectroscopy.
1.4.1 Nickel

Nickel is probably the most studied metal among all those used in electrochemistry. This section focuses on the redox switching behaviour of two forms of nickel: (i) hydroxides, and (ii) oxyhydroxides. Nickel hydroxides have been used as the main material in working electrodes for several alkaline batteries, e.g. the commercially important nickel-cadmium batteries (NiCad) and the pure nickel metal hydroxide battery (NiMH). In addition, its abundance and inexpensiveness (as compared to metals such as RuO$_2$ or IrO$_2$) make nickel and some of its alloys to be the preferred materials for use in alkaline electrolysis.$^{[164]}$

Seghiouer et al.$^{[165]}$ observed that a bright polycrystalline Ni electrode had an OCP of -0.4 V vs. Hg/HgO in 1.0 M NaOH solution, which led to the conclusion that on immersion of metallic Ni into 1.0 M NaOH electrolyte an instantaneous layer of nickel hydroxide gets formed following the reaction.$^{[166]}$

$$\text{NiO} + H_2O \rightarrow \text{Ni(OH)}_2$$  \hspace{1cm} (1.4.1)

Further hydroxide growth is inhibited by applying negative potentials to the electrode. With the aim of reviewing the electrochemistry of polycrystalline nickel in aqueous alkaline media, the reproduction of a typical cyclic voltammogram is presented in fig. 1.4.1. A similar cyclic voltammogram (CV) is presented in several publications in the literature – random examples include publications of Burke et al.$^{[167]}$, Visscher and Barendrecht$^{[168]}$, de Souza et al.$^{[169]}$, and Šimpraga and Conway$^{[170]}$ to name but only a few.

Following literature precedents, the CV is normally split into three parts: regions (i) A, (ii) B, and (iii) C. Region A is known as the hydroxide region and is associated with the presence of nickel II. In this region a single anodic peak is observed at -0.8 to -0.6 V Hg/HgO in fig. 1.4.1. Note that the hydrogen evolution reaction is observed at lower negative potentials from region A, which is accompanied by hydrogen adsorption into the bulk Ni lattice. Some disagreement about the nature of the Ni (II) formed at these potentials exists. In this sense, some authors suggested that the oxide film in this region was a non-stoichiometric oxide consisting on NiO and Ni$_3$O$_4$.$^{[171]}$
Figure 1.4.1 A typical CV of a polycrystalline Ni electrode in 1.0 M KOH at 25°C. The sweep rate was 350 mV s⁻¹. Reproduced from Ref.¹⁷²

Others suggested the formation of α-Ni(OH)₂ along with the oxidation and expulsion of adsorbed hydrogen from the bulk, occurs at these potentials and, thus, the peak is to be associated with such processes.¹⁷³ In the latter case, the reaction may undergo as follows:

\[ Ni + 2OH^- \rightarrow Ni(OH)_2 + 2e^- \] (1.4.2)

\[ H_{ads} \rightarrow H^+ + e^- \] (1.4.3)

Burke and Twomey¹⁶⁷a noted that the peak potential of this anodic peak varied with the pH in alkaline solutions. They proposed that both oxidation and hydrolysis processes take place in this potential region, yielding to the formation of a somewhat anodic species with formula \( Ni(OH)_{2.4} \). They also noted that if the anodic limit of the potential sweep was maintained just below -0.2 V vs. Hg/HgO, the formation of a cathodic peak, which was invariant to the pH, occurred. In view of this, they suggested that such cathodic peak may be the result of the initially produced anodic hydrous species, α-Ni(OH)₂, being reduced back to metallic Ni. Ellipsometry studies carried out by Souza et al.¹⁶⁹ found that the first layer of oxide formed in the vicinity of the anodic peak in the region A, consisted of NiO.
However, upon further increase of anodic potential, the NiO layer gets covered by a thick layer of Ni(OH)$_2$.

Burke and Twomey\textsuperscript{[167a]} made an additional significant observation regarding the behaviour of the anodic peak upon repetitive potential cycling. They discovered that the peak potential remained approximately constant after numerous cycles, which lead to the relevant conclusion, in agreement with earlier works\textsuperscript{[173]} that since it is the inner oxide layer the one that is reduced at significant cathodic potentials, the anodic potential on region A is associated with the oxidation of Ni metal to Ni (II) at the metal / porous metal hydroxide interface.

It is in the region B of fig. 1.4.1 where the irreversible transformation of $\alpha$-Ni(OH)$_2$ to $\beta$–Ni(OH)$_2$ occurs. It was found that further potential cycling from the upper limit of region B to negative potentials causes the diminution or even the disappearance of peaks in region A.\textsuperscript{[174]} This has been attributed to the formation of $\beta$-Ni(OH)$_2$ which may not be reduced on the successive cathodic sweeps. McBreen found that further $\beta$-Ni(OH)$_2$ growth can be achieved by ageing the $\alpha$-Ni(OH)$_2$ by immersion in strong base for an extended period.

Region C is known as the oxyhydroxide region or the Ni (III) region. In this region a single anodic peak can be found at approximately 0.45 // 0.55 V, as shown in fig. 1.4.1. Since the potential in this region is enough to lead to the oxidation of most of the metals, the anodic peak is associated with the oxidation of Ni(OH)$_2$ to NiOOH. The relatively large anodic peak current is associated with further growth of NiOOH and is known to increase on repetitive potential cycling.\textsuperscript{[165, 167a]} The Ni (II) to Ni (III) transitions are associated to the development of a charge storage film on nickel metal electrodes in alkaline solution. Therefore, it is the Ni(OH)$_2$ / NiOOH redox system that is of interest in the battery applications of nickel and nickel hydroxide electrodes. The oxidation of Ni(OH)$_2$ to NiOOH occurs via the reaction:

$$Ni(OH)_2 \rightarrow NiOOH + H^+ + e^-$$ \hspace{1cm} (1.4.4)

The above electrochemical reaction causes the expulsion of a proton from the Ni hydroxide layer, which is used to produce a water molecule under strong alkaline conditions.\textsuperscript{[175]} If the potential is made more anodic, the surface bound oxy-nickel species increases its oxidation state from +3 to +4 according to eqn. 1.4.5:
\[ \beta\text{NiOOH} + OH^- \rightarrow \text{NiO}_2 + H_2O + e^- \]  

(1.4.5)

Lu and Srinivasan\textsuperscript{[176]} suggest that nickel (IV) oxide, NiO\textsubscript{2}, may serve to inhibit the OER due to its poor conductivity. This is especially significant since the rising part of the profile arises due to the onset of active water oxidation. It is worth noting that the state of the electrode surface at potential values just below that at which the OER is the predominant process is largely influenced by the redox process occurring at the upper anodic peak.

A major advance in the understanding of the various nickel reactions in alkaline solutions was made by Bode et al.\textsuperscript{[177]} in 1966. These authors rationalised the redox switching behaviour of nickel hydroxide films in terms of four phases, represented by the bode diagram in fig. 1.4.2. This bode scheme is presented in its traditional cyclical formation and also is a useful graphical format reproduced from a recent review paper.\textsuperscript{[177]} According to fig. 1.4.2, the discharged or reduced Ni(OH)\textsubscript{2} material may exist in two different states: (i) the hydrous phase $\alpha$-Ni(OH)\textsubscript{2}, and (ii) the anhydrous phase $\beta$-Ni(OH)\textsubscript{2}. Oxidation of the $\beta$-Ni(OH)\textsubscript{2} material is envisaged to produce a phase referred to as $\beta$-NiOOH, whereas the oxidation of the $\alpha$-Ni(OH)\textsubscript{2} material produces $\gamma$-NiOOH. It can also be seen from fig. 1.4.3 that upon ageing, the $\alpha$-Ni(OH)\textsubscript{2} can dehydrate and recrystallise as $\beta$-Ni(OH)\textsubscript{2}.

Figure 1.4.2 Graphical representation of the Bode scheme for the Ni(OH)\textsubscript{2}$\rightarrow$NiOOH redox transformation in alkaline solution. Reproduced from Ref. \textsuperscript{[172]} Inset – More traditional representation of the Bode scheme.
This transformation is favoured as the alkalinity of the contacting electrolyte solution increases. Furthermore, upon overcharge, $\beta$-NiOOH can convert into $\gamma$-NiOOH. Bode et al.\cite{177} demonstrated another redox reaction between the $\alpha$-Ni(OH)$_2$ and the $\gamma$-NiOOH. The $\alpha/\gamma$ transformation may involve more than one electron transfer per nickel atom, the number of electrons transferred being determined by the nature of the anions and the cations present in the solution.

Bode also envisaged and experimentally demonstrated that the oxidation of $\alpha$-Ni(OH)$_2$ to $\gamma$-NiOOH would occur at a lower potential than the redox transition between the two $\beta$ phases.\cite{177} It is important to note that, while there is a general acceptance for the general features of the Bode diagram, the four phases of Bode scheme should be considered as limiting forms of divalent and trivalent materials. The actual composition of the oxide film at a given potential depends on a range of different factors, such as the method of preparation, the degree of hydration, the electrolyte’s nature and concentration, the presence of defects etc. It should be noted, however, that in recent years there has been several proposed modifications to the Bode diagram. In this sense, Makrides\cite{178} suggested the existence of additional phases to those described by the traditional Bode model. They argued that a third Ni (II) phase was formed from metallic nickel at low potentials and denoted it as compact $\alpha$-Ni(OH)$_2$. Also, after a long period of oxygen evolution, an additional and more highly charged phase was said to be formed by $\gamma$-aged. Another phase was proposed by Yeo and co-workers.\cite{179} Using Raman spectroscopy at the onset potential of the oxygen evolution, they suggested that the $\beta$-NiOOH phase would undergo to a phase called $\beta_{O2evolution}$, which shows differences to the previously mentioned $\gamma$-NiOOH. It should be noted that such phases may not be as defined as suggested by fig. 1.4.3.

Due to the slow transition behaviour from one phase to the other, the structure of the nickel oxyhydroxide phase analysed at a given time point may be, in fact, a transitional phase rather than a final phase. Bernard and co-workers\cite{180} provided a good example of this when they were analysing the transformation from $\alpha$-Ni(OH)$_2$ to $\beta$-Ni(OH)$_2$ and found a “badly crystallised $\beta$-Ni(OH)$_2$” corresponding to that transition phase.
In view of the singularities of the nature and the crystal structure of each of the four limiting model phases, a brief review of them is now considered. The definitive crystallographic review on $\beta$-Ni(OH)$_2$ was carried out by Greaves and Thomas. Using powder neutron and X-ray diffraction studies they investigated the crystal properties of both a well crystallised deuterated Ni(OD)$_2$ sample pre-treated by a hydrothermal method, and a high surface area Ni(OH)$_2$ sample precipitated from a NiSO$_4$ solution upon the addition of KOH. These workers found that the structure of a high surface area precipitated $\beta$-Ni(OH)$_2$ is similar to that of the well crystallised material, though showing a larger number of defects related to a high concentration of surface OH$^-$ groups. Regarding the atomic disposition, the well crystallised $\beta$-Ni(OD)$_2$ sample adopts a brucite-type structure with layers of Ni(OD)$_2$ perfectly arranged along the c-axis, as seen in fig. 1.4.4. The cell arrangements for the Ni(OD)$_2$ layers consist of a hexagonal planar arrangement of Ni$^{2+}$-oxygen octahedral. McBreen suggested that the nickel ions are all in the 001 plane configuration and are surrounded by six hydroxyl groups. The brucite structure of on $\beta$-Ni(OH)$_2$ is isomorphous with the divalent hydroxides of Ca, Fe and Co. The unit cell parameter for the well crystallised NiOD$_2$ was found to be 3.126 Å while 0.973 Å was reported for the O-H bond length, whereas the high surface area sample had a unit cell parameter of 3.199 Å and a O-H bond length one of 1.08 Å. Based on these observations, Greaves and Thomas concluded that the structure of the high surface area material, $\beta$-Ni(OH)$_2$ is similar to the well crystallised sample, but has a larger amount of defects.
related to a high concentration of surface OH$^-$ groups. Typical XRD spectra$^{[184]}$ for both α-Ni(OH)$_2$ and β-Ni(OH)$_2$ are presented in fig. 1.4.5.

Similar results are observed using more modern XRD instrumentation.$^{[185]}$ Comparison of the diffraction patterns in fig. 1.4.5 suggests that the A phase is notoriously more amorphous than the B phase since the latter displays more defined and intense peaks. According to Le Bihan and Figkarz$^{[186]}$ the main difference between α-Ni(OH)$_2$ and β-Ni(OH)$_2$ phases arises from the differences in the c-axis spacing, which are mainly due to the presence of water molecules and anionic species in the van der Waals gap which leads to the formation of a turbostratic phase. These water molecules should not be confused with the adsorbed water molecules on the electrode surface. Thermal gravimetric measurements carried out by Mani and deNeufville$^{[187]}$ showed that the adsorbed water molecules on the surface are removed at temperatures between 50°C and 90°C, while the intercalated water molecules are removed at higher temperatures up to 180°C.
Accurate determinations on the crystal structure of β-NiOOH and γ-Ni(OH)$_2$ are limited since these compounds are amorphous materials$^{[183]}$. However, it is generally accepted that they do display a greater structural organisation than the α-Ni(OH)$_2$$^{[188]}$. Upon oxidation, the unit cell parameters change from $a_0 = 3.126$ Å and $c_0 = 4.605$ Å for β-Ni(OH)$_2$ to $a_0 = 2.82$ Å and $c_0 = 4.85$ Å for β-NiOOH.$^{[183]}$ This suggests an expansion along the c-axis and a contraction in the in-plane Ni distance during the oxidation of β-Ni(OH)$_2$ to β-NiOOH.

Carpenter et al.$^{[189]}$ and Madou et al.$^{[190]}$ investigated the electronic conductivity of various Ni (II/III) structures. They found that the electronic conductivity of Ni(OH)$_2$ was a rather poor one, which is mainly due to its p-type conductivity nature with a band-gap of ca. 3.7 eV.$^{[189]}$ On the contrary, they observed that β-NiOOH showed greater conductivity than its reduced form, that being mainly due to it displays n-type conductivity with an estimated band-gap of ca. 1.75 eV.$^{[189]}$ The enhanced conductivity of β-NiOOH compared to that of β-Ni(OH)$_2$ or γ-NiOOH (which has been found to have the lowest conductivity among all
the different nickel phases) is probably one of the reasons why the of β-NiOOH is referred to as “the right type of oxide” for OER catalysis.\textsuperscript{[176]}

As previously noted in the discussion regarding the lower anodic/cathodic peak couple in the CV of polycrystalline nickel in alkaline solution (see fig. 1.4.1), it was postulated\textsuperscript{[167a]}, based on the variation of the anodic peak potential with pH, that the initially α-Ni(OH)\textsubscript{2} species in this potential range is anionic in nature. It has been observed\textsuperscript{[183]} that the peak potential decreased linearly from 0.35 V vs. RHE at pH 9 to ca. 0.3V vs. RHE at pH 13 resulting into a potential/pH shift of approx. 13 mV pH\textsuperscript{-1} unit. This behaviour is an example of the so-called super-Nernstian shift, a phenomenon that is often detected in peak potential/pH studies on electrochemically generated hydrous oxide films as reviewed by Burke and Lyons.\textsuperscript{[191]}

According to eqn. 1.2.89, the potential shift of an ideal oxide electrode in aqueous solution at 25°C should decrease with increasing pH by 59 mV pH\textsuperscript{-1} unit, with respect to a pH-independent reference electrode such as NHE. Note that if a pH-dependent reference electrode is used \textit{e.g.} RHE or Hg/HgO, a potential shift of zero should be expected, since the potential of this type of reference electrodes also alters by 59 mV pH\textsuperscript{-1} unit.

Burke and Lyons have also observed the super-Nernstian behaviour of anodic peaks for various hydrous oxide systems.\textsuperscript{[191]} Although the mathematical treatment of the super-Nernstian shift of various hydroxides is beyond the scope of the present review, it is convenient to briefly summarize Burke and Lyons observations regarding the potential/pH shift behaviour. According to them, a positive potential shift on pH is indicative of an oxidised state that is more positive than the reduced state, whereas the opposite is true in the case of an observed negative potential / pH shift. They mentioned that from a thermodynamic point of view, potential / pH values greater than zero, in the RHE scale, are of thermodynamic significance since they imply that both the reactants and the products possess equal net charge. In accordance to the latter, Burke and Twomey\textsuperscript{[167b]} observed a decrease in peak potential of ca. ½(2.303RT/F) V pH\textsuperscript{-1} unit for an upper cathodic peak in the CVs of a multicycled Ni anode. They attributed the formation of this peak to the reduction of the γ phase to α-Ni(OH)\textsubscript{2}. The authors hypostatised that the latter process was rationalised in term of the following equations:

\[
[Ni(OH)_{3.5} \times nH_2O]^{-0.5} \times (Na^+)_{0.5} + e^- \\
\leftrightarrow Ni(OH)_2 \times nH_2O + 0.5Na^+ + 1.5OH^-
\] (1.4.6)
1.4.2 Iron

Typical cyclic voltammograms, reproduced from the literature, recorded for hydrous oxide layers and prepared using different numbers of growth cycles appear in fig. 1.3.9. The electrochemistry of iron, especially in acidic and neutral electrolyte solutions, has received much attention due to its fundamental relevance in understanding the mechanism of steel corrosion and the formation of corrosion resistant passive films.\textsuperscript{[192]}

In corrosion processes, it is common to observe passivation of the film. Passivation describes the phenomenon of a given metal to substantially resist corrosion in an environment where thermodynamically there is a large free energy decrease associated with the passage from the metallic state to corrosion products. A notorious review of the corrosion dissolution and passivation of iron in various aqueous media has been presented by Bockris and Khan.\textsuperscript{[146]} Special mention to the work carried out by Lyons et al.\textsuperscript{[123, 193]} in the contribution of the electrocatalytic activity of iron electrodes in alkaline media is also due.

Figure 1.4.6 Typical CV representing the growth of hydrous iron oxide thin film on Fe support electrode recorded via analysis of the evolution of the real time voltammograms in 1.0 M NaOH. Reproduced from Ref.\textsuperscript{[123]}
Upon repetitive potential cycling between the onset potentials for the HER and the OER, the formation of a hydrous oxide film occurs. At the first stages of oxidation (1 cycle), where the electrode has been previously polished to a bright finish, four well-defined anodic peaks (A1–A4) and two cathodic peaks (C1, C2) are typically observed (see fig. 1.4.6). These redox peaks reflect surface redox processes involving bound oxy-iron species. There have been numerous proposals on the mechanism of the formation of the passive oxide film on Fe in alkaline solutions. There is general agreement regarding the fact that peak A2 is due to the formation of ferrous (Fe$^{2+}$) species, whereas peak A3 and A4 have been attributed to the formation of ferric (F$^{3+}$) species. It has been pointed out that the profile of the cyclic voltammogram for Fe electrodes depends on the nature of the potential perturbation applied. Following, a possible mechanism pathway proposed by Burke and Lyons which has been shown to accurately correlate experimental data, is presented. Their scheme assumes that peak A1 is most likely due to the formation of a layer of adsorbed hydroxyl species:

$$Fe + OH^- \rightarrow FeOH_{ads} + 2e^-$$  (1.4.7)

in combination with the electrochemical displacement of adsorbed hydrogen:

$$FeH_{ads} \rightarrow Fe + H^+ + e^-$$  (1.4.8)

The peak denoted as A2 represents the conversion of both Fe and FeOH$_{ads}$ to a thin film of Fe(II) hydroxide or oxide according to:

$$FeOH_{ads} + OH^- \rightarrow Fe(OH)_2 + e^-$$  (1.4.9)

$$FeOH_{ads} + OH^- \rightarrow FeO + H_2O + e^-$$  (1.4.10)

In agreement with other workers, Burke and Lyons proposed that peak A3 is associated to the following Fe(II) / Fe(III) surface redox transformation:

$$Fe(OH)_2 + OH^- \rightarrow FeOOH + H_2O + e^-$$  (1.4.11)

These authors noted the fact that all but the complementary peaks A3 and C2 display a zero shift in peak potentials with respect to a pH dependence reference electrode over a
range of basic solution pH (7-14). It was found that A3 and C2 display a super-Nernstian
shift of the order of $½ (2.303RT/F) \text{ V pH}^{-1}$ units.\[191\]

The formation of the A3 peak along with its cathodic counterpart, peak C2, based upon the
aforementioned super-Nernstian shift, suggests that the operative reaction is not the
formation of species such as Fe$_2$O$_3$ or FeOOH in a compact well-defined phase, but rather
a Fe(II/III) redox transition in a polymeric micro-dispersed hydrous oxide layer. Such a
phase is conceived to result from the hydration of the outer regions of the Fe(OH)$_2$ or FeO
film. Hence, by analogy with a scheme proposed by Burke and Whelan\[197\] for redox
switching of iridium oxide films, Burke and Lyons proposed that the main redox switching
reaction may be given by:

$$[\text{Fe}_2(\text{OH})_6(\text{OH}_2)_3]^{-2} + 30\text{H}^- \rightarrow [\text{Fe}_2\text{O}_3(\text{OH})_3(\text{OH}_2)_3]^{-3} + 3\text{H}_2\text{O} + 2e^- \quad (1.4.12)$$

Or, alternatively, by analogy to the Ni (II) to Ni (III) hydrous oxide transition of eqn. 1.4.4,
as:

$$[\text{Fe}(\text{OH})_{3.5} \cdot n\text{H}_2\text{O}]^{-0.5} \cdot (\text{Na}^+)_{0.5} + e^- \quad (1.4.13)$$

Peak A4 is also related to an Fe(II) / Fe(III) redox transition. However, at this potential, it
is the inner more amorphous region of the Fe (II) species that is oxidised in the region of
the film close to the metal surface. Possibly, oxidation products are largely anhydrous
phases of Fe$_2$O$_3$, Fe$_3$O$_4$ or FeOOH.

The cathodic peak C2 shows a similar super-Nernstian shift to that of peak A3, which the
authors have attributed it to the reduction of the Fe (III) species in the outer hydrous region
of the film. As for the C1 peak, its formation has been attributed to the reduction of the
compact, anhydrous inner layer according to the following reaction:

$$\text{FeO} \cdot \text{FeOOH} + \text{H}_2\text{O} + 3e^- \rightarrow \text{Fe} + \text{FeO}_2^{-2} + \text{H}_2\text{O} + \text{OH}^- \quad (1.4.14)$$

Due to the changing nature of the cyclic voltammogram profile with repetitive cycling, it is
reasonable to assume that there will exist differences between the oxide layer formed
during the first anodic cycles and those formed in successive sweeps. As similar behaviour
of Mn electrodes, the repetitive potential cycling in Fe electrodes results in the formation
of a thick yellowish brown hydrous oxide layer. This arises since more oxide is formed on
the anodic sweep than that reduced on the following cathodic sweep. Hence, over several
cycles, the excess of oxide will tend to accumulate on the electrode surface yielding to
thickening of the hydrous oxide structure.

Burke and co-workers\textsuperscript{[198]} have proposed a dual layer structure for the passive oxide films
formed only at certain metals such as Ni and Ir. This mode, illustrated in fig. 1.4.7, proposes
the presence of an inner amorphous compact anhydrous layer of general MO\textsubscript{x}
formula where M are the metallic species. Behind the inner compact layer, the oxide
becomes dispersed, polymeric, hydrous and gel-like in nature, and is assigned to the
general \( \text{Mo}_a(\text{OH})_b(\text{OH}_2)_c \) formula.

From a structural point of view, ions in the inner compact amorphous layer form a rigid
structure held by strong polar covalent bonds, while the outer oxide layer consists of a
much more open crystalline structure through which ionic species can easily diffuse to the
bulk solution. The dual layer model may be used to explain the structure of the
oxyhydroxide film formed by repetitive potential cycling on Fe electrodes in alkaline
media, presented by Burke and Lyons.\textsuperscript{[191]} In this view, it is proposed that the passivating
species is the anhydrous material of the compact inner layer, whereas the outer layer is
formed by a hydrous oxide layer.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{dual_layer_structure.png}
\caption{Schematic representation of the dual layer structure proposed for the hydrous oxyhydroxide,
formed on Ni and Fe electrodes under potential cycling in aqueous alkaline solutions. Reproduced from
Ref.\textsuperscript{[199]}}
\end{figure}
The latter is supported by the fact that Fe oxyhydroxide films of various thickness exhibit a charge capacitance dependence on sweep rate, that is in line with Laviron’s well known theory regarding redox polymer electrodes. This concept was further reinforced by spectroscopy studies carried out by Mossbauer. Such studies revealed the presence of Fe in a hydrous, polymeric, gel-like form in the inner region.

Another observation made by Burke and Lyons, which may be applied to Mn oxide electrodes, is the fact that a repetitive anodising cycle near or in the OER may provoke the dissolution of the hydrous oxide film, since species such as FeO$_4^{2-}$ and MnO$_2$ may be prone to corrode under these extreme conditions.

### 1.4.3 Cobalt

Cobalt has been widely used as an additive to nickel electrodes. Among many of its advantages, the most important are: (i) the enhancement of the nickel electrode conductivity, and (ii) the reduction of the OER overpotential and the OER onset potential. These two factors arise due to the fact that the addition of cobalt onto nickel electrodes yields to a minimisation of the amorphous phase γ-NiOOH growth which, as previously mentioned, shows the lowest conductivity among the other Nickel phases in fig. 1.4.2. Thus, if the conductivity of the electrode increases, then the catalytic activity of the electrode is expected to increase as well. According to Oshitani et al. when either cobalt hydroxide Co(OH)$_2$ or cobalt oxide Co$_3$O$_4$ are added to a nickel electrode, the resulting enhanced catalytic activity is considered to be due to the presence of a highly conducting phase. This conducting phase arises from the precipitation of CoOOH around nickel hydroxide sites yielding to a good electrical pathway between them. A more detailed review of the properties of Ni-Co alloys will be presented later in this section.

As for Ni, a brief review is presented on the electrochemistry of polycrystalline Co in aqueous alkaline solutions with the intention of gaining a conceptual understanding of the oxide surface involved in the OER enhancement observed experimentally at high anodic potentials. Studies of Cobalt hydroxides were also covered by Bode et al. as part of their seminal work. Analogously to the situation for divalent nickel hydroxides, cobalt oxides may exist in both the hydrous phase, α-Co(OH)$_2$ and the anhydrous phase β-Co(OH)$_2$. Also, the crystal structure of cobalt is similar to that of nickel, thus the α-Co(II) phase has a turbostratic structure, with a mean inter-lamellar distance of 8.4 Å.
whereas the $\beta$-Co(II) has a brucite-like lamellar structure with the basal plane consisting of edge sharing CoO$_6$ octahedral.$^{[204]}$ In total, six species of cobalt oxide have been identified so far: (i) CoO$_2$, (ii) Co$_2$O$_3$, (iii) Co$_3$O$_4$, (iv) CoO, (v) Co(OH)$_2$ and (vi) CoOOH.$^{[205]}$ Shu-Hua Chien$^{[206]}$ observed that cobalt ions with an oxidation state of +3 [Co(OH)]$^{+3}$ or +2 [CoO] may be obtained from CoO$_x$ by thermal decomposition at various temperatures. Thus, CoOOH, Co$_3$O$_4$ and CoO would be formed at temperatures around 280°C, 450°C and 950°C, respectively. Using XRD, he observed that the diffraction profile of CoOOH revealed a hexagonal structure with a divalent cobalt cation located at an octahedral site and coordinated by six hydroxyl oxygen. The average particle size of this phase was ca. 10 nm; Co$_3$O$_4$ profile revealed a spinel structure with an average particle size of ca. 11 nm whereas the CoO phase was found to be a face-centred cubic (FCC) arrangement with an average particle size of ca. 16 nm. Typical XPS patterns of the above phases are presented in fig. 1.4.8.

Figure 1.4.8 XRD profiles of (a) CoOOH (b) Co$_3$O$_4$ (c) CoO obtained from CoO$_x$ thermally decomposed in air at: 280°C, 450°C and 950°C, respectively. Reproduced from Ref. $^{[206]}$
The spinel tricobalt tetroxide, Co$_3$O$_4$, has an energy band-gap of 1.4 – 1.8 eV that can be used as a p-type semiconductor. The distribution of cations on Co$_3$O$_4$ is assumed to be Co$^{2+}$[Co$^{3+}$]O$_4^{2-}$. The Co$^{3+}$ cations show an octahedral arrangement with the oxygen ions whereas Co$^{2+}$ shows a tetrahedral arrangement.

Cyclic voltammogram of polycrystalline Co in 1.0 M NaOH, is presented in fig. 1.4.9.

![Figure 1.4.9 Cyclic voltammogram for a polycrystalline Co electrode in 1.0 M KOH at 25°C vs. Hg/HgO 1.0 M KOH. The sweep rate was 300 mV s$^{-1}$. The first three sweeps and those recorded after both 15 min and 1 hr of cycling are shown. Relevant for this work is the dotted voltammogram corresponding to the first sweep. Adapted from Ref. 207](image)

A similar approach than that carried out on Ni to analyse its cyclic voltammogram was also adopted on Cobalt. Here, the CV can be divided into three regions. The analysis presented, regarding the nature of the peak potentials in fig. 1.4.9, is based upon the work of Behl and Toni[208], who compared the peak potentials with thermodynamic data. Thus, in the A region, a single anodic peak with the presence of a small shoulder peak is observed at -0.7 V (vs. Hg/HgO). This shoulder peak is attributed to the formation of adsorbed OH$^{-}$ species on the electrode surface:
The major peak is attributed to a combination of the formation of a passivating film of Co(OH)$_2$ and/or CoO:

\[ \text{Co} + \text{OH}^- \leftrightarrow \text{Co(OH)}_{\text{ads}} + e^- \quad (1.4.15) \]

\[ \text{Co} + 2\text{OH}^- \leftrightarrow \text{Co(OH)}_2 + 2e^- \quad (1.4.16) \]

\[ \text{Co} + 2\text{OH}^- \leftrightarrow \text{CoO}_{\text{inner}} + \text{H}_2\text{O} + 2e^- \quad (1.4.17) \]

In region B, the observed peak is attributed to the oxidation of Co(II) species to Co(III) species. In agreement with Gomez Meier et al.\cite{207} this process may be represented by the oxidation of the inner layer of CoO to Co$_3$O$_4$ according to:

\[ 3\text{CoO}_{\text{inner}} + \text{H}_2\text{O} \leftrightarrow \text{Co}_3\text{O}_4 + 2\text{H}^+ + 2e^- \quad (1.4.18) \]

Contrary to Gomez Maier et al., Burke et al.\cite{209} suggested that such process could be represented by the reaction:

\[ 3\text{Co(OH)}_2 + 2\text{OH}^- \leftrightarrow \text{Co}_3\text{O}_4 + 4\text{H}_2\text{O} + 2e^- \quad (1.4.19) \]

Regarding the large background currents in the anodic sweep, in the region above 0.4 V vs. Hg/HgO, Bruke and co-workers\cite{209} defended that a hydrous Co(II) films may be gradually converted into Co(II) containing species such as Co$_3$O$_4$, Co$_2$O$_3$ and CoOOH. They remarked that this situation is further complicated by various factors such as the existence, according to Benson et al.\cite{210}, of three different forms of CoOOH: (i) CoO(OH), (ii) CoOOH, and (iii) CoHO$_2$.

The peak observed in region C is widely attributed to the oxidation of Co(III) to Co(IV). This process can be represented as:

\[ \text{CoOOH} + \text{OH}^- \leftrightarrow \text{CoO}_2 + \text{H}_2\text{O} + e^- \quad (1.4.20) \]

The reduction peak, (VI) at 0.5 V (vs. Hg/HgO) in fig. 1.4.9, corresponds to the reduction of the Co(IV) oxide back to cobalt oxyhydroxide.\cite{211} The broad ill-defined cathodic peak at potentials between ca. –0.4 and –0.8 V (vs. Hg/HgO) is typically attributed to the reduction of Co(III) species. Although in fig. 1.4.9 this is not apparent at first sight,
probably due to the relatively fast scan rate at which this CV was recorded, most workers\cite{138a, 212} have observed a reasonably well-defined peak at ca. –1.0 V (vs. Hg/HgO) which is associated with the reduction of Co (II) species. Further, ellipsometry measurements have been performed on electrochemically generated passive films on Co in alkaline solutions.\cite{213} These studies led to the conclusion that cobalt can form two different types of passive layers in alkaline solutions. The formation of the first layer is observed at lower potentials where the thickness of the film is pH dependent. This layer consists of a mixture between Co(OH)$_2$ and CoO. A second layer is formed on top of the first layer at potentials above ca. 0 V vs. Hg/HgO. This second layer is mainly formed by Co (III) species, and to a lesser extent by Co (IV) species as well. These observations were further studied by XPS measurements. In this sense, Foelske et al.\cite{214} when analysing the polycrystalline Co in 0.1 M NaOH also emphasised the idea of a twin-layer type passive film. The peak located in region A was described to be Co(OH)$_2$ film, whose thickness can grow to 40 nm depending on the potential and time. In region C in fig. 1.4.9, the outer layers of the film were said to be composed mainly by Co (III) species with the XPS measurements identified Co$_3$O$_4$ and CoOOH. A more recent publication on the topic also pointed out the possible coexistence of Co (II) and Co (III) species in this potential region.\cite{215}

1.4.4 Manganese

As with Ni and Co, a brief review is to be presented here on the electrochemical behaviour of polycrystalline metallic Mn in aqueous alkaline solutions in order to understand the oxide surface that enhances the catalytic activity of this electrode for the OER. Analogous to nickel, the electrochemical behaviour of manganese in strongly alkaline aqueous solutions essentially concerns the manganese dioxide, MnO$_2$, which is typically used as a cathode material in alkaline batteries.\cite{216} Its popularity arises from its material properties, such as its abundance of raw materials, low cost, low toxicity, etc. Manganese dioxide electrodes are also used in electrochemical water electrolysis. Suib et al.\cite{217} studied the catalytic activity for the OER of three different phases of MnO$_2$, (α, β and γ) in a carbon support fabricated using three similar hydrothermal routes. The catalytic activities of manganese oxides rely, basically, on the following three factors: (i) their chemical compositions, (ii) their crystallographic structure, and (iii) their morphology and pore
One of the more relevant observations made by Suib, was the significant differences present in the OER overpotential for the three different phases. He found that the overpotential at 10 mA cm\(^{-2}\), which is the most common value used to compare the catalytic activity on metal oxides, for the \(\alpha\), \(\beta\) and \(\gamma\) phases were 0.49 V, 0.60 V and 0.74 V, respectively.\[^{217}\] This observations were further investigated by Bergmann et al.\[^{219}\] who established a structure-activity relationship through studies of \(\delta\)-MnO\(_2\)-like, and \(\beta\)-MnO\(_2\)-like which have a layered disposition and a tunnelled disposition, respectively. In agreement with Suib’s results, and regarding the overpotential differences, Bergmann attribute these to the crystalline structure and to the presence of structure defects e.g. tunnel structures were proven to have higher intrinsic activities over layered materials, due to the easy accessibility of water molecules into the electrode and the defects offered by these two systems.\[^{219}\] Therefore, manganese oxides can have very diverse structures depending on the connectivity between the [MnO\(_6\)] units via sharing corners or edges. According to Cao et al.\[^{220}\] the catalytic activity towards the OER for the different phases of MnO\(_2\) may be expressed by the type of MnO\(_2\) phase:

\[
\alpha \sim \delta > \gamma > \beta
\] (1.4.21)

A brief introduction on the physical properties of the above phases is now presented. The three major MnO\(_2\) phases showing tunnel structures are: (i) the cryptomelane \(\alpha\)-MnO\(_2\) phase, (ii) the pyrolusite, \(\beta\)-MnO\(_2\) phase, and (iii) the ramsdellite \(\gamma\)-MnO\(_2\) phase. In addition, a fourth phase showing layered disposition, \(\delta\)-MnO\(_2\), will be presented.

Among the three major polymorphs of MnO\(_2\), the \(\alpha\)-MnO\(_2\) phase shows the presence of the largest tunnels, 2x2 tunnels, formed by double chains of MnO\(_6\) octahedral. Due to its large channel size, the diameter of ca. \(\sim 4.6\) Å, it exhibits significant advantages to accommodate cations or protons in its structure compared to other MnO\(_2\) polymorphs.\[^{221}\] It has been pointed out\[^{222}\] that the accommodation of cations or protons within the crystallographic structure increases the specific capacitance of such materials. In addition, the presence of cations within the crystalline structure may favour both the ionic and electronic conductivity of the film. The disposition of the various channels results in a tetragonal structure with \(a_0 = 9.82\) Å, \(c_0 = 2.86\) Å.

The \(\beta\)-MnO\(_2\) phase may be described as chains of edge-sharing MnO\(_6\) octahedral which, in conjunction with the neighbouring chains, forms a framework structure of 1x1 octahedral
with a diameter size of $\sim 1.89 \, \text{Å}$. The result is a tetragonal structure with $a_0 = 4.398 \, \text{Å}$ and $c_0 = 2.873 \, \text{Å}$.\textsuperscript{[223]} Due to its small tunnel size, cations such as Na\textsuperscript{+} and K\textsuperscript{+} cannot be accommodated in the structure and as a result Mn\textsuperscript{4+} is the predominant component of the crystal structure.

The $\gamma$-MnO\textsubscript{2} phase has similar crystal structure than the $\beta$-MnO\textsubscript{2} phase, except that in the direction there are alternating doubly occupied and unoccupied octahedral sites. The tunnels are 2x1 octahedral in size with a diameter size of ca. 2.3 Å.\textsuperscript{[218b]} The resulting unit cell has an orthorhombic configuration with $a_0 = 4.533 \, \text{Å}$, $b_0 = 9.27 \, \text{Å}$, and $c_0 = 2.866 \, \text{Å}$ dimensions.

The $\delta$-MnO\textsubscript{2} phase is build form layers of disordered MnO\textsubscript{6} octahedral. Its random structure yields to the creation of unbalanced local charge regions, which in order to compensate such charge, are occupied by cations and protons.\textsuperscript{[224]}

To clarify the different MnO\textsubscript{2} crystal structures, a typical polyhedral representation of different crystal structures of MnO\textsubscript{2} polymorphs along with a table with their crystallographic characteristics is presented in fig. 1.4.10 and Table 1.4.1, respectively.

![Figure 1.4.10 Various crystal structures of MnO\textsubscript{2}, polymorphs showing the connection of the MnO\textsubscript{2}, octahedral and tunnels shape. Reproduced from Ref.\textsuperscript{[225]}](image-url)
<table>
<thead>
<tr>
<th>MnO₂ type</th>
<th>Structure-type</th>
<th>Symmetry</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>α-MnO₂</td>
<td>Cryptomelane</td>
<td>Tetragonal</td>
<td>Double chains of [MnO₆] octahedral form a tunnel structure with a tunnel size of $2 \times 2$</td>
</tr>
<tr>
<td>β-MnO₂</td>
<td>Pyrolusite</td>
<td>Tetragonal</td>
<td>[MnO₆] octahedral share edges; a tunnel structure with a tunnel size of $1 \times 1$</td>
</tr>
<tr>
<td>γ-MnO₂</td>
<td>Ramsdellite</td>
<td>Octahedral</td>
<td>A tunnel structure with a tunnel size of $1 \times 2$</td>
</tr>
<tr>
<td>δ-MnO₂</td>
<td>Birnessite</td>
<td>Laminar</td>
<td>A random layered structure built of two-dimensional networks of corner-sharing [MnO₆] octahedral</td>
</tr>
</tbody>
</table>

Table 1.4.1 Crystallographic characteristics of different forms of MnO₂.

It should be stated, as already mentioned above, that in any crystal, the ideal lattice is found only in the bulk whereas the surface always exhibits defects. All atoms present in MO₆ octahedral bulk are binding (M-O-M) species. However, at the surface of the lattice there are several terminal oxygen species because of the coordinative and unsaturated surface of metal ions, such as -OH₂, -OH⁻ or -O⁻. These oxygen species might have an important role in the conversion of anhydrous to hydrous forms of oxides, e.g. MnO₆ could be transformed to $(-O-)A{Mn(OH)}_{2}$ at the solid/solution interface. Thus, structures which allow intimate contact between the solid and the liquid phase are likely to produce hydrous oxide layers. These types of hydrous oxides are not strictly confined in the oxide surface but can also exist on an open surface or porous regions of the oxide.

There are different preparation techniques for electrodepositing manganese oxide and hydroxides. Electrochemical properties of Mn have been observed for manganese oxide films prepared by chemical precipitation, electrodeposition and potential cycling growing both for base and acid solutions. However, since this thesis deals only with manganese hydroxide synthetized by repetitive potential cycling in alkaline solution, the following discussion especially focuses on such method.

Typical cyclic voltammograms recorded for hydrous oxide layers prepared using different growth cycles in the alkaline electrolyte are presented in fig. 1.4.11.
Figure 1.4.11 Cyclic voltammograms characterising the surface electrochemistry of an initial bright Mn electrode at various potential cycles. All the above CVs were recorded in 1.0 M NaOH with an sweep rate of 40 mV s\(^{-1}\).

The redox peaks observed in fig. 1.4.11 are in excellent agreement with earlier works reported by Burke and Ahern\(^{[227]}\), and by Yano et al.\(^{[228]}\). Clearly, as the film gets thicker the voltammetric response becomes more complex. The formation of two additional potential peaks, a shoulder at ca. 0.93 V vs. RHE, and a main peak at 1.25 V vs. RHE, can be observed. With a further increase of deposition cycle \(e.g.\) \(n\) potential cycles \(> 750\) applied to the Mn wire, a third anodic peak is observed at potentials 1.45 V vs. RHE. Many authors agreed with the nature of the single peak observed in the initial stages of Mn metal (1 potential cycle) at 0.9 V vs. RHE, which may be assigned to the oxidation of manganese metal to Mn(OH)\(_2\) according to the reaction:

\[
Mn + 2OH^- \rightarrow Mn(OH)_2 + 2e^- \quad (1.4.22)
\]

It has been pointed out that eqn. 1.4.22 probably follows along a similar path to that of Ni. As a result of the above reaction and taking into account that the Mn(OH)\(_2\) film formed on the electrode surface is not reduced as its reduction occurs at more negative potentials than -0.5 V vs. RHE according to Pourbaix diagram\(^{[130]}\), the following reactions must be
considered to arise from the Mn(OH)$_2$ phase. There exists some disagreement with the nature of the double anodic peak in the region 1 V - 1.7 V vs. RHE especially with the one corresponding to the formation of MnO$_2$.

Liu You-Qin et al.\cite{229} suggested that the observation of a doublet may be attributed to two distinct oxidation mechanisms: the ECE (electron transfer - chemical – electron transfer step) and the disproportionation mechanism. These mechanisms are represented in eqns. below:

ECE mechanism:
\[
Mn^{2+} \rightarrow Mn^{3+} + e^- \tag{1.4.23}
\]
\[
Mn^{3+} + 2H_2O \rightarrow MnOOH + 3H^+ \tag{1.4.24}
\]
\[
MnOOH \rightarrow MnO_2 + H^+ + e^- \tag{1.4.25}
\]

Disproportionation mechanism:
\[
Mn^{2+} \rightarrow Mn^{3+} + e^- \tag{1.4.26}
\]
\[
2Mn^{3+} \rightarrow Mn^{2+} + Mn^{4+} \tag{1.4.27}
\]
\[
Mn^{4+} + 2H_2O \rightarrow MnO_2 + 4H^+ \tag{1.4.28}
\]

Su-Moon\cite{230} mentioned that the shoulder peak, at about 0.93 V vs. RHE, corresponds to the direct oxidation of Mn$^{2+}$ to Mn$^{3+}$ according to eqn. 1.4.26. In addition, further oxidation of the oxide film may involve the Mn(III/IV) redox transition following:
\[
Mn(OH)_2 + OH^- \rightarrow MnOOH + H_2O + e^- \tag{1.4.29}
\]
\[
MnOOH + OH^- \rightarrow MnO_2 + 2H_2O + e^- \tag{1.4.30}
\]

Special mentioned should be done to a recent work published by Daniel G. Nocera\cite{231}. These authors, by using X-ray absorption spectroscopy techniques, observed that M$^{3+}$ may be introduced into MnO$_2$ lattice by an electrochemically induced comproportionation.
reaction with Mn$^{2+}$ being the former kinetically trapped in tetrahedral interstitial sites. According to the authors, the presence of Mn$^{3+}$ species into the MnO$_2$ lattice would result in an OER enhancement in alkaline solutions, since Mn$^{3+}$ species (either MnOOH or Mn$_2$O$_3$) are only stable in high pH solutions.

Kao et al.$^{[232]}$ argued that MnOOH was an intermediate specie in the Mn$^{2+}$ oxidation to form MnO$_2$ according to eqn. 1.4.31:

$$2\text{MnOOH} \rightarrow \text{MnO}_2 + \text{Mn(OH)}_2$$  \hspace{1cm} (1.4.31)

In relation to the observations pointed out by Sugimori, Kao et al.$^{[232]}$ mentioning that this pathway leaves a small amount of not oxidized MnOOH intermediate species on the surface, a similar argument was used by Su-Moon Park, who, based on his XPS measurements, suggested the possibility that the formation of MnO$_2$ is produced from the direct oxidation of Mn(OH)$_2$ rather than via MnOOH supported by his voltammograms, in which a very small amount of current was measured during the oxidation of Mn(OH)$_2$ to MnOOH.

Paul and Cartwright$^{[233]}$ though that the possible pathway for the formation of MnO$_2$ involved the formation of porous solid intermediates like MnOOH, Mn$_2$O$_3$ and Mn(OH)$_4$ during oxidation of Mn$^{2+}$ to give MnO$_2$.

Zaretskii et al.$^{[234]}$ proposed a pathway similar to that argued by Su-Moon Park. According to Zaretskii, a direct oxidation of Mn$^{2+}$ to Mn$^{3+}$ or Mn$^{4+}$ existed. In this case, the Mn$^{3+}$ might undergo disproportionation to produce Mn$^{2+}$ and Mn$^{4+}$, following reaction 1.4.32, which then it hydrolyses to form MnO$_2$:

$$\text{Mn}_2\text{O}_3 + 2\text{OH}^- \rightarrow 2\text{MnO}_2 + \text{H}_2\text{O} + 2e^-$$  \hspace{1cm} (1.4.32)

Regarding the cathodic sweep, it was established that the reaction that takes place during the reduction process in sodium hydroxide solutions corresponds to the transition Mn(IV) / Mn(III) and Mn(III) / Mn(II). As observed in the anodic sweep, Gosztola and Weaver$^{[235]}$ identified intermediates of MnOOH and Mn(IV)-O-Mn(III) species during reduction of several equivalent monolayers of MnO$_2$ to Mn(OH)$_2$.

It is also important to mention the observation made by Burke and Murphy$^{[236]}$, who noted that the redox transition reactions for thin films were accompanied by a reversible
electrochromic transition in which the oxide layer changed from pale yellow at low potentials to reddish brown on the oxidized state. This effect was no further observed for thicker layers, and especially on those present after 250 cycles the oxide layer remained black throughout the cycle. It is also important to mention that the electrocatalytic redox behaviour of Mn electrodes is highly affected by the pH of the solution in which the MnO$_2$ growth occurs. In this perspective, it was pointed out that, for very strong alkaline solutions, the possible formation of complexes such as Mn(OH)$_4^{4-}$ and Mn(OH)$_4^{2-}$ may be observed. However, they seem to be highly unstable and tend to decompose to MnO$_2$ species.$^{[237]}$

1.5 The Oxygen Evolution Reaction

1.5.1 Introduction to the Oxygen Evolution Reaction

The interest in using hydrogen as a fuel has majorly increased along the last few decades, which is mainly due to its non-polluting nature and its large energy storage ability.$^{[238]}$ That is because hydrogen can react with oxygen in an electrochemical fuel cell and produce electrical current. This type of process is known as cold combustion reaction. In obtaining that hydrogen, water splitting using renewable energies accounts for: (i) a “clean” hydrogen product, since it only involves hydrogen and oxygen molecules, (ii) prevents the formation of secondary products such as CO$_2$, and (iii) an environmentally friendly hydrogen production, given that the energy needed to split the water molecule comes from renewable sources.$^{[239]}$

Hydrogen electrolysis is carried out in a cell which usually contains (i) two electrodes, an anode and a cathode, along with (ii) a high conductivity electrolyte, either acid or basic solution, allowing the generation of both hydrogen and oxygen gas. The process can be described by the following two half-cell redox reaction in alkaline solution:

\[
\text{Cathode: } 2H_2O + 2e^- \rightarrow H_2 + 2OH^- \quad \Delta E = -0.83 \text{ V} \quad (1.5.1)
\]

\[
\text{Anode: } 4OH^- \rightarrow 2H_2O + O_2 + 4e^- \quad \Delta E = +0.40 \text{ V} \quad (1.5.2)
\]

\[
\text{Overall: } 2H_2O \rightarrow 2H_2 + O_2 \quad \Delta E = -1.23 \text{ V} \quad (1.5.3)
\]
The total potential required to drive the electrolysis reaction has both cathode and anode overpotentials and ohmic resistance contributions, as seen in eqn. 1.5.4 below.

\[ \mathcal{E}(i) = \mathcal{E}_{\text{cell}} + |\eta_\text{C}| + \eta_\text{A} + iR \] (1.5.4)

Where \( E(i) \) is the energy input (potential applied), \( E_{\text{cell}} \) represents the equilibrium potential, \( \eta_\text{C} \) and \( \eta_\text{A} \) are the cathode and anode overpotential, respectively, and \( iR \) represents the ohmic drop arising from the electrolyte resistance. Please note that \( iR \) has already been presented in detail in section 1.2.1. The cathode, where the \( \text{H}_2 \) evolution takes place, has overpotentials of around 0.1 V, while the anode, where the \( \text{O}_2 \) evolution takes place, has overpotentials typically of around 0.33 V - 0.5 V.\(^{[240]}\) The high potential associated with water oxidation to generate molecular oxygen represents the most energy intensive step and is a major factor in limiting device operational efficiency.\(^{[241]}\)

This high value, coupled with the instability of the anode materials in alkaline solution have limited the scope for electrolytic hydrogen production to date. In this view, the electrochemical evolution of oxygen from water have received great research attention owing to the importance of this reaction in industrial applications and to its intrinsic complexity.

1.5.2 Difficulties of the Anodic Oxygen Evolution Reaction

The oxygen evolution reaction is of special importance in water oxidation, in view of the large overpotential associated with the process. The overall reaction may be written, in acid solutions, as:

\[ 2\text{H}_2\text{O} \rightarrow \text{O}_2 + 4\text{H}^+ + 4e^- \quad \mathcal{E}^0 = 1.229 \text{ V} \] (1.5.5)

And, when referring to the alkaline solution, it shall be presented as:

\[ 4\text{OH}^- \rightarrow \text{O}_2 + 2\text{H}_2\text{O} + 4e^- \quad \mathcal{E}^0 = 0.401 \text{ V} \] (1.5.6)

However, the OER has not yet been fully understood by scholars. Some of the difficulties which appear to be responsible for this lack of understanding are:
(1) The fact that the OER only takes place on most electrode materials at rather high positive potentials (typically greater than 1.5 V at 25°C), which is of relevance since only few electrode materials are corrosion resistant at those potentials where the OER occurs and, consequently, most of the electrodes would undergo dissolution. As a result, most studies of the process have been confined to the noble metals and their alloys. However, in recent years, the usage of transition metals oxides has attracted considerable attention. These metal oxides and their alloys possess metallic or semi-conductive properties and have been found to exhibit high electrocatalytic performance for OER in terms of: (i) low onset potential, (ii) high stability of the oxide film in alkaline media, and (iii) low overpotential at a standard current density (10 mA cm$^{-2}$). Notwithstanding, at the present time, detailed information on the dependence of the OER processes on the nature of the substrate is still insufficient.

(2) It is rather difficult to investigate the kinetics of the OER on bright noble metals substrates where dissolution may be assumed negligible, as oxide film formation occurs in the potential region of interest. Some authors$^{[242]}$ have suggested that the formation of this film affects the rate of the OER since it may act as a barrier to the electron transfer, causing the exchange current density in the OER region at constant potential to decrease as the thickness increases. The specific features of electron transfer at the electrode-oxide and oxide-electrolyte interfaces are still being investigated.

(3) The toughness of the analysis of the electrochemical data. In some cases$^{[243]}$, polarization curves revealed the presence of a discontinuity electrical response, a behaviour typically associated with an alternation of the stoichiometric on the anodic film, possibly accompanied by a charge in the rate determining step in the electrode process, which make it hard to provide for general assumptions of the topic.

(4) A large number of reaction pathways come up as conceivable if all potential intermediates in the OER are considered to be valid.$^{[244]}$ In this sense, Damjanovic et al.$^{[120c]}$ have summarized fourteen possible pathways for the OER with accompanying Tafel parameters and stoichiometric numbers. However, these reaction pathways are not unique in their respective values of kinetic parameters.
Indeed, it is not strictly correct to deduce stoichiometric numbers from direct comparison of anodic and cathodic Tafel slopes, due to the anodic OER and cathodic ORR paths are quite different from one another since both reactions take place on metal surfaces of significant different degrees of oxidation. The determination of such parameters at low overpotentials using the low field approximation of the Butler-Volmer eqn.\(^\text{[112]}\) has also not proved practical, which is understood to be due to the fact that: (i) the exceedingly low values of the exchange current density, typically 10 mA cm\(^{-2}\), allow for the interference of minuscule amounts of impurities in the solution, and (ii) the oxide film formation provokes a continuous variation in the substrate catalytic activity.

1.5.3 General Comments on the Oxygen Evolution Reaction

Since the principal focus of the present work is on the OER at polycrystalline Ni, Co and Mn electrodes in aqueous alkaline solution, a detailed review of the literature in this area is now pertinent. Although the discussion of the nature of the reaction on the three transition metals will receive priority in this review, many significant experimentally observations have been made on these electrodes in acidic solution, and some of these will also be enounced in this section.

Amongst the large number of reviews on various aspects of the OER, the most relevant are those presented by Damjanovic\(^\text{[245]}\), Trasatti and Lodj\(^\text{[246]}\), Burke\(^\text{[247]}\), Conway\(^\text{[248]}\), Lyons\(^\text{[192]}\), Bockris and Khan\(^\text{[21]}\) and Gattrell and MacDougall\(^\text{[249]}\).

Modern investigations on the OER are typically based on the work presented by Bockris and Hug\(^\text{[250]}\) in 1956 in relation to the experimental observation of the oxygen electrode thermodynamic reversible potential at Pt electrodes in H\(_2\)SO\(_4\) solution. Much effort has been focused on gaining understanding of the reaction mechanism and of the development of an appropriate anode material with both high catalytic activity towards the reaction and high catalytic behaviour stability. The driving forces behind this thesis include the requirement to improve the operational efficiency of alkaline water electrolysis as well as the intrinsic scientific interest in the OER from the point of view of developing a more precise understanding of electrocatalysis in general.

A notorious aspect to be considered in any study of oxygen evolution anodes is that oxide growth is a parallel electrochemical process that always accompanies the OER. Hence, the
possible impact of both the oxide growth and the nature of the oxide surface must always be contemplated when dealing with the OER. These points will be discussed in tandem with kinetic and electrocatalytic considerations throughout this chapter. It is well established that the OER on noble metals electrodes, \textit{e.g.} Ir, Pt, Rh, Ru occurs at potentials where a relative thin film of oxide is formed.\cite{176, 243b} Contrary, on base metals, especially in those of interest in the present thesis, the oxide layers are rather thicker. The work of Simpraga and Conway\cite{170, 251}, as discussed in section 1.4, deals with this fact. In general, it has been found that electrodes composed of bulk metal oxides such as RuO$_2$, IrO$_2$ and perovskites have superior electrocatalytic activity towards the OER than metallic electrodes. Significant work on the topic was carried out by Tseung and Jasem\cite{138b}, who review the electrocatalytic activity of twenty metal oxides in order to provide “guidelines for the choice of semiconducting oxides as oxygen evolution electrodes”. They elaborated a table benchmarking heterogeneous electrocatalyst for the OER considering: (i) their conductivity, (ii) their corrosion resistance at pH 14, (iii) the equilibrium potential of the metal/metal oxide or lower metal oxide/higher metal oxide couple, and (iv) their oxygen reduction performance. Their conclusions revealed that none of the oxides studied fulfilled all the above criteria, though the most suitable candidate couples were found to be Co$_2$O$_3$ / CoO$_2$, Ni$_2$O$_3$ / NiO$_2$ and lower NiCo$_2$O$_4$ / NiCo$_2$O$_4$. The latter material, which shows a spinel type structure, was found to be preferable to the former two, mainly due to its superior electrical conductivity. While bulk RuO$_2$ exhibited good electrical and catalytic properties, its poor corrosion resistance in concentrated alkaline solutions limited their operational usage. These observations were first highlighted by Tseung and Jasem\cite{138b} in 1977 although they did also note that when coated on Ti, RuO$_2$ and IrO$_2$ would prove more stable with respect to corrosion in alkaline media. Following the same research stream than that made by Tseung and Jasem, Miles \textit{et al.}\cite{252}, one year later, observed the following trend in the electrocatalytic activity of metal oxides towards the OER in alkaline media: \( Ru > Ir > Pt > Rh > Pd > Ni > Os > Co > Fe \). Poor activities were observed on V, Cr, Mo, W, Mn, and Re oxide electrodes. Indeed, it is accepted that the optimum oxygen evolution anode materials to date are both RuO$_2$ and IrO$_2$, especially in acidic solutions where these materials are less prone to corrode than in alkaline media.\cite{138a, 246} One of the factors which contributes to the success of this type of electrode as an OER catalyst is its formidable electronic conductivity. Although being an oxide, RuO$_2$ displays a metallic-like conductivity\cite{138a} between \( 2 \times 10^4 \) to \( 3 \times 10^4 \) \( \Omega^{-1} \) cm$^{-1}$ at 25°C. It is important to recall that most of the metal oxides, as discussed previously, are generally semiconductors or insulators.
Further, IrO$_2$ may also be a suitable anode for OER since it exhibits low overpotential for the reaction at practical current densities.$^{[243b, 253]}$ However, their high cost, arising from the fact that none of them are earth abundant materials, and their relatively poor long-term stability in alkaline media casts doubts on the economic viability and practicality of their widespread commercial utilisation as suitable electrodes. Consequently, there has been a considerable research effort throughout recent years in finding inexpensive, earth abundant materials which exhibit excellent catalytic activity and material stability under prolonged electrolysis.$^{[254]}$ Understanding the mechanistic details, optimizing the performance of the OER at the surface of the electrode and developing anodes from earth abundant non-platinum group metals (Ni, Fe, Co and Mn) hydroxide which may serve as a stable and cathartically active electrode is seen as one of the remaining grand challenges for nowadays energy science.

### 1.5.4 Introduction to Synergy

As suggested in section 1.3.3, a common approach in OER catalyst enhancement is the empirical research of synergetic effects between multicomponent catalyst systems. In line with the latter, it has been outlined that amongst the most promising materials forwarded as OER anodes are: (i) various inter-metallic alloys often containing significant amounts of Ni, Co or Fe, (ii) mixed oxides including spinels such as nickelites, cobaltites and ferrites, and (iii) perovskites.

Several authors have attributed the catalytic enhancement to changes in the local electronic properties of the active sites in the metal surface. For example, Yeo and Bell$^{[179]}$ compared the OER activity of Ni and Co oxides prepared on a range of substrates. They observed that the OER activity of a sub-monolayer of cobalt oxide decreased with decreasing electronegativity of the substrate in the order CoO$_x$/Au > CoO$_x$/Pt > CoO$_x$/Pd > CoO$_x$/Cu > CoO$_x$/Co. They also noted that similar behaviour was to be found for a monolayer of nickel oxide deposited on Au substrate.

Of particular importance are the binary mixtures of Ni-Co and Ni-Fe.$^{[255]}$ Typically, these type of alloy oxide materials are prepared by thermal decomposition of the precursor salts, commonly nitrates and chlorides and therefore, the resulting oxide thin film consists of a compact anhydrous oxide in the form of perovskite or spinel structures. In such structures, oxygen atoms are presented only as a bridging species between two metal cations and ideal
crystals constitute tightly packed giant molecules.[256] It was observed by Lyons and co-workers[254a] that the choice of annealing temperature is probably the most important consideration when using a thermal preparation technique, having a demonstrated influence on the composition, morphology and electrocatalytic properties of the resulting oxide film.

The insertion of the Ni in the Co$_3$O$_4$ structure forms a mixed oxide called nickel cobaltite, NiCo$_2$O$_4$. This mixed oxide presents stability, high catalytic activity and is of low cost, being active in the oxygen evolution and reduction reactions in alkaline medium.[257]

An important feature of special interest in this work is the formation of different phases during the thermal decomposition process of NiCo$_2$O$_4$. Recent XRD studies[258] revealed that the ratio NiO / NiCo$_2$O$_4$ is strongly related with the calcination time. The results suggested that at first stages of calcination, at 140°C and for calcination times of around 4 hr, the XRD patterns reveal the presence of NiO along with NiCo$_2$O$_4$. With further increases in the calcination time, for instance, making it up to around 6 hr, the NiO gets converted into NiCo$_2$O$_4$. Further, an XRD pattern of 15 hr calcination time would exhibit an enhanced amount of NiO in NiCo$_2$O$_4$, which may be due to the decomposition of NiCo$_2$O$_4$ upon longer heating.[259]

Some authors have suggested that NiCo$_2$O$_4$ / NiO films may outperform commercial RuO$_2$, exhibiting overpotentials of ca. 40 mV at a current density of 10 mA cm$^{-2}$ and a small Tafel value of 61 mV dec$^{-1}$ during OER in 1.0 M NaOH.[258, 260]

In addition, Xiaobo Ji et al.[260] noted that NiCo$_2$O$_4$ possesses richer electroactive sites and at least two magnitudes higher electrical conductivity than that of NiO and Co$_3$O$_4$. In this view, the electrical conductivity of such oxides may be expressed in the following sequence: NiCo$_2$O$_4$ > NiO > Co$_3$O$_4$. Many publications have also demonstrated that nickel cobaltite has a much lower film resistance than nickel oxides and cobalt oxides.[261]

1.5.4.1 Nickel Cobalt Mixed Oxides

Many publications revealed that the oxygen evolution occurs preferentially on the Co (IV) sites in the octahedral site of spinel NiCo$_2$O$_4$ oxide surfaces.[262] The mechanism of the oxygen evolution on NiCo$_2$O$_4$ spinel films has been examined several times.[155, 263] However, controversial points still exist in some aspects of the reaction. Different
perspectives with respect to the OER mechanism in NiCo$_2$O$_4$ electrodes are presented below.

Gonzalez$^{[264]}$ studied the effect of electrolyte temperature, in the range of 25°C - 80°C, in the Tafel slope in 28 % KOH electrolyte. He noted that variations in the electrolyte temperature provoke changes in the Tafel slope in the order of ca. 10 mV dec$^{-1}$ and 30 mV dec$^{-1}$ for the lower and higher overpotential regions, respectively. Significant diminutions of three orders of magnitude were observed regarding the current density. He also observed the formation of two Tafel slope regions, e.g. Tafel slope changes from 51 mV dec$^{-1}$ to 91 mV dec$^{-1}$ at around 0.6 V in 25°C, being the latter observation of the two to possible changes in the OER mechanism. In this perspective, other authors noted the same Tafel slope behaviour when changing the electrolyte temperature. All the following authors also noted these two different Tafel slope regions.

Davidson $et$ $al.$$^{[155]}$ reported that the most significant change in the Tafel slope was observed at 23°C changing from 48 mV dec$^{-1}$ to 80 mV dec$^{-1}$ at low and high overpotential, respectively. In this case, the authors explained this behaviour by the possible change in the valence state of the active site of the electrode material.

Jasem and Tseung$^{[265]}$ attributed the Tafel slope behaviour to the influence of the formation of a higher oxide at high overpotentials in the OER. Efremov and Tarasevich$^{[266]}$ argued that a possible explanation for the change of Tafel slope was the oxidation of M$^{2+}$ active sites to M$^{3+}$ active sites as the overpotential increases.

Relevant investigations on the OER mechanism in NiCo$_2$O$_4$ films were also carried out by Rasiyah and Tseung$^{[263]}$, who observed that the Tafel slope changed from 40 mV dec$^{-1}$ to 120 mV dec$^{-1}$ in the 1.0 - 5.0 M KOH concentration range whereas for more diluted solutions (conc.< 0.4 M) the slopes were unclear in the low overpotential region. Aiming to explain such Tafel behaviour, they proposed that the Tafel slope of 120 mV dec$^{-1}$ might be justified due to the fact that the OER occurs on divalent sites, whereas in the region where the Tafel slope is 40 mVdec$^{-1}$ the OER takes place on trivalent sites of NiCo$_2$O$_4$. Further, Tseung $et$ $al.$$^{[267]}$ mentioned that the cation distribution of NiCo$_2$O$_4$ at may be conceived as:

$$Co_{0.9}^{+2} + Co_{0.1}^{+2} (Ni_{0.9}^{+2} + Ni_{0.1}^{+3} + Co^{3+}) O_{3.2}^{-2} - O_{0.8}$$

(1.5.7)
In this structure, the cations inside the parenthesis are in an octahedral environment and those outside are in tetrahedral sites. According to these authors, a probable mechanism sequence for the OER on trivalent sites (T) is:

\[ T + OH^- \rightarrow TOH + e^- \]  \hspace{1cm} (1.5.8)

\[ TOH + OH^- \rightarrow TO^- + OH^- \]  \hspace{1cm} (1.5.9)

\[ TO^- + M \rightarrow T - O - M + e^- \]  \hspace{1cm} (1.5.10)

\[ 2T - O - M \rightarrow 2T + 2M + O \]  \hspace{1cm} (1.5.11)

A Tafel slope of 0.04V per decade could be due to eqn. 1.5.10 being rate determining at low TOH coverage e.g. T-OH > 0. A low coverage condition, in this case, is justifiable since T sites are minority sites. On the other hand, the mechanisms on divalent sites may follow:

\[ M + OH^- \rightarrow MOH + e^- \]  \hspace{1cm} (1.5.12)

\[ MOH + OH^- \rightarrow MO + H_2O + e^- \]  \hspace{1cm} (1.5.13)

\[ 2MO \rightarrow 2M + O_2 \]  \hspace{1cm} (1.5.14)

The slope of 0.12 V dec\(^{-1}\) may be due to eqn. 1.5.12 being rate determining at low coverage of MOH, i.e., MOH > 0, or due to eqn. 1.5.13 being rate determining at high coverage of MOH, (MOH ~ 1). Eqn. 1.5.12 is the preferred rate-determining step. This study suggests that trivalent nickel and cobalt ions evolve oxygen at lower potentials than divalent nickel and cobalt ions.

Analogous to Ni-Co, the doping of Fe into NiO phases has also attracted considerable attention due to an enhancement in the catalytic activity of the electrode. The latter is mainly because of the two components contributing to different fundamental functionalities required for the OER, these are: (i) forming an active O radical, and (ii) catalysing the O-O coupling, respectively. Some authors associated the observed catalytic enhancement to the electronic nature of Fe-doped NiOOH. The high spin \(d^4\) Fe (IV) leads
to the efficient formation of an active O radical intermediate, while the closed shell d\textsuperscript{6} Ni (IV) catalyses the subsequent O-O coupling.

While there is consensus on the idea that the Fe-doping to NiOOH species shows an improvement in the catalytic activity towards the OER, a variety of views have been reported regarding the structure of the active phase and whether Fe or Ni constitute the active centre. It is not clear yet whether the substitution of Fe cations into NiOOH enhances the OER activity of Ni, of Fe, or of both, and whether the substitution of Ni into FeOOH can enhance the activity of this phase. A recent publication investigated the way that Fe-doping affects Ni oxide electrodes using in situ HERFD XAS.\textsuperscript{[268]} They aimed to obtain a fundamental understanding of the interactions of Ni and Fe and how they contributed to the high OER activity of Ni–Fe catalysts. These authors found that small quantities of Fe-doped (< 25 % Fe) into γ-NiOOH yielded to an enhancement of the OER activity due to the substitution of Fe\textsuperscript{3+} cations in the framework of γ-NiOOH (Fe substitutes for Ni in both α-Ni(OH)\textsubscript{2} and γ-NiOOH). Subsequent increases in Fe\textsuperscript{3+} produce the formation of a mixture of FeOOH and Fe\textsubscript{2}O\textsubscript{3} along with NiOOH. They proposed that two different Fe\textsuperscript{3+} species were found present: (i) Fe\textsuperscript{3+} dopants in α-Ni(OH)\textsubscript{2} / γ-NiOOH, and (ii) Fe\textsuperscript{3+} sites within a separate γ-FeOOH phase. Regarding the OER catalytic enhancement, when Fe\textsuperscript{3+} is doped into the lattice, the authors propose two possibilities: “(i) the substituted Fe\textsuperscript{3+} sites become more active when hosted in the lattice of γ-NiOOH due to a change in their electronic environment, and (ii) the activity of Ni\textsuperscript{3+} sites increases as a consequence of their electronic properties being altered by the substitution of Fe\textsuperscript{3+} cations into the γ-NiOOH lattice”.

The result of their study leads to the following oxidisation sequence: at lower potentials of the onset of the OER, Ni and Fe cations form a layered double hydroxide structure, Ni(II)\textsubscript{1-x}Fe(III)\textsubscript{x}(OH)\textsubscript{2}. As the potential is raised, but still below that for the onset of the OER, the Ni cations undergo oxidation to Ni\textsuperscript{3+} while Fe cations remain as Fe\textsuperscript{3+}. For Fe levels below approximately 25 %, the previous oxidations result in the formation of γ-Ni\textsubscript{1-x}Fe\textsubscript{x}OOH, which indicates the substitution of various Ni cations by Fe cations. Based on their findings, they noted that Fe\textsuperscript{3+} cations in γ-Ni\textsubscript{1-x}Fe\textsubscript{x}OOH, exhibit a significantly lower overpotential than Ni\textsuperscript{3+} cations do in either γ-Ni\textsubscript{1-x}Fe\textsubscript{x}OOH or γ-NiOOH. Therefore, it may be suggested that Fe sites are the active sites for the OER.
1.5.5 Reaction Pathways for the Oxygen Evolution Reaction

In terms of a mechanistic analysis of the OER, the major difficulty lies in the fact that the OER is a complex process involving the transfer of four electrons. Since electrons are transferred one at a time, the process will be, by necessity, a multistep process in which distinct intermediates are generated on the electrode surface. Consequently, as outlined in section 1.5.2, many reaction pathways are conceivable if all potential intermediates in the OER are considered to be valid. In this sense, Hoare\cite{269} and Kinoshita\cite{138a}, who making a number of assumptions, were able to reduce to approximately ten or eleven different pathways. Similar mechanistic studies for the OER were presented by Damjanovic et al.\cite{120c} who summarized fourteen possible paths for the OER with accompanying Tafel parameters and stoichiometric numbers at both limiting low and high adsorbed intermediate coverage. A further probe inherent in attempt at kinetic mechanistic analysis lies in the fact that, even with this reduced number of possible mechanisms, the values of kinetic parameters such as Tafel slopes predicted for a given path are not unique. Hence, it is often very difficult to clearly identify the operative pathway for a particular system. In this perspective, other parameters will have to be used to account to this issue.

An early kinetic mechanism analysis of possible OER pathways was produced by Bockris\cite{112} in 1956. In this work, the author applied the “Christiansen method” to calculate the expected values of the Tafel slope under Langmuir intermediate adsorption conditions. This analysis was further investigated by Conway and co-workers\cite{110c, 270} who derived the predicted kinetic parameters for various pathways in the case of Temkin adsorption of intermediate species. Reproduced here as Table 1.5.1 is presented a summary of the diagnostic criteria of proposed paths for the OER which was originally provided by Bockris and Otagawa.\cite{271}

In table 1.5.1, the authors describe the five-particular mechanism which are understood to be “the paths most often considered in oxygen evolution studies”. Other notable early studies on the mechanistic pathway of OER include the works of Bockris and Otagawa\cite{129, 272} (1983), Krasil’shchikov\cite{245} (1963), Kobussen and Broers\cite{273} (1981), Willems et al.\cite{274} (1984) and O’Grady et al.\cite{275} (1974).
The pathway proposed by Krasil’shchikov\textsuperscript{[245]} (mechanism III in Table 1.5.1) is widely the most proposed reaction mechanism for the OER on both anodic oxide films on metallic electrodes and thermally prepared metal oxide electrodes. Authors who rationalised their data based on Krasil’shchikov mechanism have been able to attribute changes in the slopes of steady-state polarisation curves with increasing overpotential to changes in the RDS within the pathway. The Krasil’shchikov pathway predicts that the O-O bond of the evolved oxygen molecule will be formed after the rate determining step, since steps 1, 2 or 3 are normally considered to be the RDS (depending on the value of the Tafel slope).

The relevant work of Damjanovic, Dey and Bockris\textsuperscript{[120c]}, concerning the OER on Pt electrodes in both alkaline and acidic electrolytes lead these authors to the general
conclusion that the following modified Krasil’schchikov scheme might explain the observed experimental kinetic parameters in the alkaline case:

\[
M + OH^- \leftrightarrow MOH + e^- \quad (1.5.15)
\]

\[
MOH + OH^- \leftrightarrow MO - H - OH^- \quad (1.5.16)
\]

\[
MO - H - OH^- \leftrightarrow MO - H - OH + e^- \quad (1.5.17)
\]

\[
MO - H - OH \leftrightarrow MO + H_2O \quad (1.5.18)
\]

\[2MO \leftrightarrow 2M + O_2 \quad (1.5.19)\]

where M represents a catalytic active site on the metal oxide surface. Experimentally, the aforementioned authors found that the anodic Tafel slope in 1.0 N KOH at 25°C was approximately 2.303RT/F, which is ca. 60 mV dec\(^{-1}\) at lower values of overpotential. The value of Tafel slope changes at higher overpotentials to values of approximately 2.303 x 2RT/F which is ca. 120 mV dec\(^{-1}\). The observed value of 60 mV dec\(^{-1}\) was rationalised by admitting step 2 to be the RDS under low coverage Langmuir adsorption conditions, with step 1 becoming RDS under Temkin adsorption conditions at higher overpotentials. An important issue that was considered by Damjanovic, Dey and Bockris\[120c\] was the origin of the change in the Tafel slope observed from their steady-state measurement data of Pt in 1.0 M KOH. Such changes in the Tafel slope with increasing overpotentials are often observed in polarisation measurements that characterise the kinetics of the OER. So, the discussion of these authors may be applicable to several different systems than those they explicitly investigated. The authors considered four possible explanations for the change in the Tafel slope, those being: (i) a change in the reaction pathway, (ii) a change in the electrode substrate, (iii) a change in the RDS within a given pathway, and (iv) the influence of changing potentials on the adsorption of the reaction intermediate species. They concluded that the latter two reasons were the most likely to occur, and that it may be possible to discriminate between behaviours due to (iii) or (iv) by carefully studying the steady-state polarisation curves. It is relevant to mention that the surface coverage of the reaction intermediate may vary with the applied potential. To support this idea, Damjanovic, Dey and Bockris provided a rough calculation which showed that, if the heat
of adsorption of an intermediate species changes by a typical value of approximately 10 Kcal mol\(^{-1}\) as it fractional coverage increases from \(\theta = 0.1\) to \(\theta = 0.9\), then the range of potential over which Temkin conditions might be expected to hold is limited to ca. 150 mV. Observation of the limitation of one of the straight line Tafel regions to such a potential range would point towards (iv) as opposed to (iii) being the reason behind the dual slope behaviour in such a case.

The OER mechanistic pathway for transition metals slightly differs from the one previously introduced for metals. In line with this section, possible mechanistic pathways for Ni and Co electrodes are presented. Lu and Srinivasan\(^{[276]}\) found that the potential at which Ni electrodes were polarized on 1.0 M KOH affected the shape of the Tafel slope. They found that if the electrode was previously oxidised at ca. 575 mV, the steady-state polarisation measurement revealed a single Tafel slope region with \(b = \text{ca. 40 mV dec}^{-1}\), whereas at higher oxidation potentials, ca. 0.8 - 1 V, yielded to the observation of two Tafel slope regions. In the latter case, at low current densities on the steady-state polarisation plot the slope was again ca. 40 mV dec\(^{-1}\), while at higher current densities a less well-defined slope of ca. 170 mV dec\(^{-1}\) was observed. The authors proposed that this kinetic data could be accounted for the following modified Krasil’shchikov mechanism with step 3 being the RDS in the low Tafel region of potential:

\[
OH^-_{(ads)} \leftrightarrow OH_{(ads)} + e^-_{(latt)} \quad (1.5.20)
\]

\[
OH_{(ads)} + OH^- \leftrightarrow O^-_{(ads)} + H_2O \quad (1.5.21)
\]

\[
2\beta NiOOH_{(surf)} + O^-_{(ads)} \leftrightarrow 2NiO_{2(surf)} + H_2O + e^-_{(latt)} \quad (1.5.22)
\]

\[
2NiO_{2(surf)} + H_2O \leftrightarrow 2\beta NiOOH_{(surf)} + O_{(ads)} \quad (1.5.23)
\]

\[
O_{(ads)} + O_{(ads)} \leftrightarrow O_2 \quad (1.5.24)
\]

As discussed in section 1.3.3, the \(\beta\)-NiOOH was mentioned to be the “right type of oxide” for the electrocatalysis of the OER. In this perspective, Lu and Srinivasan\(^{[276]}\) have attributed the decrease in the electrocatalytic activity of \(\beta\)-NiOOH to the formation of NiO\(_2\) on the surface of the oxide film. They proposed that the generation of each Ni\(^{4+}\) ion on the
film surface creates an inert site for the oxygen evolution. The authors further proposed that the observance of a Tafel slope of 170 mV dec\(^{-1}\) at high overpotentials arises from barrier layer effects associated with the poor conductivity of the oxide film germinated at these potentials, owing to their relatively higher Ni\(^{4+}\) content.

Modified Krasil’shchikov mechanism has also been proposed in the rationalisation of OER kinetic data obtained on Co electrodes in alkaline solution. Burke et al.\(^{[277]}\) performed steady-state polarisation measurements in 6.0 M KOH at 30°C on both a Co electrode on with a hydrous oxyhydroxide layer grown by a potential cycling method, and on an initially oxide free Co rod electrode. The potential cycling region was set between 0 V and 1.2 V (vs. RHE) at 33 mV s\(^{-1}\) in 6.0 M KOH for 30 minutes. A Tafel slope of 60 mV dec\(^{-1}\) was observed for the initially oxide free electrode, while a somewhat lower slope of 52 mV dec\(^{-1}\) was recorded for the pre-cycled electrode. The polarisation curves for the two electrodes were coincident at lower current densities. However, owing to its smaller Tafel slope, the current density achieved at the pre-cycles electrode was higher than the other one by a factor of ca. 2.5 over a potential range between 1.6V - 1.7V. The two polarisation curves converged at higher overpotentials. These workers proposed the following modification of the Krasil’shchikov mechanism pathway to explain their experimental observations:

\[
\begin{align*}
OH^- & \leftrightarrow OH_{(ads)} + e^- \quad (1.5.25) \\
OH_{(ads)} + OH^- & \leftrightarrow O^-_{(ads)} + H_2O \quad (1.5.26) \\
Co \cdot O_2 + O^-_{(ads)} & \leftrightarrow CoO_2 \cdot O + e^- \quad (1.5.27) \\
2NiO_2(surf) + H_2O & \leftrightarrow 2\beta NiOOH_{(surf)} + O_{(ads)} \quad (1.5.28) \\
O_{(ads)} + O_{(ads)} & \leftrightarrow O_2 \quad (1.5.29)
\end{align*}
\]

It is noteworthy that the above reaction scheme is similar, in the first two steps, to that proposed by Lu and Srinivasan presented in eqns. 1.5.20 - 1.5.24, for the OER on Ni electrodes in alkaline solution. A notorious difference between these two schemes arises on the respective third steps. In eqn. 1.5.22 of the scheme of Lu and Srinivasan, the electrocatalytically active surfaces species is a Ni (III) entry, with these authors placing
particular emphasis on the importance of $\beta\text{NiOOH}$ in the course of the OER on a polarized Ni electrode. On the other hand, in eqn. 1.5.27 proposed by Burke et al., the active surface species in the third step is Co (IV) entry.

1.6 Motivations and Objectives

From the times of the industrial revolution, back in 1770, until recent days, energy has been the driving force of technological, economical and social development of countries. These developments provoked large improvements on the standard of living, to the extent that world’s population has reached 6 billion, but also led to a high energy demand. Interestingly, now a days, the energy consumption has exceeded the stage of fundamental needs.

The current energy model, based on the combustion of fossil fuels such as coal, crude oil or natural gas, is no longer sustainable. According with the European Environment Agency (EEA), “fossil fuels continue to represent by far the main source of energy, although their weight has constantly decreased over the past decades, from 83% in 1990 to 73% in 2015”. Fossil fuels are carbon-based and their combustion leads to the release of carbon into the Earth's atmosphere. This provokes two main consequences: (i) the depletion of non-renewable resources, and (ii) the emission of greenhouse gases and air pollutants, e.g. NO$_x$ and SO$_2$. The latter, in turn, has negative effects on public health and biodiversity. However, over the past 60 years, considerable research efforts have been focused on the realisation of economical, efficient, clean and renewable energy sources.

The preferred green energy source must involve a clean, non-polluting fuel which, preferably, must be made out of the one of the most abundant raw materials available on earth. In this sense, a potential raw material to create green energy from could be the water.

Combining the two most abundant resources available: (i) water, and (ii) solar energy, it is possible to generate a clean fuel, hydrogen gas, which when burned would not generate pollution. It is possible to extract hydrogen gas from the sea using energy from the sunlight to power our planet. If hydrogen is combined with oxygen, one can generate electricity in a suitable device such as the electrochemical fuel cell. The optimum scenario would be such
in which the energy required for the electrolysis reaction to be minimum and the energy obtained from the H\textsubscript{2} combustion to be maximum.

It can be seen in eqn. 1.3.9b (electrolysis reaction) that an energy input is required in order to split apart the water molecules to generate hydrogen and oxygen gas. The total energy, or potential, required to drive the electrolysis reaction involves: (i) the thermodynamic potential, (ii) both cathode and anode overpotentials, and (iii) ohmic resistance contributions, as seen in eqn. 1.5.4. Whereas the thermodynamic potential value will be given by the Gibbs free energy of the reaction, both the cathode and anode overpotentials along with the ohmic resistance can be modified by using different catalysis or by improving the cell design, respectively.

Unfortunately, global hydrogen production from water electrolysis is currently not economically viable due to large production costs. The latter arise because the H\textsubscript{2} production from water splitting is mainly limited by the kinetics of the O\textsubscript{2} production at the anodes, that is, limited by the oxygen evolution reaction (OER) kinetics, as seen in eqn. 1.3.9a. Note that such reaction involves 4e\textsuperscript{-} transfer. Therefore, in order to reduce the energy requirements for the reaction to occur, transition metal oxides (cobalt, nickel, manganese, iron, ruthenium and iridium) have already been proposed as a catalysts materials for OER. The singularity of the proprieties of transition metal oxide lies in the nature of the partly electron filled d-shell which produces an easy electron transfer back and forth between free oxygen and transition metal ions. More information on the same can be found in section 1.3.2.

The required proprieties of an ideal OER catalyst are: (i) high electrochemical efficiency, (ii) low material cost, (iii) industrial use feasibility, (iv) long-term stability, and (v) earth abundance. As seen in fig. 1.3.3, iridium and ruthenium oxides have the best OER activity, however due to their high economical cost, they are not economically viable for industrial applications. Interestingly, nickel, cobalt, and manganese oxides offer a great balance between their cost and OER activity.

According with all of the previously exposed, it is the purpose of this doctoral thesis to develop an efficient, stable and cheap electrocatalyst electrode, using transition metal oxide electrodes, for the enhancement of OER. This work will focus, primarily, on the electrochemical analysis, in alkaline solution, of three types of chemical elements: (i) nickel, (ii) cobalt, and (iii) manganese oxides electrodes. It is also the intention of the
present work to give an overview of various approaches to study both the surface and the bulk properties of such catalyst electrodes.
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CHAPTER 2

CONCEPTS
OF EXPERIMENTAL
TECHNIQUES
2.1 Introduction

This chapter focuses on the theory underpinning various techniques utilized throughout this thesis. Firstly, the understanding behind the electrochemical techniques used to investigate and monitor the catalytic activity of the materials will be dealt with, and secondly, a brief introduction to the characterization techniques will be presented so as to provide an understanding of the results presented in chapters 4, 5 and 6.

In the background description of the experimental methodology presented in chapter 3, the emphasis is placed on more complex techniques, such as electrochemical impedance spectroscopy (EIS), and on the theory behind the less often used experimental approaches, such as the potential step method applied here to probe the uncompensated resistance and the double layer capacitance of the electrolyte and the electrode. Cyclic voltammetry (CV) is nowadays so universally utilized and well understood by virtually all electrochemists that a detailed discussion of this technique is considered as unnecessary in the present work. Instead, a short summary of its application to the systems under investigation will be presented in this section.

2.2 Steady-State Polarization Measurements

The principal technique by which kinetic data was experimentally obtained in the present work was the use of steady-state polarization measurements. In this type of measurement, the potential of the working electrode (relative to the reference electrode) is set at a constant potential and the current density response is observed as a function of time until a constant current density is observed. When such a constant current density is obtained it is assumed that the electrochemical system is at steady-state.

Experimentally, in the present work, a potential step function was applied to the working electrode within the Tafel slope potential region. Upon reaching a new potential value, \( E \), the working electrode could remain at a constant potential until a consistent constant current density value, \( i \), was obtained. The potentiostat control software adjusted a steady-state to be achieved when the variation of \( i \) with time \( t \) over a certain period fell below a user-defined limit. When a steady-state current density was achieved, this value was
recorded to disk by the digitally controlled potentiostat and the potential was stepped to its next defined value, where the procedure was repeated.

When steady-state current densities are recorded at several different potentials it is possible to plot the logarithm of $i$ vs. $\eta$. The slope, $b = \frac{dE}{d \log t}$, measured from such plot is, of course, the Tafel slope that was discussed in section 1.2.5. Since the Tafel slope obtained by this method refers to a steady-state situation, the multistep kinetic analysis of section 1.2.4, based upon the principal of pseudo-equilibrium, can be applied to compare values of measured Tafel slope.

The method of potentiostat measurement of steady-state polarization data, as described above, became possible after the introduction, in 1941 by Hickling\textsuperscript{[1]}, of an electronic feedback technique for maintaining a given electrode potential. Prior to this development, steady-state curves had to be recorded by galvanostatic constant current techniques, thus recording the potential against time. Such an approach was adopted by Bowden and Rideal\textsuperscript{[2]} in their early seminal work on the HER. A brief literature review revealed that it was not until 1980 that steady-state polarization curves started to be recorded potentiostatically, rather than galvanostatically. Theoretically, an identical data set should be obtained regardless of the approach adopted, although as commented by Bockris and Khan\textsuperscript{[3]} “conceptually, the potential step method is the better of the two methods for obtaining steady-state data because the rate depends exponentially on the potential”.

A significant issue that arises in the collection of steady-state polarization data is whether an apparent time-invariant constant current density constitutes a steady-state of the system. This issue was particularly significant in the case of steady-state measurements that attempt to characterize the kinetics of the OER. As a relevant example from the literature, Lu and Srinivasan\textsuperscript{[4]} studied the effects of the growth of Ni oxide that occur parallel to the OER on Ni anode in alkaline solutions. Over the course of a 20 hr polarization, in 1.0 M KOH at 1.8 V ($vs$. RHE), the recorded current density on a pre-anodized Ni electrode dropped continuously from ca. 80 mA cm$^{-2}$ to 14 mA cm$^{-2}$. Therefore, a proper steady-state current density was never achieved over this period. These authors performed ellipsometry studies which revealed that the thickness of the oxide film increased from 190 Å to almost 700 Å over the same period at 1.8 V. The variation of measured optical constants indicated that the film became an increasingly poor electrical conductor with increasing polarization. The authors suggested that the continuously decreasing current density arose because of
the growth of an oxide film, owing the oxidation of Ni$^{3+}$ ions to Ni$^{4+}$ ions. Thus, the failure to obtain a constant current density was due to electrochemical processes in the oxide film rather than to the kinetics of the OER.

The experience from the literature indicates that kinetically significant steady-state current should be achieved within a time scale of minutes from stepping the potential to a new value, which depends, of course, on the system under investigation and on the size of the potential steps. In a publication reviewed in section 1.5.5, Burke et al.\cite{5} performed steady-state polarization measurements on the OER at a Co electrode in 6.0 M NaOH. They increased the applied potential in steps of 50 mV and found that a satisfactorily steady current was obtained after 10 minutes. In the present work, potential steps of 1 mV have been utilized in steady-state polarization measurements and steady currents have been observed and recorded after periods of approximately 1-minute following perturbation of the system. The requirement of shorter times to observe a satisfactorily steady current in the present work relative to the work of Burke et al. is, presumably, related to the smaller magnitude of the potential steps utilized.

It is generally possible to distinguish between the relaxation of an electrochemical system to a kinetically significant steady-state and the effects of a process relating to oxide growth / transformation by examining a plot of current against time following the application of a potential step. The latter process usually occurs at much longer time scales than the former one. Another important factor that must be considered when conducting steady-state polarization measurements aiming the determination of kinetic parameters such as the Tafel slope is the uncompensated solution resistance, R$_{\Omega}$. As discussed in section 2.3 in relation with the Randles equivalent circuit representation of an electrochemical system, the R$_{\Omega}$ is always present in series with the so-called solution resistance, R$_{S}$, when a potential is applied to the working electrode. Therefore, if a potential E$_{app}$ applied to the working electrode causes a current i to flow across the electrochemical interface, these parameters can be related by the following expression:

$$E_{app} = i(R_{\Omega} + R_{S})$$ \hspace{1cm} (2.2.1)

Eqn. 2.2.1 indicates that a fraction of the applied potential, given by R$_{\Omega}$, is dissipated by the solution resistance, which causes that the effective potential E$_{eff}$ of the working electrode and the applied potential E$_{app}$ on the electrode to be different. In this case, the
effective potential \( E_{\text{eff}} \) is given by \( R_s \). Thus, the kinetically significant polarization data is \( iE_{\text{eff}} \) as opposed to \( iE_{\text{app}} \). The value of the effective potential \( E_{\text{eff}} \) is given by:

\[
E_{\text{eff}} = E_{\text{app}} - iR_s 
\]

(2.2.2)

To obtain realistic kinetically steady-state polarization data it is necessary to perform the correction outlined in eqn. 2.2.2 for each value of \( E_{\text{app}} \). Therefore, it is necessary to know the value of the solution resistance. A common method for measuring this parameter is the so-called current interruption technique.[6] In this work, however, two different approaches were followed to obtain the uncompensated resistance: (i) electrochemical impedance spectroscopy, and (ii) a potential step method followed by a current density decay curve analysis. Both techniques are detailed in section 1.2.5.

### 2.3 Cyclic Voltammetry

As mentioned at the start of the chapter, it is not the aim to undertake a thorough discussion of cyclic voltammetry in this work for two principal reasons. Firstly, because the technique is well understood in modern electrochemistry and its fundamentals have therefore already been thoroughly discussed in most standard general electrochemistry texts.[7] And, secondly, because since cyclic voltammetry is a potentiodynamic technique, it has limited application to the determination of the steady-state kinetic behaviour of the oxygen evolution reaction. The technique is principally applied to the qualitative analysis of the surface electrochemistry of the polycrystalline Mn and Ni, Co oxygen evolution anodes, studied in the present work. Detailed discussions of the voltammetric profiles of these metals and their alloys in alkaline solutions have been presented in chapters 4 and 5, respectively. The CV technique has been used in this thesis to characterize the state of electrodes prior to steady-state polarization measurements with the purpose of ensuring that the data obtained in the latter experiments relates to a reproducible oxide surface. In addition, the characterization of these metal oxides through the CV yielded potentially valuable information on the relationship between the oxide surface and the activity of the anode towards the OER, as discussed in chapters 4 and 5. Further, CV is a dynamic technique which involves sweeping the cell potential linearly from a set-point to another and back again. The rate of change of potential with time is known as the scan rate, \( v \). The
voltammetric data is presented on a voltammogram with the current response presented as a function of applied potential. The resulting current-potential responses can be used to infer in a largely qualitative manner information of the redox processes occurring on the surface of an oxidized metal or metal oxides. More generally, the shape and scan rate dependence of these voltammetric responses are characteristic of the reversibility of the redox process and whether the redox species are solution based or adsorbed on the electrode surface.

Specifically considering the case of a redox active moiety in solution at an inert electrode, for the oxidative peak, as the applied potential moves towards $E^\circ$, more oxidised species $O$ are formed at the electrode surface. The formation of a concentration gradient causes mass transport in the electrolyte near the electrode as $O$ diffuses away from the electrode surface and $R$ diffuses towards it. The current flow due to oxidation of $R$ increases as the potential also increases. This Faradaic current reaches its maximum at the oxidation peak, while at potentials beyond this the diffusion of fresh $R$ to the electrode limits the creation of $O$. This causes the current to reduce and to stabilise at a constant level dictated by the mass transport regime which replenishes analyte at the electrode. The opposite takes place during the reductive sweep, where fresh $O$ diffuses to the electrode surface. At higher scan rates the species close to the electrode are consumed quickly, resulting in larger peak currents with increasing scan rates. For the sake of simplicity, the diffusion of the analyte to the electrode can be considered semi-infinite linear in nature, allowing the peak current $I_p$ of a system to be described by the Randles-Sevcik equation as:

$$I_p = 0.4463nFA \frac{\sqrt{nF}}{RT} \sqrt{Dc^\infty} \sqrt{v}$$

(2.3.1)

where $I_p$ is the peak current, $n$ is the number of electrons involved in the redox process, $F$ is Faraday’s constant, $A$ is the electrochemical surface area of the electrode, $R$ is the universal gas constant, $T$ is absolute temperature, $c^\infty$ is the bulk concentration of the analyte, $D$ is the diffusion coefficient of the analyte and $v$ is the scan rate.

Of particular interest is the dependence of peak current on the potential scan rate. For reversible systems, a linear relationship should exist between $I_p$ and $v^{1/2}$. Faradaic processes for redox active species adsorbed onto the electrode surface exhibit a linear relationship between $I_p$ and $v$. For ideal single electron processes, the peak separation $\Delta E_p$
should equal 59 mV and be independent from the scan rate. The Randles-Sevcik eqn. also pertains for redox processes involving bound sites in a surface confined film, especially when the thickness of the latter is significant.

While the electrochemical methods above presented provide for powerful and sensitive ways of studying modified electrodes, e.g. electron-transfer kinetics information, they cannot provide information about the structure or elemental composition. Thus, a complete characterization requires the application of non-electrochemical methods, such as the X-ray diffraction spectroscopy, the X-ray photoelectrons spectroscopy, scanning electron microscope (SEM), the energy dispersive X-ray (EDX), the thermogravimetric analysis (TGA), the UV-vis spectroscopy, or contact angles measurements, among others. In this perspective, information about the physical structure of the film may be obtained by using scanning electron microscopy. Two types of elemental electrode composition analysis can be performed depending on to whether (i) the analysis focuses on the electrode surface, where X-ray photoelectron spectroscopy would be recommended, or (ii) intends to investigate the bulk of the material, when EDX and/or XRD analysis would be appropriate. An analysis of the permeability of the electrode surface can be conducted by using contact angles measurements. Finally, TGA is a useful technique to gain information about the mass lost during calcination processes, and its data may be used to explain different material decomposition reactions taking place during calcination.

### 2.4 X-ray Powder Diffraction

The information in the following section draws from the X-ray diffraction textbook by Warren[8] and the fundamentals of powder diffraction and structural characterization of materials by Vitalij K. Pecharsky and Peter Y. Zavalij.[9]

X-Ray diffraction is a crystallography technique in which the pattern produced by the diffraction of X-rays through the closely spaced lattice of atoms in a crystal is recorded and then analysed, using specific software, to reveal the nature of that lattice. This yields to an understanding of the material and the molecular structure of the sample, which can be presented either as a single crystal or as a powder. X-ray diffraction from crystalline solids is a phenomenon discovered by Max von Laue[8] in 1912, who was interested in the way light and crystals interacted with one another. He
demonstrated mathematically that X-rays were diffracted by crystalline materials and concluded that X-rays are electromagnetic in nature. Subsequent work was carried by the English physicists Sir W.H. Bragg and his son Sir W.L. Bragg in 1913, who proposed an expression to determine the spacing in the crystal lattice based on the diffraction angle of X-ray beams at certain angles of incidence (see fig. 2.4.1). The expression, commonly known as Bragg’s Law, may be written as follows:

\[ \lambda n = 2d\sin\theta \]  \hspace{1cm} (2.4.1)

where the variable \( d \) is the distance between atomic layers in a crystal, also known as the interplanar spacing, the parameter \( \lambda \) is the wavelength of the incident X-ray beam and the value \( n \) is an integer.

The Bragg model, as observed in fig. 2.4.1, can be visualized as the reflection of the incident radiation by parallel planes of atoms which are defined by Miller indices \((hkl)\). If the second beam, which has travelled the extra distance of \( AB + BC \), has a path length that is an integral, \( n \), multiple of the wavelength, \( \lambda \), the formation of a maxima in the X-ray spectrum is observed. These X-rays are scattered from the electron cloud surrounding an atom at the same frequency as the primary beam, known as Thomson scattering, and are collected on a detector. X-rays are produced when electrons decelerate as a result of a collision to metal anode target in an evacuated enclosure. In the case of a copper anode,
CuKα₁,₂ transitions produce a maximum at wavelengths equal to 1.54433 Å and 1.54051 Å, respectively. When an electron is drawn to the metal anode, part of the kinetic energy of the electron is converted into heat. However, a small portion of the kinetic energy causes an electron in core atomic orbital to be ejected. Under these circumstances, an electron from higher orbitals fills the core hole and the resulting drop in energy results in the emission of radiation of a definite wavelength. The wavelength of the X-ray is determined by the nature of the metal anode. Due to the importance of X-ray powder diffraction in this work, the general aspects of this technique will be presented below.

Prior to analysis, the sample is finely grounded, homogenized and placed on a zero-background holder (ZBH). Each microparticle is seen as a tiny crystal oriented at random with respect to the incident beam. The result is that every set of lattice planes will be capable of reflection. Fig. 2.4.2 below illustrates the powder diffraction setup.

![Figure 2.4.2 Schematic illustration of the operating setup of an X-ray powder diffractometer.](image)

Powder patterns for pure phase of powders exhibit peaks at specific values of 2θ yielding a distinctive “fingerprint” that can be used to identify a crystalline phase. The values observed for the d-spacing are determined by the size and lattice centring of the crystal lattice. Further analysis requires the use of a database of known crystalline materials in order to identify the phase or phases present in the sample. In this work the PDF-2 database was used.
Full identification of crystal structures may be seen as a multistep process consisting on: (i) determination of the size and shape of the unit cell from the XRD peak positions, (ii) computation of the number of atoms/unit cell from the size and shape of the cell, their chemical composition and their measured density, and (iii) determination of atom positions from the relative intensities of the XRD peaks.

The shape and size of the unit cell can be deduced from the angular positions of the diffraction lines in a XRD pattern. However, a XRD pattern cannot be studied until it has been indexed using Millers indices to each peak in the diffraction pattern. To do so, the interplanar spacing in the cubic structure must be written in terms of lattice parameters using the plane spacing formula:

\[
\frac{1}{d^2} = \frac{h^2 + k^2 + l^2}{a^2} \tag{2.4.2}
\]

If the above equation is combined with Bragg’s law \((\lambda = 2d \sin \theta)\), the formula below can be obtained:

\[\sin^2 \theta = \left(\frac{\lambda^2}{4a^2}\right) (h^2 + k^2 + l^2) \tag{2.4.3}\]

Since the term in parenthesis is a constant, eqn. 2.4.3 can be rewritten leading to a relationship for any two different planes:

\[
\frac{\sin^2 \theta_1}{\sin^2 \theta_2} = \frac{\left(\frac{\lambda^2}{4a^2}\right) (h_1^2 + k_1^2 + l_1^2)}{\left(\frac{\lambda^2}{4a^2}\right) (h_2^2 + k_2^2 + l_2^2)} \tag{2.4.4}
\]

Considering that the plane with the lowest Miller indices corresponds to the first XRD diffraction peak, which represents the close packed plane, i.e. the primitive cubic \((100) = h^2 + k^2 + l^2 = 1\), body-centred cubic \((110) = h^2 + k^2 + l^2 = 2\), and face-centred cubic \((111) = h^2 + k^2 + l^2 = 3\), the Bravais lattice can be further calculated. If the different values of \(\sin 2\theta\), corresponding to the XRD peaks, are divided by the first peak \(\sin 2\theta\) and multiplied by the integer (either 1, 2 or 3), the Bravais lattice can be obtained by recognizing the sequence of allowed reflections for cubic lattices with the sequence of values previously calculated. The list of cubic lattices is shown in table 2.4.1.
Table 2.4.1 Sequence of cubic lattices as function of the crystal structure.

<table>
<thead>
<tr>
<th>Lattice Type</th>
<th>Sequence of Cubic Lattices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primitive</td>
<td>$h^2+k^2+l^2 = 1,2,3,4,5,6,8,9,10,11,12,13,14,16…$</td>
</tr>
<tr>
<td>Body-centred</td>
<td>$h^2+k^2+l^2 = 2, 4, 6,8,10,12,14,16…$</td>
</tr>
<tr>
<td>Face-centred</td>
<td>$h^2+k^2+l^2 = 3,4,8,11,12,16,19,20,24,27,32…$</td>
</tr>
<tr>
<td>Diamond cubic</td>
<td>$h^2+k^2+l^2 = 3, 8,11,16,19,24,27,32…$</td>
</tr>
</tbody>
</table>

The lattice parameters can then be calculated using eqn. 2.4.4, which can be rewritten as:

$$
a = \frac{\lambda}{2 \sin \theta} \sqrt{h^2 + k^2 + l^2}
$$  \hspace{1cm} (2.4.5)

Another attractive aspect of XRD is that it allows the determination of the mean size of nanocrystallites in nanocrystalline bulk materials. Note that the peak width increases with decreases in the crystalline size and increasing disorder within the crystal.\cite{11} Paul Scherrer\cite{8} in 1918 (Scherrer equation systematically show increased values of nanocrystalline size as $d$ values decrease and 20 values increase, since $\beta \cos \theta$ cannot be maintained as constant) developed an expression to calculate the nanocrystallite size ($L$) by XRD radiation of wavelength $\lambda$ (nm) from measuring full width at half maximum of peaks ($\beta_L$) located at any $2\theta$ in the pattern. Note that “crystallite size” is not synonymous with “particle size” and that the Scherrer equation predicts crystallite thickness only if the crystal size is smaller than 100nm. From the well-known Scherrer formula, the average crystallite size, $L$, can be calculated by:

$$
L = \frac{K \lambda}{\beta_L \cos \theta}
$$  \hspace{1cm} (2.4.6)

where $\lambda$ is the X-ray wavelength in nanometres (nm), $\beta_L$ is the peak width of the diffraction peak profile at half maximum height resulting from small crystallite size in radians. The latter is also known as broadening size. $K$ is a dimensionless shape constant related to crystallite shape, normally taken as 0.9. The value of $\beta$ in 20 axis of diffraction profile must be in radians, whereas $\theta$ can be written either in radians or in degrees, since the $\cos \theta$ corresponds to the same number. When different diffraction peaks are observed in an XRD spectrum, the average crystallite size measured must be identical for all the peaks in the spectrum. In other words, the determination of the crystallite size should be equal regarding the peak selected. However, Monshi et al.\cite{12} during his extensive research
on different nano ceramic crystals observed that each peak in the spectrum yielded to a different size value and that there was a systematic error on the results obtained from each of the peaks. In order to overcome this problematic, he proposed a modified version of the Scherrer equation based on a method attributed to G.K.Williamson and his student, W.H.Hall. This method relies on the assumption that the approximate equation for size broadening, $\beta_L$, and strain broadening, $\beta_e$, vary quite differently with respect to Bragg’s angle, $\theta$. Note that lattice strain, $e$, is a local deviation of d-spacing from the average value, caused by local defects. While both size and strain broadening affect the width of diffraction peaks, they show a different angular dependence of the peak width given by:

$$\beta_L = \frac{K \lambda}{L \cos \theta} \tag{2.4.7}$$

$$\beta_e = C_e \tan \theta \tag{2.4.8}$$

If both contributions, $\beta_L$ and $\beta_e$ are present in the sample measurement, then their combined effect should be determined by convolution. The Williamson and Hall model can be simplified assuming the convolution is either a simple sum or sum of squares of the former two equations. Performing the latter, it can be obtained the following expression:

$$\beta_{tot} = \beta_e + \beta_L = C_e \tan \theta + \frac{K \lambda}{L \cos \theta} \tag{2.4.9}$$

If both sides of eqn. 2.4.9 are multiplied by $\cos \theta$ yields to:

$$\beta_{tot} \cos \theta = C_e \sin \theta + \frac{K \lambda}{L} \tag{2.4.10}$$

Note that equation 2.4.10 possesses the standard straight-line equation. Thus, if $\beta_{tot} \cos \theta$ is plotted against $\sin \theta$, the strain component is obtained from the slope ($C_e$) and the size component from the intercept ($K \lambda/L$). Such a plot is known as a Williamson-Hall plot and is illustrated schematically in fig. 2.4.3. Recall that in this work the parameters $K$ and $\lambda C_\alpha$ used were 0.9 and 0.15405 nm, respectively.
Another important aspect of XRD studies is the determination of the grade of crystallinity of the sample. This considers the degree of the amorphous phase in the sample. This value is typically expressed in percentage. The grade of crystallinity, expressed in crystallinity percentage, considers the ratio between the area under both the crystalline and the amorphous phase to arrive at crystallinity fraction. The formulas normally used to compute the crystallinity percentage are presented below:

\[
% \text{ Amorphous} = \frac{\text{Total area pattern} - \text{Peak area}}{\text{Total area pattern}} \quad (2.4.11)
\]

\[
% \text{ Crystallinity} = 100 - % \text{ Amorphous} \quad (2.4.12)
\]

We must recall that the values obtained using the above formulas do not express the absolute crystallinity of the sample but rather provides an indication of the nature of the sample that is if the sample is mostly crystalline or mostly amorphous.
2.5 X-ray Photoelectron Spectroscopy

The information in the following section draws from the introductory surface physics textbooks by Prutton\cite{14}, and Woodruff and Delchar\cite{15}. Supporting information was obtained from the photoelectrochemical solar fuel production monograph edited by Giménez and Bisquert\cite{16}.

X-ray photoelectron spectroscopy (XPS) is a technique widely used to analyse the first few atomic layers of a sample aiming to quantitatively determine its chemical composition. Since the mean free path of electrons in solids is very small, the detected electrons originate from the few top atomic layers, typically 1-10 nm, making XPS to be a unique surface-sensitive technique.\cite{17} This technique involves irradiating a solid sample in vacuum with X-rays and analysing, according with their energy, the emitted electrons. This analysis is based on the number of detected electrons per energy interval against their kinetic energy. This leads to the formation of a spectrum. Note that each element has a unique spectrum.

In addition, the XPS technique is based on the external photoelectric effect. The photoelectric effect was first reported by Hertz\cite{18} in 1887 and was further described, in terms of quantum interactions, by Einstein\cite{19} 22 years later. It refers to the phenomenon whereby photons of defined energy larger than the ionization energy cause the emission of electrons from the material. Various photon sources are available for lab-based photoemission setups, among the most important ones are the X-ray tubes, which typically utilize Mg or Al anodes providing photons of 1253.6 eV and 1486.6 eV energy with full widths at half-maximum (FWHM) of 0.7 eV and 0.85 eV, respectively. The kinetic energy of the emitted photoelectron, $E_K$, is described by the following expression:

$$E_K = h\nu - E_B - \phi$$

(2.5.1)

where $h\nu$ is the energy of the incident photon, $E_B$ is the binding energy of the atomic orbital from which the electron originates, and $\phi$ refers to the work function of the analyser. The parameter $\phi$ may be conceived as the energy required to remove an electron from the surface of the material. Since this parameter’s value depends on each analyser, calibration against a standard, typically a silver film, is required.
The electrons that originate within tens of angstroms below the surface of the material and leave the surface without any energy loss are called primary electrons. These electrons contribute to the important chemical and electronic information. Other type of electrons which may also be emitted from the sample are the Auger electrons. These are emitted due to relaxation of the excited ions remaining after photoemission. In an Auger process, a higher energy level electron may fall into a lower energy level vacancy. When this occurs, a second electron is emitted carrying off the excess energy. Thus photoionization normally leads to two emitted electrons: (i) a photoelectron or primary electron, and (ii) an Auger electron.

2.5.1 Elemental Analysis of Peak Lines and Intensities

One of the most important aspects when dealing with XPS data is the understanding of the technique's limitations. Electrons with kinetic energy of 200-1500 eV have a mean free path of ca. 10 - 20 Å. Given that the attenuation is exponential, the sampling depth can be estimated to be equivalent to ca. 3 times the mean free path. The sampling depth may be defined as the depth from which 95% of all photoelectrons are scattered by the time they reach the surface. Fig. 2.5.1 shows the processes involved in X-ray photoemission.

The first step in evaluating XPS data is the analysis of the elements present at the surface of a sample. This step is normally called “survey” analysis and it is of quite a relevance since the presence of unexpected elements, e.g. contamination on the surface of the sample, may be observed. The elemental analysis is accomplished by the identification of all peaks in a survey spectrum, which spans the maximum possible energy range defined by the excitation source.

An example of a survey spectra is presented in fig. 2.5.2. Reference spectra for the different elements, as displayed for example in the Handbook of X-ray Photoelectron Spectroscopy[17], are indispensable tools for a correct peak assignment.
**Figure 2.5.1** Photoemission process for X-ray irradiation (XPS) where $\phi$ is the work function of the analyser and $E_B$ is the binding energy of the emitted photoelectron. Reproduced from Ref. [14]

It is important to mention that cobalt, nickel and several other elements, may exhibit more than one emission line with a characteristic intensity pattern. If a notorious deviation from the intensity pattern is observed, it usually indicates the energy contribution of additional elements.

**Figure 2.5.2** Representation of a XPS survey. Reproduced from Ref. [17]
The second step for XPS analysis is the extraction of peak position and intensities for the survey analysis, prior to a background subtraction. Once all the previous steps are completed, a more detailed analysis of core level binding energies may be performed. A typical detailed analysis consists of the application of a high-intensity X-ray beam in the specific binding energy region of a given compound (previously detected in the survey spectra) followed by a curve fitting of the obtained spectrum. For non-metallic species, the lines are generally symmetric, whereas for metallic species, the lines exhibit an asymmetry towards higher binding energy due to interactions of the conduction electrons with the core hole. Both metallic and non-metallic species are analysed by a convolution of Lorentzian and Gaussian curves.

A remarkable feature of XPS spectra is the "chemical shift" where a core peak is shifted up or down in energy in correspondence to the addition of a chemical bond. Note that as the electron density of an atom increases, its binding energy decreases due to the additional coulombic interaction between the photo-emitted electron and the ion core. Therefore, a chemical shift can reveal important information such as the oxidation states of metals by virtue of the magnitude of the observed chemical shift. Emitted electrons may lose their energy through a range of interactions which must be considered when interpreting the emission spectrum. These include, in order of increasing energy loss, phonon interactions, electron-electron or plasmon interactions, single or double particle excitations, and the generation of Auger electrons.

### 2.6 Scanning Electron Microscopy

Scanning electron microscopy was widely employed throughout this thesis to picture and characterize the surfaces of the various materials studied.

Scanning electron microscopy (SEM) is extensively used, particularly in material science. While optical microscopy is the simplest and least expensive small-scale material characterization technique, the lack of resolution at high amplifications limits its utilisation in material science. The visible light used in optical microscopes typically has wavelengths of the order of 600 nanometres. With the presence of spherical aberration, these wavelengths translate into a resolution of one to two micrometres in most optical microscopes. Contrary, SEM uses electrons rather than light to generate images and
therefore its resolution is limited by the wavelength of an electron rather than a photon. The latter translates into resolutions on the order of few nm.\textsuperscript{[21]} In brief, a beam of electrons is emitted from an electron source, accelerated using high voltages and focused on a fine point of the material surface using magnetic lenses. This beam is scattered by the electron clouds and nuclei of atoms present in the sample, and scattered electrons may be detected on it. In SEM, the electron beam is scanned back and forth across the sample surface to generate an image of that surface. When the scanning electrons hit the material surface, different types of scattered electrons can be detected and different characteristic information about the sample determined. Typically, backscattered and secondary electrons are used to generate images. Fig. 2.6.1 displays a common setup of an SEM apparatus.

![SEM Schematic and Emissions](image)

Figure 2.6.1 a) Schematic of the electron optics constituting a typical SEM apparatus and b) Various emissions upon interaction of the electron beam with the sample. Reproduced from Ref. \textsuperscript{[22]}

However, there are some aspects to be considered when dealing with SEM in order to prevent the acquisition of potentially misleading images. For example, in SEM the brightness of an image is dependent on the number of secondary electrons reaching the detector from that specific area.\textsuperscript{[21]} While this is the reason that allows SEMs to generate sharp, three-dimensional images, it can also lead to an “edge effect” in which sharp edges of a sample appear abnormally brighter than the rest of the sample. Another aspect to bear
in mind is that, in SEM analysis the interaction between the incident electron beam and the sample can often be destructive to the material being viewed.\textsuperscript{[23]}

It is possible to perform an elemental composition evaluation using energy-dispersive X-ray spectroscopy (EDS) attached to the SEM. Briefly, EDS uses the emitted X-ray from the sample to obtain a localized chemical analysis. Qualitative analysis involves the separation of the characteristic X-rays of different elements into an energy spectrum and the subsequent analysis with a specific software. The result is a spectrum similar to that presented in fig. 2.6.2.

![EDS Spectrum Example](image)

**Figure 2.6.2 Example of an EDX spectra which corresponds to a Co nanowire. Reproduced from Ref.\textsuperscript{[24]}**

The determination of the concentrations of the elements present in a specific area of the sample entails, after the calibration of the analyser using standards of known composition, typically, either pure gold or pure titanium, the measure of line intensities for each element in the sample.

### 2.7 Miscellaneous Surface Characterisation

#### 2.7.1 Contact Angle

This very simple technique gives valuable insight into the nature of the surface chemistry of samples. A drop of liquid placed on a smooth solid surface will form a particular shape depending on the wettability of the surface for a given liquid. Wettability, or the degree of wetting, is the tendency of a liquid to keep contact with a solid surface. The shape of the droplet is reflected on the contact angle with the surface, as shown in fig. 2.7.1. The
contact angle ranges from 0°, which means completely spreading, to 180°, that implying a completely non-spreading. In general, a small contact angle of less than 90° represents high wettability, while contact angles larger than 90° correspond to low wettability. This contact angle is a product of the liquid surface tension and the surface energies (solid, liquid-solid and liquid-surface tensions), which arises from various intermolecular forces such as Van der Walls, hydrogen bonding, polar interactions, etc. The contact angle at equilibrium may be defined according to Young’s equation:[25]

\[ \gamma_{LS} \cos \theta_e = \gamma_{LS} - \gamma_{LS} \] (2.7.1)

where \( \gamma_{LS} \) is the liquid-solid interfacial tensions in mN m\(^{-1}\). The use of different liquids known to exhibit certain of these forces can give an indication of the nature of the interaction between the two materials at the interface. Highly polar liquids, such as water, exhibit a very clear distinction between hydrophobic and hydrophilic materials by the resulting contact angle.

![Figure 2.7.1 Schematic representation of different behaviours of water droplets on various surfaces, from left to right: perfect wetting, super-hydrophilic, hydrophilic, hydrophobic and super-hydrophobic.](image)

### 2.7.2 Thermogravimetric Analysis

Thermogravimetric analysis (TGA) is a technique in which changes in the weight of a known amount of material are monitored as a function of temperature or time, while it is purged with an inert gas. TGA can provide quantitative information resulting from any process, causing an obvious weight variation during controlled heating. For example, it was previously used by Patil et al.[26] when investigating the stoichiometry and kinetics of thermal decompositions of the precursor for NiO films (NiCl\(_2\) \cdot 6H\(_2\)O). TGA is also an extremely useful technique for studying polymer degradation since the decomposition temperature represents the upper limit of the processing temperature.[27] Typically, two types of phenomena are shown on a TGA plot, and these are illustrated in fig. 2.7.2.
Weight loss (a), the most frequent phenomenon, is generally represented by a downward shift in the plot, whereas weight gain (b) is represented by an upward shift in the plot.

![Diagram showing weight loss and weight gain during thermogravimetric measurement.](image)

Figure 2.7.2 Schematic representation of a) weight loss and b) weight gain during thermogravimetric measurement. Point A is the start of weight variation, B is the end of weight variation, and C is the inflexion point, $w_{t_i}$ is the initial while $w_{t_f}$ is the final weight. Reproduced from the DTA / TGA Pyris manual.

A TGA measurement consists of a sample pan, typically ceramic, supported by a precision balance. That pan is inserted into the furnace for either heating or cooling and the mass of the sample is monitored along the process. During the decomposition, a gas, either inert or reactive, controls the sample environment flowing over the sample and exiting through an exhaust. Temperature scanning is an important factor when measuring decomposition temperature. For a better resolution of the transitions, it is recommended to use a slow scan rate of approximately 5°C min$^{-1}$. Contrary, if only aiming to calculate the remaining filler after all the decomposition transitions, then fast scan rate to be used is of approximately 40°C min$^{-1}$.
2.8 References Chapter 2


CHAPTER 3

EXPERIMENTAL METHODOLOGY
AND
PROCEDURE
3.1 Introduction

This chapter details the specifics of the various materials, methods and instruments used throughout this thesis. The theory and background behind the techniques was dealt with in chapter 2.

3.2 General Reagents and Solutions

Unless specified, all chemicals and solvents used in this work were purchased from Sigma-Aldrich (ACS reagent grit or higher) and used as-received. High purity nitrogen (99.998 %) and Argon (99.99 %) gases were supplied by BOC (BOC Gases Ireland Ltd). Any aqueous solutions were freshly prepared using purified water with resistivity > 15 MΩ cm. The purified water was obtained from a Millipore Elix 5 UV system. Also, unless otherwise stated, all electrochemical experiments were carried out in 1.0 M NaOH solution (≥ 98 % purity, pellets (anhydrous)).

Two acid solutions were utilised for cleaning purposes: 37 % HCl was used to clean all the glassware and Teflon® parts whereas 0.5 M H₂SO₄ was used to electrochemically clean the working electrodes.

3.3 Electrode Materials and Instrumentation

3.3.1 Electrochemical Cell

Electrochemical characterisation was carried out in 25 ml three electrode Pyrex water-jacketed cells connected to a temperature-controlled bath. All electrochemical measurements were done at 25°C. Fig. 3.3.1 shows a schematic of the typical electrochemical cell setup. This configuration consisted of a working electrode (WE) which depending on the experiment was: Ti foil (SEM analysis), Ti wire (electrochemical analysis), GC plate (XPS analysis and contact angle) or Mn rod (electrochemical analysis); a reference electrode (RE) and a counter electrode (CE). All the potentials are, unless otherwise stated, are reported with respect to mercury-mercury oxide reference electrode (Hg/HgO, 1.0 M NaOH).
Figure 3.3.1 This schematic diagram shows the configuration adopted for all experiments.

The three types of electrodes were immersed in the electrolyte solution and connected to the potentiostat, which was controlled by an external computer unit. The distance between the electrodes was settled to be 1 cm. This was achieved using a Teflon® lid with openings for the electrodes and the gas inlet. Prior to each electrochemical characterisation, nitrogen or argon gas were injected into the solution for 15 min to ensure a consistent oxygen free environment. An oxygen free environment is essential in order not to have interactions between the oxygen produced and the oxygen dissolved. Since oxygen dissolved is electroactive, the O₂ dissolved produces a current arising from its reduction and affects the current response of the working electrode. Once a week, the glass cell and the Teflon® lid were cleaned with 37 % HCl acid and rinsed with Millipore water to ensure the full removal of possible contamination on the surface.

3.3.2 Electrodes

Throughout this work, all the materials characterised by electrochemical means are employed as a working electrode (WE). The WE, the electrode under analysis, is the electrode on which monitored electrochemical processes take place. The potential applied to the WE is referred to a stable reference electrode (RE), which in this work was typically a mercury-mercury oxide reference electrode. To complete the electrical circuit, a third electrode, the counter electrode (CE), is also used. Each type of electrodes used in this thesis are described with more detail in the following sections.
3.3.2.1 Working Electrode

In this work, we focused in the electrochemical reactions of the working electrode. The materials under investigation are Ni, Co and Mn. However, such electrodes are generally not commercially available for laboratory purposes and, therefore, it was necessary to construct suitable working electrodes in the laboratory. Following, various fashions to produce such electrodes are presented.

a) Metal Oxide Electrode Preparation via Potential Multicycling

The working electrodes used in chapter 4 and in the first section of chapter 6 were prepared from high purity manganese rod with 2.0 mm diameter and 99.5% purity (supplied by GoodFellow). The electrodes had an exposed surface length of 15 mm. This length was keep constant by sealing the rod electrode in glass. Prior to each experiment, the exposed area was manually polished with standard P1200 grit carbide paper (supplied by Buehler). After the polishing, the electrodes were rinsed with Millipore water.

![Graph](Image)

Figure 3.3.2 Example of Mn oxide film growth by cycling the potential in a potential window of -0.25 V to +1.75 V vs. RHE in 1.0 M NaOH at 25°C. Sweep rate was 40 mV s⁻¹.
The Mn electrode was further electrochemically pre-treated in N\textsubscript{2}-saturated 1.0 M NaOH (≥98% purity, pellets (anhydrous)) solution by cycling the potential scan in the potential range of -0.25 V to +1.75 V (vs. RHE) at a sweep rate of 40 mVs\textsuperscript{-1}. Fig. 3.3.2 displays the voltammetric response of such procedure.

The redox charge capacity can be controlled by modifying the number of potential scans applied to the working electrode. Note that the redox charge capacity of the thin film is directly proportional to the layer thickness. A more detailed explanation of the latter will be presented in chapter 4. Under the former premises, different layer thicknesses of the metal oxide where fabricated by cycling the WE in 1.0 M NaOH in a range of 0 to 1000 cycles. Finally, the working electrode was rinsed with Millipore water in order to remove any remaining electrolyte from the film.

b) Metal Oxide Electrode Preparation \textit{via} Thermal Decomposition

For the electrochemical characterisation of nickel cobalt mixed oxide electrodes in chapter 5, titanium wires of 99.99% purity and 1 mm diameter (supplied by Alfa Aesar- Johnson Matthey company) were encased in a custom-build glass holder insulator. The electrodes had an exposed surface length of 10 mm. Prior to each experiment, the wires were manually polished with standard P1200 grit carbide paper and rinsed with Millipore water. In addition, the working electrode was electrochemically cleaned in 0.5 M H\textsubscript{2}SO\textsubscript{4} solution by applying +1.3 V (vs. Ag/AgCl) for 2 min and then cycling the potential scan between -0.2 V and +1.10 V (vs. Ag/AgCl) at 100 mV s\textsuperscript{-1}. This process anodically dissolves all metal traces remaining on the surface. Finally, the electrode was polished with 0.3 μm alumina powder (supplied by Buehler) until a “mirror bright” finish was achieved and sonicated for 5 min in Millipore water to ensure the full removal of alumina powder.

Different nickel cobalt mixed oxides with various % M Co content were prepared by thermal decomposition of the precursor metal solution coated either on Ti wire (for electrochemical analysis), Ti foil (for SEM analysis) or GC plates (for XPS analysis and contact angle) (99.9% purity, 1 mm thickness - supplied by HTW Hochtemperatur-Werkstoffe GmbH – IgradurG). Thermal decomposition was carried out using a hot wall quartz tube furnace with a tube diameter of 38 mm, cat. no. MTF-10-25-130, manufactured by Carbolite Gero.
A mixed aqueous solution of 1 M Ni(NO$_3$)$_2$ · 6H$_2$O and 1 M Co(NO$_3$)$_2$ · 6H$_2$O (with different Ni/Co molar ratio) was dripped onto the working electrode surface using a brand-new glass pipette. The painted metal surface was treated with a heat gun (at ca. 200°C) for 1 min in order to remove the 2-butanol solvent. Subsequent, the sample was loaded into the furnace at 300°C annealing temperature for 5 min. This anneal procedure was repeated 20 times to deposit 20 ± 5 mg of metal oxide on the electrode surface. The final anneal was carried out for the duration of 4 hours at various constant temperatures in the range of 300°C and 550°C to ensure complete nitrate to oxide transformation. According to previous publications, 3 to 4 hours of annealing time is enough to remove all the solvent and to produce the corresponding transition metal oxide. Finally, the sample was cooled to room temperature in air. Fig. 3.3.3 shows the typical procedure setup used for the growth of the nickel cobalt oxide electrodes.

![Figure 3.3.3 Typical procedure setup used for the grown of various Ni/Co oxides films.](image)

### 3.3.2.2 Counter Electrode

The purpose of a counter electrode is to supply the current required by the working electrode, thereby preventing the polarization of the reference electrode due to passage of excessive current through it. A platinum wire electrode supplied by CH Instruments (cat. no. CHI 115) was employed as a counter electrode in this study. The use of a platinum wire as a counter electrode ensures a large electron transfer / surface area ratio within the cell while preventing the saturation of current density (overflow) in the working electrode. Moreover, it was found to be more suitable for electrochemical characterisation than other typical counter electrodes, such as graphite rod, due to the small number of compounds absorbed onto the surface. Prior of each experiment, the counter electrode was manually polished with standard P1000 grit carbide paper and rinsed with Millipore water. Then, it
was dropped into a 0.5 M H₂SO₄ solution for 5 seconds to ensure the full removal of any absorbed contamination. Finally, the counter electrode was rinsed with Millipore water.

### 3.3.2.3 Reference Electrode

Reference electrodes are typically used in electrochemistry as a potential benchmark against which potential changes of the working electrode can be monitored. The definition of an ideal reference electrode requires for such electrode to show two features: (i) time-invariant potential, and (ii) non-polarizable behaviour. On the one hand, to maintain a constant potential over time, full reversibility within the electrode is needed. During the electrochemical characterisation, the reference electrode must be charged and discharged in a reproducible manner, which implies the need for a reversible reaction. On the other hand, the non-polarizable aspect refers to the lack of net current flow through the electrode during the electrochemical measurements. Despite the latter is only possible under ideal conditions, the Butler-Volmer eqn. (see eqn. 1.2.16) shows that a reference electrode with high exchange current density or low overpotential best approximates the non-polarizable state. Normally, the potential of the reference electrode is related to a standard potential scale, e.g. to the normal hydrogen electrode (NHE) or to the standard hydrogen electrode (SHE). Sometimes, however, some scientific publications often use the NHE as a synonym for SHE and that is completely incorrect. The NHE refers to the historical standard reference electrode suggested by Nernst in the late 90s. He defined it as “a metal in contact with a solution saturated with hydrogen gas at 1 atm partial pressure and containing 1.0 M sulphuric acid”. In addition, at the time the NHE reference electrode was defined, the concept of activity was not yet developed and thus the potential of such reference is related to concentration. In contrast, the SHE is conceived as an ideal device and cannot be rigorously realized experimentally. In accordance with the IUPAC, the standard hydrogen electrode is conventionally taken as the universal (for solutions in protic solvents such as water) reference electrode for which, under standard conditions, \( E^0 (H^+/H_2) = 0 \) at all temperatures. However, it is extremely difficult to achieve such standard conditions. Therefore, for experimental realization, only an electrode whose potential is not calculated at standard conditions but recalculated considering H⁺ activity equal to unity and at \( 10^5 \) Pa must be used. This electrode is known as the reversible hydrogen electrode (RHE) and is one of the references electrode utilised in the present work.
The fast oxidation of hydrogen molecules is described by the following reaction:

\[ 2H^+ + 2e^- \rightarrow H_2 \]  

(3.3.1)

The electrode potential may therefore be calculated using the Nernst equation:

\[ E = E^0 + \frac{0.0591}{2} \log \left( \frac{(a_{H^+})^2}{p_{H_2}/p^0} \right) \]  

(3.3.2)

Rearranging eqn. 3.3.2, it can be written as follows:

\[ E_{RHE} = E_{SHE} + 0.059 \, pH \]  

(3.3.3)

As it is clear from eqns. 3.3.2 and 3.3.3, the equilibrium potential depends on the hydrogen ion activity and, therefore, on the pH of the electrolyte. Generally, it is very common to find in the literature potentials quoted against the RHE reference electrode. In view of this, it is necessary, in case the experimental data is measured against other reference electrodes such as Hg/HgO, to convert the potentials to the RHE scale. The conversion of potentials obtained using Hg/HgO to RHE scale is presented:

\[ E_{RHE} = E_{\text{meas}} + 0.059 \, pH + 0.098 \]  

(3.3.4)

where \( E_{\text{meas}} \) is the potential obtained against the Hg/HgO reference electrode. The value of 0.098 V refers to the standard potential of the Hg/HgO reference electrode. In the case of 1.0 M NaOH (pH=14) eqn. 3.3.4 simplifies to:

\[ E_{RHE} = E_{\text{meas}} + 0.926 \, V \]  

(3.3.5)

More information regarding the Hg/HgO reference electrode will be presented later in this section.

Back on topic, the common design of a RHE uses a carbon supported platinum catalyst as a gas diffusion electrode. Through a small channel the in situ produced hydrogen gas is brought to an inert palladium containing sensor element. When the sensor electrode is immersed into the solution, the solution is separated from the electrode by a polymer membrane. These electrodes can be used either in strong acids or in strong alkali media. A
schematic diagram, of the RHE supplied by Gaskatel (cat no. HydroFlex), utilised in this thesis is presented in fig. 3.3.4.

![Schematic diagram of the RHE reference electrode](image)

Figure 3.3.4 Schematic representation of the RHE reference electrode utilised in the present thesis.

In section 4.5, the RHE was specifically utilised to perform reaction order analysis. This type of reference electrode was utilised due to its direct calculation of the mechanistically significant reaction order, being the latter equal to the slope of the log \( (i) \) vs. log \( (a_x) \) plot.

Prior to each analysis, the RHE was submerged into a NaOH solution of an equal concentration and temperature than that of the solution used for the electrochemical analysis. The electrode was left under this conditions for the duration of an hour. This was required to achieve a stable potential within the reference electrode. Fig. 3.3.5 shows the potential stabilisation of the RHE reference electrode used in this thesis in 1.0 M NaOH. Once the potential of the reference electrode was stable, it was rinsed with Millipore water and used for the analysis. It is noteworthy to highlight that any slight change on the concentration of NaOH within the electrode’s cell implies changes on the standard reference potential, as predicted by eqn. 1.2.89. For the sake of consistency, the potential of the reference electrode was measured before and after the experiment with a “master Hg/HgO electrode”. In this work, none of the data obtained using the RHE with a potential shift greater than ± 5 mV is presented.
Figure 3.3.5 Potential stabilisation of the RHE reference electrode in 1.0 M NaOH quoted against Hg/HgO filled with 1.0 M NaOH. Electrolyte temperature was 25°C.

Another reference electrode utilised in this thesis was the mercury-mercury oxide (Hg/HgO) with an aqueous filling solution of 1.0 M NaOH, supplied by CH instruments (cat. no. CHI 152). A schematic diagram of this electrode is presented in fig. 3.3.6.

Figure 3.3.6 Schematic representation of the Hg/HgO reference electrode utilised in the present work.
According to the classic work of Ives and Hills\cite{2} in 1961, the mercury-mercury oxide electrode is uniquely well behaved among metal-metal oxide electrodes in that it shows the expected Nernstian shift of 59 mV pH$^{-1}$ against a pH independent reference electrode. The Hg/HgO is the most commonly and stable reference electrode for use in alkaline solutions, since mercurous oxide do not exist in nature and, therefore, there is no disturbing effect due to a variable valence of the mercury oxide. In addition, the dissociation constant of mercury oxide in alkaline media has been estimated to be smaller than the one in acidic media\cite{2-3}. The Hg/HgO was utilised as the reference standard for all the electrochemical characterisation carried out in this work including some reaction order analysis. The mercury-mercury oxide reaction can be represented by the following reaction:

\[\begin{align*}
HgO + H_2O + 2e^- & \rightarrow Hg + 2OH^- \\
\end{align*}\] (3.3.6)

where HgO might be found in the following equilibrium:

\[\begin{align*}
HgO + H_2O & \rightleftharpoons Hg(OH)_2 \rightleftharpoons Hg^{2+} + 2OH^- \\
\end{align*}\] (3.3.7)

Using the Nernst eqn., the potential of the Hg$\mid$Hg$^{2+}$ electrode may be written as:

\[E = E^0_{Hg/Hg^{2+}} + \frac{0.0591}{2} \log(a_{Hg^{2+}})\] (3.3.8)

The standard potential for the $E^0_{Hg/Hg^{2+}}$ electrode vs. SHE, corrected to zero concentration, was found to be 0.0977 V at 25°C. Also, the equilibrium potential for such electrode in 1.0 M NaOH was found to be 0.92581 V (vs. RHE).\cite{4} Now, since the equilibrium potential of the cell Hg/HgO is 0.926 V at 25°C and the equilibrium oxygen electrode potential is 1.229 V (vs. RHE), it follows that $E^0_{O_2}$ is 0.304 V (vs. Hg/HgO) in the same solution. It is common practise in the literature of the OER to express the potential in terms of the oxygen overpotential, $\eta$. When the reference electrode is a Hg/HgO electrode, the overpotential is related to the measured voltage, $E_{meas}$, as follows:

\[\eta = E_{meas} - 0.304V \text{ (at 25°C)}\] (3.3.9)

For the sake of consistency, a standard potential of the Hg/HgO reference electrode filled with 1.0 M NaOH was used in this work. When this type of reference electrode is used in NaOH solutions of different concentration that 1.0 M NaOH, a minor diffusion leakage
occurs in the electrode chamber, which causes a slight change on the equilibrium potential. In view of this, the potential of the reference electrode was checked both before and after the experiment against a “master” unused Hg/HgO reference electrode. The observation of a 0 ± 5 mV reading under open circuit potential (OCP) conditions in a 1.0 M NaOH solution, when the operational electrode and the “master” Hg/HgO were connected to the potentiostat, indicated that the operational Hg/HgO electrode system was functioning correctly. This implied that the NaOH concentration on the electrode chamber remained effectively constant for the duration of the experiment. In this work, none of the reference electrodes utilised for data acquisition had an error greater than ± 3 mV. In any case, the 1.0 M NaOH solution in the reference electrode was changed on a weekly basis to ensure experimental consistency.

3.3.3 Electrochemical Analysis

Unless otherwise stated, all electrochemical experiments were performed using a high performance PGSTAT302N potentiostat/galvanostat instrument (Metrohm, Utrecht, Netherlands). The potentiostat was controlled by a desktop computer unit. The measured data was primarily treated using the inbuilt analysis software, which in the case of Metrohm, was NOVA 1.0v package. The temperature of the cell was controlled using a F12-ED Refrigerated/Heating Circulator filled with deionized water and kept constant at 25°C for all the experiments. The raw data was finally analysed using Sigma Plot 12.5v software package.

3.3.4 X-ray Powder Diffraction Spectroscopy

The crystallographic structure analysis was carried out using a Bruker D2 Phase diffractometer, Cu($K\alpha$) radiation ($\lambda = 1.5418 \text{ Å}$) and a graphite monochromator. The sample was loaded onto a quartz fibre cyanoacrylate and introduced in the XRD chamber. Patterns were collected in fluorescence-mode with 20 range of ca. 5° to 55° at a rate of 1° min$^{-1}$. The raw data was analysed with the help of MDI Jade software, which enabled accurate background subtraction and enhanced peak resolution. The database used was the Cambridge Crystallography Database. The correct Bravais lattice and lattice
constants were obtained by recognizing the sequence of XRD peaks in terms of the quadratic form of the Miller indices.

Powder samples were prepared by grinding, in a granite grinder, different Ni$^{2+}$/Co$^{2+}$ molar ratio mixtures of Co(NO$_3$)$_2$·6H$_2$O(s) and Ni(NO$_3$)$_2$·6H$_2$O(s). The sample was then introduced into the furnace at room temperature and ramped to temperatures in the range of 300°C to 550°C. The samples were annealed at the desired temperature for 4 hours to ensure a complete nitrate to oxide transformation. After 4 hours, the furnace was switched off and the sample was cooled, inside the furnace, to room temperature. To conclude, the sample was grinded until a uniform powder sample was achieved.

3.3.5 Scanning Electron Microscope

SEM images were taken using a Zeiss Ultra field SEM with an acceleration voltage between 5 kV - 15 kV. All the images presented in this thesis were obtained using in-lens detector at a working distance between 3 and 8 mm.

For the morphological analysis of samples presented in chapter 5, Ti foil was used as a substrate electrode. The preparation of the metal oxide sample is explained with detail in section 3.2.2.1. For SEM imaging, the film of metal oxide was only deposited in one side of the sample. This procedure was found to achieve higher definition SEM images. The samples were attached to a simple holder using standard carbon tape. All SEM images were taken from the centre of the sample.

The SEM analysis of samples presented in chapter 4 were prepared by horizontally attaching the Mn rod (cylindrical shape) to the SEM holder using carbon tape. Since the electrode possesses a cylindrical shape, it is important to achieve a centred position of the electron detector in order to be able to consider the area under investigation to be flat. Therefore, all SEM images presented in this thesis are obtained from a cantered position of the sample.
3.3.6 Energy Dispersive X-ray

The elemental composition of the samples in both chapters was investigated using energy dispersive X-ray (EDX). The analysis was performed using an Oxford Instrument X-Max EDX detector in conjunction with a Zeiss Ultra SEM system. Due to the chemical properties of the different materials investigated in this thesis, all the analysis was carried out at an acceleration voltage of 15 kV. This acceleration voltage enabled accurate spectra with high defined peaks. The spectra was analysed with INCA software provided by Oxford instruments.

Identical SEM sample and identical area were chosen for the EDX analysis. See SEM sample preparation for more detailed information.

3.3.7 X-Ray Photoelectron Spectroscopy

Surface composition and oxidation metal state was investigated with X-ray photoelectron spectroscopy (XPS). The measurements were performed using a VG Scientific ESCAlab MKII system equipped with a polychromatic Al Kα source (1486.6 eV). Data acquisition was obtained by irradiating the X-ray beam within a spot size of ca. 3 millimetres, which was believed to be sufficient to represent the totality of the sample surface. For survey scans, an analyser pass energy of 200 eV was employed, whereas for high resolution peak scans 20 eV was used. For compositional analysis the raw data was fitted to the high-resolution peaks. The raw data fitting was processed using CASA XPS software. All the spectres were calibrated to the C 1s peak, which has a binding energy of 285 eV. The fitting of Co 2p and Ni 2p levels in chapter 5 was performed using doublet peaks with 50% Gaussian and 50% Lorentzian character over a linear background function using CASA XPS software.

Identical SEM samples were chosen for the EDX analysis. See SEM sample preparation for detailed information.

3.3.8 Thermogravimetric Analysis

Thermogravimetric analysis was conducted using a Perkin Elmer Pyris 1 thermal analyser. The loss of sample weight during a linear increase in temperature was analysed
at a uniform scanning rate of 5°C min⁻¹. The scanning sequence was ramped between 30°C to 600°C. Samples of approximately 5 mg were put into a 500 µl ceramic crucible. The measurement was performed under air to provide both an oxidising atmosphere and a flowing gas for the removal of gases. A blank run was carried out with an empty ceramic crucible to set the base line, and this was subtracted from the subsequent recorded raw data.

Samples in chapter 5 were prepared from different Ni²⁺/Co²⁺ molar ratio mixtures of Co(NO₃)₂·6H₂O(s) and Ni(NO₃)₂·6H₂O(s) of ca. 5 mg of the resulting mixture.

### 3.3.9 UV-Vis Spectroscopy

For the UV - Vis characterisation, in chapter 4, a Libra S22 UV - Visible spectrophotometer, supplied by Biochrom Ltd. and equipped with a xenon lamb as a source of light, was used. This technique was employed to assess the characterisation of the electrolyte composition under electrode corrosion conditions. Two different types of quartz cuvettes were utilized for UV-Vis measurements. An opened quartz cuvette was employed to analyse the effect of direct air contact with the sample, whereas a sealed quartz cuvette was used to analyse the sample under air free conditions. The closure was achieved by installing a Teflon® top and sealing it with paraffin film. Before the sealing, the air space left in the cuvette was filled with argon gas and the solution deoxygenated for the duration of 10 min using the same inherit gas. Sample’s optical changes were analysed within a 7 hour from the production of the sample. Sequential spectres were collected every 20 min. Start and end wavelength were 250 nm and 750 nm, respectively. The scan was measured at 1.0 nm scan step and 750 nm min⁻¹ scan rate. All the spectra were obtained at room temperature.

Samples were obtained by polarizing the manganese working electrode in 1.0 M NaOH, previously deoxygenated, at 1.3 V vs. Hg/HgO for 2 min. This setup was sufficient to produce: (i) working electrode corrosion, and (ii) irreversible electrode damage. The pinky colored solution obtained was immediately transferred into the desired sample holder, which could be either an opened or sealed cuvette, and loaded into the UV-Vis chamber. The measurement was initialized after the loading.
3.3.10 Contact Angle

Static contact angle analysis was carried out on a CA analyser (FTA) under ambient conditions of temperature and humidity; samples were dried in oven at 50°C for the duration of 10 min in order to remove surface moisture. The contact angles were measured by propping a small droplet of Millipore water on top of the flat surface of the samples. A series of images were taken in order to study the droplets morphology. The contact angle was measured from the last image, which was recorded after 5s from the drop deposition.

Identical SEM sample preparation was carried out to fabricate samples for contact angle analysis. See SEM sample preparation for more detailed information.

3.4 Determination of iR Compensation

Commonly, when current flows through an electrochemical cell, a potential drop between the reference electrode and the working electrode occurs. This potential drop is caused by the electrolyte conductivity, the distance between the two electrodes and the magnitude of the current.

Electrolytic O₂ or H₂ production is typically limited by the large potential required to drive the electrolysis reaction. This occurs mainly due to the contributions of (i) an anode and cathode overpotentials, and (ii) an ohmic resistance, as seen in eqn. below:

\[
E(i) = E_{e,cell} + |\eta_c| + \eta_A + iR
\]  

where \(E(i)\) refers to the energy input or applied potential, \(E_{e,cell}\) represents the equilibrium potential of the overall reaction, \(\eta_c\) and \(\eta_A\) are the cathode and anode overpotentials, respectively, and \(iR\) is the ohmic drop. An observation is clear: the lower the contribution of both the anode and cathode overpotentials and the \(iR\) drop, the lower the potential required to drive the reaction. Following this rationalism, the lower the energy applied, the cheapest the process will be in economic terms. The ohmic drop, \(iR\), considers the deviation between the real electrode potential or polarised potential, \(E_p\), and the applied potential \(E_a\). This phenomenon occurs due to the presence of an uncompensated resistance, \(R_u\), between the working and the reference electrodes. It is relevant to mention that the
determination of the iR drop is of a fundamental importance in electrochemical measurements, especially in those which involve the determination of reaction rate constants and mechanistic parameters such as Tafel plot, since the iR drop contribution becomes more and more dominant with increasing current density. A detailed discussion regarding the various ways for the determination of this resistance is presented later in this section. This effect might also induce to a large deviation between \( E_p \) and \( E_a \). In addition, the iR drop determination is specially recommended for those systems where: (i) the solution of the cell is not very conductive, (ii) the currents measured are fairly high, and (iii) the cell design is far from the ideal one, that is when the distance between the working and the reference electrode is relatively far. Since these criteria may be subjective, a simple rule-of-thumb is often used to determine if iR correction is required; if the shape of the curve changes significantly when iR compensation is applied, then iR compensation is required. In view of this, fig. 3.4.1 may serve as an example of the iR compensation effect. It can be seen in fig. 3.4.1 that the effect of the iR correction is significant in terms of Tafel slope. As a result of the iR correction, the Tafel slope changed 12 mV dec\(^{-1}\). Another observation that is extracted from the figure below is that the difference between both curves begin at ca. 0.25 mV and, form this point, it increases as the current raises.

Figure 3.4.1 Difference between an iR corrected steady-state polarisation curve (black) and a steady-state polarisation curve without iR correction (red). Both curves were obtained from a 500 cycles manganese aged electrode and recorded in 1.0 M NaOH solution at 25°C recorded in the direction of increasing potential.
The most common fashion to depict the associated resistances is converting all the parameters involved in the cell to an electrical equivalent circuit. This equivalent circuit consists of a series of resistors and capacitors which accurately represent the chemistry involved in the cell. A standard three electrode cell may be represented as:

![Electrical equivalent circuit of a standard three electrode cell](image)

In modern potentiostats, the resistance solution, \( R_s \), which arises from the pass of current through the solution between the counter and the reference electrode, is compensated automatically by changing the applied potential, within the compliance voltage limits, of the counter electrode. As a result, the potential difference between the working and the reference electrode is maintained equal to the user-defined potential. For example, if the desired voltage in the working electrode is set at 0.5 V relative to the reference electrode, the potentiostat will set the counter electrode potential to - 0.6 V relative to the reference electrode to compensate the voltage drop caused by the \( R_s \). While the resistance associated with the flowing of current between the counter and the reference electrode is compensated automatically by the potentiostat, the resistance attributed to the flowing of current between the working and the reference electrodes is not. This resistance is known as the uncompensated resistance, \( R_u \). The potential drop associated with the uncompensated resistance is commonly called the iR drop. The iR drop is proportional both to the magnitude of current density flowing and to the electrical resistance of the solution. In view of this, the \( R_u \) may be expressed as:

\[
E_p = E_a - iR_u
\]

where \( E_p \) and \( E_a \) are the polarisation or real electrode potential and the applied potential, respectively. Several methods have been developed to measure and correct the impact of
the uncompensated resistance on the real electrode potential. Some of these techniques include: (i) galvanostatic interrupter techniques,[5] (ii) impedance spectroscopy measurements,[6] which has the advantage that the iR drop does not affect the measurement adversely but in fact provides information concerning the solution’s conductivity and its changes during the experiment, (iii) positive feedback circuits,[7] and (iv) voltammetry techniques such as potential step.[8] In the present work, iR compensation was calculated by both the potential step method and electrochemical impedance spectroscopy.

The potential step method was simultaneously developed by Gerischer and Vielstich[9] and by Fleischmann and Thirsk[10] in 1955. In general terms, this method consists in the application of a potential step function to the electrode, which causes an abrupt change in the electrode potential, and in further monitoring of the associated current-time response. In more detail, a constant potential $E_1$, typically in the double layer region (that being a potential region where no Faradaic current processes are taking place), is normally maintained during time until the current response reaches a stationary behaviour. Then, a sudden potential pulse such as $E_1 \rightarrow E_2 \rightarrow E_1$, being $E_1 < E_2$, is applied to the working electrode causing an abrupt raising of the current density followed by an exponential decay towards zero as represented in fig. 3.4.3.

![Figure 3.4.3 Transient current - time response profile for a potential pulse in the double layer region. The graph was obtained from a Mn electrode with 250 potential multicycles in 1.0 M NaOH at 25°C with a potential step of 50 mV.](image-url)
Finally, the current flowing as a response to this potential step is measured. This technique is very attractive because of its simplicity, both with respect to performing the measurement and to its theoretical analysis. Furthermore, both the uncompensated resistance and the double layer capacitance can be obtained in a single experiment. It is worth mentioning now that the following model for the analysis of both the uncompensated resistance and the double layer capacitance only holds for reactions with fast kinetics in comparison with the time constant of the decay of charging currents. A similar model will be presented in section 3.5 for the study of uncompensated resistance and double layer capacitance in systems with slow kinetics. Since this experiment is performed in a potential region where the current response is invariant with the applied potential, that being the complete absence of Faradaic processes, it is assumed that the only current flow should be due to the charge of the double layer. Under these conditions, the current density response may be represented by:

\[
i = \frac{\Delta E}{R_u} e^{\frac{-t}{R_u C_{dl}}}
\]  

(3.4.3)

Where \( \Delta E \) represents the amplitude of the potential step, normally 50 mV, and \( C_{dl} \) represents the double layer capacitance. For obtaining eqn. 3.4.3, the electric circuit presented in fig. 3.4.4 was considered.

![DC circuit used for the potential step experiment.](image)

Eqn. 3.4.3 is derived from the general eqn. for the charge determination, introduced in section 1.1.4, on a capacitor as a function of voltage across it, \( E_c \). Since the sum of the voltages across the resistor \( E_R \) and the capacitor \( E_c \) must be equal to the applied potential, hence:
Rearranging eqn. 3.4.4 and considering that $i = \frac{dq}{dt}$ yields to:

$$\frac{dq}{dt} = \frac{E}{R_u} + \frac{-q}{R_u C_{dl}}$$

(3.4.5)

Now, if the capacitor is initially uncharged, that is $q = 0$ and $t = 0$, one can write:

$$q = E C_{dl} \left[1 - e^{-t/(R_u C_{dl})}\right]$$

(3.4.6)

Differentiating eqn. 3.4.6 yields to the previous introduced eqn. 3.4.3.

If eqn. 3.4.3 is linearized using simple natural logarithm rules, it may be obtained that:

$$\ln i = \ln \left(\frac{\Delta E}{R_u}\right) - \left(\frac{t}{R_u C_{dl}}\right)$$

(3.4.7)

From eqn. 3.4.6, it can be noted that the current transient decay should have an exponential decay with a time constant $\tau = R_u C_{dl}$. Since eqn. 3.4.7 has the same form than $y = mx + n$, the intercept at $t = 0$ of a $\ln i$ vs. $t$ plot yields to the value of the uncompensated resistance $R_u$.

An additional advantage of this method is that it allows for a direct estimation of the double layer capacitance from the slope of the graph $\ln i$ vs. $t$. As an example, fig. 3.4.5 shows the $\ln i$ vs. $t$ plot together with a regression line with the expression $y = -10193x - 4.2077$, $R^2 = 0.9996$ for the 250 cycles Mn electrode.

It is important to mention that the determination of the time constant value provides the idea of the charging nature of the capacitor. Taking as an example fig.3.4.5, the calculation of the time constant value gives $\tau = 98 \mu s$.

From fig. 3.4.6 it can be seen that at $t = \tau$, the current for charging the double layer capacitance drops to 40% of its initial value, whereas a drop to 5 % occurs at $t = 4\tau$. Therefore, it may be said that the double layer charging is 95% complete in ca. 400 $\mu$s. It is important to mention that for a period of about five times constant the capacitor is completely charged. Further, eqn. 3.4.7 is only valid for the period immediately after the step, usually around 20 $\mu$s. At later times, the electrode potential changes due to the charging of the double layer and eqn. 3.4.7 becomes invalid.[11]
Figure 3.4.5 Linearized current-time response for a potential pulse in the double layer region. The time was corrected being 0 the beginning of the current decay. The graph was obtained from the 250 cycles Mn electrode in 1.0 M NaOH at 25°C with a potential step of 50 mV. The regression line had the expression $y = -10193x - 4.2077$, with $R^2 = 0.9996$ which results in $R = 3.33 \, \Omega$ and $C_{dl} = 29.43 \, \mu F \, cm^{-2}$.

Figure 1.4.6 Typical potential pulse decay curve obtained from a pulse amplitude of 50 mV in a non-Faradaic region on a 250 potential cycles Mn electrode in 1.0 M NaOH at 25°C.
3.5 The Benefits of Potential Step Method

This section aims to introduce another application of the potential step technique with regards to the study of charge transfer resistances of reactions with slow kinetics. In previous sections this method was employed for the calculation of parameters such as uncompensated resistance, $R_u$, and the double layer capacitance, $C_{dl}$, for systems where the kinetics of the reaction were fast compared with the time constant of the current transient decay. It was also demonstrated that this technique provides both simplicity and accuracy in the fashion to obtain the values of the above-mentioned parameters.

The model discussed in this section was presented by S. Aberg\textsuperscript{[12]} in 1997 as a part of a publication series with an special interest on the application of the potential step method. This model may be considered as an analogous to the model presented in section 3.4 for the calculation of the uncompensated resistance and the double layer capacitance with the distinction that the one presented here is designed for reactions with slow kinetics. However, its analysis, compared with the one in section 3.4, is considered more complex given that it involves a charge transfer reaction. In this view, the electric circuit used in this model may be represented as shown in fig. 3.5.1.

![Figure 3.5.1 DC equivalent circuit to model the uncompensated resistance solution and double layer capacitance of a response to a small potential step. Reproduced from Ref.\textsuperscript{[12]}](image)

When a potential step is applied to the working electrode, which is initially at electrical equilibrium, both the iR drop and the potential drop across the double layer contribute to
the potential difference between the working and the reference electrode. Hence, the total current flow through the system shows both Faradaic and non-Faradaic contributions. If the surface concentration of active species does not show an appreciably change during the decay of the charging current, it is possible to define a charge transfer resistance, $R_\Sigma$, as:

$$R_\Sigma = \frac{R_u R_p}{R_u + R_p} \quad (3.5.1)$$

where $R_p$ is the polarization resistance and $R_u$ refers to is the uncompensated resistance. To model the current response under these circumstances, the Randles equivalent circuit is used. Therefore, the net current flowing through the circuit may be expressed as:

$$i(t) = \frac{\Delta E}{R_u + R_p} \left\{ 1 + \frac{R_p}{R_u} \exp \left( -\frac{t}{R_\Sigma C_d t} \right) \right\} \quad (3.5.2)$$

At $t = \infty$, eqn. 3.6.2 may be rewritten as:

$$i(\infty) = \frac{\Delta E}{R_u + R_p} \quad (3.5.3)$$

and at $t = 0$:

$$i(0) = \frac{\Delta E}{R_u} \quad (3.5.4)$$

Rearranging eqns. 3.5.3 and 3.5.4 gives:

$$R_p = \frac{\Delta E}{i(\infty)} - R_u \quad (3.5.5)$$

$$R_u = \frac{\Delta E}{i(0)} \quad (3.5.6)$$

It is important to note that:

$$\frac{R_p}{R_u} = \frac{i(0)}{i(\infty)} - 1 \quad (3.5.7)$$

Substituting eqn. 3.5.5 into 3.5.7 yields to:

$$R_p = \Delta E \left\{ \frac{i(0) - i(\infty)}{i(0) i(\infty)} \right\} \quad (3.5.8)$$

Finally, replacing 3.5.5 and 3.5.6 into eqn. 3.5.2 yields to:
\[
\frac{i(t)}{i(\infty)} - 1 = \left\{ \frac{i(0)}{i(\infty)} - 1 \right\} \exp\left( -\frac{t}{R_x C_{dl}} \right)
\]  

(3.5.9)

Using simple logarithm rules on eqn. 3.5.9 gives:

\[
\ln\left\{ \frac{i(t)}{i(\infty)} - 1 \right\} = \ln\left\{ \frac{i(0)}{i(\infty)} - 1 \right\} - \frac{1}{R_x C_{dl}} t
\]  

(3.5.10)

Since the potential step amplitude \(\Delta E\) is known and both \(i(0)\) and \(i(\infty)\) can be measured from the current transient decay in a \(\ln i\) vs. \(t\) plot, then the uncompensated resistance \(R_u\) and the polarization resistance \(R_p\) may be evaluated using eqn. 3.5.2. In addition, the time constant \(\tau = R_u C_{dl}\) may be obtained via graphical analysis of the \(i(t)\) data as a plot of

\[
\ln\left\{ \frac{i(t)}{i(\infty)} - 1 \right\} \text{ vs. } t \text{ is linear with slope } S = -\left( \frac{1}{R_x C_{dl}} \right) \text{ and intercept } n = \ln\left( \frac{R_p}{R_u} \right). \]

Fig. 3.5.2 may serve as an example of the relation between the decaying and residual current transient after a potential step according to the equivalent circuit model in fig. 3.5.1.

Figure 3.5.2 The current decay resulting from a 50mV potential step for the 500 cycles Mn electrode in 1.0 M NaOH at 25°C. The values of the regression line (red) are: \(y = -0.0011x + 3.4799, R^2 = 0.9941\) which results in: \(R_p = 105 \, \Omega, R_u = 3.51 \, \Omega, C_{dl} = 24 \, \text{mF}\)
3.6 Electrochemical Impedance Spectroscopy

Traditional techniques of electrochemical measurement involving the usage of potential sweeps, potential steps, or current steps normally drive the working electrode to conditions far from equilibrium, where the current signal response is a combination of both Faradaic and non-Faradaic contributions. Although the contribution of the non-Faradaic current over the final current signal is small compared with the Faradaic one, the final current response cannot fully and precisely characterize the electrochemical reaction at an electrode-electrolyte interface.

While these techniques, however, are undoubtedly useful and relatively easy to perform, other techniques such as electrochemical impedance spectroscopy (EIS) can characterize the electrode properties by applying small perturbations, typically 5 mV amplitude, to the working electrode in a defined potential region. This is considered as a non-destructive technique, if used in equilibrium conditions, and particularly sensitive to small perturbations within the cell allowing the characterization of the electrode even in low conductive solutions. The simplest EIS analysis is performed under equilibrium conditions, where a simple Randles may be used as the equivalent circuit, whereas a more complex analysis is required for potentials far from the equilibrium, e.g. OER potential. For the latter case, a sophisticated equivalent circuit needs to be designed for a reliable and representative cell description to be achieved. A dedicated discussion about equivalent circuits will be presented in section 3.6.2.

Many advantages may arise from the implementation of this technique. Among the most important are: (i) its practical capability to perform high-precision measurements due to its ability to maintain steady-state conditions, and (ii) its ability to characterize systems in which the overall electrochemical reaction is determined by several steps, each proceeding at a different rate. The possibility to characterize single steps is of a special interest due to the opportunity to define the RDS of the overall reaction. In addition, EIS is a method that allows the calculation of the electrochemical parameters through the analysis of the measured impedance of an electrochemical cell as a function of frequency. It is important to mention that the electrode exhibit different electrochemical behaviour depending on the frequency of the applied voltage. A detailed discussion about this matter will be presented through this section.
The concept of electrical impedance was first introduced by O. Heaviside in 1880s and extended by Steinmetz\cite{13} and Kennelly\cite{14} in the 1900s. Impedance, $Z$, is defined as a measure of the ability of a circuit to resist the flow of electrical current. In recent years, there has been highly continued interest in applying EIS for the study of the electrochemical proprieties of electrodes.\cite{15} As a general concept, when an electrochemical cell is electrically stimulated, various different processes may occur that contribute to the overall electrical response. They include, among others: (i) the transport of electrons through the electrode, (ii) the transport of electrons through the electrode-electrolyte interface to charged carriers situated in the boundaries of the electrode surface, and (iii) the flow of charged particles \textit{via} favourable paths on the electrolyte. These processes are under the influence of the applied potential, and since distinctive electrode proprieties are observed at different potentials, it is possible to relate the physical and chemical proprieties of the electrode through the observation of the impedance as a function of frequency to a specific reaction step. Therefore, the main applications of EIS are, among others, the study of: (i) corrosion metals, (ii) adsorption and desorption on the electrode surface, (iii) electrochemical synthesis of material, (iv) catalytic reaction kinetics, and (v) energy storage devices such as batteries and supercapacitors, etc.

The technique consists on the application of a sinusoidal perturbation to the system using an alternating signal (AC) of small magnitude, typically 5 mV, to measure the fashion at which the system responds to the perturbation at steady-state.\cite{10} In practice, the frequency of the ac potential is sweep over a large range of frequencies, usually $10^{-4}$ to $10^{-6}$ Hz, and the response of the system is monitored \textit{via} its impedance spectrum. Generally, the parameters derived from such spectrum may be classified in two main groups: (i) those related only with the electrode material itself, such as its dielectric constant, resistance, capacitance and inductance, and (ii) those pertinent to the electrode-electrolyte interface, such as its adsorption reaction rate constants, capacitance of the interface region, etc.

Consideration is now given to the concept of electrical impedance and its particular implementation for the study of electrochemical systems.
3.6.1 AC Circuit Theory and Implementation

In order to understand the principles of EIS, the introduction of the fundamental alternating current ac theory is required. Impedance may be conceived as a complex resistance arising from the electrical current flow across an electrical circuit which consists of several resistors, capacitors and/or inductors. In addition, it may be defined as the ratio between the voltage (V) and the current (I) as:

\[ Z = \frac{V}{I} \]  \hspace{1cm} (3.6.1)

Where \( V \) and \( I \) are sinusoidal signals with equal angular frequency, \( \omega \), but different magnitude and phase, \( \phi \). On the one hand, the angular frequency is a scalar measure of the rotation speed and may be seen as the angular displacement of the signal per unit of time, typically seconds. Thus, \( \omega \) is commonly measured either in radians (rad) or degrees (°) per second. The relationship between the angular frequency and the regular frequency \( f \) by is given by:

\[ \omega = 2\pi f \]  \hspace{1cm} (3.6.2)

where \( f \) has units of Hertz. On the other hand, the phase refers to the instantaneous displacement of a sinusoidal wave. For the sake of convenience, it is more common to use the phase shift factor, which represents the time difference between an equal amplitude points of two different sinusoidal signals. The sinusoidal voltage may be represented as:

\[ E = E_0 \sin(\omega t) \]  \hspace{1cm} (3.6.3)

where \( E_0 \) is the maximum amplitude of the signal. Since the current signal has equal frequency but different phase and amplitude than the voltage signal, it may be represented as:

\[ I = I_0 \sin(\omega t + \phi) \]  \hspace{1cm} (3.6.4)

where \( I_0 \) is the maximum amplitude of the current. A convenient approach to study these parameters is to consider them as rotating vector quantities, \( \vec{E} \) and \( \vec{I} \), represented in a complex plane, following the so-called phasor concept of the sinusoidal altering current as presented in fig. 3.6.1.
As seen in fig. 3.6.1, the maximum amplitude of a phasor is given by the length of that phasor, whereas the instantaneous value is given by the projection on the abscises in the diagram. The phase separation, $\phi$, between the two signals can also be observed in fig. 3.6.1. Usually, one of the signals, either the voltage or the current, is taken as a reference signal and $\phi$ is measured with respect of it. For example, if the voltage is defined as the reference, then the current is said to lag the voltage by a phase angle of $\phi$, which in this case will have a negative sign. Since the relationship between two phasors at the same frequency remains constant as they rotate, the phase angle may be considered to be constant. In this view, it is possible to simply study their relationship by plotting them as vectors having the same origin and separated by $\phi$. These concepts may be applied to the analysis of simple electrical elements such as resistors, capacitors and inductors. In a pure resistor, when a pure sinusoidal voltage $E$ is applied, Ohm’s law holds and the resulting current $I$ is given by the expression:

$$I = \frac{E}{R} \tag{3.6.5}$$

Since the phase angle $\phi$ is zero in this case, the two signals are said to be in phase as seen in fig. 3.6.2.
A capacitance, $C$, across an ideal parallel plate capacitor is considered to be proportional to the product of the applied potential $E$ and the charge $q$:

$$q = CE \quad (3.6.6)$$

An expression for the current $i$ is obtained by differentiating of eqn. 3.6.6:

$$i = \frac{dq}{dt} = C \frac{dE}{dt} \quad (3.6.7)$$

From the definition of eqn. 3.6.4, yields to:

$$i = \omega C E \cos(\omega t) \quad (3.6.8)$$

Eqn. 3.6.8 can also be expressed in terms of phasor notation as:

$$i = \frac{E}{X_C} \sin(\omega t + \frac{\pi}{2}) \quad (3.6.9)$$

where $X_C$ is the so-called capacitive reactance defined as $X_C = \frac{1}{j\omega C}$. In this case, the phase angle is $\frac{\pi}{2}$ and the current is said to lead the voltage as shown in fig. 3.6.3.
In circuit analysis, it is advantageous to represent the phasors in terms of complex numbers. In complex notation, magnitudes along the ordinate axis are assigned as imaginary and are multiplied by \( j = \sqrt{-1} \). Oppositely, components along the abscissa axis are said to be real. In this view, the current phasor is plotted along the abscissa, in which case the relationship in eqn. 3.6.5 may be expressed in complex notation as:

\[
\hat{E} = -jX_C \hat{i}
\]  

(3.6.10)

The similarity between eqn. 3.6.9 and Ohm’s law is clear with the complex quantity \( X_C \) substituting the resistance \( R \). The dimensional analysis suggests that \( X_C \) must carry the dimensions of resistance, however, unlike \( R \), its magnitude is frequency-dependent. For a resistance \( R \) and a capacitor \( C \) connected in series (RC series circuit), the sum of the individual voltage drops across the resistor and the capacitor must be equal to the total applied voltage \( \hat{E} \), so that:

\[
\hat{E} = \hat{E}_R + \hat{E}_C
\]  

(3.6.11)

\[
\hat{E} = \hat{l}(R - jX_C)
\]  

(3.6.12)

\[
\hat{E} = \hat{l}Z
\]  

(3.6.13)

where the vector \( Z \) is called the impedance. It is evident from eqn. 3.6.12 that \( Z \) has two parts, one real, \( Z' = R \), and another imaginary, \( Z'' = -X_C = -\frac{1}{\omega C} \). In addition, the magnitude \( |Z| \) of the impedance may be expressed as:
and the phase angle, $\phi$, is given by:

$$\tan \phi = \frac{Z''}{Z'} = \frac{X_C}{R} = \frac{1}{\omega RC}$$  \hspace{1cm} (3.6.15)

The relationship between the current and the voltage in an RC circuit might be graphically represented on an Argand plane, as presented in fig. 3.6.4.

From the Argand diagram in fig. 3.6.4 and from eqn. 3.6.15 it can be observed that the current is no longer either in phase or $90^\circ$ out of phase with respect to the voltage.

The previous analysis may be extended to circuits of greater complexity by noting that impedances combine with rules analogous to those applicable to resistors in simple circuit analysis. For example, in the case of impedances in series, the overall impedance is the sum of the individual values expressed as complex vectors, whereas for impedances in a parallel arrangement, the inverse of the overall impedance is the sum of the reciprocals of the individual vectors. Fig. 3.6.5 presents a simple explanation of the latter.

It is important to mention another parameter in EIS analysis, the admittance $Y$. This may be seen as the inverse of the impedance, $Z$, following:

$$Y = \frac{1}{Z}$$  \hspace{1cm} (3.6.16)
and represents a type of conductance. Therefore, eqn. 3.6.16 may be rewritten as a function of admittance, following the expression:

\[ i = \dot{E}Y \]  

(3.6.17)

This parameter is significantly relevant in the analysis of parallel circuits since the overall admittance of elements in a parallel arrangement is directly the sum of the individual admittances.

Impedance results obtained from an EIS test can be graphically represented in various fashion, such as: (i) the Nyquist diagram, (ii) the Bode diagram, and (iii) the Phase diagram.

![Figure 3.6.5 A schematic example for the calculation of a total impedance form impedances in series and parallel arrangement Adapted from Ref.[10]](image)

3.6.2 The Nyquist Diagram

If the real part, \( Z' \), and the negative form of the imaginary part, \(-Z''\), of the impedance, at each frequency, are plotted on the abscissa and the ordinate, respectively, a Nyquist plot is generated. Several examples of the Nyquist plot for some simple RC circuits are presented in fig. 3.6.6. The Nyquist diagram is the most common representation for impedance data because it allows for both an easy prediction of the circuit elements and an easy relation to the equivalent electrical circuit. The analysis approach is based on the shape of the Nyquist diagram where each data point represents the value of the impedance for a particular frequency. The impedance data at low frequencies are found on the right-hand side of the diagram, while the data obtained at high frequencies are on the left-hand side.

Multiple observations may be extracted from fig. 3.6.6: (i) that the impedance for a pure resistance is independent from the frequency, (ii) that the impedance for a pure capacitor changes with frequency but only on its imaginary part, (iii) that the combination of a resistance in series with other/s elements produces a shift, in the abscissas axis of the
element/s initial impedance being the displacement the magnitude of the pure resistance impedance (cases c and f), (iv) that the combination of a RC in parallel yields to the formation of a semicircle (case d), (v) that the addition of a capacitor in series to a RC circuit in parallel arrangement adds an impedance signal of a pure capacitor to the Nyquist diagram (case e), and (vi) that the combination, in series arrangement, of two RC circuits in parallel results into the formation of two semicircles (case g).

Figure 3.6.6 Some simple circuits and their associated Nyquist plots.

The formation of an individual semicircle is said to be characteristic of the presence of a single RC time constant. This representation allows the direct identification of various physical parameters of the electrode. For example, from the intersection of the semicircle
with the abscissas axis it is possible to obtain a value corresponding to the sum of the polarization resistance, \( R_p \), and the uncompensated resistance \( R_u \), whereas from the intersection with the origin, the value of the uncompensated resistance \( R_u \) itself is obtained. In addition, from the value of the frequency at the maximum point, it may be possible to calculate the value of the electrochemical double layer capacity, \( C_{dl} \). Fig. 3.7.7 may serve as clarification for the previous discussion.

The formation of a semicircle arises from the contributions of both the capacitance and resistance element behaviour at different frequencies. At high frequencies (left-hand side of the abscissa), the contribution of the capacitor to the impedance is zero, according to expression \( X_C = \frac{1}{\omega C} \). Hence, the only contribution to the impedance must arise from the pure resistance elements. As the frequency decreases, the contribution to the impedance of \( C_{dl} \) along with the \( R_p \) increases, which results in both a rise on the imaginary and real part of the impedance. At very low frequencies, since the capacitance \( C_{dl} \) exhibits a large impedance, current flows through \( R_p \) and \( R_u \).

In relation to the number of semicircles in the Nyquist diagram, it is important to mention that the observation of multiple semicircles may suggest the presence of two time constants in the system and, thus, the presence of various \( R \) in parallel with \( C \). Special attention should be taken when designing equivalent circuits from the Nyquist diagram since it may be difficult to distinguish correctly these semicircles and, thus, the presence of RC circuits. In this view, it is recommended to plot both the real and the imaginary parts of the logarithmic scale in order to assure the identification of the real number of semicircles present in each study. In addition, it is also common practice to plot the negative of \( Z'' \) on the ordinates, since this ensures, for graphical convenience, that semicircles characteristic of RC loops appear in the first quadrant.

Also, since the formation of a semicircle is due to the presence of an RC circuit, its absence in the Nyquist plot demonstrates the minimal distribution of charge in the electrode double layer interface.
3.6.3 The Bode Diagram

Impedance data may also be presented in the form of Bode plot. In such a plot, both $\log |Z|$ and $\phi$ are plotted against $\log \omega$. Bode diagrams provide an immediately detection of the regions dominated by resistive and/or capacitance elements. According to eqn. 3.6.5, a pure resistance is frequency independent, yielding to a slope of zero on the $\log |Z|$ against $\log \omega$ plot with a phase angle of $0^\circ$. For a pure capacitance, $|Z|$ is inversely proportional to $\omega$, since $Z'' = -X_C = -1/\omega C$. Hence, the $\log |Z|$ against $\log \omega$ plot has a slope of -1, while eqn. 3.6.9 predicts a phase angle of $-90^\circ$. In fig. 3.6.8, a Bode plot for a simple parallel RC circuit with one-time constant is presented.

It is evident from fig. 3.6.8 that the resistance contribution dominates at lower frequencies, with the capacitive response becoming more important at high values of $\log \omega$. For more complicated electrical circuits, it may not be so easy to analyse the impedance spectrum at a given frequency to a single circuit element.
In the present work, both Bode and Nyquist representations are used. While the Nyquist diagrams divides the impedance response into its resistive and capacitive components, it does have the shortcoming of not explicitly specifying the frequency of a given point. Furthermore, the high frequency data become bunched together towards $\omega \to \infty$ intercept on the Z-axis. Bode diagrams, while not splitting $Z$ into its components, provide frequency information and plot the impedance data with equal weight at all frequencies along the length of the diagram.

![Bode representation](image)

Figure 3.6.8 Bode representation of a single time constant, parallel RC circuit with $R = 100\, \Omega$ and $C = 100\, \mu F$. Adapted from Ref.[6]

### 3.6.4 Practical Considerations

Special care must be taken in the cell design for EIS measurements. Since the amplitude of the ac applied signal must be very small to apply all the concepts explained in section 3.6.3, environmental electrical noise and the existence of mains hum can be issued. Another aspect to be noted is the electrode design, since poor conductivity through the connector to the electrode surface is critical for a good EIS data acquisition. Noise and mains hum contamination may be reduced by electrically isolating the cell using a Faraday cage properly connected to ground. It is also highly recommended to use shielded BNC cables of the shortest possible length to connect the electrodes to the control/measurement
equipment. The purpose of this is to minimize the real part of the impedance associated with the length of the conducting material.

### 3.6.5 Extracting Electrochemical Parameters from EIS Raw Data

In section 3.6.2, it was shown how simple graphical methods can, in principle, be used to extract resistive and/or capacitive parameters from the Nyquist diagram of a given electrochemical system, see fig. 3.6.7. Also mentioned in that section was the possible co-existence of two semicircles in a single Nyquist plot. In practise, however, various not ideal scenarios may be observed in impedance spectrums with two or more semicircles, those being: (i) the formation of arches instead of semicircles, and (ii) the overlap of various arches. This yields to a difficult identification and subsequent graphical analysis of the Nyquist plots. In view of this, a more sophisticated analysis approach is required. The most common method to analyse impedance data is based upon modelling the electrochemical system in terms of an equivalent circuit. In the equivalent circuit approach, the experimental data is fitted to a theoretically proposed circuit using the complex nonlinear least-squares technique (CNLS) algorithms that automatically vary the values of the circuit elements until the best fit of the data to the model circuit is achieved. Fig. 3.6.9 serves as an example of the subsequent steps for a fitting to model process.

A remarkable feature of this model-fitting process is that it can be applied to a single measurement obtained at specific conditions, but also to a series of spectra obtained at various conditions. In the case a series of spectra are modelled, it may be advantageous to fit them using the series fitting technique which consists in the fit of all the spectra to a common model. This allows the analysis of electrical elements as a function of a distinct parameter of variation, such as time, potential, pH, etc.

Data interpretation is one of the most challenging aspects of impedance analysis. Typically, EIS data is analysed using models which should describe processes occurring within the electrochemical cell. The determination of the proper model may require both the knowledge of the chemical, physical and mechanical characteristics of the system and a good understanding of the measured values. There are two main approaches to system descriptive modelling: (i) formal or mathematical modelling, and (ii) physicochemical or structural modelling. On the one hand, the former explains experimental impedances in terms of mathematical functions or equivalent electrical circuits. In view of this, it
conceives the electrochemical cell as a hypothetical electrical circuit consisting in a sequence of the electrical elements.

Figure 3.6.9 Flowchart illustrating the different steps when analysing raw data using CNLS modelling. Reproduced from Simulation & Fitting Zahner Manual.
Every electrical element is associated with a physical or electrochemical process occurring in the electrochemical cell. Equivalent circuit analysis is relatively simple for a circuit containing ideal elements R, C, and L but may become complex for processes where the electrical behaviour of the standard elements deviates from the ideality. This is especially notorious when measuring the impedance of solid electrodes. This type of analysis is convenient and graphically appealing, and the fit to the experimental data is performed using CNLS algorithms and commercially available impedance fitting software. The main problem with equivalent circuit modelling arises since a given impedance spectrum may often be represented by several equivalent circuits. This suggests that there may be more than one equivalent circuit that represents the system. Therefore, it must be assumed that an equivalent circuit, which performs a good fit with the experimental data may not necessarily provide an accurate physical model of the electrochemical system. In view of this, special care must be taken when designing equivalent circuits, especially for largely unknown materials, since the expected values may be unknown. Another weakness of the use of equivalent circuits arises when ideal elements are used interconnected in different fashion and yet, with appropriate values, yield exactly to the same frequency response at all frequencies. Such scenario may result in an ambiguous system description.

On the other hand, physicochemical modelling is based upon the formation of equations which relate the measured impedance with physicochemical parameters of the process such as kinetic parameters, concentrations, sample geometry, or diffusion coefficients, among others. Typically, when modelling physicochemical parameters, the bulk of the electrodes and the sample material are presented as continuous media, and mass and charge transport processes can be represented by differential equations. Two main limitations arise from this method: (i) it requires a deep understanding of the relevant physical and chemical phenomena associated with the specific system under investigation, and (ii) complex reaction mechanisms produce equations containing too many free adjustable parameters, making the prediction of a model very difficult or even impossible to achieve.

A good approach, suggested by Zoltowski to model an electrochemical system is presented below. Firstly, a measurement modelling must be used to determine the number and nature of the circuit elements and parameters required to describe the electrochemical system. Equivalent circuits containing ideal electrical elements, e.g. R, C, and L elements, or non-ideal elements, such as the CPE, may be employed. Secondly, the approach would consist on designing a physicochemical model. In the case of complex physicochemical
models, a simplification must be carried out. It is also suggested the precise determination of the nature of certain elements, for example, by changing the concentration, hydrodynamic conditions, adding poisons, or changing the temperature. Due to the interactive nature of the parameters, repetitions/corrections might be necessary to finally describe the electrochemical system. Note that in certain electrochemical processes, especially in multistep reactions such as OER or HER, it can be difficult to reconcile the experimental data with the theoretical impedance response predicted by a model derived from a kinetic analysis.\textsuperscript{[20]} A possible approach to overpass this issue may be the use of non-ideal electrical elements such as CPE. An extended discussion about this topic will be presented later in this section.

A more detailed analysis will now be introduced regarding the nature of the impedance of solid electrodes, since these have been used in this thesis for the study of the stability and electrocatalytic activity of electrodes towards the oxygen evolution reaction (OER). Special attention will be given to the non-ideal element CPE.

Solid electrodes usually exhibit both: (i) a high level of roughness, caused by scratches, pits, etc., which causes coupling of the solution resistance with the surface capacitance (see section 1.2.3), and (ii) a capacitance dispersion of the electrode/solution interface along with slow adsorption of ions and chemical inhomogeneity of the surface.\textsuperscript{[21]} As a result, deviation from the ideal behaviour of typical circuit elements such as R, L, and C is often observed and thus, measured impedances may not be represented by sequential connection of simple R-C-L elements. This issue may be overcome by using distributed elements such as the Warburg impedance or constant phase element (CPE). Since CPE has been widely utilised in this thesis for the analysis of impedance data, it has been considered opportune to introduce it in detail.

The impedance of an ideal polarizable electrode can be represented, in terms of equivalent circuit, as an RC in series, which typically produces a straight line, perpendicular to the real axis on a Nyquist diagram. However, on solid electrodes, the double layer capacitance is not purely capacitive and often displays a certain frequency dispersion. Under these circumstances, a straight line with an angle lower that $\frac{\pi}{2}$ is often observed in a Nyquist diagram. In order to describe such behaviour, a model of distributed time constants, similarly to that used by Cole and Cole\textsuperscript{[22]}, was proposed by Zoltowski\textsuperscript{[23]}, who introduced
the concept of constant phase element based on dielectric dispersion of capacitances on solid electrodes. The complex dielectric constant on a solid electrode may be described as:

\[
\frac{\varepsilon(\omega) - \varepsilon_\infty}{\varepsilon_S - \varepsilon_\infty} = \int_0^\infty \frac{G(\tau)}{1 + j\omega\tau} d\tau
\]  

(3.6.18)

where \(\varepsilon_S\) and \(\varepsilon_\infty\) are the dielectric constants at frequencies \(\omega \to 0\) and \(\omega \to \infty\), respectively, and \(G(\tau)\) is the function describing the distribution of time constants on the electrode surface. Cole and Cole define the distribution function as:

\[
G(\tau) = \frac{1}{2\pi} \frac{\sin[(1-\alpha)\pi]}{\cosh[\alpha \ln(\tau/\tau_0)] - \cos[(1-\alpha)\pi]}
\]  

(3.6.19)

In the absence of time constant distribution, \(G(\tau)\) approaches the Dirac’s function, \(\delta\), \(G(\tau) = \delta(\tau - \tau_0)\). Thus, the integration of eqn. 3.6.19 yields to:

\[
\frac{\varepsilon(\omega) - \varepsilon_\infty}{\varepsilon_S - \varepsilon_\infty} = \frac{1}{1 + (j\omega\tau_0)^\alpha}
\]  

(3.6.20)

where \(\alpha\) is a constant phase exponent \((0 \leq \alpha \leq 1)\). By analogy, the dispersion of impedances may be described by:

\[
\frac{Z(\omega) - Z_\infty}{Z_0 - Z_\infty} = \int_0^\infty \frac{G(\tau)}{1 + j\omega\tau} d\ln \tau
\]  

(3.6.21)

When \(\alpha = 1\), only one time constant exists in the system and eqn. 3.6.21 reduces to Dirac’s function. Under these circumstances, a CPE element may be defined as:

\[
\bar{Z}_{\text{CPE}} = \frac{R_p}{1 + Q(j\omega)^\alpha R_p}
\]  

(3.6.22)

where \(Q\) is a constant related to the electrode capacitance\(^{[22]}\) with units of in F s\(^{\alpha-1}\) cm\(^{-2}\) and \(R_p\) is the associated polarisation resistance. The units of \(Q\) can also be expressed to \(\Omega^{-1} s^{\alpha} \text{cm}^{-2}\).\(^{[23]}\) However, as the impedance becomes purely capacitive \(\alpha = 1\), it seems more logical to use farads instead of ohms. Note that depending on the value of \(\alpha\), the CPE element can behave as a: (i) pure resistance when \(\alpha = 0\), (ii) a pure capacitance when \(\alpha = 1\), (iii) an inductance when \(\alpha = -1\), or (iv) a Warburg impedance when \(\alpha = 0.5\). Fig. 3.6.10 may serve as a graphical representation of the effect of \(\alpha\) on the time constant distribution function.
If the properties of the complex numbers are considered, eqn. 3.6.22 can be expressed as:

\[
Z_{CPE} = \left[ \frac{R_p \cos \left( \frac{\pi \alpha}{2} \right)}{1 + Q(\omega)^{\alpha R_p}} \right] - j \left[ \frac{R_p \sin \left( \frac{\pi \alpha}{2} \right)}{1 + Q(\omega)^{\alpha R_p}} \right]
\]  

(3.6.23)

The above equation suggests that the impedance of a CPE is no longer like pure imaginary, as it happened in the case of a pure capacitor but contains both real and imaginary components. Brug et al.\[25\] presented a simple method that allows estimation of the effective double layer capacitance, \(C_{dl\text{eff}}\), from the values \(Q\) and \(\alpha\). It has been pointed out that the appearance of a CPE behaviour associated with a surface distribution of time constants requires the contribution of an Ohmic resistance, which in this case is the uncompensated resistance \(R_u\).\[26\] Therefore, the model is presented as an uncompensated resistance, \(R_u\) element and the CPE connected in series as observed in fig. 3.6.11. Note that the impedance of a CPE involves the polarisation resistance parameter, \(R_p\).
Taking into account the Cole-Cole expression for the distributed time constants (see eqn. 3.6.20), and following the development of Brug et al.\textsuperscript{[25]} the relationship between CPE parameters and capacitance may be expressed in terms of admittance as:

$$Y = \sum_i Y_i = \left(\frac{R_{u,i}}{1+j\omega R_{p,i}C_{dl,i}}\right)^{-1}$$

(3.6.24)

where $Y_i$ represents the local admittance for the solution resistance and a RC time constant involving the double layer capacitance, $C_{dl,i}$, and the polarisation resistance, $R_{p,i}$. The parameter $R_{u,i}$ refers to the local ohmic resistance. The total admittance of the electrode can also be expressed, in terms of the symmetric CPE represented by eqn. 3.6.22 as:

$$Y = \frac{1}{R_u} \left[ 1 - \frac{R_p}{R_u + R_p} \left( 1 + \frac{R_u R_p}{R_u + R_p} Q(j\omega)^\alpha \right)^{-1} \right]$$

(3.6.25)

where $Q$ and $\alpha$ represent global properties of the CPE. Eqn. 3.6.25 can be rewritten in terms of a characteristic time constant associated with the admittance spectra $Y$ as:

$$Y = \frac{1}{R_u} \left[ 1 - \frac{R_p}{R_u + R_p} (1 + (j\omega \tau Y)^\alpha)^{-1} \right]$$

(3.6.26)

where $\tau = \frac{R_u R_p}{R_u + R_p} c_{dl}$. Comparison of eqns. 3.6.25 and 3.6.26 yields to:

$$\tau Y^\alpha = \frac{R_u R_p}{R_u + R_p} Q = \frac{Q}{1 + \frac{1}{R_u}}$$

(3.6.27)
The effective capacitance $C_{\text{eff}}$ associated with the CPE may therefore be expressed as:

$$C_{\text{eff}} = Q^{(1/\alpha)} \left[ R_u^{-1} + R_p^{-1} \right]^{(1-\alpha)/\alpha}$$  \hspace{1cm} (3.6.28)

Or:

$$C_{\text{eff}} = Q^{(1/\alpha)} \left( \frac{R_u R_p}{R_u + R_p} \right)^{(1-\alpha)/\alpha}$$  \hspace{1cm} (3.6.29)

In the limit that $R_u \ll R_p$, eqn. 3.6.29 becomes:

$$C_{\text{eff}} = Q^{(1/\alpha)} \left[ R_u \right]^{(1-\alpha)/\alpha}$$  \hspace{1cm} (3.6.30)

The eqn. 3.6.30 allows the evaluation of the average double layer capacitance in systems where the behaviour of electrical elements deviate from ideality.

A brief treatment is now given to the theory of CNLS fitting procedures. The nonlinear least-squares algorithm, which was introduced by Macdonald and Garber\cite{28} in 1997, is based on the eqn. 3.6.31. In general, in CNLS, the weighted sum of squares is minimized by varying the values of the parameter $P$.

$$S = \sum_{i=1}^{N} \left[ w'_i \left( f'_i - f'_{\text{calc}}(\omega_i, P) \right)^2 + w''_i \left( f''_i - f''_{\text{calc}}(\omega_i, P) \right)^2 \right]$$  \hspace{1cm} (3.6.31)

where $N$ is the number of data points, $P$ is a set of values for the various circuit elements, and $w'_i$ and $w''_i$ are the statistical weights coefficients associated with the $i^{\text{th}}$ data point. The experimental data, $f'_i$ and $f''_i$ consist of measurements made at a series of individual frequencies $\omega_i$. On the other hand, the function $f'_{\text{calc}}(\omega, P)$ may be separated into a real part, $f'_{\text{calc}}(\omega_i, P)$, and an imaginary part, $f''_{\text{calc}}(\omega_i, P)$. Two fitting procedures may be distinguished depending on the EIS magnitude used for the fit. If the real and the imaginary part of the impedance are used for the fit, then $f'_i$ and $f''_i$ are the real and imaginary part of the experimental impedance data, respectively, at point $i$, while $f'_{\text{calc}}$ and $f''_{\text{calc}}$ are the real and imaginary part of the calculated impedance data, respectively, at a frequency $\omega_i$. On the other hand, if the phase $\phi$ and magnitude $|Z|$ are being used for the fit, then $f'_i$ and $f''_i$ are the magnitude and the phase part of the experimental measured impedance at point $i$, respectively, while $f'_{\text{calc}}$ and $f''_{\text{calc}}$ are the magnitude and the phase part of the calculated impedance data at a frequency $\omega_i$. 
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Since the value of the statistical weighting coefficients is a crucial factor to final fitting value, their estimation must be considered carefully. In this sense, Macdonald\(^{16a}\) suggested two distinct approaches for defining weighting coefficients. The simplest of the two consists in defining all weights equal to unity, \(w_i = 1\), which is also called unity weighting (UWT). However, when unit weighting is used \((w'_i = w''_i = 1)\) and the variation of the measured data is above one order of magnitude, the larger points of the measured data tend to dominate the fitting, resulting in both poor convergence and poor parameter fit. In addition, low time constants may be overlooked if \(w'_i = w''_i = 1\).

The second approach for defining weighting coefficients is the so-called Proportional Weigh Ting (PWT), which is based upon considering weights inversely proportional to the square of the measured or estimated impedances at that point:\(^{29}\)

\[
\frac{1}{(Z_i)} \text{ or } \frac{1}{(Z_{i,calc})^2}
\]

This approach is especially relevant because the ranges of the measured data can now be as large as six orders of magnitude. In addition, since it assumes a constant percentage error, small and large data values contribute equally to the final result. It is important to mention that several algorithms can be used to minimize CNLS fitting functions\(^{30}\), e.g. the Levenberg-Marquardt algorithm, the Gauss-Newton algorithm, or Steepest Descent algorithm. While it is beyond the scope of this section to discuss in detail the various existing algorithms, it has been considered opportune to introduce the basics of Levenberg-Marquardt algorithm since it is the most commonly used algorithm in the software packages.\(^{31}\) The Levenberg-Marquardt\(^{32}\) method is an iterative technique that detects the minimum of a multivariable function and is expressed as the sum of the squares of non-linear real-value functions. In the late 1930s, most of the available methods to solve non-linear functions depended upon a reduction of the residuals to a linear form by first-order Taylor approximation taking about initial or trial solution for the parameter. However, if the procedure yields to calculated values which are not sufficiently close to the initial values, the neglect of second and higher order terms of the Taylor series may invalidate the process. In addition, this might result in a larger value of the sum of the squares obtained from the residuals than that obtained from the initial values.

Some of the standard methods which deal with this issue are the descent method and the Gauss-Newton method. The former is a general first order iterative method for finding the
minimum of a function. This method updates the parameter values in the opposite direction to the gradient of the function at a given point. Typically, it is used as the initial stage of the iterative process since, although it converges, it shows lack of precision in finding the minimum of the function. The latter is a method for minimizing a sum-of-squares objective function and has as an advantage the fact that, since it always takes negative gradients, it is locally convergent on almost all nonlinear least-squares problems. However, the rate of convergence may still be slow on large residual functions and also in a very nonlinear function.

The Levenberg-Marquardt algorithm adaptively builds a synergetic algorithm considering aspects from both Gauss-Newton and gradient descent theories. Consequently, if the calculated solution is far from the correct one, the algorithm behaves like a steepest descent method - slow but guaranteed to converge - whereas if the calculated solution is close to the correct solution, the Levenberg-Marquardt method approaches the Gauss-Newton method and the solution typically accelerates to the local minimum. Levenberg-Marquardt algorithm may be expressed as:

$$\begin{align*}
[P^T P + \lambda (P^T P)] \delta &= P^T (Y - f_0) \\
\end{align*}$$

where $P^T$ and $P$ are the Jacobian gradients. Note that the subscript $t$ denotes matrix transposition. $Y$ and $f_0$ are vectors and $\lambda$ is the damping factor.

One of the limitations of the Levenberg-Marquardt algorithm is that it is only designed to find the closest local minimum with respect to the initial guess value, which may not necessarily be the global minimum of the function. Therefore, due to the iterative nature of the algorithm, the initial choice of the parameters is crucial. The seed value must lie relatively close to the real values, otherwise, the CNLS method may become divergent. Therefore, the determination of the initial estimates, or seed values, are critical to the quality of the CNLS fit. Several approaches for determining starting point values can be used: (i) by the graphically interpretation of the signal, (ii) by the reduction of the number of dimensions, e.g. substituting fix values for some parameters, (iii) by the evaluation of the signal at specific design values, and/or (iv) assuming conditional linearity.
Tafel slope values are normally measured using steady-state polarization techniques, however, they can also be determined using impedance spectroscopy measurements. The equivalent circuit employed for the determination of the Tafel slope is the so-called Armstrong-Henderson equivalent circuit\textsuperscript{[36]}, and it is presented in fig. 3.6.12.

![Schematic representation of the Armstrong-Henderson equivalent circuit used for the Tafel slope calculation](image)

Figure 3.6.12 Schematic representation of the Armstrong-Henderson equivalent circuit used for the Tafel slope calculation in this thesis.

This equivalent circuit shows great agreement when fitting impedance experimental data of a multistep electrochemical reaction involving an adsorbed intermediate, such as the hydrogen evolution reaction or the oxygen evolution reaction. The significance of parameters $R_u$, $R_p$, and $C_{dl}$ has already been discussed previously. The pseudo capacitance $C_\phi$ is traditionally thought to account for the rate of either adsorption or desorption of intermediate species, while $R_{sq}$ is associated to the surface concentration of such intermediate specie. Both $C_\phi$ and $R_{sq}$, connected in parallel alignment, correctly model the relaxation of the charge associated with surface intermediates. A more contemporary view of this equivalent circuit is discussed in chapter 6.

Recall that at an overpotential, $\eta$, where simple Tafel behaviour prevails, the current density $i$ is related to $\eta$ via the following expression:

$$i = i_0 \exp\left(\frac{2.303\eta}{b}\right)$$  \hspace{1cm} (3.6.34)

where $b$ is the Tafel slope ($\frac{dn}{d\log i}$). The differential Tafel slope, $b_{diff}$, conceived as an instantaneous Tafel slope at a given value of $\eta$ may be expressed as:
where \( i_{dc} \) is the current density corresponding to the applied overpotential, \( \eta \), and \( R_{far} \) refers to the total Faradaic resistance of the working electrode and may be represented by:

\[
R_{far} = R_{sq} + R_p
\]  

(3.6.36)

A Tafel slope can also be derived from \( R_{far} \) values obtained over a range of potentials. The derivate of eqn. 3.6.34 with respect to \( \eta \) is given by:

\[
\frac{di}{d\eta} = \frac{2.303i_0}{b} \exp \left( \frac{2.303\eta}{b} \right)
\]  

(3.6.37)

Performing the logarithm of eqn. 3.6.37 and noting that \( \frac{di}{d\eta} = \frac{1}{R_{far}} \), the following expression may be obtained:

\[
\log \left( \frac{1}{R_{far}} \right) = \frac{\eta}{b} + \log \left( \frac{2.303i_0}{b} \right)
\]  

(3.6.38)

Eqn. 3.6.38 implies that the slope of a plot of \( \log \left( \frac{1}{R_{far}} \right) \) against \( \eta \) is equal to the inverse of the Tafel slope.

### 3.6.6 Kramers-Kronig Transforms

In previous sections it was mentioned that the results of electrochemical impedance measurements are quite prone to be affected by several sources of errors such as environmental electrical noise and the mains hum. In addition, non-linearity in the measured system and instability owing to the long-time scale necessary for many EIS instruments also affects negatively the quality of the measured impedance data. Therefore, before starting the analysis and modelling of any experimental data, one should be certain that their impedances are valid. In this sense, it is relevant to mention the Kramers - Kronig transforms, introduced by Kramers\textsuperscript{[37]} and Kronig\textsuperscript{[38]} and further developed by Bode\textsuperscript{[39]} which are a set of mathematical relations that allow for the verification of the impedance data. The calculation of the imaginary impedance from the real part is given by the following expression: \textsuperscript{[40]}

\[ b_{diff} = \frac{d\eta}{d\log i} = 2.303 i_{dc} \left( \frac{d\eta}{d\log i} \right) = 2.303i_{dc}R_{far} \]  

(3.6.35)
The real impedance from the imaginary part, if the high frequency asymptote for the real part is given by:

\[
Z'(\omega) = Z'(\infty) + \left(\frac{2}{\pi}\right) \int_0^\infty \frac{xZ''(x) - \omega Z''(\omega)}{x^2 - \omega^2} dx
\]  

(3.6.40)

The real impedance from the imaginary part, if the zero-frequency asymptote of the real part is given by:

\[
Z'(\omega) = Z'(0) + \left(\frac{2}{\pi}\right) \int_0^\infty \frac{\omega Z''(x) - Z''(\omega)}{x^2 - \omega^2} dx
\]  

(3.6.41)

The polarization resistance, \(R_p\), from the imaginary part is given by:

\[
R_p = Z'(\infty) - Z'(0) = \left(\frac{2}{\pi}\right) \int_0^\infty \frac{Z''(\omega)}{\chi} dx
\]  

(3.6.42)

And finally, the phase-angle from the magnitude (modulus) can be calculated using:

\[
\phi = \left(\frac{2}{\pi}\right) \int_0^\infty \frac{\ln |Z(x)|}{x^2 - \omega^2} dx
\]  

(3.6.43)

where \(\omega\) and \(x\) are frequencies. The above equations suggest that the real component of the impedance may be calculated from the imaginary component and vice versa. In addition, the phase can be calculated from the magnitude of the impedance modulus. The main concern in applying the Kramers-Kronig transforms is that the integration must be performed over the whole frequency range, that is, from zero to infinity. It is obvious that, in practise, it is impossible to evaluate the integrals of eqns. 3.6.42 and 3.6.43 over an infinite range of frequencies. However, the error when performing the integration over a finite range of frequencies may be minimized if the limits of the frequency gap are separated by six or seven decades.[6] In order to be able to perform the Kramers-Kronig transforms, the physical system should hold the following four criteria:[41]

(1) Linearity: The relationship between the perturbation and the signal response must be linear. In other words, the response signal must be independent from the perturbation amplitude. To ensure this, the obtained impedance should be the same when the amplitude of the applied ac signal is halved. If so, the system is linear.
(2) Casualty: The measured response must be entirely determined by the applied perturbation and not contain contributions from other sources. To ensure this, when a perturbation is applied to a system in a rest at $t = 0$, the response must be zero for $t < 0$. The physical meaning of the previous criterion implies for the system not to generate noise independently of the applied signal.

(3) Stability: The system must remain stable unless excited by an external perturbation and it should return to its original state upon removal of such perturbation. In addition, the impedance measurements must be stationary, meaning that the measured impedance must not be time-dependent. This criterion can be easily checked by repetitive recording of the impedance spectra; then the obtained impedance plots (Nyquist and Bode) should be identical.

(4) Finiteness: The real and imaginary components of the impedance must be finite over the entire frequency range, including $\omega = 0$ and $\omega = \infty$.

### 3.6.7 Impedance Spectroscopy Uncompensated Resistance

In sections 3.4 and 3.5, it was shown that simple graphical methods were useful to extract parameters such as the uncompensated resistance, $R_u$, the double layer capacitance $C_{dl}$, or the polarization resistance, $R_p$, from the transient current decay curve (see fig. 3.4.5). However, there are other more suitable methods that allow for the determination of these parameters in a more precise way. In this sense, electrochemical impedance spectroscopy (EIS) is another technique useable for the calculation of the above-mentioned parameters. Thus, $R_u$ may be determined using high frequency electrochemical impedance at a fixed potential, typically in potentials where no Faradaic process are occurring. Although the impedance response of the electrochemical cell, when taken over a range of frequencies, is prone to contain contributions from various diffusive, Faradaic and charging process, at high frequencies these contributions are negligible compared with $R_u$. Therefore, $R_u$ might be obtained from the high frequency intercept in a Nyquist plot as shown in fig. 3.6.7. Special care should be taken when analysing impedance data at high frequencies, since there is a danger that the measured spectrum may no longer be representative of the electrochemical cell but also of their electrical setup, including aspects such as wires, connections, etc. Therefore, it is recommended to perform an initial scan over an extended frequency range to determine the most appropriate frequencies for $R_u$ determination.
Subsequent measurements may then be performed over a reduced frequency range or even at a single frequency.

The two methods of iR compensation, pulse decay and EIS, typically agree within ± 0.5 Ω. The obtained values of the uncompensated resistances for various concentrations of NaOH solutions for manganese electrodes (chapter 4) and nickel/cobalt electrodes (chapter 5) are presented in Tables 3.6.1 and 3.6.2, respectively.

<table>
<thead>
<tr>
<th>NaOH / M</th>
<th>0</th>
<th>25</th>
<th>250</th>
<th>500</th>
<th>750</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>23.2 Ω</td>
<td>22.1 Ω</td>
<td>24.2 Ω</td>
<td>22.3 Ω</td>
<td>21.4 Ω</td>
<td>23.3 Ω</td>
</tr>
<tr>
<td>0.25</td>
<td>13.3 Ω</td>
<td>9.4 Ω</td>
<td>10.3 Ω</td>
<td>12.8 Ω</td>
<td>11.1 Ω</td>
<td>11.2 Ω</td>
</tr>
<tr>
<td>0.5</td>
<td>5.0 Ω</td>
<td>5.4 Ω</td>
<td>4.5 Ω</td>
<td>4.0 Ω</td>
<td>5.0 Ω</td>
<td>6.0 Ω</td>
</tr>
<tr>
<td>1</td>
<td>2.5 Ω</td>
<td>3.2 Ω</td>
<td>3.5 Ω</td>
<td>2.5 Ω</td>
<td>2.9 Ω</td>
<td>2.6 Ω</td>
</tr>
<tr>
<td>2</td>
<td>1.6 Ω</td>
<td>1.5 Ω</td>
<td>1.8 Ω</td>
<td>2.4 Ω</td>
<td>2.1 Ω</td>
<td>2.1 Ω</td>
</tr>
<tr>
<td>3</td>
<td>1.4 Ω</td>
<td>1.3 Ω</td>
<td>1.6 Ω</td>
<td>1.7 Ω</td>
<td>1.6 Ω</td>
<td>1.3 Ω</td>
</tr>
<tr>
<td>4</td>
<td>1.5 Ω</td>
<td>1.4 Ω</td>
<td>1.5 Ω</td>
<td>1.5 Ω</td>
<td>1.7 Ω</td>
<td>1.6 Ω</td>
</tr>
<tr>
<td>5</td>
<td>1.2 Ω</td>
<td>1.1 Ω</td>
<td>1.0 Ω</td>
<td>1.0 Ω</td>
<td>1.4 Ω</td>
<td>1.0 Ω</td>
</tr>
</tbody>
</table>

Table 3.6.1 Uncompensated solution resistance values determined for manganese oxide electrodes at various NaOH concentrations at 25°C. This table shows the average calculated resistance values determined by EIS and pulse decay.

<table>
<thead>
<tr>
<th>NaOH / M</th>
<th>100%</th>
<th>80%</th>
<th>60%</th>
<th>50%</th>
<th>40%</th>
<th>20%</th>
<th>0%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>25.1 Ω</td>
<td>25.3 Ω</td>
<td>23.2 Ω</td>
<td>26.3 Ω</td>
<td>22.2 Ω</td>
<td>27.1 Ω</td>
<td>24.3</td>
</tr>
<tr>
<td>0.25</td>
<td>11.0 Ω</td>
<td>10.1 Ω</td>
<td>9.5 Ω</td>
<td>11.4 Ω</td>
<td>9.7 Ω</td>
<td>12.1 Ω</td>
<td>11.0 Ω</td>
</tr>
<tr>
<td>0.5</td>
<td>5.0 Ω</td>
<td>5.4 Ω</td>
<td>4.5 Ω</td>
<td>5.3 Ω</td>
<td>4.8 Ω</td>
<td>7.0 Ω</td>
<td>5.4 Ω</td>
</tr>
<tr>
<td>1</td>
<td>3.2 Ω</td>
<td>3.2 Ω</td>
<td>2.5 Ω</td>
<td>3.0 Ω</td>
<td>2.6 Ω</td>
<td>3.7 Ω</td>
<td>3.1 Ω</td>
</tr>
<tr>
<td>2</td>
<td>1.8 Ω</td>
<td>2.1 Ω</td>
<td>1.5 Ω</td>
<td>1.8 Ω</td>
<td>1.7 Ω</td>
<td>2.2 Ω</td>
<td>1.9 Ω</td>
</tr>
<tr>
<td>3</td>
<td>1.4 Ω</td>
<td>1.5 Ω</td>
<td>1.3 Ω</td>
<td>1.4 Ω</td>
<td>1.2 Ω</td>
<td>1.7 Ω</td>
<td>1.4 Ω</td>
</tr>
<tr>
<td>4</td>
<td>1.3 Ω</td>
<td>1.5 Ω</td>
<td>1.2 Ω</td>
<td>1.3 Ω</td>
<td>1.1 Ω</td>
<td>1.6 Ω</td>
<td>1.3 Ω</td>
</tr>
<tr>
<td>5</td>
<td>1.2 Ω</td>
<td>1.3 Ω</td>
<td>1.0 Ω</td>
<td>1.2 Ω</td>
<td>0.9 Ω</td>
<td>1.4 Ω</td>
<td>1.2 Ω</td>
</tr>
</tbody>
</table>

Table 3.6.2 Uncompensated solution resistance values determined for nickel/cobalt oxide electrodes at various NaOH concentrations at 25°C. This table shows the average calculated resistance values determined by EIS and pulse decay.
3.7 References Chapter 3


CHAPTER 4

THE REDOX AND ELECTROCATALYTIC BEHAVIOUR OF HYDROUS MANGANESE OXYHYDROXIDE FILMS
4.1 Introduction

The present chapter focuses on the presentation of the electrochemical redox and charge transfer proprieties of the hydrous oxyhydroxide films grown on polycrystalline manganese metal prepared by potential multicycling in alkaline solution. The state of the art presented in chapter 1 will now be used and leveraged to explain the results of a series of investigations on the charge storage proprieties, redox activity, growth characteristics and electrocatalytic activity of multilayered hydrous oxyhydroxide manganese films. The growth of hydrous oxyhydroxide manganese oxide will be examined by monitoring the voltammetric response as function of potential cycles and with the growth mechanism being explained using a place exchange mechanism. The potential-pH response of the major hydrous oxyhydroxide manganese redox voltammetric peaks will also be examined and used to assign a more accurate stoichiometry to represent the redox switching reaction exhibited by the surface bound oxy-manganese species in the oxide thin film. The response of this type of oxide will be examined both for an aged electrode and a fresh electrode. Aged in this sense refers to an electrode that had undergone several polarisation experiments prior to being subjected to a multicycling procedure to produce the hydrous oxide, whereas fresh refers to a newly prepared electrode, e.g. a previously unused one. Also included are relevant steady-state polarisation measurements that yield information on the nature of the catalytic surfaces on which the OER proceeds in these systems.

4.2 Oxide Growth and Surface Redox Chemistry

In view of the widely reported complexity (see section 1.4.4) of the surface electrochemistry of manganese in alkaline media, especially in connection to the pathway for the formation of \( \text{MnO}_2 \), the possible generation of various different phases in the oxyhydroxide manganese film, and the observation of a anodic doublet peak at large potential cycling scans, it was decided to begin the investigation of the oxygen evolution on manganese electrodes by characterising the redox behaviour of the metal in alkaline media and determining whether a stable, reproducible anode surface on which to study the reaction could be obtained. To this end, two different polycrystalline Mn rod electrodes, one aged and one fresh, were subjected to series of potential cycling experiments at a various number of potential cycles,
ranging between 0 to 1000 cycles. These experiments involved placing the rod electrode, which was previously polished to a “bright” mirror as described in chapter 3, in 1.0 M NaOH solution, and cycling its potential between the - 0.25 to 1.75 V (vs. RHE) at a sweep rate of 40 mV s\(^{-1}\). For the sake of structure, the results of the newly electrode will be presented first, followed by those for the aged electrode.

The growth of a hydrous oxide film on an initially “bright” Mn substrate in 1.0 M NaOH is presented in fig. 4.2.1. The redox peak located in the potential region 0.70 - 1.10 V (vs. RHE) becomes increasingly more developed with increasing the number of potential cycles. It is worth noting that during film growth, a new set of peaks in the potential range of 1.2 – 1.6 V (vs. RHE) are formed. The integrated charge developed under either the anodic or the cathodic peak can be used as a measure of oxide film thickness, being the latter directly proportional to the redox capacity. The variation of oxide charge capacity \(Q\) with several oxide growth cycles \(N\) is presented in fig. 4.2.2. The charge storage capacity, \(Q\), was determined following the growth of each film by integration of the peaks in a voltammetric profile recorded at a slow sweep rate.

![Figure 4.2.1 a) Growth of fresh hydrous oxyhydroxide manganese thin film on Mn support electrode monitored via analysis of the evolution of the real time voltammogram in 1.0 M NaOH. Growth potential limits: - 0.25 to 1.75 V (vs. RHE), sweep rate 40 mV s\(^{-1}\); b) Voltammetric response zoom of the 0.6 - 1.7 V potential region.](image)

The oxide growth kinetics can be fit into the following empirical expression:

\[
Q = a(1 - \exp[-bN])
\]

(4.2.1)
where $a$ and $b$ are empirical constants with numerical values determined via CNLS fitting predicted as $a = 0.00178 \pm 4.11 \times 10^{-5}$ and $b = 0.00341 \pm 2.98 \times 10^{-4}$. It is clear from fig. 4.2.2 that the oxide growth rate gradually decreases with increasing number of growth cycles and the charge capacity $Q$ approaches a constant limiting value as $N$ gets larger, e.g. $Q \to a$ as $N \to \infty$.

The plot of redox charge capacity versus time is presented in fig. 4.2.3. Time was computed directly from the number of cycles by noting that the time corresponding to 1 cycle is equivalent to $t = \Delta E/\nu$ where $\Delta E$ represents the voltage span for a single voltammetric cycle and $\nu$ denotes the potential sweep rate. The voltage span for a single voltammetric cycle is given by $\Delta E = 2(E_{UL} - E_{LL})$ where $E_{UL}$ and $E_{LL}$ represent the upper and lower limits of the potential sweep, respectively. Hence, $N$ cycles correspond to a time of $t = N\Delta E/\nu$. As previously mentioned, the charge capacity can be regarded as proportional to the amount of redox active Mn sites in the oxide film provided that both the electron hopping between the immobilized redox sites and the counterion diffusion through the solution filled pores of the oxide matrix are rapid.

Figure 4.2.2 Growth of hydrous oxyhydroxide manganese thin film on Mn electrode monitored via analysis of the evolution of the real time voltammogram in 1.0 M NaOH. Plot of integrated voltammetric charge $Q$ (measured at 40 mV s$^{-1}$) as a function of number of oxide growth cycles $N$. 

![Graph of charge vs. number of growth cycles](image)
It is generally accepted that hydrated metal oxyhydroxide films should be regarded as a gel-like material containing chains of oxygen bridged hydroxyl aquo complexes of Mn. This feature has a huge influence on both the acid/base and redox behaviour of the hydrous oxide film as it will be noted later. In the present work, the scan rate employed during the integration of the voltammetric charge capacity was 40 mV s\(^{-1}\) and 1 cycle corresponds to a potential interval of 2 V, so the time associated with 1 cycle coincide with 100 s.

![Figure 4.2.3 Growth of hydrous oxyhydroxide manganese thin film on Mn electrode monitored via analysis of the evolution of the real time voltammogram in 1.0 M NaOH. Plot of integrated voltammetric charge \(Q\) (measured at 40 mV s\(^{-1}\)) as a function of time.](image)

It is noted from fig. 4.2.2 that the quantity of redox sites, which are closely related with the charge capacity, increase with time. The redox process associated with the main charge storage reaction involving Mn (IV)/Mn(III) species in the hydrous oxide layer can be expressed as:

\[
2[MnO_2(OH)_2(OH_2)_2]^{-2} + 2e^- \rightarrow [Mn_2O_3(OH)_3(OH_2)_3]^{-3} + 3OH^- \quad (4.2.2)
\]

or, alternatively, as:
It is proposed by analogy with iron growth, that under conditions of Mn thick film growth, the interfacial region may be represented by: $\text{MO}_x/\text{MO}_a\text{(OH)}_b\text{(OH}_2)_c/\text{aqueous phase}$ as outlined in section 1.4.2. This is the duplex layer model of the oxide/solution interphase region where $\text{MO}_x$ represents the inner compact layer and $\text{MO}_a\text{(OH)}_b\text{(OH}_2)_c$ denotes the outer hydrous layer. This model was first suggested by Burke and O’Sullivan.[1] This discussion will be taken up later in this section when discussing the effect of potential limits on the oxide film growth.

Due to the micro-dispersed nature of the hydrous oxide layer charge compensating counter ions such as Na$^+$ or K$^+$ are usually present in the aqueous regions of the hydrous oxide films. These materials can be seen as analogous to redox conducting polymer films and exhibit both ionic and electronic conductivity. The reaction outlined in eqn. 4.2.2 suggests that the charge storage peaks might display a super-Nernstian shift in potential with changes in solution’s pH. Quantitatively the shift should be given by $\frac{dE}{dpH} = -2.303 \left(\frac{mRT}{nF}\right) = -2.303(3RT/2F) = -0.088$ V pH$^{-1}$ since the hydroxyl ion/electron ratio is 3/2. This quasi-thermodynamic analysis was recently described in detail by Lyons et al.[2] The main charge storage reaction associated with hydrous oxide growth at Fe, Ni, Ir, and Rh metal electrodes follows a stoichiometry suggested by eqn. 4.2.2. All the mentioned metals show super-Nernstian shifts in redox potential with respect to changes in solution pH. Manganese is unusual in that the anodic and cathodic charge storage peaks shift negatively in potential with increasing solution pH to different extents over the range $9 < \text{pH} < 14$. Burke and Ahern[3] have shown that the anodic peak potential (obtained by recording the voltammograms at low sweep rate to ensure thermodynamic reversibility) exhibits a cathodic shift of ca. 137 mV per unit of change in pH at 298 K, whereas, in contrast, the cathodic peak potential shifts by the expected 90 mV per decade of change in hydrogen ion activity. Therefore, the average potential varies as 114 mV dec$^{-1}$. The redox activity associated with the cathodic peak is well described by eqn. 4.2.2. However, the redox behaviour associated with the main anodic peak is best described by the following expression:

$$[\text{Mn}_2(\text{OH})_3]^{-3} + 4.6\text{OH}^- \rightarrow [\text{Mn}_2\text{O}_{4.6}(\text{OH})_{4.4}]^{-5.6} + 4.6\text{H}_2\text{O} + 2\text{e}^- \quad (4.2.4)$$

This is followed by a post electrochemical decomposition step:
The very large super-Nernstian shift observed for the main anodic charge storage peak (as opposed to the 90 mV dec\(^{-1}\) shift observed for iridium oxide redox peak described as \((\text{Ir}_2(\text{OH})_9)^{-3} + 3\text{H}_2\text{O} \rightarrow 2[\text{Ir}(\text{OH})_6]^{-2} + 3\text{H}^+ + 2\text{e}^-\)) may arise as a result of the high acidity of the manganese oxy-cation. This is not an unreasonable assumption in view of the much smaller size and greater charge density for the same oxidation state of the first-row transition metal cation. Burke and Ahern\(^{[3]}\) mentioned that the non-integral values in the unstable species formed initially during the anodic sweep, represented by eqn. 4.2.4, could be regarded to a mixture of anionic species with negative charge values of -5 and -6, e.g. \([\text{Mn}_2\text{O}_4(\text{OH})_5]^{-5}\) and \([\text{Mn}_2\text{O}_5(\text{OH})_4]^{-6}\) joined together in a polymer chain structure with counterions present in the aqueous regions of the porous material. This arrangement reduces the degree of electrostatic repulsion between the highly anionic centres in the hydrous material. The hysteresis observed in the voltammograms between the main anodic and cathodic peaks can be attributed to the fact that the anodic and cathodic redox processes representing the Mn(III)/Mn(IV) redox transition differ. The 118 mV dec\(^{-1}\) shift of the mean redox potential value calculated by Burke and Ahern\(^{[4]}\) corresponds to the following type of redox process:

\[
[Mn_2(OH)_9]^{-3} + 4\text{OH}^- \rightarrow [Mn_2O_3(OH)_7]^{-5} + 3\text{H}_2\text{O} + 2\text{e}^- \quad (4.2.6)
\]

As observed in fig. 4.2.4, the first stages of the oxide growth (1 and 25 cycles) only reflect a single anodic peak. This peak, which is labelled as A1, shifts from the potential ca. 0.90 V to 0.85 V vs. RHE whereas the C1 cathodic peak shifts from the 0.54 V to 0.7 V. The peaks labelled A/C are located at potentials in excellent agreement with earlier work reported by Burke and Ahern.\(^{[3]}\) These redox peaks can also be seen in a study by Yano \textit{et al.}, for a mixed manganese oxide.\(^{[5]}\) The A/C peaks can be assigned to either of the two following reactions involving a Mn(III)/Mn(IV) redox transition within the oxide film:\(^{[6]}\)

\[
\text{Mn}_2\text{O}_3 + 2\text{OH}^- \rightarrow 2\text{MnO}_2 + \text{H}_2\text{O} + \text{e}^- \quad (4.2.7)
\]

\[
\text{MnO}_2\text{OH} + \text{OH}^- \rightarrow \text{MnO}_2 + \text{H}_2\text{O} + \text{e}^- \quad (4.2.8)
\]
The impact of the film growth on the OER onset potential is to be noted. The OER onset potential becomes thermodynamically more favourable as the film thickness increases, shifting from 0.52 V to 0.42 V (vs. RHE) for 1 cycle and 25 cycles, respectively. As it will be seen later, the value of the onset potential will remain stable at around 0.42 V (vs. RHE) for thick layers.

As the thickness of the film increases, that is for cycles > 25, the voltammetric behaviour becomes more complex. For potential cycles in the range of 50 - 100 cycles (see fig. 4.2.4) the formation of two new redox pairs of peaks can be observed at 1.2/1.1 V and 1.45/1.35 V (vs. RHE), denoted by $A^*/C^*$ and $A^{**}/C^{**}$, respectively:

$$\text{MnO}_2 + H_2O + e^- \rightarrow \text{Mn(OH)}_3 + OH^- \quad (4.2.9)$$

$$2\text{Mn(OH)}_3 \rightarrow \text{Mn}_2O_3 + 3H_2O \quad (4.2.10)$$

Figure 4.2.4 Analytical CVs (cycle number as indicates in the legend) recorded at 40 mV s$^{-1}$, of an initially bright polycrystalline Mn electrode in 1.0 M NaOH. All CVs recorded between -0.4 and 1.75 V (vs. RHE) at 25°C.
and

\[ 3\text{MnO}_2 + 2\text{H}_2\text{O} + 4e^- \rightarrow \text{Mn}_3\text{O}_4 + 4\text{OH}^- \] \hspace{1cm} (4.2.11)

\[ 2\text{Mn}_3\text{O}_4 + 2\text{OH}^- \rightarrow 3\text{Mn}_2\text{O}_3 + \text{H}_2\text{O} + 2e^- \] \hspace{1cm} (4.2.12)

Figure 4.2.5 Analytical CVs (cycle number as indicated in the legend) recorded at 40 mV s\(^{-1}\), of an initially bright polycrystalline Mn electrode in 1.0 M NaOH. All CVs recorded between -0.4 and 1.75 V (vs. RHE) at 25°C.

At initial stages, the oxidation of Mn metal most probably is described, by analogy with Fe and Ni, by the following reactions:

\[ \text{Mn} + 2\text{OH}^- \rightarrow \text{Mn(OH)}_2 + 2e^- \] \hspace{1cm} (4.2.13)

\[ \text{Mn} + 2\text{OH}^- \rightarrow \text{MnO} + \text{H}_2\text{O} + 2e^- \] \hspace{1cm} (4.2.14)

The voltammetric profile presented in fig. 4.2.5 exhibits the feature that both the anodic and cathodic redox peaks are superimposed in a broad current background, which is
characteristic of a material with a rather large pseudo-capacitance. This observation is especially significant for those surfaces which have been extensively roughened via repetitive potential cycling. The large current background may be well ascribed to the formation of a porous film structure similar to that mentioned by Ivey.\textsuperscript{[7]} It is well established that significantly enhanced capacitance is observed in structures with both high porosity and interconnectivity. These types of structures supply sufficient penetration space for ions while maintaining sufficient conductivity for solid-state electronic transfer. Moreover, they can provide short diffusion path lengths to both ions and electrons giving rise to high charge/discharge rates.\textsuperscript{[8]}

Further, Mn (III) / Mn (IV) conversion in less hydroxylated, and therefore less active regions, of the film are observed in the region between the main redox oxidation and the increase in current associated with active oxygen gas evolution above ca. 1.7 V (vs. RHE). Furthermore, the potential of the main anodic oxidation peak shifts to more positive values with increasing number of potential cycling. The peak position of the cathodic counterpart appears to be independent of the degree of potential cycling. It is interesting to note that negative currents were observed over the lower region of the anodic sweep. This possibly arises from the reduction of some Mn (IV) centres trapped in the surface layer even at potentials below the main reduction peak C. In agreement with the earlier work of Burke and Murphy\textsuperscript{[6]} the A/C redox transition observed for thin films is accompanied by a reversible electrochromic transition of the oxide layer changing from pale yellow, at low potentials, to reddish brown in the oxidized state. With thicker layers, especially those present after 250 cycles, the oxide layer was black throughout the cycle.

The A*/C* and A**/C** redox processes, present in surface layers generated at higher cycle numbers may arise to the formation of a different phase of MnO$_2$. The structural chemistry of MnO$_2$ has been extensively discussed in section 1.4.4. That analysis, along with other studies done elsewhere\textsuperscript{[9]} revealed a high complex film structure with numerous phases of MnO$_2$ described with slightly different oxidation states. It was shown that the various MnO$_2$ phases, ($\alpha, \beta, \gamma$ and $\varepsilon$ – phases), which possess oxidation states from 3.7 to 3.9, exhibit different OER performance in alkaline media (unpublished work by M.P. Browne - group member). The additional redox peaks may also arise due to surface redox transitions involving manganite and permanganate species. During OER the MnO$_2$ layer may interact with the hydroxide ions in the solution to produce manganate ions or permanganate ions...
either surface bound or present in the interface region. The reactions can be described as presented below:

\[ MnO_2 + 4OH^- \rightarrow MnO_4^{2-} + 2H_2O + 2e^- \] (4.2.15)

\[ MnO_4^{2-} \rightarrow MnO_4^- + e^- \] (4.2.16)

and:

\[ MnO_2 + 4OH^- \rightarrow MnO_4^- + H_2O + 3e^- \] (4.2.17)

It was noted that the hexavalent manganate Mn (VI) ion forms a green colour and the heptavalent permanganate Mn (VII) ion is purple in aqueous alkaline solution. The production of manganite (blue/green solution) and permanganate (purple solution) ions in solution has been visually observed. The UV-Vis analysis of the electrolyte solution after extended oxygen evolution reaction is presented in fig. 4.2.6. The peak C at 530 nm corresponds to permanganate species.\(^{[10]}\) As observed, the intensity of the absorbance of peak C decreases with time while peaks A, B and P increases. The latter suggest decomposition of the permanganate into manganate and oxygen. Peak P has been assigned to manganate species. The observation of two additional absorption peaks at 356 nm and 439 nm might arise due to the electrolyte solution contains impure manganate species, which usually give rise to relatively higher results for the absorption wavelength. Such peaks are therefore ascribed to the formation of colloidal manganese dioxide. The curves presented in papers by Zimmermann\(^{[11]}\) and Symons\(^{[12]}\) for the permanganate spectrum and by Boef\(^{[13]}\) for manganate are in fair agreement with our result presented in fig. 4.2.6. It has been suggested by Ferguson, Lerch, and Day\(^{[14]}\) and by Duke\(^{[15]}\) that the decomposition of permanganate is mainly due to the interaction of permanganate with OH\(^-\) and, in a lesser extent, with water molecules following:

\[ 4MnO_4^- + 4OH^- \rightarrow 4MnO_4^{2-} + 2H_2O + O_2 \] (4.2.18)

and

\[ MnO_4^- + H_2O \rightarrow MnO_4^{2-} + H^+ + \cdot OH \] (4.2.19)
Figure. 4.2.6 UV-Vis spectrum of the electrolyte after extended oxygen evolution reaction using a Mn electrode in 1.0 M NaOH solution. The solution was deoxygenated before UV-Vis analysis.

Thus, we conclude that the observation of manganite and permanganate species at high anodic potentials suggests that corrosion of Mn oxide film competes with oxygen evolution in alkaline media. This mechanism for oxidized Mn metal electrodes is similar to that observed for Ru metal electrodes in an aqueous base. Here, Ru metal during potential cycling shows a main charge storage peak located between 0.4 - 0.5 V (vs. RHE) and is assigned to the Ru (III) / Ru (IV) transition with a stoichiometry similar to that presented in eqn. 4.2.7 and eqn. 4.2.8. Higher Ru oxidation states can be readily generated under conditions of high pH. According to Lam *et al.*[16] the RuO$_2$ species generated can hydroxylate to form a hydrous species Ru(OH)$_6$$^{-2}$ which then oxidizes over the potential range 0.9 -1.15 V (vs. RHE) to form RuO$_4$$^{-2}$ according to the following reaction:

$$ RuO_2 + 2OH^- + 2H_2O \rightarrow Ru(OH)_6^{-2} \quad (4.2.20) $$

$$ Ru(OH)_6^{-2} + 2OH^- \rightarrow RuO_4^{-2} + 4H_2O + 2e^- \quad (4.2.21) $$
Ru (VI) species can undergo subsequent oxidation at potentials close to oxygen evolution 1.35 V - 1.45 V (vs. RHE) to form:

\[
RuO_4^{2-} \rightarrow RuO_4^- + e^-
\]  

(4.2.22)

Indeed in the case of Ru metal in base it is very difficult to obtain a well-defined Tafel plot for OER because of the extensive active corrosion to form \( RuO_4 \) and \( RuO_5 \) species as discussed by Burke and Whelan.\cite{17} These authors proposed that under anodizing conditions the Ru metal surface is coated with strongly adherent, weakly adherent and dissolved oxide species. These contribute to oxygen gas evolution according to:

\[
4RuO_4^- + 4OH^- \rightarrow 4RuO_4^{2-} + 2H_2O + O_2
\]  

(4.2.23)

However, the voltammetry results obtained in this thesis for the Mn electrodes in aqueous base solutions suggest that the Mn film is much more stable than that obtained for the Ru metal since corrosion was only observed when the electrode was submitted to potentials in the OER region. The latter implies that the manganite and permanganate (either surface bound or in the interfacial region) are formed at potential regions close to the onset potential for the OER, and that the peaks observed for extensively multicycled metal surfaces may well correspond to Mn (IV) / Mn (V) and Mn (V) / Mn (VII) redox transitions within the oxide surface layer. These species may actively participate in the OER according to the following homogeneous reaction:\cite{12}

\[
4MnO_4^- + 4OH^- \rightarrow 4MnO_4^{2-} + 2H_2O + O_2
\]  

(4.2.24)

These surface bounded groups with high oxidation states, also known as surfaco groups, will be well accounted when dealing with both impedance analysis and mechanistic analysis. It has been proposed here that such species are bounded to the largely anhydrous bulk Mn oxide lattice. A possible explanation for the poor redox peak definition may be given by the fact that the surface coverage of surfaco groups is low. These surface groups are highly energetic however and are located at defect centres such as step or kink sites. They are less strongly oxygen coordinated to the lattice and are likely to be partially hydrated.\cite{18}

SEM and EDX were used to study the surface morphology of a series of hydrous oxyhydroxide manganese films as a function of number of potential cycles. Results are presented in figs. 4.2.7 and 4.2.8.
Surface morphology was found to vary significantly with the number of potential cycles. As the number of cycles increase from 0 to 25, individual nanostructures are formed with a spongy like surface. Commonly, these nanostructures grow from one another, although also individual ones are observed. Further, as the number of cycles increases, the surface of these nanostructures changes in sense that becomes more structured (see fig. 4.2.8). The formation of micro rods begins at approx. 250 cycles (see fig. 4.2.8 a.2). SEM images of 500 and 1000 potential cycles, show further development of the micro- and nanostructures (see 4.2.8 d and d.2). At this stage, microstructures show larger heights if compared with those for 250 cycles. The height of these structures was observed to increase as the number of cycles increases whereas the average diameter seems to remain constant at ca. 18 µm. Importantly, the coexistence of both types of microstructures and nanostructures takes place. The presence of these type of structures will play an important role in the catalytic activity of the electrodes since they increase the active sites for the OER.
Figure 4.2.8 SEM images of: a) 250 cycles, b) 500 cycles, c) 1000 cycles and d) sponge-like structure of MnO$_2$ species. The images on the right-hand side represent a zoom-in version of the corresponding image on the left.
The EDX for the 1000 potential cycle electrode is presented in fig. 4.2.9.

Figure 4.2.9 SEM-EDX analysis of a 1000 potential cycles Mn electrode: a) SEM image, b) EDX oxygen map, c) EDX sodium map, d) EDX manganese map with the spots corresponding to the relative element underneath the image. e) EDX spectrum of image a) with quantitative table showing relative atomic % of each element present on the sample.

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>O</th>
<th>Na</th>
<th>Mn</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum spectrum</td>
<td>63.05</td>
<td>7.26</td>
<td>29.69</td>
<td>100</td>
</tr>
</tbody>
</table>
As observed in fig. 4.2.9, the EDX analysis revealed the presence of sodium species on the bulk of the electrode. Note that large sodium species were not observed on the surface leading to the conclusion that the detected sodium species are, in fact, inside the manganese oxide structure. This was previously mentioned in section 1.4.4 when introducing the various structures of the MnO$_2$ species. It was also mentioned in such section that $\alpha - MnO_2$ possess large tunnelled structures with large channel size (diameter of ca. $\sim 4.6$ Å), which may accommodate in its structure cations such as Na$^+$ or K$^+$. Therefore, based on these concepts, we suggest that the manganese oxide present on the surface of the film may correspond to $\alpha - MnO_2$.

4.3 Factors Affecting the Development of Charge Storage Capacity

Earlier in this section, it was suggested that hydrous oxide films deposited on metal surfaces via potential cycling were duplex in nature$^{[2, 19]}$ and could be represented schematically as: M/MO$_x$/MO$_a$(OH)$_b$(OH$_2$)$_c$/aqueous phase. It was also mentioned that the extent of hydrous oxide film growth, and therefore, the extent of the charge storage capacity, was strongly dependent on the value chosen for the lower and upper limits of the potential sweep as well as on the sweep rate, the solution temperature and the solution pH$^{[20]}$. The marked dependence of oxide growth rate on the lower limit of the potential sweep (found for a wide number of noble and non-noble transition metals$^{[6, 20b, 21]}$) is indicative of the essential role that partial reduction of the anhydrous oxide plays in the production of a thick deposit. In a previous work published by Lyons et al.$^{[22]}$ on the redox analysis at hydrous nickel oxide films in aqueous alkaline solution, it was suggested that partial reduction of the compact oxide layer may facilitate the rearrangement of oxidation species at the metal surface leaving it in a disrupted state. The authors mentioned that the subsequent reoxidation of the partially reduced metal surface yields to a restoration of the compact layer, while on the contrary, the outer region of the compact film remains in a more dispersed form. On further reductions, the latter material becomes incorporated into the hydrated outer layer. The authors also cast doubt on whether this rearrangement process involves detachment of oxidations or a certain weakening with a partial detachment of oxidation binding in the compact oxide layer. If a partial detachment of oxidation takes place, the partially reduced cations may be assumed to be displaced from normal lattice sites, which can make them more susceptible to oxidation.
in the subsequent anodic sweep. Hence, a critical balance exists between the extent of oxide reduction needed to cause rearrangement at the metal/compact oxide interface and the loss of growth efficiency that arises if the reduction is too intense and extends into the thicker hydrous charge storage layer.

The importance of the upper sweep limit lies in the fact that high positive potentials extend oxygen penetration into the outer regions of the metal lattice and help generate a slight expansion and stress associated disruption at the metal/oxide interface. It may also facilitate uptake of a slight excess of oxygen by the oxide phase. If the upper limit is too anodic, the oxide becomes extensively passivated, which mitigates against hydrous oxide growth. Hydrous oxides are more stable than compact oxides and are more difficult to reduce as well. Therefore, for the compact layer to attain a reasonable thickness, an optimum upper limit should be found. The appropriate upper limit should correspond to the potential which exhibits the best compromise between two opposing cases: a high anodic potential which is required for a film growth, but not too high which would lead to the formation of a very unreactive layer (difficult to reduce readily at the lower potential limit).

Note that the study of the optimum lower and upper limits of the potentials for the growth of Mn oxide films was previously done in our lab (unpublished work by Shelly Stafford). Such study consisted on the analysis of charge storage capacity of a selected redox peak after a fixed number of cycles at a constant sweep rate. A relatively small number of cycles was used to maintain reasonably small current values (and hence, minimize potential errors associated with iR drop) and to ensure acceptable high level of reactivity throughout the surface layer. For the optimum lower limit determination, the high limit remained constant at 1.9 V vs. RHE while the lower limit varied in the range of -1 V. Opposite procedure was carried out for the determination of the upper potential limit. The observed optimum values, -0.4 V (vs. RHE) for the cathodic limit and 1.75 V (vs. RHE) for the anodic limit, were adopted throughout the present investigation for the growth of Mn oxide film. Furthermore, it is not only the magnitude of the potential range applied to the electrode which affects the growth of the Mn electrodes, the time on in the critical regions of the lower and upper limits of the sweep is also important.

The redox switching behaviour of the hydrated manganese oxide electrode in aqueous base to a potential sweep perturbation is now to be presented. Although it has already been noted at the beginning of this section and in previous chapters that the redox switching on Mn
electrodes is somewhat complex, the attempt to apply a simple first-order finite diffusion model to obtain quantitative transport information pertaining to the proton diffusion coefficient through the hydrous oxide layer occurred. Hence, it has been estimated to use the mathematical formalism presented by Aoki and co-workers\cite{23} and more recently extended by Zivorad and Tomovski\cite{24} to develop an expression for the inverse diffusive time constant $\tau_D = D L^{-2}$. These authors explained the finite diffusion problem under conditions of a linear potential sweep.

Diffusion transport parameters might be readily extracted from an analysis of the shape of the cyclic voltammogram as a function of sweep rate. Lyons’ research group has previously reported the utilisation of the aforementioned analysis to investigate the redox switching behaviour for multicycled iron and nickel electrodes in aqueous alkaline solutions yielding to very interesting results. In line with the latter, the simplest variant of the Aoki model will be applied to Mn electrodes considering the situation where the charge percolation along the oxide layer and the proton diffusion in the pores can be treated to be irreversible. The conditions under which the latter holds may be recognised by examining the variation of the voltammetric peak potential with sweep rate. Thus, the cyclic voltammetric peak potential response as a function of the scan rate is examined for various hydrated manganese oxide films of varying thickness in fig. 4.3.1. Note that the thickness of the film is related with the number of cycles employed during the layer growth process. Briefly, when the relation between the voltammetric peak potentials and the sweep rate is linear, the diffusive charge percolation is considered to be reversible. In this view, it is defined the time window in which the latter holds. Two main observations can be extracted from fig. 4.3.1. Firstly, peak potentials for the anodic and cathodic for the whole series of cycles differ significantly between them and the cathodic peak seems to vary in a lower degree than the anodic peak when sweep rate changes. Secondly, the anodic peak potential begins to change significantly with increasing the sweep rate for values greater than 50 mV s$^{-1}$ whereas the cathodic peak shows constant shifting towards more negative potentials. However, the rate of change of the cathodic peak should be considered to remain constant for sweep rates below 100 mV s$^{-1}$ as the change between 10 mV s$^{-1}$ and 100 mV s$^{-1}$ is very low, of around ca. 4% on average for all the thicknesses. Below 50 mV s$^{-1}$, the anodic peak potential remains stable with the sweep rate. Therefore, the redox switching reaction is regarded to be kinetically reversible at sweep rates below 50 mV s$^{-1}$. Note that the experimental data presented in this thesis for
the Nernstian peak shift as a function of pH analysis was taken from cyclic voltammograms recorded at a sweep rate of 40 mV s\(^{-1}\).

Figure 4.3.1 Variation of voltammetric peak potential with the log sweep rate for a series of multicycled Mn electrodes in 1.0 M NaOH at 25°C. Attention is focused on the main anodic and cathodic charge storage peaks corresponding to the Mn (III) / Mn (IV) redox transition.

Murray et al.\textsuperscript{[25]} proposed that the charge capacity \(C\) of an electroactive polymer film can be treated to be directly proportional to the hydrous oxide charge capacity \(Q\). Therefore, the variation of hydrous oxide charge capacity \(Q\) as a function of the sweep rate is presented in fig. 4.3.2. It is noticeable that the film thickness plays a significant role in the charge capacity behaviour, e.g. for thick films (more than 25 cycles growth) the charge capacity exhibits a pronounced decrease in its values as the sweep rate increases for the whole range of sweep range. Indeed, the charge capacity decreases by ca. 90% when the sweep rate is increased from 0.2 V s\(^{-1}\) to 0.8 V s\(^{-1}\). On the other hand, for thin oxide films (1 to 25 cycles), the charge capacitance values remain reasonably invariant with sweep rate between 0.8 V s\(^{-1}\) to 0.2 V s\(^{-1}\), and then a slight increase is observed for sweep rate values below 0.2 V s\(^{-1}\).
Figure 4.3.2 Comparison of the variation of voltammetric redox charge capacity \( Q \) as a function of sweep rate for a series of Mn oxide hydrous films grown under potential cycling conditions for a various number of cycles. Attention is focused on the main anodic and cathodic charge storage peaks corresponding to the Mn (III) / Mn (IV) redox transition.

The effect of sweep rate on the charge storage behaviour of hydrous oxides of multicycled films is in broad agreement with the theory of Laviron\cite{26} for redox polymer electrodes. This theory states that with thinner films there is sufficient time at normal sweep rates for the redox reaction to extend to virtually all parts of the surface layer, e.g. the charge is virtually independent of the sweep rate (see fig. 4.3.2). However, as the film becomes thicker, there is not enough time (apart for very slow sweep rates) for the reaction to propagate throughout the hydrous layer. Hence, the charge capacity values drop dramatically as the sweep rate is increased. Similar results have been observed for hydrous iron oxide films in alkaline solutions as well as for hydrous nickel oxide films in the base.\cite{22, 27} The hydrous Mn oxide films, presented in this work, are likely non-uniform (see fig. 4.2.9). Due to partially crystallisation (note that MnO\(_2\) exhibit four defined crystal structures, see chapter 1.4.4) some parts of the film may be in poor contact with the electrode, which would explain the reason why even with thinner films there is a small steady decrease in the recorded charge capacity values with increasing sweep rate (see fig. 4.3.2). The increased charge capacity at
very slow sweep rates is possibly due to ion penetration into the more anhydrous compact material in the inner regions of the oxide film.

These observations may be justified using the simple diffusive model previously mentioned (Aoki’s model). In this perspective, the potential applied at thinner oxide films (1 and 25 cycles) at normal sweep rates may have enough time to spread through all regions of the dispersed hydrous oxide layer. This is supported by the fact that redox charge capacity is effectively independent of the sweep rate. The extensive mathematical formulation of the Aoki model for the determination of diffusive time constant is beyond the scope of the present review and can be found in ref. 24-26. Therefore, only the final equations of the model will be highlighted in this section. The diffusion coefficient in a film in which the redox reaction is reversible takes the following form:

\[ I_p = 0.4463nFA\Gamma \sqrt{\frac{nF}{RT}} \left( \frac{D}{L^2} \right)^{0.5} \nu^{0.5} \]  

(4.3.1)

where \( \Gamma \) and \( L \) refers to the surface coverage and the layer thickness respectively and the parameter \( D \) accounts for the diffusion coefficient. Eqn. 4.3.1 is the well-known Randles-Sevcik expression characteristic of semi-infinite diffusion typically observed in very thick layers. The diffusive time constant or frequency \( \tau_D = D L^{-2} \) can be extracted from the slope of a graph \( I_p \) versus \( \nu^{0.5} \). The variation of voltammetric peak current with the square root sweep rate for a series of multicycled Mn electrodes in 1.0 M NaOH at 25°C is presented in fig. 4.3.3. It is noted from fig. 4.3.3 the good Randles-Sevcik linearity for sweep rates between 0.01 V s\(^{-1}\) to 0.5 V s\(^{-1}\). However, the current response begins to rise from sweep rates higher than 0.5 V s\(^{-1}\). It has been suggested by Aoki and co-workers that for intermediate thicknesses, that is \( \sim 100 - 500 \) cycles, the peak current \( I_p \) may vary with the sweep rate according to:

\[ I_p = 0.4463nFA \left( \frac{\Gamma D}{L^2} \right) W^{1/2} \tanh[Y] \]  

(4.3.2)

where:

\[ Y = 0.56\sqrt{W} + 0.05W \]  

(4.3.3)

The parameter \( W \) is given, according to Aoki, by:
\[ W = \frac{nF L^2 \nu}{DRT} \]  
(4.3.4)

and it can be considered as the ratio of the layer thickness and the diffusion layer thickness in the film.

Figure 4.3.3 Typical Randles-Sevcik graphs recorded for a series of multicycled Mn electrodes in 1.0 M NaOH at 25°C as a function of several oxide growth cycles. Attention is focused on the main anodic and cathodic charge storage peaks corresponding to the Mn (III) / Mn (IV) redox transition.

Eqn. 4.3.3 may be rewritten in a non-dimensional format to produce a working curve as follows:

\[ \Psi = \frac{I_p}{nFA(\frac{I}{L})} \left( \frac{RT}{nFD\nu} \right)^{1/2} = 0.446 \tanh[\gamma] \]  
(4.3.5)

Therefore, the diffusive frequency \( \tau_D = D L^{-2} \) might be evaluated via numerical analysis of expression 4.3.2:

\[ G(\tau_D) = \alpha \tau_D^{0.5} \tanh\left( \beta \tau_D^{-0.5} \frac{\nu}{\tau_D} \right) - I_p = 0 \]  
(4.3.6)

where:
\[
\alpha = 0.4463 \frac{(nF)^{3/2}}{(RT)^{1/2}} A \Gamma \nu^{0.5} \quad (4.3.7)
\]

\[
\beta = 0.56 \frac{nF\nu}{RT} \quad (4.3.8)
\]

\[
\gamma = 0.05 \frac{nF\nu}{RT} \quad (4.3.9)
\]

By using a standard numerical protocol, e.g. the Bisection algorithm\(^{[28]}\), the roots of the \(\tau_D\) can be extracted from eqn. 4.3.6. This equation allows the determination of the diffusive frequency \(\tau_D = D L^{-2}\) if the peak current \(I_p\) and surface coverage \(\Gamma\) are known at a given sweep rate \(\nu\). Furthermore, if the layer thickness \(L\) can be predicted then the diffusion coefficient \(D\) may be calculated.

In this work, eqn. 4.3.6 and the Randles-Sevcik equation have been used to calculate the diffusive frequency for relatively thin and thick layers, respectively. Fig. 4.3.4 shows the diffusive frequency results obtained for a multicycled Mn electrode in 1.0 M NaOH at 250°C as a function of several growth cycles.

---

Figure 4.3.4 Variation of diffusive frequency characterising redox switching in multicycled hydrous oxide Mn electrodes in 1.0 M NaOH at 25°C with number of oxide growth cycles. a) Aoki analysis and b) Randles-Sevcik analysis. The results were calculated considering the surface coverage to be 0.8.
As observed in fig. 4.3.4 (a), the diffusive frequency decreases rapidly with increasing number of growth cycles $N$ from a value of ca. $1.3 \text{ s}^{-1}$ for the thinnest manganese oxyhydroxide film to ca. $0.1 \text{ s}^{-1}$ for layers formed at 300 cycles. Similar behaviour, it is observed in fig. 4.3.4 (b). However, for very thick films, the diffusive frequency tends to decrease slower as the film becomes thicker, changing from ca. $0.066 \text{ s}^{-1}$ for electrodes with 500 growth cycles to ca. $0.56 \text{ s}^{-1}$ for the thickest oxide film. The percentage difference for intermediate thicknesses that is from 50 to 300 cycles is approximately 90% whereas, for thicker films, the percentage difference is ca. 15%.

In this work, ellipsometry analysis has not been done to estimate the absolute value of the layer thickness $L$, therefore it was not possible to determine the diffusion transfer coefficient from diffusive frequency values. Instead, it has been considered opportune to deal with the diffusive frequency $\tau_D = D L^{-2}$.

### 4.4 The Influence of the Solution pH on the Voltammetric Response

The influence of the solution pH on the voltammetric response as a function of number of potential cycles is now presented. Due to the large number of graphs required to discuss this effect in detail (note that six different number of growth cycles will be presented), a comparison is only given to voltammetric behaviour exhibit by a clean Mn electrode (1 cycle), a medium thick oxide layer electrode (500 cycles) and a very thick oxide layer (1000 cycles). Therefore, the voltammetric response of an electrode with 1 growth cycle will be presented and discussed first, followed by that for the 500 growth cycles and finally the one for 1000 cycles. The voltammetric behaviour of the Mn electrode with 1 growth potential cycle is outlined in fig. 4.4.1. Table 4.4.1 shows the regression lines of the fig. 4.4.1b and c. As it can be seen in fig. 4.4.1c, the peak A2 exhibit a positive slope which is very unusual, whereas fig. 4.4.1b exhibit a typical super-Nernstian shift. The voltammetric behaviour of the Mn electrode with 500 growth potential cycles is outlined in fig. 4.4.2. Table 4.4.2 shows the regression lines of figs 4.4.2 b and c. Similar peak potential shift behaviour than that for the 1 cycle is observed in fig. 4.4.2. Note that for a 500-growth oxide cycles the electrode peak labelled A2 exhibits a super-Nernstian shift. The voltammetric behaviour of the Mn electrode with 1000 growth potential cycles is outlined in fig. 4.4.3. Table 4.4.3 shows the regression lines of the fig. 4.4.3b and c. Potentials of the anodic and cathodic charge storage
peaks (A1, A2, C1 and C2) do not exhibit a regular Nernstian pH response of 0 mV pH\(^{-1}\) unit with respect to a pH-dependent reference electrode (RHE). Instead, they display a super-Nernstian potential peak shift.

Figure 4.4.1 a) Cyclic voltammogram of an Mn electrode with 1 oxide growth cycle. The experimental conditions are: 1.0 M NaOH, 25°C and 0.4 \(\text{V s}^{-1}\); b and c) Variation of the voltammetric peaks A1 and A2 as a function of pH.

<table>
<thead>
<tr>
<th>No Growth Cycles</th>
<th>Anodic slope / mV pH(^{-1})</th>
<th>Cathodic slope / mV pH(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A1</td>
<td>A2</td>
</tr>
<tr>
<td></td>
<td>y = -0.023x + 1.251 (R^2 = 0.8287)</td>
<td>y = 0.052x + 0.787 (R^2 = 0.8979)</td>
</tr>
<tr>
<td></td>
<td>C1</td>
<td>C2</td>
</tr>
<tr>
<td></td>
<td>y = -0.046x + 1.298 (R^2 = 0.8871)</td>
<td>y = -0.037x + 1.314 (R^2 = 0.8858)</td>
</tr>
</tbody>
</table>

Table 4.4.1 Regression lines eqn. corresponding to the variation of the corresponding voltammetric peaks as a function of pH presented in fig. 4.4.1 b and c.
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Figure 4.4.2 a) Cyclic voltammogram of a Mn electrode with 500 oxide growth cycles. The experimental conditions are: 1.0 M NaOH, 25°C and 0.4 V s⁻¹; b and c) Variation of the voltammetric peaks A₁ and A₂ as a function of pH.

<table>
<thead>
<tr>
<th>No Growth Cycles</th>
<th>Anodic slope / mV pH⁻¹</th>
<th>Cathodic slope / mV pH⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A₁</td>
<td>A₂</td>
</tr>
<tr>
<td>500</td>
<td>y = -0.077x + 2.111</td>
<td>y = -0.08x + 2.603</td>
</tr>
<tr>
<td></td>
<td>R² = 0.8154</td>
<td>R² = 0.8819</td>
</tr>
</tbody>
</table>

Table 4.4.2 Regression lines eqn. corresponding to the variation of the corresponding voltammetric peaks as a function of pH presented in fig. 4.4.2 b and c.
Figure 4.4.3 a) Cyclic voltammogram of a Mn electrode with 1000 oxide growth cycles. The experimental conditions are: 1.0 M NaOH, 25°C and 0.4 V s⁻¹; b and c) Variation of the voltammetric peaks A1 and A2 as a function of pH.

Table 4.4.3 Regression lines eqn. corresponding to the variation of the corresponding voltammetric peaks as a function of pH presented in fig. 4.4.3 b and c.

<table>
<thead>
<tr>
<th>No Growth Cycles</th>
<th>Anodic slope / mV pH⁻¹</th>
<th>Cathodic slope / mV pH⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A1</td>
<td>A2</td>
</tr>
<tr>
<td>1000</td>
<td>y = -0.013x + 1.546</td>
<td>y = 0.057x + 0.654</td>
</tr>
<tr>
<td></td>
<td>R² = 0.8481</td>
<td>R² = 0.7556</td>
</tr>
</tbody>
</table>

Some authors related this effect to the nature of the oxide layer. In this sense, Bode, Dehmelt and Witte suggested that the oxidised state of the oxide layer may be more negative than the reduced state and that causes the super-Nernstian shift. Other authors, as mentioned in
section 1.4, suggested that the observation of a super-Nernstian potential shift was probably connected with the effect of specific adsorption of \( \text{OH}^- \) ions onto the electrode surface, which may cause an increase in both the dielectric constant and the compact layer capacity and, therefore, it changed the hydroxide Mn film surface charge. In 1987 Lyons and Burke\cite{29} added their bit proposing that the surfaquo groups were connected to the oxide surface by two bridging oxygen species \((-O-)\).

The influence of surfaquo groups in the electrochemical behaviour of oxide films has been extensively investigated on several thermal oxides\cite{29-30}, passive oxides\cite{30b, 31}, and hydrous oxide surfaces\cite{32}. Further to their review, Lyons \textit{et al.}\cite{33} suggested that the surfaquo groups were located throughout the hydrous layer. Especially significant is the work carried out by Lyons and Floquet\cite{30a} in 2011 regarding the effect of pH on the voltammetric behaviour of MnO\(_2\) oxide layers. In such work, the authors observed peak potential shifts with pH (8.0 and 13.6) in the order of -50 mV pH\(^{-1}\) \(\text{vs. RHE}\) for hydrous Mn oxide films with the exception of an observed peak shift of -113 mV pH\(^{-1}\) \(\text{vs. RHE}\) for the A1 oxidation peak. To explain this shift, the authors assumed the formation of an acidic product \(\text{e.g. a reaction involving a ratio of hydroxide ions (or protons) to electrons of 115/59 or ca. 2/1 resulting in the following reaction scheme:}\)

\[
\begin{align*}
\text{MnOOH} \cdot n\text{H}_2\text{O} & \rightarrow \text{MnO(OH)}_3^- \cdot (n - 2)\text{H}_2\text{O} + 2\text{H}^+ + e^- \quad (4.4.1) \\
\text{MnO(OH)}_3^- \cdot (n - 2)\text{H}_2\text{O} + \text{H}^+ & \rightarrow \text{MnO}_2 + n\text{H}_2\text{O} \quad (4.4.2)
\end{align*}
\]

Eqn. 4.4.1 may also be represented as \(\text{MnO(OH)}_3^- \cdot H_f^+\), where \(H_f^-\) is a proton lost from a co-ordinated water molecule. This thesis proposes a similar interaction of \(\text{OH}^-\) ions with the hydrous Mn oxide surface (regardless the film thickness), since a similar super-Nernstian peak potential shift than that noted by Lyons and Floquet is observed for all the peaks (note that A2 in fig. 4.4.1c and 4.4.3c have a positive shift). It is also important to mention the difference in the peak shift with pH of the redox couple A2 and C2. As seen in Tables 4.4.1 - 4.4.3, the peak potential shift for the cathodic peak C2 is systematically lower than that for A2 for in the thickness studied, being the thickness (1000 cycles) invariant with respect to \(\text{OH}^-\) solution concentration. This would be explained by the fact that the previous layer formation (A2 anodic peak) during OER creates a more compact and less hydrated oxide.
film, hence the smaller potential shift. Note that the more hydrated and amorphous the film is, the more affected will be by the adsorption of OH\(^-\) ions onto the film’s surface. The latter implies that the final product at the anodic end of the sweep is not totally anhydrous but partially hydrous, since the previously super-Nernstian shift is observed. It is assumed that water molecules are present at both in the surface, including the internal surface, and in the defect centres. It is important to mention that the Nernstian analysis on electrode films only holds if the redox couple is reversible. Therefore, as it was mentioned in section 1.4, care should be taken when dealing with the analysis of peak potentials shift with pH, especially for very thick films where, according to fig. 4.3.1, at sweep rates higher than 40 mV s\(^{-1}\) the redox couple becomes irreversible. The observation of the positive shift noted for peak A2 in figs. 4.4.1c and 4.4.3c are currently being investigated and thus, results are not presented yet.

### 4.5 Kinetic Analysis

This section focuses on the description of results of a comprehensive kinetic analysis performed on hydrous oxyhydroxide manganese films fabricated under different potential cycling regimes in aqueous alkaline solution. These studies were performed both as a function of hydrous oxide layer thickness, and as a function of base concentration using steady-state polarization techniques recorded at a sweep rate of 1 mV s\(^{-1}\). The latter data was subsequently transformed into Tafel format, and the Tafel slope evaluated.

Tafel analysis is very useful to determine mechanistic information of the oxygen evolution reaction through calculating Tafel slopes, which may help to reveal if various kinetic steps in the reaction are determined by chemical or electron transfer steps. It can also provide information on possible rate-determining steps (RDS) for a multistep reaction. The results of a series of iR compensated OER steady-state polarisation curves recorded at a series of multicycled Mn electrodes in 1.0 M NaOH solutions are presented in fig. 4.5.1. In addition, the variation of Tafel slope values with respect to the film thickness in 1.0 M NaOH solutions is presented in fig. 4.5.2.
Figure 4.5.1 IR corrected steady-state polarisation curves recorded in the direction of increasing potential on a Mn electrode at sweep rate of 1 mV s\(^{-1}\) in 1.0 M NaOH at 25°C. Fig a) 0 cycles. Tafel slope a) 41.06 ± 8.31 mV dec\(^{-1}\) and slope b) 120.3 ± 3.98 mV dec\(^{-1}\); b) 25 cycles. Tafel slope 86.9 ± 3.71 mV dec\(^{-1}\); c) 250 cycles. Tafel slope 76.38 ± 6.05 mV dec\(^{-1}\); d) 500 cycles. Tafel slope 117.5 ± 10.24 mV dec\(^{-1}\); e) 750 cycles. Tafel slope 110.2 ± 7.78 mV dec\(^{-1}\); and f) 1000 cycles. Tafel slope 128.3 ± 10.6 mV dec\(^{-1}\).
Figure 4.5.2 Tafel slope of Mn electrode as a function of number of potential cycles in 1.0 M NaOH at 25°C. These values were obtained from the steady-state polarisation curves presented in fig. 4.5.1.

It is evident from fig. 4.5.2 that the Tafel slope changes significantly with film thickness. It can be stated that the thicker the hydrous Mn oxide film, the greater the Tafel slope observed. The observed increase in Tafel slope values as the film becomes thicker is suggested to be related to the magnitude of the film resistance and the resistance contribution of surfacuo groups adsorbed on the electrode surface. These two parameters would increase in magnitude as the thickness increases. This assumption is supported by the fact that the oxyhydroxide outer layer of the electrode surface is a semiconductor, as mentioned in section 1.4.4. To better understand the effect of film thickness on the catalytic behaviour of the electrodes, the contributions of both the ohmic film resistance and the surfacuo resistance will be further investigated, in chapter 6, using electrochemical impedance spectroscopy (EIS).

As previously mentioned, Tafel slope provides important mechanistic information on the OER mechanism. The Tafel slope of ca. 120 mV dec$^{-1}$ observed for many oxides coated Mn electrodes can be associated with the first electron transfer step in the overall sequence describing oxygen evolution being slow and rate determining. This slow rate-determining
step involves the discharge of a OH\(^-\) moiety at the oxymanganese surfacq group, Mn (IV), to generate a Mn (V) surface group as follows:

\[
(-O^-)_2[\text{MnOOH(OH}_2)_2]^+ + OH^- \rightarrow (-O^-)_2[\text{MnO(OH}_2)_2(OH_2)]^- + H_2O + e^-
\]  

(4.5.1)

It is proposed here that the previous step may be followed by the following sequence of steps, which generate molecular oxygen via decomposition of highly active Mn (VI) intermediate and regenerate the Mn (IV) surfacq group:

\[
(-O^-)_2[\text{MnO(OH}_2)_2(OH_2)]^- \rightarrow (-O^-)_2\text{MnO(OH}_2)_2(OH_2) + e^- 
\]  

(4.5.2)

\[
(-O^-)_2\text{MnO(OH}_2)_2(OH_2) + 3OH^- \rightarrow (-O^-)_2[\text{MnOOH(OH}_2)_2]^+ + O_2 + H_2O + 2e^-
\]  

(4.5.3)

If we add together the above equations and cancel out the common term s, we obtain the oxygen evolution reaction:

\[
4OH^- \rightarrow O_2 + 2H_2O + 4e^-
\]  

(4.5.4)

Note that the Mn (VI) intermediate, \(\text{MnO(OH}_2)_2(OH_2)\), should be stable at high pH and under conditions of active oxygen evolution. According with the above mechanism it can be shown that if the first electron transfer is rate determining, the predicted Tafel slope is 120 mV dec\(^-1\), whereas if the second electron transfer is rate determining, the Tafel slope is presume to be 40 mV dec\(^-1\). In fig 4.5.2, it is observed an increase on the Tafel slope from 40 mV dec\(^-1\) for uncycled electrodes to a significantly larger values as the number of potential cycles increases, typically in the range of 80 to 120 mV dec\(^-1\). It can be noted that the theoretical Tafel slope for a porous film can exhibit significantly higher numerical values as the layer thickness increases. Hence, the Tafel slope for a porous electrode is twice of that for a plane electrode. Recall from section 1.2.5 that: (i) the observation of a 80 mV dec\(^-1\) Tafel slope indicates that the RDS involves a two electron transfer reactions, and (ii) that the RDS occurs after an electron transfer step. Therefore, the observation of a Tafel slope of ca. 80 mV dec\(^-1\) indicates that the rate-determining step is mainly due to the second electron transfer step in tandem with a partially difficult electron transfer occurring at the first step of the above sequence.
The variations of the overpotential measured at 1 mA cm\(^{-2}\) as a function of several growth cycles are presented in fig. 4.5.3. The overpotential values were measured in the linear Tafel region. An interesting observation can be seen in fig. 4.5.2 upon the error values associated with each growth cycle. The magnitude of the error associated with the measurement of the overpotential at a fixed current density slightly increases as the layer thickness increases. It is suggested that for longer growth time scale e.g. the formation of a thick layer via 1000 growth cycles takes ca. 28 hr, the uncertainty of data measurement increases due to possible alterations in the cell such as solution temperature change.

As mentioned in chapter 3, the cell in which the growth of the hydrous Mn oxide layer occurs is temperature controlled (jacked cell) with a Teflon\textsuperscript{®} top covering the cell, used to ensure no contamination from possible particles, mainly dust. However, while the Teflon top does provide a protection against particles, it does not seal the cell perfectly and, therefore, the surface electrolyte layer may be exposed to direct contact with air at room temperature. Note that due to the long time scales required to produce a very thick layer, the process was left running overnight and, therefore, a drop in the room temperature is to be expected and that would change the “real” electrolyte solution affecting the growth of the hydrous Mn oxide film.

![Graph](image)

Figure 4.5.3 Oxygen evolution overpotential, measured at 1 mA cm\(^{-2}\), of various multicycled Mn electrodes in 1.0 M NaOH at 25°C. These values were obtained from the steady-state polarisation curves presented in fig. 4.5.1. Error bars represent standard deviations of three different samples.
The impact of temperature in both the growth of an oxide film and the electrochemical behaviour of the electrode has been extensively investigated. It was highlighted that electrolyte temperature plays an important role in the growth of electrodes by potential multicycle. It seems that hydrous oxide films appear to be unstable under specific temperature conditions. Lyons\textsuperscript{[20a]} mentioned the effect of electrolyte temperature on a hydrous iron oxide film generated under potential multicycling in 1.0 M NaOH at 25°C. He observed that there was a substantial increase in the rate of loss of oxide charge capacity with increases in the solution temperature above about 40°C. In view of the latter, it was decided that the impact of electrolyte temperature in the electrochemical behaviour of Mn electrodes would be investigated in a further analysis.

It is also clear from fig. 4.5.3 that the growth of the hydrous Mn film contributes to the decrease of the OER overpotential. An increase in electrocatalytic activity can be observed with the formation of the hydrous manganese oxide indicated by a lowering of the overpotential by ca. 90 mV from ca. 0.49 V to ca. 0.4 V corresponding to 0 cycles and 1000 cycles, respectively. As mentioned in section 1.4.4, tunnelled structures were proven to have high intrinsic activities towards the OER since they allow intimate contact between the solid and the liquid phases. At high potentials towards the OER, the film is mainly formed by Mn (IV) species (MnO\textsubscript{2}) and to a less extent by Mn (III) species (either MnOOH or Mn\textsubscript{2}O\textsubscript{3} species). Therefore, as the film becomes thicker, the surface of the hydrous oxide becomes more porous and thus favours the electron exchange in the oxide/electrolyte interphase. This is supported by SEM images presented in figs. 4.2.7 and 4.2.8. In line with the latter, the variation of the OER onset potential variation with film thickness is presented in fig. 4.5.4. The OER onset potential can be thought of as an activation barrier like in traditional chemical kinetics of a chemical reaction. As observed in fig. 4.5.4, the onset drops drastically by ca. 50 mV, from ca. 1.62 mV to ca. 1.57 mV (\textit{vs.} RHE), as the film thickness increases. Another fashion to investigate the effect of layer thickness in the kinetic behaviour of hydrous Mn electrodes is the analysis of the current density recorded at a given potential as a function of \(n\) of cycles. Fig. 4.5.5 shows the variation of the current density at a fixed overpotential of 0.44 V. The current density was found to increase as a function of oxide thickness. Similar increases in current density have been found for both hydrous iron oxide and hydrous nickel oxide when subjected to potential multicycling.\textsuperscript{[20a, 34]} This increase, in tandem with the decrease in both the OER onset potential and the OER overpotential, suggests that, with the formation of the hydrous oxide, there is an intrinsic in catalytic activity due to: (i) the
lowering of the activation barrier for the OER, and (ii) the increase in surface active sites available to catalyse the OER.

Figure 4.5.4 Oxygen evolution reaction onset potential of a Mn electrode as a function of number of potential cycles in 1.0 M NaOH at 25°C. These values were obtained from the steady-state polarisation curves presented in fig. 4.5.1. Error bars represent standard deviations of three different samples.

Figure 4.5.5 Current density (measured at $\eta = 0.44V$) of a Mn electrode as a function of $n^o$ of potential cycles in 1.0 M NaOH at 25°C. These values were obtained from the steady-state polarisation curves presented in fig.4.5.1. Error bars represent standard deviations of three different samples.
Typical steady-state Tafel plots were also recorded as a function of base concentration over an extended range of pH, from 0.1 M to 5.0 M NaOH. These types of plots are also known as reaction order plots. Recall that the reaction order is given by:

\[ m_{OH^-} = \left( \frac{d \log i}{d \log a_{OH^-}} \right)_E \]  

(4.5.5)

A series of Tafel plots and reaction order studies for a bare Mn electrode (N = 0 cycles), for a thin film (N = 250 cycles), for an intermediate thick film (N = 500 cycles) and for a very thick film (N = 1000 cycles) are illustrated in the below figs. 4.5.6(a) and (b), 4.5.7(a) and (b), 4.5.8(a) and (b), and 4.5.9(a) and (b), respectively.

Figure 4.5.6 (a) IR corrected steady-state polarisation curves recorded in the direction of increasing potential on a Mn electrode with 0 potential cycles in NaOH solutions of various concentration at 25°C.
Figure 4.5.6 (b) Reaction order plots constructed from the polarisation data of fig. 4.5.6 (a) at an overpotential of 0.44V. Regression line equation: $y = 0.4175 - 3.0699$, $R^2 = 0.9834$. Error bars represent standard deviations of three different samples.

Figure 4.5.7 (a): IR corrected steady-state polarisation curves recorded in the direction of increasing potential on a Mn electrode with 25 potential cycles in NaOH solutions of various concentration at 25°C.
Figure 4.5.7 (b): Reaction order plots constructed from the polarisation data of fig. 4.5.7 (a) at an overpotential of 0.44V. Regression line equation: $y = 0.432 - 3.399$, $R^2 = 0.9969$. Error bars represent standard deviations of three different samples.

Figure 4.5.8 (a): IR corrected steady-state polarisation curves recorded in the direction of increasing potential on a Mn electrode with 500 potential cycles in NaOH solutions of various concentration at 25°C.
Figure 4.5.8 (b) Reaction order plots constructed from the polarisation data of fig. 4.5.8 (a) at an overpotential of 0.44V. Regression line equation: $y = 0.5487 - 2.9426$, $R^2 = 0.9986$. Error bars represent standard deviations of three different samples.

Figure 4.5.9 (a): IR corrected steady-state polarisation curves recorded in the direction of increasing potential on a Mn electrode with 1000 potential cycles in NaOH solutions of various concentration at 25°C.
These reaction order studies were measured in terms of constant applied potential which is relative to a pH-independent reference electrode, e.g. mercury-mercuric oxide Hg/HgO. Recalling from section 1.2.6, in order to determine the mechanistically significant reaction order and considering the dependence of \( \log(i) \) on \( \log(a_x) \) in the absence of variations of double-layer configuration, the following correction factor needs to be applied:

\[
m_{x,E} = m_{x,H} + \beta
\]  

(4.5.6)

where \( \beta \) refers to the symmetry factor, which usually takes 0.5 value. To clarify, \( m_{x,H} \) refers to the slope of the regression line shown in figs. 4.5.6 - 4.5.9. The results for the reaction order values are presented in Table 4.5.1. Excellent linearity was found for all four logarithm reaction order plots for a range of overpotentials in the Tafel region.

Similar numerical values for the reaction orders were published for hydrous iron oxide layers prepared using a range of growth cycles.\textsuperscript{[35]} Results observed in Table 5.4.1 indicate that the reaction order is independent of the hydrous oxide charge capacity. Also, it is clear from the
figs. 4.5.6 - 4.5.9 that the Tafel slopes remains constant with changing hydroxide ion concentration.

<table>
<thead>
<tr>
<th>Nº of growth cycles</th>
<th>Reaction order</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.92 ± 0.02</td>
</tr>
<tr>
<td>25</td>
<td>0.94 ± 0.01</td>
</tr>
<tr>
<td>500</td>
<td>1.05 ± 0.03</td>
</tr>
<tr>
<td>1000</td>
<td>1.03 ± 0.05</td>
</tr>
</tbody>
</table>

Table 5.4.1 Mechanistically significant reaction order values obtained from figs. 4.5.6 - 4.5.9 at an overpotential of 0.44V for a series of Mn electrodes with different number of potential cycles.

This was noted for all the thicknesses analysed. Only Tafel slopes measured at 5.0 M NaOH exhibit different slopes. However, it is only in fig. 4.5.7 (a) where a significant change in Tafel slope was observed. A possible rationality to the latter is the indication of changes in rate-determining step in the OER mechanism. Fig. 4.5.10 shows the variation of the Tafel slope when the electrolyte concentration is increased from 3.0 M to 5.0 M NaOH. Note that the Tafel slope changes dramatically. The change from ca. 90 mV dec⁻¹ to ca. 120 mV dec⁻¹ indicates a change from a chemical step rate determining, affected by a slow electron transfer as mentioned above, to a pure electron transfer step being rate determining. Although a discussion about the corrosion effect is beyond the scope of this work, its mention is opportune since this effect was observed during reaction order measurements. The effect of corrosion processes in Tafel plots is presented in fig. 4.5.10. In general, a corrosion process was observed in all the electrodes studied, regardless of their thickness, though corrosion was specially significant under conditions of high pH and high potentials on the OER. As mentioned in section 1.4.2, corrosion may occur during OER, which typically develops a passivation layer in the electrode surface. The effect of corrosion in Tafel plots was investigated under different pH conditions for a bare Mn electrode and an intermediate thickness Mn oxide electrode. As noted in fig. 4.5.11, a sudden rise in the current density was observed at high overpotential values in the OER for 500 cycles Mn electrode at 5.0 M NaOH. The same measurement was performed on a bare electrode at 1.0 M NaOH conditions. The result is outlined in fig. 4.5.11 a and b. Since corrosion processes typically form a passivation layer, it is proposed here that such layer may exhibit high catalytic activity towards the OER. Further analysis will be undertaken to investigate this in detail.
Figure 4.5.10 IR corrected steady-state polarisation curves recorded in the direction of increasing potential on an Mn electrode with 25 potential cycles in NaOH solutions of various concentration at 25°C.

Figure 4.5.11 IR corrected steady-state polarisation curve recorded in the direction of increasing potential on a) Mn electrode with 0 potential cycles and b) Mn electrode with 500 potential cycles both in 1.0 M NaOH solution at 25°C.
4.6 Open Circuit Decay Measurements

Steady-state measurements of electrode processes are often complemented by studies of the decay of the Electro-Motive Force (EMF) on open circuits, which can also, in many cases, characterise the kinetics and mechanisms of processes involved in the electrode reactions.\cite{36}

The technique is frequently used in cases where elucidation of reaction mechanisms by steady-state polarisation techniques is complicated by continuous alterations of the electrode surface with time. The basics of EMF decay studies assume that the slope of \((-b)\) of the EMF decay curve is equal to the slope \(b\) of the Tafel plot for steady-state polarisation.\cite{37} A mathematical description of the latter is presented below. In general, the current density at the electrode can be written as the sum of the charging current \(I_c\) and the Faradaic current \(I_F\) as:

\[
I = I_c + I_F
\]  \hspace{1cm} (4.6.1)

At time \(t_0\), when the current is switched off, \(I = 0\) and \(\eta = \eta_0\), and thus:

\[
I_c = -I_F
\]  \hspace{1cm} (4.6.2)

Noting that:

\[
I_c dt = dq
\]  \hspace{1cm} (4.6.3)

and:

\[
C = \frac{dq}{dE} = \frac{dq}{d\eta_t}
\]  \hspace{1cm} (4.6.4)

where \(Q\) is charge and \(C\) is capacitance, it can be shown that:

\[
-I_F dt = dt = C d\eta_t
\]  \hspace{1cm} (4.6.5)

Under anodic conditions with \(\eta_t > RT/F\):

\[
-I_o e^{B\eta_t F / RT} dt = C d\eta_t
\]  \hspace{1cm} (4.6.6)

Rearranging and integrating yields to:
\[ \int_{t_o}^{t} I_o \, dt = \int_{\eta_o}^{\eta} Ce^{-\frac{B\eta F}{RT}} \, d\eta \quad (4.6.7) \]

Now, for \( t \gg t_o \) and \( \eta_o \gg \eta \):

\[ -I_o t = \frac{RT}{\beta F} e^{-\frac{B\eta F}{RT}} \quad (4.6.8) \]

And, taking the logarithm, this yields to:

\[ \eta_t = \frac{2.303 RT}{\beta F} \log \left( \frac{RT}{\beta FL_o} \right) - \frac{2.303RT}{\beta F} \log (t) \quad (4.6.9) \]

Eqn. 4.6.9 suggests that an equivalent Tafel slope can be determined from the slope of a plot of the measured potential or overpotential, \( E \) or \( \eta \), respectively, during the decay as a function of \( \log(t) \). It is readily shown that the EMF, \( E \), depends on the decay time \( t \) as follows:

\[ E = E_i - b \log (t + \delta) \quad (4.6.10) \]

where \( E_i \) refers to the initial potential. The parameter \( \delta \) is the hypothetical time required for the electrode to decay from infinite potential to the potential at zero time.

In this view, open circuit potential (OCP) decay curves were used in this thesis, as well as steady-state measurements, to help determine the kinetics and mechanisms of the hydrous Mn oxide electrodes in alkaline solutions. OCP measurements were usually carried out after pre-polarizing the electrode at a potential in the oxygen evolution region typically at 1.72 V (vs. RHE). The time allowed for the system to reach steady current depends on the sample. All electrodes showed a steady-state current density after two minutes. Once a steady current was achieved, the polarization was switched off and the potential could decay with respect to time. Tafel slopes can be calculated for the decaying curve. A typical open circuit potential/time decay curve recorded for various Mn oxide film thicknesses in 1.0 M NaOH at 25°C is outlined in fig. 4.6.1.
Figure 4.6.1 Typical open circuit decay curves for Mn electrode with different number of potential cycles in 1.0 M NaOH at 25°C.

The study of the OCP decay will be carried out by dividing in three-time regions the potential decay. The three-time regions are: (i) log 0 to 1, (ii) log 1 to 3, and (iii) log 3 to 5, which corresponds to the (i) short, (ii) intermediate, and (iii) long-time regions, respectively.

Table 4.6.1 shows the measured slope values of the three regions of the OCP along with the Tafel slope values measured from steady-state polarisation measurements.
### Table 4.6.1 Comparison table showing the measured OCP decay slope values and the Tafel slope values from fig.4.5.1 and fig.4.6.1

<table>
<thead>
<tr>
<th>Nº of cycles</th>
<th>Short time (OCP) / mV dec(^{-1})</th>
<th>Intermediate time (OCP) / mV dec(^{-1})</th>
<th>Long-time (OCP) / mV dec(^{-1})</th>
<th>Tafel slope (SSP) / mV dec(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-170 ± 15</td>
<td>-27 ± 9</td>
<td>-71 ± 6</td>
<td>a) 40 ± 9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>b) 120 ± 4</td>
</tr>
<tr>
<td>25</td>
<td>-75 ± 7</td>
<td>-145 ± 10</td>
<td>-185 ± 3</td>
<td>86 ± 4</td>
</tr>
<tr>
<td>250</td>
<td>-15 ± 8</td>
<td>-35 ± 9</td>
<td>-77 ± 5</td>
<td>76 ± 6</td>
</tr>
<tr>
<td>500</td>
<td>-23 ± 7</td>
<td>-122 ± 7</td>
<td>-141 ± 5</td>
<td>117 ± 10</td>
</tr>
<tr>
<td>750</td>
<td>-90 ± 7</td>
<td>-90 ± 7</td>
<td>-142 ± 12</td>
<td>110 ± 8</td>
</tr>
<tr>
<td>1000</td>
<td>-175 ± 15</td>
<td>-35 ± 9</td>
<td>-115 ± 9</td>
<td>128 ± 11</td>
</tr>
</tbody>
</table>

Significant differences were observed when comparing the slopes from the OCP decay with the Tafel slopes. Such differences may arise from the decrease in the surfaco group's concentration on the electrode surface as they become reduced as part of the accompanying cathodic process in self-discharges. Note that it has been pointed out that surfaco groups are considered to be the active sites for oxygen evolution reaction (see section 2.5.4).<sup>[30b]</sup> This may be related to the work presented by Conway and Bourgault<sup>[38]</sup> in 1960. These authors have shown that only when the electrode capacitance is independent of the potential, which occurs during self-discharge, eqn. 4.6.9 holds. Therefore, the observation of equality between the decay slope and the Tafel slope suggests that the surface capacity remains constant during self-discharge. Contrary, in those systems where the surface capacity changes during self-discharge, the observed decay slope may differ quite significantly from the steady-state Tafel slope. This effect is evident in the first two-time regions of the 250 Mn electrode as shown in Table 4.6.1. At short and intermediate decay times, slopes of ca. 15 mV dec\(^{-1}\) and ca. 35 mV dec\(^{-1}\) are respectively observed. These slopes differ quite significantly from the slope measured from steady-state polarization, ca. 77 mV dec\(^{-1}\). This may also be interpreted using the work of Conway and Bourgault<sup>[38]</sup> which leads to distinguish two possible scenarios. On the one hand, if the surface coverage of surfaco groups during self-discharge is presumed to be low, the surface capacity decreases with decreasing potential giving the following relationship between the decay slope \(b_{OCP}\) and the Tafel slope \(b\):
where $b'$ is a fraction of RT/F. Thus, the measured $b_{OCP}$ is predicted to be greater than the Tafel slope. On the other hand, if there is high but not full coverage of surfacuo groups, the surface capacity increases with decreasing potential and the decay slope follows:

$$b_{OCP} = \frac{b'b}{b - b'}$$

(4.6.11)

Eqn. 4.6.12 points that $b_{OCP} < b$. Thus, it is suggested here, according to the values presented in Table 4.6.1, that the surface capacity does not remain constant during self-discharge. Doyle and Lyons[2] mentioned upon a study of hydrous iron oxide electrodes that: “At high potentials or short decay times a large proportion of the surfacuo groups are in the higher charged state implying significant surface coverage of intermediates and the observed decay slope is lower than the Tafel slope. On the other hand, for longer times the surface coverage becomes considerably reduced due to increased self-discharge of the surfacuo groups and the decay slope is found to be greater than the Tafel slope”.

This agrees with the results presented in Table 4.6.1, as whereas the time scale increases, the values of the $b_{OCP}$ approach those for steady-state polarisation. Note that self-discharge is assumed to proceed by an electrochemical mechanism analogous to that of corrosion. That is the simultaneous occurrence of anodic and cathodic processes as a mixed potential via a local cell mechanism. In the present work, self-discharge refers to a cathodic oxide or surfacuo group reduction process and an anodic oxygen evolution process.
4.7 Double Layer Capacitance Study

The double layer capacitance contribution will be approached in this work by using both the potential step method and electrochemical impedance spectroscopy (EIS). In this section, however, only the results obtained from the potential step method will be presented, while those obtained from the EIS will be presented later in chapter 6.

Since this experiment is performed in a potential region where the current response is invariant with the applied potential, that being the complete absence of faradaic processes, it is assumed that the only current flow should be due to the charge of the double layer. Under these conditions, the current density response may be represented by:

\[
i = \frac{\Delta E}{R_u} \exp \left( \frac{-t}{R_u C_{dl}} \right)
\]  

If eqn. 4.7.1 is linearized using simple natural logarithm rules, it may be obtained that:

\[
ln i = ln \left( \frac{\Delta E}{R_u} \right) - \frac{t}{R_u C_{dl}}
\]  

Therefore, the current response to a small potential step \(\Delta E\), of 50 mV was recorded in a potential region where no Faradaic processes were occurring to determine the \(R_u\) and \(C_{dl}\), respectively. Typical \(ln i vs. t\) plots are presented in fig. 4.7.1 as a function of number of repetitive potential cycles. In addition, the values for the uncompensated resistance and double layer capacitance are presented in Table 4.7.1.

A remarkable aspect that can be observed in Table 4.7.1 is the fashion in which the double layer capacitance varies with layer thickness. It was noted that for thin thicknesses the double layer is ca. 14 mF cm\(^{-2}\). The intermediate thick film (250 cycles) may be considered as a transition point at which the \(C_{dl}\) increases from ca. 24 mF cm\(^{-2}\) to ca. 40 mF cm\(^{-2}\) for thicker films. Opposite behaviour than that observed for \(C_{dl}\) was noted for the uncompensated solution resistance. In this view, it was found that the uncompensated solution resistance decreased as the layer thickness increased. This suggests that the rate of capacitance discharge - that is how fast the current density tends to zero - is somewhat related with the type of oxide in the surface of the electrode.
Figure 4.7.1 Logarithm of current decay curve following a 50 mV pulse applied to electrodes of different layer thickness: a) 0, b) 25, c) 250, d) 500, e) 750, and f) 1000 number of potential cycles. All the experiments were performed in 1.0 M NaOH at 25°C. Error bars represent standard deviations of three different samples.
Table 4.7.1 Double layer and uncompensated resistance values obtained using eqn. 4.7.2 and data from fig. 4.7.1.

<table>
<thead>
<tr>
<th>Nº of potential cycles</th>
<th>Regression eqn.</th>
<th>Double layer capacitance / mF cm²</th>
<th>Uncompensated resistance / Ω</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( y = -0.0218x - 4.144 )</td>
<td>14.5 ± 1.5</td>
<td>3.2 ± 0.4</td>
</tr>
<tr>
<td>25</td>
<td>( y = -24909x - 4.128 )</td>
<td>13.1 ± 2</td>
<td>3.1 ± 0.3</td>
</tr>
<tr>
<td>250</td>
<td>( y = -15466x - 4.005 )</td>
<td>23.7 ± 1.3</td>
<td>2.7 ± 0.3</td>
</tr>
<tr>
<td>500</td>
<td>( y = -14912x - 3.485 )</td>
<td>40.5 ± 1.7</td>
<td>1.8 ± 0.6</td>
</tr>
<tr>
<td>750</td>
<td>( y = -13354x - 3.596 )</td>
<td>41 ± 1.1</td>
<td>1.9 ± 0.5</td>
</tr>
<tr>
<td>1000</td>
<td>( y = -13027x - 3.690 )</td>
<td>37.9 ± 2.4</td>
<td>2.0 ± 0.5</td>
</tr>
</tbody>
</table>

In section 4.2 it was outlined that, for thick layers, the surface of the electrode becomes porous as a result of the formation of an oxyhydrous Mn oxide layer. Such suggestion was then corroborated by analysing the SEM images in figs. 4.2.7 - 4.2.8. The latter would also explain the constant increase in the current density. Recall from section 1.1.4 that the charge storage behaviour of the double layer is strongly depended on the activities of electrolyte ions on the electrode surface. The greatest the concentration of charge carriers adjacent to the electrode surface (the inner compact plane), the larger the charge storage behaviour of the film. Certainly, if the surface of the electrode possesses a porous structure, it is expected that ions such as \( \text{OH}^- \) would diffuse within the porous structure increasing the number of charge carriers on the inner compact plane and, consequently, increasing the double layer capacitance. This approach has been also proposed by other authors.\(^{[39]}\)

Remarkable work was carried out by Lyklema\(^{[40]}\) who stated: “It should also be noted that the number of counterions that can be accommodated in the surface layer depends primarily on penetration depth and only to a lesser extent on concentration and absorbability of the counterion. The reason for this is, of course, the high number of sites available in a voluminous surface layer compared to a two-dimensional surface array”. This would explain the aforementioned suggestion that as the Mn oxide film becomes thicker, the penetration depth increases allowing more counter-ions to accommodate within the pore structure. Recent studies carried out by Lozano-Castello \textit{et al.}\(^{[39a]}\) confirm that capacitance not only depends on the surface area but also on two other parameters: (i) the pore size distribution, and (ii) the surface chemistry. These authors found that micro pores contribute to the double layer capacitance, \textit{e.g.} if the mean pore size is very small, the penetration of electrolyte into
the pores is difficult. They suggested that if the latter occurs, such pores do not contribute to the total double-layer capacitance of the electrode. Regarding the surface chemistry, they found that the presence of oxygenated groups on the surface of the electrode influences the capacity storage in two fashions: (i) by increasing wettability of the electrode, which would increase the capacitance, and (ii) by producing pseudocapacitance effects, so that Faradaic charge transfer reactions occurs.

### 4.8 Electrocatalytic Behaviour of an Aged Manganese Electrode

In this section, the effect of using an aged Mn electrode on the OER will be discussed. Also, the redox and catalytic changes associated with using an aged electrode will be compared with those exhibit for a fresh electrode. Aged in this sense refers to an electrode that had undergone several polarisation experiments prior to being subjected to a multicycling procedure to produce the hydrous oxide whereas fresh refers to a newly prepared electrode, e.g. previously unused. Prior to investigating the catalytic behaviour of aged Mn electrodes towards the OER, and to understand the nature of such electrodes, the surface redox chemistry of an aged electrode ought to be presented. Thus, the growth of a hydrous oxide film on an initially bright aged Mn substrate in 1.0 M NaOH is presented in fig. 4.8.1. As referred at the beginning of this chapter regarding the charge storage capacity for a fresh electrode, the charge storage capacity, $Q$, was also determined for an aged Mn electrode. Fig. 4.8.2 shows the charge capacity variation as a function of several potential cycles.

The CNLS fitting predicted values of $a = 0.00349 \pm 5.61 \times 10^{-5}$ and $b = 0.00205 \pm 6.80 \times 10^{-5}$. The latter exhibited a less pronounced oxide growth rate decreases than that observed in a fresh Mn electrode. If comparing fig. 4.2.2 with fig. 4.8.2, it is rapidly noticeable that the aged Mn electrode shows a better distribution over the CNLS fitting curve. This suggests that the way the film grown is more stable in an aged surface than in a fresh one.
Figure 4.8.1 Growth of hydrous oxyhydroxide manganese thin film on aged Mn support electrode monitored via analysis of the evolution of the real time voltammogram in 1.0 M NaOH at 25°C. Growth potential limits: -0.25 to 1.75 V (vs. RHE), sweep rate 40 mV s⁻¹.

Figure 4.8.2 Growth of hydrous oxyhydroxide manganese thin film on aged Mn support electrode monitored via analysis of the evolution of the real time voltammogram in 1.0 M NaOH. Plot of integrated voltammetric charge $Q$ (measured at 40 mV s⁻¹) as a function of oxide growth cycles N.
The growth stability seems to go in tandem with the amount of current density response observed. The aged electrode, after 1000 growth cycles, possess ca. 40 % more charge storage capacity than a fresh Mn electrode. Since the growth of the subsequent layers occur on top of the previous one, it is suggested that the nature of the Mn electrode affects the following Mn oxide layers.

To investigate possible differences in the surface of both electrodes, the SEM analysis was conducted. The result of such analysis is presented in fig. 4.8.3.

![Figure 4.8.3 Typical SEM image of: a) fresh and b) aged Mn electrode. Images were obtained using inLens and EHT = 10 kV. Distance between the sample and the objective was 6.8 mm.](image)

No apparent differences were observed between surfaces of an aged and fresh Mn electrode which suggests that differences may arise from the nature of the bulk Mn electrode. Future work will analyse such differences using EIS. The redox peak potentials of the aged Mn oxide film were found to coincide with those calculated for the fresh Mn electrode but exhibiting higher current densities. Due to the greater degree of current density shown in fig. 4.8.1 compared with that in fig. 4.2.1, one would indeed expect a larger relative increase in catalytic activity for the aged electrode towards the OER. The Tafel slope of an aged Mn electrode as a function of several growth cycles is presented in fig. 4.8.4.
Figure 4.8.4 IR corrected steady-state polarisation curves recorded in the direction of increasing potential on an aged Mn electrode at sweep rate of 1 mV s\(^{-1}\) in 1.0 M NaOH at 25°C. Fig a) 0 cycles. Tafel slope a) 82 ± 6.31 mV dec\(^{-1}\) and slope b) 131 ± 4.62 mV dec\(^{-1}\); b) 25 cycles. Tafel slope 82 ± 5.01 mV dec\(^{-1}\); c) 250 cycles. Tafel slope 75 ± 4.43 mV dec\(^{-1}\); d) 500 cycles. Tafel slope 118 ± 6.23 mV dec\(^{-1}\); e) 750 cycles. Tafel slope 111 ± 5.48 mV dec\(^{-1}\); and f) 1000 cycles. Tafel slope 131 ± 8.81 mV dec\(^{-1}\).

Table 4.8.1 summarises the measured Tafel slope for various film thicknesses as a function of both fresh and aged Mn electrode. From Table 4.8.1 it can be noted that the values of the Tafel slope for both electrodes are equal, except for the uncycled electrode. Therefore, the latter also suggests that the OER mechanism holds equal in both types of electrodes.
Table 4.8.1 Comparison table with the measured Tafel slope values from fig. 4.8.3 and those from fig. 4.5.1.

<table>
<thead>
<tr>
<th>Nº potential cycles</th>
<th>Fresh Mn electrode / mV dec⁻¹</th>
<th>Aged Mn electrode / mV dec⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a) 41.1 ± 8.3</td>
<td>a) 81.7 ± 6.3</td>
</tr>
<tr>
<td></td>
<td>b) 120.3 ± 3.9</td>
<td>b) 131.0 ± 4.6</td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>86.9 ± 3.7</td>
<td>81.9 ± 5.0</td>
</tr>
<tr>
<td>250</td>
<td>76.4 ± 6.0</td>
<td>75.2 ± 4.4</td>
</tr>
<tr>
<td>500</td>
<td>117.5 ± 10.2</td>
<td>117.7 ± 6.2</td>
</tr>
<tr>
<td>750</td>
<td>110.0 ± 7.8</td>
<td>111.0 ± 5.5</td>
</tr>
<tr>
<td>1000</td>
<td>128.3 ± 10.6</td>
<td>131.3 ± 8.8</td>
</tr>
</tbody>
</table>

Focusing on the electrode with 0 potential cycles, differences may arise due to imperfections on the surface of the electrode. The rationalisation for explaining equalities in the Tafel slope regardless of the type of Mn electrode is that, after a few growth cycles, the oxidation state of the electrode surface is similar in both cases. This was demonstrated from the observation of equal redox peak potentials from fig. 4.2.1 and fig. 4.8.1.
4.9 References Chapter 4


CHAPTER 5

THE REDOX AND ELECTROCATALYTIC BEHAVIOUR OF THERMALLY PREPARED NICKEL COBALT MIXED OXIDE FILMS
5.1 Introduction

This chapter focuses on the presentation of the electrochemical redox and charge transfer properties on nickel cobalt mixed oxide electrodes in alkaline solutions. These electrodes were prepared by thermal decomposition of their precursor salts in air and coated on titanium wire. The state of the art presented in chapter 1 will now be used and leveraged to explain the results of a series of investigations on the charge storage properties, redox activity and the electrocatalytic activity of nickel cobalt mixed oxide films. The potential-pH response of the nickel cobalt mixed oxide redox activity will also be examined and used to assign a more accurate stoichiometry of the redox system. Also included are relevant steady-state polarisation measurements that yield information to the nature of the catalytic surfaces on which the OER proceeds in these systems. The electrochemical analysis for various nickel cobalt mixed oxide electrodes with different Ni/Co molar ratio content, was focused on electrodes annealed at 400°C for the duration of 4 hours in air. At such annealing temperature and time, nickel cobalt mixed electrodes were found to exhibit the highest catalytic performance. A short study of the electrocatalytic behaviour of nickel cobalt mixed oxide electrodes annealed at temperatures in the range of 300°C to 550°C is also presented in this chapter.

Important notice: the abbreviation “% M Co content” is used to express the molar ratio content percentage of cobalt utilised to prepare the electrode. This percentage value refers to the concentration of cobalt, from a cobalt nitrate hexahydrate stock solution, employed to prepare the mixed aqueous solution from which the working electrode was prepared, e.g. 50 % molar Co content electrode accounts for an electrode produced using a mixed aqueous solution with a Ni/Co molar ratio = 1.

5.2 Brief Electrochemical Study of Nickel Oxide and Cobalt Oxide for OER

It is considered opportune to first discuss the general aspects of the redox behaviour of the thermally prepared nickel oxide and the cobalt oxide electrode before the mixed oxide materials are considered. Recall that these metal oxides were prepared by annealing a mixed aqueous solution with different Ni/Co molar ratios, at 400°C for 4 hours.
5.2.1 Nickel Oxide

Typical voltammetric curve of nickel oxide recorded in 1.0 M NaOH at 25°C is presented in fig. 5.2.1

![Figure 5.2.1 CV of a polycrystalline nickel oxide electrode in 1.0 M NaOH at 25°C. The sweep rate was 50 mV s⁻¹.]

Redox peaks observed in fig. 5.2.1 are in good agreement with data published in literature.[1] For the nickel oxide film prepared by thermal decomposition, it can be assumed that it consists initially of a thick compact oxide layer, NiO according with the XRD results (see fig 5.3.5). In aqueous alkaline solution, however, the NiO undergoes the following reaction:

\[ \text{NiO} + \text{H}_2\text{O} \rightarrow \text{Ni(OH)}_2 \]  

(5.2.1.1)

This was investigated by XPS analysis (see fig. 5.4.5) which proved the existence of Ni(OH)₂. The Ni (II/III) redox transformation can be thought to be the same of the electroprecipitated nickel hydroxide shown in fig. 1.4.1. This oxidation reaction can be represented by the following reaction:[2]

\[ \text{Ni(OH)}_2 \rightarrow \beta\text{NiOOH} + \text{H}^+ + e^- \]  

(5.2.1.2)
The NiO prepared by thermal decomposition can be seen to be analogous to the electroprecipitated nickel hydroxide electrode prepared by electrodeposition discussed in section 1.4.1, with the presence of a compact NiO inner layer. This inner layer has a significant impact on the electrocatalytic behaviour of the electrodes. In fig. 1.4.1 it can be observed that the onset potential for the OER in nickel oxide electrodes prepared via electrodeposition differs of ca. 30 mV more negative to those prepared by thermal decomposition. It is suggested that such difference in the OER onset potential can be attributed to the relatively thin insulating underlying thermally prepared NiO layer, with the smaller hydrous oxide layer. At high potentials in the OER region, the Ni (III/IV) redox transformation occurs according to eqn. 5.2.1.3:

$$\beta\text{NiOOH} + \text{OH}^- \rightarrow \text{NiO}_2 + \text{H}_2\text{O} + \text{e}^- \tag{5.2.1.3}$$

Recall from section 1.4.1 that NiO$_2$ may exhibit an inhibitor behaviour for OER while the crystalline form of the nickel oxide hydroxide, the $\beta$NiOOH, is said to be “the right type of oxide” for the OER. The cathodic peak has been assigned to the reduction of $\beta$NiOOH back to Ni(OH)$_2$ according to the following expression:[3]

$$\beta\text{NiOOH} + \text{H}_2\text{O} + \text{e}^- \rightarrow \text{Ni(OH)}_2 + \text{OH}^- \tag{5.2.1.4}$$

The Tafel plot obtained for NiO electrodes produced via thermal decomposition at 400°C in air in 1.0 M NaOH is presented in fig. 5.2.2. As observed from fig. 5.2.2, the Tafel plot exhibits two different Tafel slopes, one at low overpotentials regions, 0.33 - 0.37 V, and another at high overpotentials regions 0.5 - 0.56 V. Tafel slope values for the first and second linear regions were found to be, 60 ± 5 mV dec$^{-1}$ and 230 ± 10 mV dec$^{-1}$, respectively. The latter may indicate changes in the position of RDS in the overall OER mechanism. A more detailed discussion of this observation will be given in section 5.4.
Figure 5.2.2 IR corrected steady-state polarisation curve recorded in the direction of increasing potential on a polycrystalline nickel oxide electrode in 1.0M NaOH solution at 25°C. The sweep rate was 1 mV s⁻¹.

5.2.2 Cobalt Oxide

Typical voltammetric curve of cobalt oxide recorded in 1.0 M NaOH at 25°C is presented in fig. 5.2.3. The cobalt oxide film prepared by thermal decomposition can be thought to consists of a thick compact oxide layer, Co₃O₄ according with the XRD results (see section 5.3.1). The cobalt oxide exhibits a spinel structure where the divalent, A, and trivalent, B, cations occupy the tetrahedral and octahedral sites, respectively (see section 5.4.2.2). Thus Co₃O₄ may be seen as [Co²⁺][Co³⁺]₂O₄. Analogous to the NiO film, cobalt oxide electrodes develop, in alkaline solutions, a thin outer oxide layer of cobalt (II) hydroxide, Co(OH)₂. Redox peak potential observed in fig. 5.2.3 are in good agreement with data published in literature. The cyclic voltammogram of the film in 1.0 M NaOH revealed three oxidation peaks at ca. 0.5 V, ca. 1.1 V and ca. 1.5 V (vs. RHE), respectively, and a single reduction peak at ca. 1.45V that can be attributed to the conversion between four different cobalt oxidation states: (i) CoO/Co(OH)₂, (ii) Co₃O₄,(iii) CoOOH, and (vi) CoO₂.
According with previous publications, the first anodic peak may be assigned to the Co (II/III) transformation according to:

$$CoO_{inner} + 2H_2O \leftrightarrow Co_3O_4 + 2H^+ + 2e^- \quad (5.2.2.1)$$

or

$$3Co(OH)_2 + 2OH^- \leftrightarrow Co_3O_4 + 4H_2O + 2e^- \quad (5.2.2.2)$$

As mentioned in section 1.4.3, eqn. 5.2.2.2 may also form CoOOH species following:

$$Co(OH)_2 + OH^- \leftrightarrow CoOOH + H_2O + e^- \quad (5.2.2.3)$$

The formation of a second oxidation peak indicates the conversion of Co(OH)$_2$ to CoOOH. At higher positive potentials, the Co (III/IV) transformation takes place. This process can be represented as:

$$CoOOH + OH^- \leftrightarrow CoO_2 + H_2O + e^- \quad (5.2.2.4)$$
The very broad reduction peak, found at ca. 1.4 V, corresponds to the reduction of the Co (IV) oxide back to cobalt oxyhydroxide. The observation of a large charge under the cathodic peak may indicate that the Co (IV) reduces at the first instance to Co (III) followed by a final reduction to Co (II). The Tafel plot obtained for Co$_3$O$_4$ electrodes produced via thermal decomposition in 1.0 M NaOH is presented in fig. 5.2.4. As observed in fig 5.2.4, the Tafel plot revealed a single Tafel slope of 85.7 ± 4 mV dec$^{-1}$.

![Figure 5.2.4 IR corrected steady-state polarisation curve recorded in the direction of increasing potential on a polycrystalline cobalt oxide electrode in 1.0 M NaOH solution at 25°C. The sweep rate was 1mV s$^{-1}$.](image)

**5.3 Annealing Temperature Effect on Nickel Cobalt Mixed Oxide Electrodes**

In this section, the study of various physical parameters, such as: (i) phase composition and lattice constant, (ii) crystallite size, (iii) degree of crystallinity, and (iv) surface morphology as a function of annealing temperature, in a range of 300°C to 550°C are presented. We also include a brief electrocatalytic study on Ni/Co mixed oxide electrodes annealed at different temperatures aiming to determine the optimum annealing temperature to produce the most active catalytic film towards OER.
5.3.1 Structural Analysis

Since the aim of this chapter is to investigate the physical nature and electrocatalytic behaviour of nickel cobalt oxide prepared via thermal decomposition method, we found necessary to determinate the minimum annealing temperature at which the formation of the NiCo₂O₄ compound occurs. Previous publications suggested that the NiCo₂O₄ phase is observed, in XRD patterns, at minimum temperatures of around 300°C.⁵ Therefore the absence of weight loss at such temperature should be observed since that would signify that the compound is completely formed. Fig. 5.3.1 depicts the typical thermogravimetric curves of pure nickel nitrate hexahydrate, pure cobalt nitrate hexahydrate and a 1:1 Ni²⁺/Co²⁺ molar ratio aqueous mixture.

![Thermogravimetric curves](image_url)

Figure 5.3.1 Thermogravimetric curves plotted as a fraction of the initial weight vs. temperature of: Ni(NO₃)₂·6H₂O (solid line); Co(NO₃)₂·6H₂O (dotted line); and a 1:1 molar ratio of Ni²⁺/Co²⁺ precursor solution (dashed line). The curves were recorded from 30°C to 600°C at a heating rate of 5°C min⁻¹.

It was observed from fig. 5.3.1 that the melting points of nickel and cobalt precursor salts were nearly the same at 57°C and 54°C, respectively. We suggest that the melting point do not play a crucial role in the formation of NiCo₂O₄ structures since both occur at similar temperatures. It can also be seen that the different steps, e.g. loss of adsorbed water, further decomposition of the nitrates and final oxide formation, take place at a lower temperature.
for cobalt nitrate compared to that of nickel nitrate. On the other hand, decomposition and crystallization of mixed nitrates, from which the NiCo$_2$O$_4$ spinel species are formed, occurs at intermediate temperatures. For nickel nitrate, the TGA curve exhibits two sharp weight losses. The former corresponds to the evaporation of hydration water molecules, which is ca. 10 wt.% loss, and the latter is associated with the loss of water produced by dehydroxylation of the hydroxide layers, which is 30 wt.% loss. The decomposition of the nitrate, with the evolution of NO$_x$, starts as soon as the dehydration is completed, which may occur at temperatures of ca. 260°C. In the case of cobalt nitrate, the first peak, at ca. 120°C reflects the departure of physically adsorbed water molecules. In addition, two endothermic decomposition events take place at 146°C and 185°C. Nitrogen dioxide and oxygen are the major gaseous products released in this range of temperatures. Note that all the statements regarding gas evolution do not arise from FTIR measurements and therefore, should be treated with care. Furthermore, oxygen decomposition is completed at 270°C. The weight at 270°C may not correspond exactly to that of Co$_3$O$_4$. J.Haenen et al. mentioned that the presence of hydration water in excess over the nominal composition can disturb the calculations based on the TGA curve. The TGA curve of the nickel cobalt mixed oxide is initially similar to that obtained for cobalt nitrate: two distinct weight loss steps in the regions of 40° - 240°C, and 240° - 300°C, are observed, followed by a very small weight loss starting at 400°C. The first weight loss at 40° - 240°C corresponds to the exclusion of physically adsorbed water molecules and an endothermic decomposition peak related with nitrogen dioxide and oxygen removal. The second step at 240° - 300°C can be ascribed to the conversion of the anhydrous precursor into oxide, which would form either NiO, Co$_2$O$_3$ or NiCo$_2$O$_4$.

From TGA results, it can be suggested that NiCo$_2$O$_4$ spinel oxide is already formed at temperatures about 300°C and remains stable up to about 400°C. The weight loss above 400°C can be interpreted as the start of the breakdown of the spinel oxide NiCo$_2$O$_4$. It was noted that the temperature at which the NiCo$_2$O$_4$ spinel structure is formed varies with the heating rate. Fig. 5.3.2 shows two TGA curves corresponding to 1:1 mixed Ni$^{2+}$/Co$^{2+}$ molar ratio obtained at different heating rates. It can be noted that the formation of a stable NiCo$_2$O$_4$ spinel structure occurs at different annealing temperatures, at 320°C and 350°C for heating rates of 5°C min$^{-1}$ and 10°C min$^{-1}$, respectively. Similar behaviour was observed for other spinel structures such as Co$_3$O$_4$. Pope et al. observed that the decomposition of cobalt carbonate to form Co$_3$O$_4$ was completed at temperatures around 250°C in air, while
Garavaglia et al.\cite{11} reported that at sufficiently long times Co$_3$O$_4$ can be formed at 150°C (48 hours). This author also mentioned that at temperatures around 400°C, cobalt nitrate hexahydrate decomposes to Co$_3$O$_4$ within 1 hour calcination time. Recall from chapter 3 that in this work, samples were calcined for the duration of 4 hours to ensure a complete nitrate to oxide transformation. Thermogravimetric analysis of the cobalt nitrate and the mixed cobalt nitrate is in agreement with the results obtained by other authors.\cite{12}

![Figure 5.3.2](image)

Figure 5.3.2 Thermogravimetric curves plotted as a fraction of the initial weight vs. temperature of 1:1 molar ratio of Ni$^{2+}$/Co$^{2+}$ precursor solution using different heating rates: 5°C min$^{-1}$ (solid line) and of 10°C min$^{-1}$ (dashed line). The curves were recorded from 30°C to 600°C.

The XRD diffraction patterns of the nickel cobalt mixed oxide electrodes with 50 % M Co content produced at different annealing temperatures are shown in fig. 5.3.3. The phase purity of all the samples was established by comparison of the X-ray diffraction pattern with the International Centre for Diffraction Data (ICDD) values. Note that the intensity of all peaks was normalized according to the maximum peak. It can be observed that all the diffraction patterns exhibit diffraction peaks at 20 ca. 18.9°, ca. 31.1°, ca. 36.6°, ca. 38.3° and ca. 44.5° corresponding to (111), (220), (311), (222) and (400) planes, respectively. The latter calculated values were found to be in agreement with ICDD card number 20-0781 which corresponds to NiCo$_2$O$_4$ compound. Note that the intensity of the (311) NiCo$_2$O$_4$ peak

at $2\theta = 36.6^\circ$, is significantly higher than the other peaks, indicating that the NiCo$_2$O$_4$ films grow preferentially textured along the (311) direction rather than along the (111), (220), (222) or (400). In addition, the positions of the peaks and the presence of more than one diffraction peak lead to the conclusion that these films are polycrystalline in nature with a face-centred cubic (FCC) lattice, which is in agreement with other reports.[13]

![XRD powder patterns of 1:1 molar ratio Ni$^{2+}$/Co$^{2+}$ oxide powder evaluated at increasing annealing temperatures, from 300°C - 550°C. Grey and red vertical bars illustrate database’s XRD reference patterns for nickel cobalt oxide, NiCo$_2$O$_4$ (PDF # 200781), and nickel oxide, NiO (PDF # 471049), respectively.](image)

The calculated lattice constants for all the samples were in agreement with ICDD Card values. The lattice constant was found to be strongly influenced by annealing temperature. As it is clear from fig. 5.3.4, the lattice parameter of the NiCo$_2$O$_4$ phase changes quite slowly on heating between 300°C and 350°C but then dramatically decreases between 400 and 550°C, from 8.118 Å to 8.0991 Å, respectively. The significant reduction of the lattice parameter, observed in fig. 5.3.4, may suggest contraction of the crystals as the annealing temperature increases. Same lattice contraction behaviour was also noticed by other authors.[14]
Typically, the “expected” effect would be the opposite, that is, lattice expansion occurs as annealing temperature is increased. In other words, materials tend to expand at high temperatures. However, as mentioned in section 1.2.3, crystallite surfaces usually do not present an ideal surface. Real electrode surfaces always exhibit a certain number of defects. In this perspective, it has been pointed out that nickel cobalt oxide films exhibit several surface defects such as oxygen vacancies, lattice disorders, etc., and a large amount extent of impurities.\[15\] From our understanding of the defect kinetics in metals, we suggest that during annealing at high temperatures these defects and impurities are removed resulting in a lattice contraction. Another important observation from fig. 5.3.4 is the formation of a different crystal phase within the sample.

![Figure 5.3.4 Lattice parameter $a$ of 1:1 molar ratio of Ni$^{2+}$/Co$^{3+}$ oxide powder as a function of annealing temperature.](image)

At temperatures above 400°C two diffraction peaks arise at ca. 37.5° and ca. 43.5° corresponding to (111) and (200) planes, respectively. These diffraction peak values were found to be in agreement with the ICDD card number 47-1049 which corresponds to NiO or Bunsenite compound. Such phase exhibit FCC lattice with a lattice constant of 4.1734 Å. The XRD diffraction pattern for pure nickel oxide is present in fig. 5.3.5. As observed from
fig. 5.3.5, both diffraction peaks match those found in fig. 5.3.3 at $2\theta = 37.5^\circ$ and ca. $43.5^\circ$.

Therefore, the increase of such peaks may suggest that at annealing temperatures above 400°C, the NiO phase becomes more relevant within the sample by increasing its wt.% phase. It is therefore important to determine the origin of the nickel employed to form the NiO phase. Note that some NiO arises from the excess of nickel initially used to create the 1:1 Ni$^{2+}$:Co$^{2+}$ precursor solution. It has been pointed out that at annealing temperatures of about 400°C, the NiCo$_2$O$_4$ structure begins to decompose originating both the formation of Co$_3$O$_4$ phase and NiO phase (see Table 5.3.1).[16] This is in agreement with that observed in fig. 5.3.3 where, as the annealing temperature increases, the intensity of diffraction peaks corresponding to NiO increases.

![XRD powder pattern of Ni(NO$_3$)$_2$·6H$_2$O annealed at 400°C compared to database’s NiO reference pattern (PDF # 471049).](image)

Figure 5.3.5 XRD powder pattern of Ni(NO$_3$)$_2$·6H$_2$O annealed at 400°C compared to database’s NiO reference pattern (PDF # 471049).

It must be mentioned that the determination of wt.% phase from XRD diffraction patterns should treated with care since, NiO and particularly Co$_3$O$_4$ reflection peaks can be masked in the XRD pattern. On the one hand, NiO peaks can be masked due to the concentration of NiO is lower with respect to that of Co$_3$O$_4$ or NiCo$_2$O$_4$, this results in lower peak intensities.
On the other hand, the Co$_3$O$_4$ peaks may be masked because of both phases, Co$_3$O$_4$ and NiCo$_2$O$_4$ possess same spinel structure with similar lattice parameters. The phase composition study as a function of annealing temperature for nickel cobalt oxide samples produced using 1:1 Ni$^{2+}$:Co$^{2+}$ ratio is presented in Table 5.3.1.

Considering both that the NiCo$_2$O$_4$ possesses a molar ratio of 1:2 Ni$^{2+}$:Co$^{2+}$ and the sample is produced from a 1:1 Ni$^{2+}$/Co$^{2+}$ molar ratio precursor solution, it is suggested that powder samples can be composed theoretically of 60% NiO and 40% NiCo$_2$O$_4$. Thus, it should be expected to detect some extent of NiO phase in the XRD patterns.

<table>
<thead>
<tr>
<th>Annealing Temperature / °C</th>
<th>NiO wt.%</th>
<th>Co$_3$O$_4$ wt.%</th>
<th>NiCo$_2$O$_4$ wt.%</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>1.60</td>
<td>-</td>
<td>98.40</td>
</tr>
<tr>
<td>350</td>
<td>2.50</td>
<td>-</td>
<td>97.5</td>
</tr>
<tr>
<td>400</td>
<td>6.50</td>
<td>-</td>
<td>93.50</td>
</tr>
<tr>
<td>450</td>
<td>9.20</td>
<td>14.60</td>
<td>76.30</td>
</tr>
<tr>
<td>550</td>
<td>16.40</td>
<td>17.00</td>
<td>69.50</td>
</tr>
</tbody>
</table>

Table 5.3.1 Wt.% phase composition of nickel cobalt mixed oxides with 50 % M Co content annealed at different temperatures in air. These values are obtained from patterns in fig. 5.3.3 using MDI Jade software.

Opposite to theoretical calculations, NiO phase was not significantly observed until temperatures above 350°C were reached. Note that ca. 300°C is the minimum calcination temperature to form crystalline NiO films. At lower annealing temperatures, the presence of hydrated oxide forms (NiOOH) on the surface of NiO crystallites may be observed.$^{[17]}$ It has also been mentioned that NiOOH possesses amorphous structure which causes the impossibility to determine the NiOOH phase using XRD.$^{[18]}$ We would like to mention now that the presence of a NiO phase will affect, as it will be discussed in section 5.4, the electrochemical behaviour of Ni-Co electrodes since this phase is known to possess poor conductivity. We would like to mention that XRD results should be presented along with XPS and EDX analysis to precisely determinate the surface composition of the samples. Unfortunately, neither XPS nor EDX analysis was carried out to quantitative determine the effect of annealing temperature on phase composition of nickel cobalt mixed oxide samples.
5.3.2 Degree of Crystallinity

The calculation of crystallinity by XRD is based on the presumption that a broad peak arises from an amorphous phase whereas the sharp peak comes from a crystal phase. This parameter is unidimensional and normally, it is expressed as a percentage. Therefore, the absence of broad peaks indicate that the sample is completely crystalline. From this perspective, and taking into consideration eqn. 2.4.11, the degree of crystallinity as a function of annealing temperature is presented in fig. 5.3.6. Rapidly, from fig. 5.3.6, it may be deduced that the samples are not purely crystalline but very amorphous. It is also clear that as the temperature increases the crystallinity also increases. It has been pointed out that amorphous materials tend to obtain larger channels and more reaction sites; hence, ion diffusion enhancement occurs.\[19\] It has also been pointed out that crystallisation enhancement occurs as annealing temperature increases.\[20\] We understand this is also occurring in our samples.

![Figure 5.3.6 Degree of crystallinity of 1:1 molar ratio of Ni\(^{2+}\)/Co\(^{2+}\) oxide powder as a function of annealing temperature.](image)

Figure 5.3.6 Degree of crystallinity of 1:1 molar ratio of Ni\(^{2+}\)/Co\(^{2+}\) oxide powder as a function of annealing temperature.
5.3.3 Crystallite Size

Important: results presented in this section should be treated with care since the technique here utilised only holds for single phases. Note that linear regression lines in figs. 5.3.7 to 5.3.11 do not fit linearly with the data points. This suggests the existence of more than one phase in the samples.

Before introducing the discussion on the effect of annealing temperature on the electrocatalytic activity of Ni-Co electrodes, it is convenient to introduce first a crucial parameter which directly affects the nature of reactions on electrode surfaces, the crystallite size (see section 2.4). Lyons\cite{21} observed that crystallite size is favoured by: (i) high annealing temperatures, (ii) slow heating rates, and (iii) a high oxidizing atmosphere. Work reported by Burke and Murphy\cite{22} has indicated that the specific surface area, which is closely related to the crystallite size in porous electrodes, of an RuO\textsubscript{2} film can vary from ca. 70 m\textsuperscript{2}g\textsuperscript{-1} to ca. 8 m\textsuperscript{2}g\textsuperscript{-1} on increasing the annealing temperature from 300°C to 500°C. The decrease of the surface area with increasing annealing temperature is consistent with the operation of a sintering reaction. Among the available methods to estimate the crystallite size are the pseudo-Voigt function, Rietveld refinement, and Warren-Averbach analysis.\cite{23}

In the present study, Williamson-Hall (W-H) analysis is employed for determining crystallite size of 1:1 Ni\textsuperscript{2+}/Co\textsuperscript{2+} molar ratio oxide electrodes annealed at different temperatures in the range of 300°C to 500°C. Recall that the Williamson-Hall method was discussed in section 2.4. In order to investigate the behaviour of crystallite size as a function of annealing temperature, Williamson-Hall plots are presented in figs. 5.3.7 – 5.3.11 along with their corresponding peak report table.

The determination of the crystallite size can be estimated from the y-intercept of the linear fit to the data lines in figs. 5.3.7 - 5.3.11 according to eqn. 2.4.10. The result of the crystalline size as a function of annealing temperature is presented in fig. 5.3.3.6. A marked decrease in the crystallite size, from ca. 38 nm to ca. 29 nm, was observed. In tandem with that previously mentioned in section 5.3.1, we suggest that during annealing at high temperatures impurities and defects are removed from the crystal structure resulting in both lattice contraction and crystallite size reduction. Normally, the crystallite size is expected to increase when the calcination temperature increases, however this was not the case. Further analysts is been carried out to investigate this.
Figure 5.3.7 a) The Williamson-Hall analysis of 1:1 molar ratio of Ni$^{2+}$/Co$^{2+}$ oxide powder annealed at 300°C in air. The analysis revealed a particle size of 37.46 nm.

Table 5.3.7 b) The Williamson-Hall analysis of 1:1 molar ratio of Ni$^{2+}$/Co$^{2+}$ oxide powder annealed at 300°C in air. The analysis revealed a particle size of 37.46 nm.
Figure 5.3.8 a) The Williamson-Hall analysis of 1:1 molar ratio of Ni\(^{2+}\)/Co\(^{2+}\) oxide powder annealed at 350°C in air. The analysis revealed a particle size of 35.54 nm.

Table 5.3.8 b) The Williamson-Hall analysis of 1:1 molar ratio of Ni\(^{2+}\)/Co\(^{2+}\) oxide powder annealed at 350°C in air. The analysis revealed a particle size of 35.54 nm.
Figure 5.3.9 a) The Williamson-Hall analysis of 1:1 molar ratio of Ni\textsuperscript{2+}/Co\textsuperscript{2+} oxide powder annealed at 400°C in air. The analysis revealed a particle size of 33.02 nm.

Table 5.3.9 b) The Williamson-Hall analysis of 1:1 molar ratio of Ni\textsuperscript{2+}/Co\textsuperscript{2+} oxide powder annealed at 400°C in air. The analysis revealed a particle size of 33.02 nm.
Figure 5.3.10 a) The Williamson-Hall analysis of 1:1 molar ratio of Ni\textsuperscript{2+}/Co\textsuperscript{2+} oxide powder annealed at 450°C in air. The analysis revealed a particle size of 28.87 nm.

Table 5.3.10 b) The Williamson-Hall analysis of 1:1 molar ratio of Ni\textsuperscript{2+}/Co\textsuperscript{2+} oxide powder annealed at 450°C in air. The analysis revealed a particle size of 28.87 nm.
Figure 5.3.11 a) The Williamson-Hall analysis of 1:1 molar ratio of Ni$^{2+}$/Co$^{2+}$ oxide powder annealed at 550°C in air. The analysis revealed a particle size of 29.42 nm.

Table 5.3.11 b) The Williamson-Hall analysis of 1:1 molar ratio of Ni$^{2+}$/Co$^{2+}$ oxide powder annealed at 550°C in air. The analysis revealed a particle size of 29.42 nm.
5.3.6 Size of the crystallites of 1:1 molar ratio of Ni$^{2+}$/Co$^{2+}$ oxide powder as a function of annealing temperature.

5.3.4 Surface Morphology

The different surface appearances for the 1:1 Ni$^{2+}$/Co$^{2+}$ molar ratio oxide electrode annealed at temperatures between 300°C and 550°C and coated on Ti foil are presented in fig. 5.3.12. All SEM images in fig. 5.3.12 were shown to display, on the microscale dimension, a mud cracked appearance, indicating poor dependence on annealing temperature. Interestingly, SEM images in Fig. 5.3.12 a) and b) show a widely spaced cracked layer morphology while c), d) and e) exhibit a compact mud-cracked morphology. Same cracked morphology has been observed for other metal oxides prepared \textit{via} thermal decomposition.\cite{24} Particularly, for RuO$_2$ electrodes it was mentioned that such morphology contributes to its low OER overpotential.\cite{25} The latter may be attributed to the intimate interaction surface - electrolyte.
**Figure 5.3.12** SEM images of 1:1 molar ratio of Ni$^{2+}$/Co$^{2+}$ oxide electrode annealed at different temperatures: a) 300°C; b) 350°C; c) 400°C; d) 450°C; e) 550°C. Images were obtained using inLens and EHT = 10 kV. Distance between the samples and the objective was ca. 7 mm.

**5.3.5 Electrochemical Evaluation**

The redox behaviour of the 1:1 Ni$^{2+}$/Co$^{2+}$ molar ratio oxide electrode film was investigated as a function of annealing temperature in alkaline media at 25°C.
The voltammetric curves are presented in fig. 5.3.13. The voltammetric behaviour was found to be in agreement with previous results reported by Junqing Hu et al.\cite{26}

A redox couple can be observed in the CV curve at potentials ca. 1.15 - 1.55 V (vs. RHE), which is mainly associated with the Faradaic redox reactions corresponding to the reversible reactions of Co$^{3+}$/Co$^{2+}$ and Ni$^{3+}$/Ni$^{2+}$.\cite{27} Minor differences are observed in the redox behaviour of curves 450°C and 550°C. This may be due to similarities in the degree of crystallinity, crystallite size and surface morphology, as outlined in figs. 5.3.6, 5.3.9 and 5.3.12, respectively. If the latter two curves are compared with the other three, it will be clear that the shape of the oxidation peak becomes wider than other temperatures below of 400°C. This effect may be produced by an increase of the NiO phase, as a result of the decomposition of the NiCo$_2$O$_4$, when temperature was applied. Special mention should be made to the 400°C curve. It may be observed in fig. 5.3.13, that the voltammogram curve, corresponding to 400°C, displays the largest charge storage behaviour and highest current response if compared with the other annealing temperatures. We suggest that this arises due to a sum of various factors. The most relevant would be the phase composition. Recall from fig. 5.3.3
that at annealing temperatures higher than 400°C the decomposition of NiCo$_2$O$_4$ occurs, which produces a new phase, the NiO. As previously mentioned, not only the NiO phase possess poorer electrical conductivity than the NiCo$_2$O$_4$ phase but also a higher charge storage behaviour (see section 1.5.4). Differences between the electrode annealed at 400°C and those at 300°C and 350°C arise, mainly, from the fact that the former possess lower crystallite size, which may increase the active surface area. We may suggest now that electrodes annealed at 400°C enjoy the best proprieties than those annealed $T > 400°C$ and those annealed at $T < 400°C$, that is small crystallite size and large NiCo$_2$O$_4$ phase, respectively.

The electrocatalytic activity of the thermally prepared 1:1 molar ratio of Ni$^{2+}$/Co$^{2+}$ oxide electrode annealed at various temperatures was evaluated via Tafel plot analysis. The pertinent Tafel plot results are presented in figs. 5.3.14 - 5.3.16.

It is suggested that the notorious catalytic enhancement offered by electrodes annealed at high temperatures, $T > 400°C$, may be attributed to the decrease of crystallite size. Note that the smaller the crystallite size, the more catalytic active sites on the electrode surface. Tafel slopes vary from ca. 158 mV dec$^{-1}$ to ca. 86 mV dec$^{-1}$ which suggests variation of the RDS. It was previously mentioned (see section 1.5.4.1) that differences in Tafel slopes may be explained depending on what sites, on the NiCo$_2$O$_4$ octahedral structure, the OER takes place. There exist two possibilities either in trivalent sites or in divalent sites. According with Rasiyah and Tseung$^{[28]}$, the Tafel slope of ca. 120 mV dec$^{-1}$ might be justified due to the fact that the OER occurs on divalent sites. According to the aforementioned authors, the most probable rate determining steps is:

$$M + OH^- \rightarrow MOH + e^- \quad (5.3.5.1)$$

It also observed that as the temperature increases, the Tafel slope reduces until ca. 86 mV dec$^{-1}$. We suggest that the OER may take place in both divalent and trivalent sites in the octahedral structure of the NiCo$_2$O$_4$, being the divalent sites the preferred, but not only, the sites for the OER.
Figure 5.3.14 IR corrected steady-state polarisation curves recorded in the direction of increasing potential on a 1:1 molar ratio of Ni$^{2+}$/Co$^{2+}$ oxide electrode annealed in air at: a) 300°C and b) 350°C. The slope of the linear region revealed Tafel slopes of ca. 160 mV dec$^{-1}$ and ca. 130 mV dec$^{-1}$ for electrodes annealed at 300°C and 350°C, respectively. The polarisation was recorded in 1.0 M NaOH using a sweep rate of 1 mV s$^{-1}$. 
Figure 5.3.15 IR corrected steady-state polarisation curves recorded in the direction of increasing potential on a 1:1 molar ratio of Ni$^{2+}$/Co$^{2+}$ oxide electrode annealed in air at: c) 400°C and d) 450°C. The slope of the linear region revealed Tafel slopes of ca. 130 mV dec$^{-1}$ and ca. 115 mV dec$^{-1}$ for electrodes annealed at 400°C and 450°C, respectively. The polarisation was recorded in 1.0 M NaOH using a sweep rate of 1 mV s$^{-1}$. 
Figure 5.3.16 e) IR corrected steady-state polarisation curve recorded in the direction of increasing potential on a 1:1 molar ratio of Ni$^{2+}$/Co$^{2+}$ oxide electrode annealed in air at 550°C. The slope of the linear region revealed Tafel slopes of ca. 85 mV dec$^{-1}$. The polarisation was recorded in 1.0 M NaOH using a sweep rate of 1 mV s$^{-1}$.

Recall from section 1.5.4.1, that 40 mV dec$^{-1}$ slopes where associated with the OER occurring at trivalent sites. Another interesting fashion to determine the catalytic activity of electrodes is to plot the overpotential, typically at 10 mA cm$^{-1}$, against annealing temperature. In this perspective, fig. 5.3.17 shows the overpotential, at 10 mA cm$^{-1}$, for nickel cobalt mixed oxide films with 1:1 Ni$^{2+}$/Co$^{2+}$ molar ratio as a function of annealing temperature. It is clear form fig. 5.3.17, that the increase of annealing temperature plays a significant role in the overpotential behaviour of nickel cobalt mixed oxide materials. The increase of temperature, from 300°C up to 400°C results in a decrease in overpotential, from ca. 0.335 V to ca. 0.320 V, respectively. However, as the temperature is further increased, the overpotential increases sharply, from ca. 0.320 V to ca. 0.34 V. We may point out, however, that the differences between the overpotentials values are not large, but relatively significant. Note that in some cases there exists overpotentials with 20 mV difference. This significant variation is likely due to changes in the conductivity of the oxide film as a function of annealing temperatures attributed to changes in the film composition (recall the formation of NiO phase at $T > 400°C$). We conclude that the electrode prepared at 400°C
has the best electrocatalytic properties for the oxygen evolution reaction. When the temperature is low, incomplete crystallinity of NiCo$_2$O$_4$ electrode is obtained, which leads to low electrocatalytic properties. As the temperature increases, a low-surface area and a smoother electrode surface reduces the surface electrocatalytic properties. The appearance of NiO also decreases the electrocatalytic properties of electrode. Thus, 400°C was chosen to further investigate the effect of % M Co content on the OER of nickel cobalt mixed oxide materials.

Figure 5.3.17 Oxygen evolution overpotential, measured at 10 mA cm$^{-2}$, for nickel cobalt mixed oxide films with 1:1 molar ratio of Ni$^{2+}$/Co$^{2+}$ in 1.0 M NaOH at 25°C.
5.4 The Effect of Cobalt Oxide on the OER of Nickel Cobalt Mixed Oxide Electrodes

5.4.1 Introduction

A series of nickel cobalt mixed oxides with different % M Co content, prepared by thermal decomposition method at 400°C in air, are investigated towards the oxygen evolution reaction in alkaline solutions. In this section, the physical characterisation of such electrodes using XRD, XPS and SEM-EDX techniques along with contact angle measurements is presented first, followed by the electrochemical characterisation and a kinetic study.

5.4.2 Physical Characterisation of Nickel Cobalt Mixed Oxide Electrodes

5.4.2.1 X-ray Powder Diffraction Spectroscopy Analysis

X-ray powder diffraction spectroscopy (XRD) was employed in this work to analyse the bulk phases of various nickel cobalt mixed oxide electrodes with different % M Co content. Fig. 5.4.1 shows the XRD patterns of nickel cobalt mixed oxide samples as a function of increasing % M Co content. The peaks in the XRD patterns of nickel oxide and cobalt oxide samples are accurately ascribed to NiO phase with ICDD card number 47-1049 and Co$_3$O$_4$ phase with ICDD card number 43-1003, respectively. For the case of nickel cobalt mixed oxides (20% - 80 % M Co content), both NiCo$_2$O$_4$ phase with ICDD card number 20-0781 and NiO phase coexists. It was found difficult to distinguish between NiCo$_2$O$_4$ and Co$_3$O$_4$ phases due to they possess similar spinel structure. Note that reference lattice parameters for both NiCo$_2$O$_4$ and Co$_3$O$_4$ are ca. 8.110 Å and ca. 8.058 Å, respectively. Thus, a deeper investigation of the lattice parameter in XRD patterns in fig. 5.4.1 will be crucial to confirm the presence of NiCo$_2$O$_4$ phase. The lattice parameter and the phase wt.% were obtained from Rietveld refinement using an inbuilt software in the Jade MDI software. Note that the values of the wt.% are quantitatively estimated using relative peak intensity ratio.\textsuperscript{[29]} All the samples can be classified into three different type of crystal structure, according to the major phase in the sample: (i) NiO, (ii) NiCo$_2$O$_4$, and (iii) Co$_3$O$_4$ type.
Figure 5.4.1 XRD powder patterns of nickel cobalt mixed oxide powders calculated at 400°C and evaluated at increasing % M Co content, from 0 % to 100% M Co content. Grey and red vertical bars illustrate database’s XRD reference patterns for nickel cobalt oxide, NiCo$_2$O$_4$ (PDF # 200781), and nickel oxide, NiO (PDF # 471049), respectively.
The 0 % and 20 % M Co content samples are included in group type (i). Note that 0 % and 20 % M Co content refers to the 10/0 and 8/2 Ni/Co ratio, respectively; the 40 %, 50 % and 60 % M Co content samples are included in group type (ii). Note that 40 %, 50 % and 60 % M Co content refers to 6/4, 5/5 and 4/6 Ni/Co ratio, respectively; the 80 % and 100 % M Co content samples are included in group type (iii). Note that 80% and 100% M Co content refers to the 2/8 and 0/10 Ni/Co ratio, respectively. In order to analyse the detailed change in lattice parameter of the NiCo$_2$O$_4$ phase, a zoom in the region of 35.5° - 38° of the fig. 5.4.1 is shown in fig. 5.4.2. The shift of the diffraction peak (111) towards more positive angles is observed with increasing cobalt content from 40 % to 80 %. Especially significant is the peak shift in samples with 60 % and 80 % cobalt content with respect to the other samples. Such shift led to the reduction of the lattice parameter from the standard 8.11 Å to 8.0829 Å and 8.0744 Å, respectively. When nickel ions are removed from the spinel NiCo$_2$O$_4$ structure, the unit cell decreases its size which causes the XRD peaks to shift towards larger diffraction angles (larger theta values). Thus, lattice reduction of the samples

Figure 5.4.2 XRD pattern amplification of the region between 35.5° and 38° of fig. 5.4.1. Grey and red vertical bars illustrate database’s XRD reference patterns for nickel cobalt oxide, NiCo$_2$O$_4$ (PDF # 200781), and nickel oxide, NiO (PDF # 471049), respectively.
can be ascribed to the increase of \( \text{Co}_3\text{O}_4 \) phase. Note that cobalt oxide and nickel cobalt mixed oxide have equal spinel structure but slightly different lattice parameter of 8.058 Å and 8.110 Å for \( \text{Co}_3\text{O}_4 \) and \( \text{NiCo}_2\text{O}_4 \), respectively. Therefore, we suggest that the main contribution to the peak angles shown in fig. 5.4.2 is due to an increase of \( \text{Co}_3\text{O}_4 \) phase rather than \( \text{NiCo}_2\text{O}_4 \) phase, being the latter enclosed in the diffraction reflection of the former. The results obtained for phase composition and lattice parameters of the various phases within the samples are summarized in Table 5.4.1. Lattice parameters of NiO and \( \text{NiCo}_2\text{O}_4 \) as a function of % M Co content are presented in fig. 5.4.3. Note that the value of phase wt.% is quantitatively estimated using relative peak intensity ratio.

<table>
<thead>
<tr>
<th>% M Co content</th>
<th>NiO</th>
<th>NiCo₂O₄</th>
<th>Co₃O₄</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a (Å)</td>
<td>wt.%</td>
<td>a (Å)</td>
</tr>
<tr>
<td>0</td>
<td>4.171</td>
<td>100</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>4.172</td>
<td>59.30</td>
<td>8.114</td>
</tr>
<tr>
<td>40</td>
<td>4.169</td>
<td>30.90</td>
<td>8.115</td>
</tr>
<tr>
<td>50</td>
<td>4.168</td>
<td>21.50</td>
<td>8.118</td>
</tr>
<tr>
<td>60</td>
<td>4.167</td>
<td>8.80</td>
<td>8.113</td>
</tr>
<tr>
<td>80</td>
<td>-</td>
<td>-</td>
<td>8.111</td>
</tr>
<tr>
<td>100</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.4.1 Phase composition and lattice parameters calculated from XRD patterns presented in fig. 5.4.1.

![Figure 5.4.3](image-url) Lattice parameter values of NiO (△) and NiCo₂O₄(○) as a function of % M Co content. These values were obtained from XRD patterns presented in fig. 5.4.1.
As noted in Table 5.4.1, nickel oxide involved in films with > 60 % M Co content was not observed in crystalline form since it was completely consumed in the reaction to produce NiCo$_2$O$_4$. The lattice parameter of Co$_3$O$_4$ against % M Co content plots exhibits an abrupt increase of $\alpha$ as the content of % M Ni increases. This is probably attributed to inclusion of Ni$^{2+}$ ions from octahedral sites in Co$_3$O$_4$ spinel structure resulting in the formation of NiCo$_2$O$_4$ phase. Note that the ion radius (with coordination number 6) of Ni$^{2+}$ and Co$^{2+}$ differ significantly, 0.069 nm and 0.065nm, respectively.[31]

5.4.2.2 X-ray Photoelectron Spectroscopy Analysis

X-ray photoelectron spectroscopy (XPS) was used to probe the surface chemistry of a series of nickel cobalt mixed oxide films with different % M Co content in a quantitative manner. Survey scan X-ray photoelectron spectra, in the binding energy range 0-1200 eV, for all of the nickel cobalt mixed oxide samples investigated, are shown in fig. 5.4.4. The XPS and Auger lines from the constituent elements are easily identified and marked on the survey spectra. Before analysing with detail the atomic surface composition of the samples, it was convenient to define first the relevant emission peaks. From low to high binding energy one finds: (i) C 1s at 285 eV, (ii) O 1s at 529.7 eV, (iii) Co 2p doublet at 779.8 and 795.4 eV corresponding to 2p$_{3/2}$ and 2p$_{1/2}$, respectively, and (iv) Ni 2p doublet at 854.3 eV and 872.8 eV corresponding to 2p$_{3/2}$ and 2p$_{1/2}$, respectively. The presence of cobalt 2p was confirmed with the observation of the LMM auger peak at 713 eV. The high-resolution spectrum, taken in the binding energy range 274 - 300 eV, revealed a single C 1s peak which was again used as an energy reference at 285 eV.[32]

A primary surface composition analysis was carried out from the XPS survey spectrum outlined in fig. 5.4.4. The atomic percentage was calculated using CasaXPS in-built software which corrects the calculated area under the peaks with the relative sensitivity factor (RSF). The values of the RSF used for cobalt atoms and the nickel atoms are Co$_{RSF}$ = 19.16 and Ni$_{RSF}$ = 22.18, respectively. The results for the surface atomic composition of various nickel cobalt mixed oxide samples are summarized in Table 5.4.2.
Figure 5.4.4 X-ray photoelectron spectroscopy (XPS) survey spectra of nickel cobalt mixed oxide electrodes as a function of % M Co content. All the samples were annealed at 400°C in air. Survey spectra have been corrected to the main line of the C 1s spectrum set to 285 eV. Survey spectra were recorded in a scan window of 0 – 1200 eV and 200 eV pass energy.
Surface composition results presented in Table 5.4.2 show that surface composition differs significantly to that determined on the bulk, suggesting surface segregation of either Ni or Co species. Segregation phenomena may occur during thermal calcination and modify the elemental composition of the surface.\cite{33} Several examples of cation segregation in oxide systems have been observed in the literature.\cite{34} Segregation in the present study may arise from the increased size of Co$^{2+,3+}$ ions relative to the host Ni$^{2+}$ ion. Note that the calculated atomic radius for cobalt and nickel atoms are 152 pm and 149 pm, respectively.

Therefore, we suggest that the samples do not exhibit a uniform composition through the different depths of the oxide layer. High resolution XPS spectra are applied to obtain the information of the oxidation state of each element ion on the surface. Ni 2p and Co 2p along with O 1s photoelectron spectra for nickel cobalt mixed oxide with various % M Co content are shown in fig. 5.4.5 and fig. 5.4.6, respectively. Fig. 5.4.5 show that Co 2p spectra are fitted to two main peaks of Co 2p$_{3/2}$ and Co 2p$_{1/2}$ with binding energy at 779.9 eV and 794.9 eV in addition to two satellite peaks.\cite{32} To investigate the oxidation state of cobalt surface species, Co 2p$_{3/2}$ spectra are de-convoluted into two spin-orbit doublets.\cite{35}

<table>
<thead>
<tr>
<th>% M Co content</th>
<th>Ni (% atomic)</th>
<th>Co (% atomic)</th>
<th>O (% atomic)</th>
<th>Ni/Co ratio</th>
<th>Ratio Ni/Co precursor sol.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>46.4</td>
<td>0</td>
<td>53.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>26.4</td>
<td>19.9</td>
<td>53.7</td>
<td>1.33</td>
<td>4</td>
</tr>
<tr>
<td>40</td>
<td>14.8</td>
<td>34.5</td>
<td>50.7</td>
<td>0.52</td>
<td>1.5</td>
</tr>
<tr>
<td>50</td>
<td>16.5</td>
<td>28.3</td>
<td>55.2</td>
<td>0.58</td>
<td>1</td>
</tr>
<tr>
<td>60</td>
<td>14.6</td>
<td>30.7</td>
<td>54.7</td>
<td>0.48</td>
<td>0.6</td>
</tr>
<tr>
<td>80</td>
<td>10.4</td>
<td>32.6</td>
<td>57.0</td>
<td>0.32</td>
<td>0.25</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>47.7</td>
<td>52.3</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.4.2 Surface composition of a series of nickel cobalt mixed oxide electrodes as a function of % M Co content. These values were obtained from the analysis of XPS spectra presented in fig. 5.4.4.
Figure 5.4.5 High resolution XPS spectra of a) Co 2p and b) Ni 2p of various nickel cobalt mixed oxide electrodes with different % Co content. High resolution spectra have been charged corrected to the main line of the carbon 1s spectrum set to 285 eV. The spectra were recorded at 20 eV pass energy.
Fitting peaks at binding energies at 779.6 eV and 794.3 eV (red), 780.8 and 796.7 eV (green) are assigned to Co$^{3+}$ and Co$^{2+}$, respectively. At high binding energy side of Co 2p$_{3/2}$ and Co 2p$_{1/2}$, the fitting peaks at 782.4 eV (blue), 789.7 eV and 799.9 eV (dark green) are assigned as shake-up satellites. Likewise, Ni 2p spectrum (see fig. 5.4.5 b) can be deconvoluted into two spin-orbit doublets, and two shake-up satellites, which indicates the existence of Ni$^{2+}$ and Ni$^{3+}$. The fitting peaks of O 1s spectra (fig. 5.4.6) at 529.7 eV (red), 530.9 eV (green) and 531.7 eV (dark green) can be ascribed to metal-oxygen bond oxygen in cobalt hydroxyl group, and oxygen in nickel hydroxyl group, respectively.

Figure 5.4.6 High resolution XPS O 1s spectra of various nickel cobalt mixed oxide electrodes with different % M Co content. High resolution spectra have been charged corrected to the main line of the carbon 1s spectrum set to 285 eV. The spectra were recorded at 20 eV pass energy.
According with King and Tsung\cite{37}, the ion distribution model of NiCo$_2$O$_4$ may be referred as:

\[
C_{0.9}^{2+} + C_{0.1}^{2+} (Ni_{0.9}^{2+} + Ni_{0.1}^{3+} + Co^{3+}) O_{3.2}^{-2} \cdot O_{0.8} 
\]

(5.4.2.2.1)

where the cations inside the parenthesis are in an octahedral environment and those outside are in tetrahedral sites. According to eqn. 5.4.2.2.1, 2/5 of the cations are trivalent and the rest divalent. Note that this model also involves a charged oxygen ion. The function of such charged oxygen ion is to balance the excess negative charge produced by the accommodation of divalent nickel ions into octahedral sites with decreasing the number of Co$^{3+}$ ions.

According with the authors, these species might not be found in the bulk regions of the solid since the coordination shells are complete, but may exist at the surface of many transition metals as adsorbed oxygen.\cite{37} Rasiyah and Tseung\cite{28} pointed out that the extent of Ni$^{2+}$ ion in the octahedral sites of the Co$_3$O$_4$ spinel structure yields to important variation of the electrocatalytic activity of nickel cobalt mixed oxide electrodes. Thus, in order to investigate the extent of Ni$^{2+}$ ions onto the octahedral sites of Co$_3$O$_4$ spinel structure, the ratios of Co$^{2+}$ and Co$^{3+}$ are determined. The result of such calculations is presented in Table 5.4.3.

<table>
<thead>
<tr>
<th>% M Co content</th>
<th>Co$^{2+}$ (% atomic)</th>
<th>Co$^{3+}$ (% atomic)</th>
<th>Co$^{3+}$/Co$^{2+}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>33.3</td>
<td>66.7</td>
<td>2.00</td>
</tr>
<tr>
<td>40</td>
<td>34.2</td>
<td>65.8</td>
<td>1.92</td>
</tr>
<tr>
<td>50</td>
<td>34.5</td>
<td>65.5</td>
<td>1.89</td>
</tr>
<tr>
<td>60</td>
<td>51.6</td>
<td>48.4</td>
<td>0.94</td>
</tr>
<tr>
<td>80</td>
<td>77.2</td>
<td>22.8</td>
<td>0.30</td>
</tr>
<tr>
<td>100</td>
<td>83.5</td>
<td>16.5</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 5.4.3 XPS results showing the fitting parameters of Co 2p of a series of nickel cobalt mixed oxides with various % M Co content. These values are extracted from XPS data presented in fig. 5.4.5.

As presented in Table 5.4.3, the ratio of Co$^{3+}$/Co$^{2+}$ quickly increase with decreasing the percentage of cobalt on the electrode from 100 % to 60 %. Further reduction of % M Co content results in the stabilisation of Co$^{2+}$ and Co$^{3+}$ ions. This stabilisation may indicate saturation of Ni$^{2+}$ ions on octahedral sites on the spinel structure. Although the Co$^{3+}$/Co$^{2+}$ ratio is similar for electrodes with 50 % and 20 % M Co content, the phases observed in the XRD patterns (see fig. 5.4.1) were found to possess different phase composition, being the
NiCo$_2$O$_4$ phase the major phase for the former and NiO for the latter concentration, respectively. We suggest that for % M Co content below 60 %, the excess Ni$^{2+}$ ions are not inserted into free octahedral sites anymore which results in a NiO phase surface enrichment. These assumptions are in agreement with the results presented in section 5.4.2.2.

**5.4.3 Scanning Electron Microscope - Energy-Dispersive X-ray**

SEM images of a series of nickel cobalt mixed oxide films with different % M Co content are presented in fig. 5.4.7 and 5.4.8.

Figure 5.4.7 SEM images of nickel cobalt mixed oxides with various % Co content: a) 0 % M Co, b) 20 % M Co, c) 40 % M Co, d) 50 % M Co, e) 60 % M Co and f) 80 % M Co. The images are taken at 100 µm (black scale line) magnification using in-Lens detector and 5 kV EHT. Distance between the samples and the objective was ca. 7 mm.
In fig. 5.4.7 a-f, oxide films prepared by thermal decomposition display the characteristic ‘mud-cracked’ appearance associated with other transition metal oxide prepared previously by other authors using the same preparation method.\textsuperscript{16, 38} The oxide film interspacing, \textit{e.g.} between the cracks and film thickness, are typically in the range of a micron in magnitude. Although electrodes with Co (M) > 40 \% exhibit, in specific areas, a somewhat porous surface, sample with 100\% M Co content exhibit porous surface morphology in almost the totally of the surface area, with a porous diameter of the order of 1 µm, as observed in fig. 5.4.8.

Figure 5.4.7 g) SEM image of nickel cobalt mixed oxide with 100 \% Co content. The image is taken at 100 µm (black scale line) magnification using in-Lens detector and 5kV EHT. Distance between the samples and the objective was ca. 7 mm.

Figure 5.4.8 SEM image of nickel cobalt mixed oxide electrode with 100 \% M Co content. The image is taken at 1 µm (white scale line) magnification using in-Lens detector and 5kV EHT. The image shows various pores with diameter of ca.1 µm. Distance between the sample and the objective was ca. 7 mm.
From fig. 5.4.7, it can be noted that further addition of nickel content dominates the resulting morphology of these mixed oxide film. It is not surprising that the observed morphology of the films exhibit a cracked surface given that they were prepared by a repeated sequence of coating and annealing application. Note that thermal stress induced by the mismatch in expansion coefficients of both oxide materials and the underlying titanium substrate results in the formation of surface cracks. In the nanoscale, see fig. 5.4.9, all oxide mixtures where shown to display surface nanoparticles of between 15 - 50 nm in diameter distributed uniformly across all faces of the oxide film. Such nanoparticles have been previously observed on RuO$_2$ and NiO films synthesised in this fashion.$^{[39]}$

The presence of such nanoparticles would give rise to the highly active catalytic behaviour of these electrodes. Assuming a cubic shape for these nanoparticles, this would give a surface area of ca. 900 nm$^2$ for an individual nanoparticle which compares to an area of 0.34 nm$^2$ calculated for a surface active surfaquo group by Lyons and Burke$^{[40]}$, which we assume to be the active site for OER. Therefore, one may expect that there are > 2000 of these surfaquo groups on each nanoparticle site. We propose that these catalytically active surface nanoparticles account for the excellent OER activity displayed in samples especially in those with large NiCo$_2$O$_4$ phases, that is the 40, 50 and 60 % M Co content electrodes. Note from fig. 5.4.9 that the aforementioned electrodes possess larger and more compact nanoparticles distribution than the other samples.

It was also observed in electrodes with low % M Co content, the presence of NiO crystals, such as the one presented in fig. 5.4.10. The formation of such crystal structures arises, during annealing decomposition, due to imperfections or impurities on the surface of the electrode.$^{[41]}$ The presence of such crystals was found to decrease with increasing cobalt content. This may explained by the presence of free nickel on the surface which may be reduced, previous reaction with cobalt oxide, to form NiCo$_2$O$_4$ species.
Figure 5.4.9 SEM images of nickel cobalt mixed oxides with various % M Co content: a) 0 % Co, b) 20 % Co, c) 40 % Co, d) 50 % Co, e) 60 % Co, f) 80 % Co and g) 100 % M Co. The images are taken at various magnifications (see white scale line) using in-Lens detector and 5kV EHT. Distance between samples and the objective was 7 mm.
Energy dispersive X-ray spectroscopy (EDX) was used to chemically characterise the electrocatalyst oxide film. EDX, in this sense, provides a comprehensive analysis of the elements present in the sample bulk. To determine the total mixed oxide composition, several large EDX ‘maps’ were taken, and the average bulk composition value was obtained. These results are presented in fig. 5.4.11 to 5.4.17. The plots obtained in these experiments show the locations of nickel, cobalt and oxygen atoms on the film bulk. Also included in such figures are the EDX spectrum characteristic of each sample.

Before analysing the extent of both nickel and cobalt on the bulk, it is important to mention the presence of carbon detected. All samples were found to possess around 10 % carbon concentration. This experimental observation of carbon ions on the bulk of the films is in accordance with the work carried out by Dell and Stone[42] who observed that carbon monoxide, CO, and carbon dioxide, CO$_2$ may be adsorbed on both nickel oxide and cobalt oxide films. Also, carbon ions may arise from the support. Recall that carbon tape was used to put together the sample with the sample holder. Therefore, we may suggest that carbon ions arise partially from adsorbed CO and CO$_2$ and also from the carbon tape used as a support. EDX also provided the ratio of nickel and cobalt for each electrode. The maps in figs. 5.4.11 to 5.4.17 proved the uniform distribution of all the elements present in the sample. The atomic ratio of nickel and cobalt on each sample compared with that from the precursor salt are shown in Table 5.4.4.
Figure 5.4.11 Shown are a) the SEM image of a sample with 0 % M Co content over which the EDX analysis was performed; b.1 and b.2) EDX map of image (a) displaying nickel and oxygen atoms, respectively. The coloured spots correspond to the relative element underneath the SEM image; c) EDX spectrum of image (a) with quantitative table showing relative mole % of each element present.

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>C (%)</th>
<th>O (%)</th>
<th>Ti (%)</th>
<th>Ni (%)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum spectrum</td>
<td>13.66</td>
<td>42.14</td>
<td>1.44</td>
<td>42.76</td>
<td>100</td>
</tr>
</tbody>
</table>
Figure 5.4.12: Shown are a) the SEM image of a sample with 20 % M Co content over which the EDX analysis was performed; b.1, b.2, b.3) EDX map of image (a) displaying oxygen, cobalt and nickel atoms, respectively. The coloured spots correspond to the relative element underneath the SEM image; c) EDX spectrum of image (a) with quantitative table showing relative mole % of each element present.

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>C (%)</th>
<th>O (%)</th>
<th>Ti (%)</th>
<th>Co (%)</th>
<th>Ni (%)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum spectrum</td>
<td>10.65</td>
<td>46.77</td>
<td>6.35</td>
<td>6.29</td>
<td>29.94</td>
<td>100</td>
</tr>
</tbody>
</table>

The table above shows the relative mole % of each element present in the sample.
Figure 5.4.13 Shown are a) the SEM image of a sample with 40 % M Co content over which the EDX analysis was performed; b.1, b.2, b.3) EDX map of image (a) displaying oxygen, cobalt and nickel atoms, respectively. The coloured spots correspond to the relative element underneath the SEM image; c) EDX spectrum of image (a) with quantitative table showing relative mole % of each element present.
Figure 5.4.14 Shown are a) the SEM image of a sample with 50 % M Co content over which the EDX analysis was performed; b.1, b.2, b.3) EDX map of image (a) displaying oxygen, cobalt and nickel atoms, respectively. The coloured spots correspond to the relative element underneath the SEM image; c) EDX spectrum of image (a) with quantitative table showing relative mole % of each element present.

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>C (%)</th>
<th>O (%)</th>
<th>Ti (%)</th>
<th>Co (%)</th>
<th>Ni (%)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum spectrum</td>
<td>13.09</td>
<td>52.92</td>
<td>1.66</td>
<td>15.19</td>
<td>17.14</td>
<td>100</td>
</tr>
</tbody>
</table>
Figure 5.4.15 Shown are a) the SEM image of a sample with 60% M Co content over which the EDX analysis was performed; b.1, b.2, b.3) EDX map of image (a) displaying oxygen, cobalt and nickel atoms, respectively. The coloured spots correspond to the relative element underneath the SEM image; c) EDX spectrum of image (a) with quantitative table showing relative mole % of each element present.

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>C (%)</th>
<th>O (%)</th>
<th>Ti (%)</th>
<th>Co (%)</th>
<th>Ni (%)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum spectrum</td>
<td>10.47</td>
<td>51.46</td>
<td>1.52</td>
<td>20.50</td>
<td>16.05</td>
<td>100</td>
</tr>
</tbody>
</table>
Figure 5.4.16 Shown are a) the SEM image of a sample with 80 % M Co content over which the EDX analysis was performed; b.1, b.2, b.3) EDX map of image (a) displaying oxygen, cobalt and nickel atoms, respectively. The coloured spots correspond to the relative element underneath the SEM image; c) EDX spectrum of image (a) with quantitative table showing relative mole % of each element present.

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>C (%)</th>
<th>O (%)</th>
<th>Ti (%)</th>
<th>Co (%)</th>
<th>Ni (%)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum spectrum</td>
<td>13.37</td>
<td>52.20</td>
<td>1.30</td>
<td>24.20</td>
<td>8.93</td>
<td>100</td>
</tr>
</tbody>
</table>
Figure 5.4.17 Shown are a) the SEM image of a sample with 100 % M Co content over which the EDX analysis was performed; b.1, b.2) EDX map of image (a) displaying oxygen and cobalt atoms, respectively. The coloured spots correspond to the relative element underneath the SEM image; c) EDX spectrum of image (a) with quantitative table showing relative mole % of each element present.
<table>
<thead>
<tr>
<th>% M Co content</th>
<th>Ratio Ni/Co precursor salt</th>
<th>Ratio Ni/Co EDX</th>
<th>Difference between ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>4.00</td>
<td>4.75</td>
<td>0.75</td>
</tr>
<tr>
<td>40</td>
<td>1.50</td>
<td>1.90</td>
<td>0.40</td>
</tr>
<tr>
<td>50</td>
<td>1.00</td>
<td>1.13</td>
<td>0.13</td>
</tr>
<tr>
<td>60</td>
<td>0.60</td>
<td>0.75</td>
<td>0.15</td>
</tr>
<tr>
<td>80</td>
<td>0.25</td>
<td>0.37</td>
<td>0.12</td>
</tr>
<tr>
<td>100</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.4.4 Table of the EDX analysis results showing the different Ni/Co ratios of a series of nickel cobalt mixed oxides with various % M Co content. These values are extracted from Tables in fig. 5.4.11 to 5.4.17.

EDX analysis confirmed that the bulk composition follows close by the stoichiometry of the precursor solution mix. Interestingly, it was observed an indirectly behaviour between the % M Co content and the difference between ratios. The higher the extent of cobalt in the sample, the lower the difference between the Ni/Co molar ratios obtained from the precursor salt and from EDX analysis.

We suggest this may be due to two possibilities: (i) uneven deposition of the materials, and (ii) the presence of very concentrated nickel regions on the sample. Note, that the ratio of Ni/Co obtained from EDX analysis is larger than that obtained from the precursor salt, which suggests that the measured nickel concentration in the EDX is somewhat larger than the cobalt ion, or in other words, that the cobalt concentration measured by EDX is smaller than the expected one. Recall the observation of nickel crystal structures on the surface of samples with large amount of nickel content (see fig. 5.4.10). It was previously mentioned that the presence of such structures on the oxide surface decreased with increasing concentration of cobalt. Thus, the presence of singular points with large amount of nickel crystals may vary the % atomic concentration calculations yielding to variations on the Ni/Co molar ratio. Clearly, the difference would be more notorious in those cases where the amount of nickel atoms would be large, as observed in Table 5.4.4.
5.4.4 Contact Angle Analysis

Variation of the % M of Co content on samples brings about significant changes in the surface chemistry of films. Such changes were investigated by studying the water contact angle of each sample type. Calculations based on measured contact angle values yield to the determination of the solid surface tension, which quantifies the wetting characteristics of a solid material. Fig. 5.4.18 shows the water contact angles for each type of sample whereas fig. 5.4.19 outlines the contact angle as a function of % M Co content.

Figure 5.4.18 Various contact angle measurements on nickel cobalt mixed oxide electrodes with various % Co content: a) 0 %, b) 20 %, c) 40 %, d) 50 %, e) 60 %, f) 80 %, g) 100 % M Co content. The contact angle displayed in these images correspond to that formed between a water drop and the surface. All the images were obtained using the sessile drop method and captured after 5 s from the drop.
Figure 5.4.19 Contact angle values as a function of % M Co content on nickel cobalt mixed oxide electrodes. These contact angle values were determined from the images in fig. 5.4.18. Error bars represent standard deviations of three different samples.

As observed in fig. 5.4.19, the % M Co content present on the nickel cobalt mixed oxide electrodes produces significant changes in the wettability behaviour of the samples. It can also be noted that while all the samples were found to be hydrophilic in nature, not all the samples exhibit equal degree of wettability. It was found that those samples with a large wt.% of NiCo$_2$O$_4$ phase, those are 40 %, 50 % and 60 % M Co content, displayed the highest contact angles. The latter may indicate that NiCo$_2$O$_4$ phases possesses a relatively greater hydrophobic nature than those samples with larger NiO or Co$_3$O$_4$ phases. Similar observations were also found in the literature.$^{[43]}$ This hydrophobicity may be ascribed to the ease of the NiCo$_2$O$_4$ species to adsorb polar molecules, such as water or OH$^-$ onto its surface.
5.5 The Influence of Cobalt Oxide on the Electrochemical Behaviour of Nickel Cobalt Mixed Oxide Electrodes

The present section focuses on the presentation of the electrochemical redox and charge transfer proprieties of a series of nickel cobalt mixed oxides electrodes with different % M Co content prepared by thermal decomposition in air at 400°C. This study aims to investigate the effect of the extent of cobalt oxide on nickel cobalt mixed oxide electrodes on both the electrochemical proprieties and the catalytic activity of such electrodes towards the OER. The electrochemical redox proprieties of nickel cobalt oxide films will be examined by monitoring the voltammetric response as a function cobalt concentration. The potential-pH response will also be examined and used to assign a more accurate stoichiometry of the redox system. Also included are relevant steady-state polarisation measurements that yield information to the nature of the catalytic surfaces on which the OER proceeds in these systems.

5.5.1 The Surface Redox Chemistry

Typical cyclic voltammograms recorded for thermally prepared nickel cobalt mixed oxides with different % M Co content coated on titanium anodes in 1.0 M NaOH at 25°C are outlined in fig. 5.5.1. The voltammogram for the pure NiO (see fig. 5.5.1a) was found to possess a very sharp redox couple at potential range ca. 1.3 - 1.5 V (vs. RHE). Recall that the shape of the redox peaks is closely related with the nature of the crystal phase. Sharp peaks in cyclic voltammograms usually involve a high crystalline structure, whereas broad peaks involve the presence of an amorphous phase. It has also been pointed out that the boarding of the peaks arises in fig. 5.5.1 due to: (i) the formation of NiCo₂O₄ which, as previously mentioned in section 5.3.2, possesses a poor crystallite phase, and (ii) the redox peak may now involve more than one redox reaction. Note from fig. 5.5.1 that nickel and cobalt, 0 and 100 % M Co respectively, exhibit redox peaks in the same potential window ca. 1.3 -1.5 V and therefore, it would seem logical to assess the redox peaks associated with NiCo₂O₄ also takes place within this potential window.
Figure 5.5.1 Cyclic voltammograms characterising the surface electrochemistry of a series of nickel cobalt mixed oxide electrodes annealed at 400°C: a) 0, b) 20, c) 40, d) 50, e) 60, f) 80, and g) 100 % M Co content. All the above CVs were recorded in 1.0 M NaOH between -0.3 and 1.7 V vs. RHE with a sweep rate of 50 mV s\(^{-1}\) at 25°C.
Jiangping Tu et al.\cite{27} have mentioned that the redox couple observed at ca. 1.3 - 1.5 V for electrodes with < 10 % M Co content involved both the Ni (II/III) and Co (III/IV) transitions based on the following two eqns.:

\[
\text{NiCo}_2\text{O}_4 + \text{OH}^- + \text{H}_2\text{O} \leftrightarrow \text{NiOOH} + 2\text{CoOOH} + e^- \tag{5.5.1.1}
\]

\[
\text{CoOOH} + \text{OH}^- \leftrightarrow \text{CoO}_2 + \text{H}_2\text{O} + e^- \tag{5.5.1.2}
\]

To validate the latter assumption and taking into consideration the fact that better defined redox peaks may be achieved by decreasing the sweep rate (only valid for slow rate reactions), a cyclic voltammogram for the nickel oxide with 50 % M Co content recorded at 5 mV s\(^{-1}\) is presented in fig. 5.5.2.

![Figure 5.5.2 CV of a nickel cobalt oxide electrode with 50 % M Co content in 1.0 M NaOH at 25°C. The sweep rate was 5 mV s\(^{-1}\).](image)

It can be observed in fig. 5.5.2 two well defined anodic peaks A1 and A2, at ca. 1.4 V and ca. 1.5 V, respectively. Therefore, if peak potentials in fig. 5.5.2 are compared with those in fig. 5.5.1, 0 and 100 % M Co respectively, it is evident that peaks at ca. 1.3 V and ca. 1.5 V correspond to Ni (II/III) and Co (III/IV) transitions, respectively. The latter is supported by the fact that nickel increase its oxidation state at lower potentials than the cobalt.\cite{27} It is
important to highlight that NiOOH and CoOOH have been identified as the active species to catalyse the OER.\textsuperscript{[44]} As a consequence, the intensity of this characteristic anodic peak, or more precisely, the area enclosed by the peak, indicates the amount of NiOOH and CoOOH formed in the system and correlates positively with the OER efficiency of the electrocatalyst. Recall that the integrated voltammetric charge $Q^*$ determined between pre-defined limits has been shown to be a useful indicator of active surface area.\textsuperscript{[45]} In this perspective, the plot of charge enclosed in the anodic redox peak as a function of % M Co content is presented in fig. 5.5.3. Note that 0 % and 100 % M Co content samples were omitted since these do not produce NiCo$_2$O$_4$ phase.

![Graph](image)

Figure 5.5.3 Left hand side: The charge associated with the anodic peak A1 of CVs in fig. 5.5.2 as a function of % M Co content (\textbullet{}). Right hand side: wt.% of NiCo$_2$O$_4$ phase as a function of % M Co content (\texttriangle{}). The NiCo$_2$O$_4$ wt.% are obtained from Table 5.4.1. The graph pretends illustrate the relationship between anodic charge and wt.% of NiCo$_2$O$_4$.

The increase in anodic charge seems to occur in tandem with the increase of NiCo$_2$O$_4$ wt.% content for samples with cobalt content between 20 % and 60 % being the latter the point with greater NiCo$_2$O$_4$ phase and peak charge. At 80 %, although there is a notorious increase in the peak charge, the wt.% of NiCo$_2$O$_4$ decreases drastically. This is due to Co$_3$O$_4$ phase is the predominant phase in the sample (see Table 5.4.1). The charge transfer kinetics
contributed by the redox reactions of Co (II/III) and Co (III/IV) in the redox couple are responsible for the high conductivity and capacitance of cobalt oxide electrode.

5.5.2 The Influence of the pH on the Voltammetric Response

The influence of the solution pH on the voltammetric response of a series of nickel cobalt mixed oxide with different % M Co content is now presented. The effect of alkaline concentration on the redox activity of the electrodes was tested at seven different pH concentrations, ranging from 0.1 M to 5.0 M NaOH. Alkaline concentration has two impacts on the electrode performance, firstly on the ionic conductivity between the electrolyte and the electrode, and secondly on the electrocatalyst activity since exchange current density typically increases as OH\(^{-}\) ions increase. Figs. 5.5.4 to 5.5.10 show the peak potential dependence with the pH at 25°C of various electrodes. Table 5.4.2.1 summarizes regression line equations for the redox peak shift as a function of pH. It can be noted from the figures below that peak potentials vs. pH exhibit slopes ca. 0 mV per pH unit, for both anodic and cathodic peak potentials respectively. Also note that in the RHE scale, the observation of a zero shift is analogous to a potential shift of 59 mV pH\(^{-1}\) in the Hg/HgO scale. These observations suggest the involvement of proton in the overall reaction as predicted by eqns. 5.5.1.1 and 5.5.1.2.

![Figure 5.5.4 Potential-pH shift of nickel cobalt mixed oxide electrode with 0 % M Co content. The peak potential refers to A1 (brown dot) and C1 (orange dot) peaks in fig. 5.5.2. The peak potential was measured using a RHE reference electrode. Error bars represent standard deviations of three different samples.](image-url)
Figure 5.5.5 Potential-pH shift of nickel cobalt mixed oxide electrode with 20 % M Co content. The peak potential refers to A1 (brown dot) and C1 (orange dot) peaks in fig. 5.5.2. The peak potential was measured using a RHE reference electrode. Error bars represent standard deviations of three different samples.

Figure 5.5.6 Potential-pH shift of nickel cobalt mixed oxide electrode with 40 % M Co content. The peak potential refers to A1 (brown dot) and C1 (orange dot) peaks in fig. 5.5.2. The peak potential was measured using a RHE reference electrode. Error bars represent standard deviations of three different samples.
Figure 5.5.7 Potential-pH shift of nickel cobalt mixed oxide electrode with 50 % M Co content. The peak potential refers to A1 (brown dot) and C1 (orange dot) peaks in fig. 5.5.2. The peak potential was measured using a RHE reference electrode. Error bars represent standard deviations of three different samples.

Figure 5.5.8 Potential-pH shift of nickel cobalt mixed oxide electrode with 60 % M Co content. The peak potential refers to A1 (brown dot) and C1 (orange dot) peaks in fig. 5.5.2. The peak potential was measured using a RHE reference electrode. Error bars represent standard deviations of three different samples.
Figure 5.5.9 Potential-pH shift of nickel cobalt mixed oxide electrode with 80 % M Co content. The peak potential refers to A1 (brown dot) and C1 (orange dot) peaks in fig. 5.5.2. The peak potential was measured using a RHE reference electrode. Error bars represent standard deviations of three different samples.

Figure 5.5.10 Potential-pH shift of nickel cobalt mixed oxide electrode with 100 % M Co content. The peak potential refers to A1 (brown dot) and C1 (orange dot) peaks in fig. 5.5.2. The peak potential was measured using a RHE reference electrode. Error bars represent standard deviations of three different samples.
Table 5.5.1 Calculated regression line eqns. of the potential-pH shift of figs. 5.5.4 - 5.5.10. The anodic and cathodic eqns. refer to A1 and C1 peaks in fig. 5.5.2.

<table>
<thead>
<tr>
<th>% M Co content</th>
<th>Anodic regression line eqn. of A1 peak</th>
<th>Cathodic regression line eqn. of C1 peak</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>y = -0.0073x + 1.59</td>
<td>y = -0.0098x + 1.41</td>
</tr>
<tr>
<td>20</td>
<td>y = -0.0038x + 1.45</td>
<td>y = 0.0107x + 1.07</td>
</tr>
<tr>
<td>40</td>
<td>y = 0.0104x + 1.25</td>
<td>y = 0.0115x + 0.91</td>
</tr>
<tr>
<td>50</td>
<td>y = 0.0052x + 1.38</td>
<td>y = -0.0005x + 1.35</td>
</tr>
<tr>
<td>60</td>
<td>y = 0.003x + 1.35</td>
<td>y = -0.0022x + 1.25</td>
</tr>
<tr>
<td>80</td>
<td>y = -0.0007x + 1.29</td>
<td>y = -0.0022x + 1.24</td>
</tr>
<tr>
<td>100</td>
<td>y = -0.0095x + 1.62</td>
<td>y = 0.0103x + 1.25</td>
</tr>
</tbody>
</table>

5.5.3 The Kinetic Analysis

The mechanism of anodic oxygen evolution at the thermally prepared nickel cobalt mixed oxide electrode surfaces in contact with aqueous alkaline solution was examined using a variety of traditional electrochemical measurements such as steady-state Tafel plot analysis, reaction order studies and examination of open circuit potential decay transients. Such methods have been shown to be extremely effective in aiding the assignment of mechanism of complex multistep, multi-electron transfer surface electrochemical reactions such as the OER.\[46\]

This section presents the results of a comprehensive kinetic analysis performed on nickel cobalt mixed oxides electrodes in aqueous alkaline solution. These studies were performed as a function of % M Co content using steady-state polarization technique recorded at a sweep rate of 1 mV s\(^{-1}\). The latter data was subsequently transformed into Tafel format, and the Tafel slope evaluated. The results of a series of iR compensated OER steady-state polarisation curves recorded at a series of nickel cobalt mixed oxides electrodes in 1.0 M NaOH as a function of % M cobalt content are presented in fig. 5.5.12. In addition, the variation of Tafel slope values with respect to the % M Co content in 1.0 M NaOH solutions is presented in fig. 5.5.11. It is evident from fig. 5.5.11 that the Tafel slope changes significantly with the % M Co content. Note that electrodes with a high content of NiCo\(_2\)O\(_4\) phase, that is the, 50 % and 60 %, exhibit the lower Tafel slope values, \(b = 40\) mV dec\(^{-1}\), whereas for other % M Co content samples larger values of Tafel slopes were observed, \(b \approx 80\) mV dec\(^{-1}\).
This enhancement in the OER activity might be due to the distribution of Ni\textsuperscript{2+} species in the octahedral sites of the spinel, which according with Yihua Zhu and Xiaoling\textsuperscript{[47]}, creates active sites for OER with much lower activation potential compared to that of the Co cation.\textsuperscript{[48]} Particularly, for samples with 0 % and 20 % M Co content, where the NiO phase is the major phase, the resulting Tafel slopes are ca. 65 mV dec\textsuperscript{-1} and ca. 91 mV dec\textsuperscript{-1}, respectively. On the other hand, for samples with 80 % and 100 % M Co content, where the Co\textsubscript{3}O\textsubscript{4} phase is predominant, Tafel slope yielded values of ca. 90 mV dec\textsuperscript{-1} and ca. 85 mV dec\textsuperscript{-1}, respectively. Although different Tafel slope values have been reported in the literature, depending on: (i) the nature of the substrate, (ii) the preparation method of the samples, and (iii) the experimental conditions, we exclude the possibility of the last two because experimental condition and preparation method are equal in this study.\textsuperscript{[47, 49]}

As outlined in section 2.3.5, the Tafel slope variation can be explained based upon the different surface sites where the OER takes place in the NiCo\textsubscript{2}O\textsubscript{4} octahedral structure. There exist two different active sites where the OER may occur: trivalent sites and divalent sites corresponding to Ni\textsuperscript{2+} / Co\textsuperscript{2+} and Ni\textsuperscript{3+} / Co\textsuperscript{3+}, respectively. The coexistence of divalent and
trivalent states for Co and Ni implies that both Ni and Co species are partially oxidized and reduced, respectively, to balance the formation of oxygen vacancies.\textsuperscript{[50]}

It has been pointed out that the average oxidation state of Ni or Co in the NiCo$_2$O$_4$ structure, is equal to 2.67$^+$. As introduced in section 2.3.5, the slope of ca. 120 mV dec$^{-1}$ is related to oxygen evolution taking place at trivalent cation sites via a bridge formed species, whereas a slope of ca. 40 mV dec$^{-1}$ is attributed to divalent cations being the active sites, via the reaction sequence known as the electrochemical path. In addition, Efremov and Tarasevich\textsuperscript{[51]} reported values of 50 mV dec$^{-1}$ and 120 mV dec$^{-1}$, respectively, in 0.1 M KOH solution at 60$^\circ$C, and attributed it to the change in the RDS in the overall reaction due to the change of the M$^{2+}$ active sites to M$^{3+}$ active sites. In this perspective, Rasiyah and Tseung\textsuperscript{[28]} proposed the formation of an intermediate T-O--M, where T is a trivalent site and M is either a trivalent or a divalent site.

According with these authors the most probable mechanism for the OER in NiCo$_2$O$_4$ electrodes would be given by:

\begin{equation}
M + OH^- \rightarrow MOH + e^- \tag{5.5.3.1}
\end{equation}

\begin{equation}
M^z - OH \rightarrow M^{z+1} - OH + e^- \tag{5.5.3.2}
\end{equation}

\begin{equation}
2M^{z+1} - OH + 2OH^- \rightarrow 2M + 2H_2O + e^- \tag{5.5.3.3}
\end{equation}

with step (2), the formation of a higher oxide, being rate determining.

We suggest that the observation of a Tafel slope of ca. 80 mV dec$^{-1}$ indicates that the OER occurs indistinctively in divalent and trivalent sites on the NiCo$_2$O$_4$ structure, whereas if $b$ = ca. 40 mV dec$^{-1}$, the OER takes place only in divalent sites. It is important to mention that the above mechanism is strictly applicable to flat surfaces. Therefore, in the case of porous electrodes or very creaked surfaces, like those used in this chapter, the complexity of the kinetical analysis increases since different rate-determining steps may be operating in different parts of the electrode. The latter occurs as a result of different diffusion and ohmic control contributions along the pore or cracked surface.
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Figure 5.5.12 IR corrected steady-state polarisation curves recorded in the direction of increasing potential on a series of nickel cobalt mixed oxide electrodes: a) 0, b) 20, c) 40, d) 50, e) 60, f) 80, and g) 100 % M Co content. Sweep rate of 1 mV s\(^{-1}\) in 1.0 M NaOH at 25°C.
This situation can be approached successfully using electrochemical impedance spectroscopy and establishing a valid model for the porous electrode. Besides the value of the Tafel slope, another common parameter to quantify the OER efficiency of a catalyst is the overpotential required to achieve a given current density, normally of 10 mA cm$^{-2}$, $\eta_{10}$, which is the smaller the better. The overpotential measured from the steady-state polarisation measurements in fig. 5.5.12 is summarized in fig. 5.5.13. The $\eta_{10}$ of both the 0 % and the 100 % M Co content electrodes is the largest and decreases by varying the % M Co content in the sample, as seen in the cases of the 20 % and the 80 % samples. The $\eta_{10}$ reaches the lowest level at the 60 % sample, in which both NiO and NiCo$_2$O$_4$ phases are present in the sample, being the latter the major phase with a ca. 90 wt.% of NiCo$_2$O$_4$. Its value, however, bounces back for samples of 50 % and 40 %, in which the amount of NiCo$_2$O$_4$ decreases and that of NiO increases. In summary, the $\eta$ values of the samples are in the decreasing order of NiCo$_2$O$_4$ phase content: 60% $>$ 50% $>$ 40% $>$ 20%−80% $\gg$ 0% $\sim$100%.

<table>
<thead>
<tr>
<th>% M Co content</th>
<th>$\eta$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.36</td>
</tr>
<tr>
<td>20</td>
<td>0.33</td>
</tr>
<tr>
<td>40</td>
<td>0.30</td>
</tr>
<tr>
<td>60</td>
<td>0.28</td>
</tr>
<tr>
<td>80</td>
<td>0.32</td>
</tr>
<tr>
<td>100</td>
<td>0.34</td>
</tr>
<tr>
<td>120</td>
<td>0.36</td>
</tr>
</tbody>
</table>

Figure 5.5.13 The oxygen evolution overpotential measured at 10 mA cm$^{-2}$ for a series of nickel cobalt mixed oxide electrodes in contact with 1.0 M NaOH at 25°C as a function of % M Co in the oxide film. These values were obtained from the steady-state polarisation curves presented in fig. 5.5.12. Error bars represent standard deviations of three different samples.
Although overpotential is a convenient performance index for the OER catalyst, it is usually accompanied by the value of the OER onset potential. The onset potential indicates the minimum applied potential at which the thermodynamic and kinetic barriers for OER become downhill. Fig. 5.5.14 summarizes the onset potential as a function of % M Co content for various nickel cobalt mixed oxide electrodes.

Correlation between the overpotential at 10 mA cm\(^{-2}\), the oxygen evolution onset and current density at an overpotential of 0.32 V is evidently established for NiCo\(_2\)O\(_4\) electrodes by combining fig. 5.5.13 and 5.5.14.

![Graph showing OER Onset Potential and Current Density vs. % M Co Content](image)

Figure 5.5.14 Left hand side: The oxygen evolution reaction onset potential for a series of nickel cobalt mixed oxide electrodes in contact with 1.0 M NaOH at 25°C as a function of mole % M Co in the oxide film ( ●). Right hand side: Current density at an overpotential of 0.32V phase as a function of % M Co content ( ▲). These values were obtained from the steady-state polarisation curves presented in fig. 5.5.12.

Typical steady-state Tafel plots were also recorded as a function of base concentration over an extended range of pH, from 0.1 M to 5.0 M NaOH. These types of plots are also known as reaction order plots. A series of Tafel plots and reaction order studies for a series of electrodes with different % M Co content are illustrated in the below figs. 5.5.15 – 5.5.17. The current density used for the reaction order analysis was obtained at an overpotential of
0.32 V vs. RHE for all the samples. Similar to the kinetic study in Mn oxide electrodes, the presented reaction order study was measured in terms of constant applied potential which is relative to a pH-independent reference electrode, e.g. mercury-mercury oxide, Hg/HgO. Consequently, a similar analysis than that performed for Mn oxide electrodes will be carried out for Ni/Co mixed electrodes. It is relevant to mention that equal Tafel slope values were found in each electrode measurement. Such behaviour may indicate that the rate determining step remains constant regardless the OH\(^{-}\) ion concentration. In addition, higher current densities were observed at different OH\(^{-}\) concentration which may suggest that the oxide formation at high potentials is pH-dependent.

The latter has also been observed in both redox peak potential vs. pH studies (see section 5.5.2) and in other studies of these mixed oxides.[52] The results for the reaction order values from figs. 5.5.15 – 5.5.17 are presented in Table 5.5.2. Excellent linearity was found for all logarithm reaction order plots for a range of overpotentials in the Tafel region.

<table>
<thead>
<tr>
<th>% M Co content</th>
<th>Reaction order Ni/Co electrodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.82 ± 0.03</td>
</tr>
<tr>
<td>20</td>
<td>0.83 ± 0.02</td>
</tr>
<tr>
<td>40</td>
<td>0.99 ± 0.05</td>
</tr>
<tr>
<td>50</td>
<td>1.14 ± 0.02</td>
</tr>
<tr>
<td>60</td>
<td>1.18 ± 0.03</td>
</tr>
<tr>
<td>80</td>
<td>1.05 ± 0.02</td>
</tr>
<tr>
<td>100</td>
<td>0.93 ± 0.01</td>
</tr>
</tbody>
</table>

Table 5.5.2 Mechanistically significant reaction order values obtained from figs. 5.5.15 – 5.5.17 at an overpotential of 0.32V for a series of nickel cobalt mixed oxide electrodes with different % M Co content.

Results observed in Table 5.5.2 indicate that the reaction order is somewhat dependent of the phase composition. In this view, electrodes with large NiCo\(_2\)O\(_4\) phase wt.%, 40 %, 50 % and 60 % exhibit reaction order values of ca. 1.15 whereas electrodes with large wt.% of NiO or Co\(_3\)O\(_4\) phase exhibit reaction order of ca. 0.8 or ca. 0.95, respectively. To conclude this section, we would like to mention that the behaviour of the polarisation curves in fig. 5.5.12 along with the Tafel slope values presented in fig. 5.5.11 display good agreement with the mechanistic scheme proposed by Rasiyah and Tseung.[28]
Figure 5.5.15 IR corrected steady-state polarisation curves recorded in the direction of increasing potential on an nickel cobalt mixed oxide with a.1) 0 % M Co, b.1) 20 % M Co and c.1) 40 % M Co in NaOH solutions of various concentration at 25°C. Fig. to the right hand side represent the reaction order plots constructed from the polarisation data (left hand side) at an overpotential of 0.32 V. The reaction order values are shown in Table 5.5.2. Error bars represent standard deviations of three different samples.
Figure 5.5.16 IR corrected steady-state polarisation curves recorded in the direction of increasing potential on a nickel cobalt mixed oxide with d.1) 50 % M Co, e.1) 60 % M Co and f.1) 80 % M Co in NaOH solutions of various concentration at 25°C. Fig. to the right-hand side represent the reaction order plots constructed from the polarisation data (left hand side) at an overpotential of 0.32 V. The reaction order values are shown in Table 5.5.2. Error bars represent standard deviations of three different samples.
Figure 5.5.17 IR corrected steady-state polarisation curves recorded in the direction of increasing potential on a nickel cobalt mixed oxide with g.1) 100% M Co in NaOH solutions of various concentration at 25°C. The figure to the right-hand side represents the reaction order plot constructed from the polarisation data (left-hand side) at an overpotential of 0.32 V. The reaction order value is shown in Table 5.5.2. Error bars represent standard deviations of three different samples.

5.6 Open Circuit Decay Measurements

As performed for Mn oxide electrodes in section 4.6, the analysis of open circuit potential (OCP) decay curves was carried out in this thesis, to help determine the kinetics and mechanisms of the nickel cobalt mixed oxide electrode with different % M Co content in alkaline solution. Typical open circuit potential/time decay curves recorded for a series of nickel cobalt mixed oxide electrode with different % M Co content in 1.0 M NaOH at 25°C are presented in fig. 5.6.1. The study of the OCP decay will be carried out by dividing in three-time regions the potential decay as it was done for Mn electrodes. The three-time regions are: (i) log 0 to 1, (ii) log 1 to 3, and (iii) log 3 to 5, which corresponds to the (i) short, (ii) intermediate, and (iii) long-time regions, respectively.

In addition, the Tafel slope obtained from steady-state polarisation measurements and that obtained by OCP decay $b$ parameter are presented in Table 5.6.1 as a function of % M Co content.
Figure 5.6.1 Typical open circuit decay curves for nickel cobalt mixed oxide electrodes with different % M Co content in 1.0 M NaOH at 25°C.

![Graph showing typical open circuit decay curves for nickel cobalt mixed oxide electrodes with different % M Co content in 1.0 M NaOH at 25°C.]

<table>
<thead>
<tr>
<th>% M Co content</th>
<th>Short time (OCP) / mV dec⁻¹</th>
<th>Intermediate time (OCP) / mV dec⁻¹</th>
<th>Long-time (OCP) / mV dec⁻¹</th>
<th>Tafel slope (SSP) / mV dec⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>45 ± 6</td>
<td>46 ± 4</td>
<td>66 ± 2</td>
<td>60 ± 4</td>
</tr>
<tr>
<td>20</td>
<td>37 ± 3</td>
<td>51 ± 4</td>
<td>86 ± 3</td>
<td>91 ± 5</td>
</tr>
<tr>
<td>40</td>
<td>34 ± 4</td>
<td>56 ± 3</td>
<td>94 ± 5</td>
<td>105 ± 5</td>
</tr>
<tr>
<td>50</td>
<td>32 ± 4</td>
<td>49 ± 6</td>
<td>64 ± 8</td>
<td>50 ± 7</td>
</tr>
<tr>
<td>60</td>
<td>32 ± 5</td>
<td>41 ± 5</td>
<td>65 ± 6</td>
<td>39 ± 6</td>
</tr>
<tr>
<td>80</td>
<td>45 ± 6</td>
<td>63 ± 4</td>
<td>110 ± 7</td>
<td>90 ± 7</td>
</tr>
<tr>
<td>100</td>
<td>40 ± 5</td>
<td>50 ± 6</td>
<td>95 ± 4</td>
<td>85 ± 4</td>
</tr>
</tbody>
</table>

Table 5.6.1 Comparison table showing the measured OCP decay slope values and the Tafel slope values from fig.5.6.1 and fig. 5.5.11, respectively.

For all the electrodes, the $b$ factor derived from OCP decay curves is slightly larger than that derived from the analysis of steady-state Tafel plots. According to theoretical considerations,
see section 4.6, the slope of the open circuit potential decay curve will be identical to the Tafel slope only if the electrode capacitance (i.e. the surface capacitance) remains constant during the decay, i.e. under conditions where the coverage by intermediates in the rate determining step is independent of the potential. These results were also observed in the OCP decay curves for Mn oxide electrodes, see section 4.6. Therefore, following the same justification as that mentioned for OCP decay curves in Mn oxide electrodes, we suggest that the slight dissimilarity between the OPC decay curve slopes and the Tafel slopes observed in fig. 5.6.1 and 5.5.11 could possibly be due to a slight dependence of surface group coverage on potential.[21, 53]
5.7 Double Layer Capacitance Study

The double layer capacitance contribution will be approached in this work by using both the potential step method and electrochemical impedance spectroscopy (EIS). In this section, however, only the results obtained from the potential step method will be presented, while those obtained from the EIS will be presented later in chapter 6. Same procedure than that employed in section 4.7.1 for Mn oxide electrodes, is used in this section for the determination of the double layer capacitance. Typical $\ln i$ vs. $t$ plots are presented in fig. 5.7.1 and 5.7.1bis as a function of % M Co content. In addition, the values for the uncompensated resistance and double layer capacitance are presented in Table 5.7.1.

![Logarithm of current decay curve following a 50 mV pulse applied to nickel cobalt mixed oxide electrodes: a) 0, b) 20, c) 40, and d) 50 % M Co content. The experiment was performed in 1.0 M NaOH at 25°C. Error bars represent standard deviations of three different samples.](image-url)
Figure 5.7.1bis Logarithm of current decay curve following a 50 mV pulse applied to nickel cobalt mixed oxide electrodes: e) 60, f) 80, and g) 100 % M Co content. The experiment was performed in 1.0 M NaOH at 25°C. Error bars represent standard deviations of three different samples.

<table>
<thead>
<tr>
<th>% M Co content</th>
<th>Regression eqn.</th>
<th>Double layer capacitance / mF cm⁻²</th>
<th>Uncompensated resistance / Ω</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$y = -86121x - 4.41$</td>
<td>3.9 ± 1.1</td>
<td>3.7 ± 0.5</td>
</tr>
<tr>
<td>20</td>
<td>$y = -53893x - 4.17$</td>
<td>5.9 ± 1.0</td>
<td>3.2 ± 0.2</td>
</tr>
<tr>
<td>40</td>
<td>$y = -39646x - 4.27$</td>
<td>7.1 ± 1.5</td>
<td>3.4 ± 0.5</td>
</tr>
<tr>
<td>50</td>
<td>$y = -36478x - 4.16$</td>
<td>8.5 ± 1.2</td>
<td>3.2 ± 0.3</td>
</tr>
<tr>
<td>60</td>
<td>$y = -28866x - 4.28$</td>
<td>11.4 ± 1.9</td>
<td>3.3 ± 0.5</td>
</tr>
<tr>
<td>80</td>
<td>$y = -41478x - 4.25$</td>
<td>6.9 ± 1.6</td>
<td>3.5 ± 0.2</td>
</tr>
<tr>
<td>100</td>
<td>$y = -91599x - 4.29$</td>
<td>3.0 ± 0.9</td>
<td>3.6 ± 0.3</td>
</tr>
</tbody>
</table>

Table 5.7.1 Logarithm of current decay curve following a 50 mV pulse applied to nickel cobalt mixed oxide electrodes with different % M Co content. The experiment was performed in 1.0 M NaOH at 25°C.
It can be observed from Table 5.7.1 that the double layer capacitance varies with % M Co content in a defined fashion. The double layer capacitance increases from 3.9 mF cm$^{-2}$ to 11.4 mF cm$^{-2}$ for an increase of % M Co content of 60 %. For higher concentrations than 60 % M Co content the double layer capacitance decreases from 7 mF cm$^{-2}$ to 3 mF cm$^{-2}$ which corresponds to 80 % and 100 % M Co content, respectively. Interestingly, the same behaviour for the double layer capacitance was also observed for the of NiCo$_2$O$_4$ phase wt.% as a function of % M Co content, which is presented in fig. 5.7.2. Note that 0 % and 100 % M Co content samples were omitted since these do not produce NiCo$_2$O$_4$ phase.
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Figure 5.7.2 Left hand side: The double layer capacitance calculated from the current decay curves presented in fig.5.6.1 as a function of % M Co content (●). Right hand side: wt.% of NiCo$_2$O$_4$ phase as a function of % M Co Content (▲).

The electrochemical performance, in terms of double layer capacitance, seems to follow the same trend as the wt.% NiCo$_2$O$_4$ phase on the electrode. It was observed relatively large double layer values if compared with those exhibited for NiO or Co$_3$O$_4$. Many authors have demonstrated that NiCo$_2$O$_4$ species exhibit higher capacitance behaviour than NiO and Co$_3$O$_4$ species.$^{[54]}$ Recall that: (i) the electrochemical double layer capacitance is believed to be proportional to the electrochemical active surface, and (ii) the NiCo$_2$O$_4$ phase possesses...
richer electroactive sites and at least two magnitudes higher electrical conductivity than that of NiO and Co$_3$O$_4$. The high capacitance observed in NiCo$_2$O$_4$ electrodes may arise due to the fact that the incorporation of Ni$^{2+}$ into the octahedral sites of the Co$_3$O$_4$ spinel structure increases the electrical conductivity and creates new active sites where the OH$^-$ can be adsorbed resulting in an increase on the double layer capacitance.$^{[55]}$
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CHAPTER 6

IMPEDANCE STUDIES ON
HYDROUS MANGANESE OXYHYDROXIDE AND
THERMALLY PREPARED NICKEL COBALT OXIDE
ELECTRODES
6.1 Introduction

This chapter deals with the results of electrochemical impedance spectroscopy (EIS) studies on both polycrystalline Mn oxide electrodes and polycrystalline Ni-Co mixed oxide electrodes in 1.0 M NaOH solutions in the potential range associated with significant oxygen evolution current densities. The background theory behind this technique has already been presented in section 3.7. This chapter is divided into two main sections: (i) impedance study on hydrous Mn oxyhydroxide electrodes, and (ii) Ni-Co mixed oxide electrodes. In each section of this chapter, both the experimental and the fitting data are presented in the first place, followed by the analysis of the electrical parameters obtained by CNLS fitting.

6.2 Appropriate Equivalent Circuit Model Discussion

Electrochemical impedance spectroscopy (EIS) is a powerful in situ analytical technique to simultaneously extract kinetic and structural data about OER catalysts. In the present section, an examination of the OER kinetics along with some physical properties of hydrous Mn oxide electrodes will be presented first followed by a similar investigation on Ni-Co mixed oxide electrodes.

EIS was employed to obtain a better understanding of the different OER kinetic properties being exhibited by both the hydrous Mn oxide films and the Ni-Co mixed oxide films. In this perspective, the electrochemical impedance response of the aforementioned oxide electrodes was recorded, and examined, over a range of potentials associated with active oxygen evolution typically in the range 0.56 - 0.8 V (vs. Hg/HgO). The EIS response obtained for potentials greater than 0.8 V was discarded due to significant metal dissolution, which occurred simultaneously with active oxygen evolution. Therefore, such data was not considered in further analyses. The raw impedance data was fitted, using a CNLS fitting algorithm, to the equivalent circuit model developed by Lyons and Brandon[1] and depicted fig. 6.2.1.
Figure 6.2.1 Equivalent circuit used in the CNLS fitting of the impedance data presented in section 6.3 and section 6.4. This equivalent circuit was proposed by Lyons and Brandon.[1]

In fig. 6.2.1 the $R_s$ refers to the uncompensated resistance, $Q_{dl}$ to the double layer capacitance, $R_p$ is the polarisation resistance, $Q_{sq}$ and $R_{sq}$ account for the capacitance contribution and resistance contribution of surfaco groups, respectively. Finally, $Q_{film}$ and $R_{film}$ are the capacitance and the resistance of the oxide layer, respectively. This equivalent circuit has been proved to be a good general model for the OER at both passive and hydrous oxide coated electrodes of cobalt, iron, manganese and nickel in aqueous base solutions.[2]

The equivalent circuit model proposed by Lyons and Brandon describes the OER catalysis by a resistive circuit element ($R_p$) in series with an RC loop ($R_s$ and $C_\phi$). Typically, these circuit elements do not describe a single charge transfer process. Instead, each of them represents multiple steps within the overall catalytic reaction. The polarization resistance, $R_p$, relates to the reaction rate and handles the charge transfer resistance of the various steps within the OER up to and including the rate-determining step. The other resistance, $R_{sq}$, broadly incorporates the ease of forming surface intermediates on the catalyst, that is the surfaco groups, and together with $R_p$, yields to the Faradaic resistance simply defined as:

$$R_{far} = R_{sq} + R_p$$  \hspace{1cm} (6.2.1)

Charge relaxation associated with the formation of surface intermediates is described by the loop given by $R_{sq}$ and $C_\phi$. In this work, the model is extended with the inclusion of additional
elements in order to describe the catalyst double layer and the conductivity of the catalytic film. This equivalent circuit can be used to model both flat and porous surface electrodes at potentials where the oxygen evolution occurs. However, in order to achieve satisfactory fitting to the experimental data for both types of electrodes studied in this work, all the pure capacitive elements, C, in the model proposed by Lyons et al.\cite{1a} were described by constant phase elements CPE, Q\(^{\alpha}\). The CPE was discussed in detail in section 3.7.5. It shall be pointed out that the factionary exponent provides an additional and measurable degree of freedom in the parameter space of the relaxation function, whose value might indicate deviations from ideality. This feature was considered sufficient to achieve a more reliable fitting analysis on porous electrodes when using the model presented in fig. 6.2.1. There exist, however, some limitations in the use of this model, e.g. it cannot model the oxide film at Faradaic potentials, where redox processes occur. Therefore, if one aims to model impedance data recorded at potential ranges where Faradaic processes occur at porous surfaces, we suggests to take into account the models proposed by Bisquert\cite{3} which describe the ionic and electric conductivity on porous electrodes. These models will be particularly important when we analyse the redox switching behaviour of Mn and Ni/Co oxide electrodes. Note that the latter analysis is still ongoing and will not be presented in this thesis.

A brief introduction of Bisquert’s models is presented. These models, for the study of porous surfaces are based upon transmission lines. To introduce transmission lines from a general perspective, a comparison is presented between the homogeneous flat surface and the homogeneous porous surface in which two phases, liquid and solid, become mixed inside the film region. A homogeneous electrode with a macroscopically flat surface is shown schematically in fig. 6.2.2a. The equivalent circuit model to describe its cell impedance involves a series and/or parallel combination of resistive and capacitive components. This modelling assumes that the two phases, e.g. liquid and solid, are perfectly separated, as seen in fig. 6.2.2a. The latter implies that the flux of electrical charge is always normal to the plane of the surface and, thus, the impedance is essentially independent of the position on the electrode. Typically, this type of model is presented by dividing the system into three distinct parts: one at the bulk of the layer, another at the solid / liquid interface and, finally, a third one including the potential drop at bulk electrolyte.

A schematic representation of a homogeneous porous surface is presented in fig. 6.2.2b.
In this type of systems, the two phases are closely mixed in space, e.g. the porosity allows the electrolyte to penetrate into the film. The typical standard equivalent circuit model for such systems involves: (i) the essential features of electrical transport along each phase, and (ii) the exchange of charge through the inner surface. Note that each phase is conceived as a transmission line. This model assumes that the main contribution to the current response is electrical field driven rather than diffusive. In this situation, the electrical current is no longer normal to the surface but spread in various directions, e.g. electrical charge can flow parallel to the inner surface of the porous, which is in the abscissa’s direction, as seen in fig. 6.2.3. Moreover, current can flow in the direction normal to the inner surface mainly due to electrochemical reactions and/or capacitive charging processes.

According to the latter description of electrical current distribution, the equivalent circuit branches at each point of the x-axes into an element that continues at the same phase, \( \chi_1 \) or \( \chi_2 \), and to another element \( \xi \) that crosses the interface. Particularly, \( \chi_1 \) and \( \chi_2 \)
represents the local ohmic drop at each point of the two phases whereas the element \( \xi \) describes the exchange of electrical charge at the interface as a result of Faradaic currents and polarization at the pore surface. Due to the high complexity to determine the impedance at a given distance, \( x \), two assumptions may be taken. Firstly, that the solid phase, the film, is much more conducting that the liquid phase, the electrolyte, which causes the current flow through the liquid transmission line to be zero, \( \chi_2 \approx 0 \). In other words, the transmission line corresponding to the liquid phase is short-circuited at all points. The second assumption shall be that the filed pores exhibit a distributed resistance, \( \chi_1 = r_1 \), which depends on the conductivity of the electrolyte and causes some of the charge to be stored in the double layer at the pore’s inner wall, \( c_3 \), and the formation of a charge transfer resistance in parallel to the capacitance \( c_3 \).

Returning to the oxygen evolution modelling discussion, we would like to point out that it is always useful to acquire a sense of the position, within the OER potential range, of the potential at which a given EIS spectrum has been recorded, by consulting the relevant polarisation curve. These impedance data were recorded continuously, starting at the lowest potential of 0.58 V (vs. Hg/HgO). The potential was then increased by steps of 20 mV in the direction of increasingly potential until the maximum potential value, 0.76 V (vs. Hg/HgO) or 0.8 V (vs. Hg/HgO) were reached for Mn electrodes or Ni/Co mixed electrodes, respectively. Each impedance measurement at a given potential lasted for approximately 10 minutes. For the present, we concentrate only on the raw impedance data points - the cycles in figs. 6.3.1- 6.3.5 and 6.4.1 – 6.4.7 and the plots that follow. As indicated in the captions of these figures, continuous lines represent the results of fitting the raw data into the appropriate equivalent circuit model, which are that presented in fig. 6.2.1.

### 6.3 Electrochemical Impedance Spectroscopy Studies of Oxygen Evolution on Manganese Oxide Electrodes

A series of impedance spectra, in the Nyquist and Bode format, recorded for a “fresh” manganese oxide films prepared via potential multicycling at \( N = 25, 250, 500, 750 \) and 1000 cycles are presented in figs. 6.3.1- 6.3.5. This is the type of electrode that was previously electrochemically characterised in chapter 4.
Figure 6.3.1 Electrochemical impedance spectra recorded in 1.0 M NaOH at a series of potentials associated with active oxygen evolution for a 25-cycled hydrous manganese oxide films in the Nyquist (a.1-a.2) and Bode (b-c) format. The experiment data is represented by discrete points and the simulated impedance response is represented by a continuous line. Image a.2 represent a zoomed in version of the Nyquist plot for potentials between 0.7 - 0.76 V. Table d) presents the optimum fit parameters for the CNLS fitting to circuit in fig. 6.2.1 of the raw impedance response.

<table>
<thead>
<tr>
<th>$E$ / V</th>
<th>$Q_{film}$ / $\Omega^2 \cdot cm^{-2} \cdot s^\alpha$</th>
<th>$\alpha_{film}$</th>
<th>$R_{film}$ / $\Omega$</th>
<th>$Q_{dl}/\Omega^2 \cdot cm^{-2} \cdot s^\alpha$</th>
<th>$\alpha_{dl}$</th>
<th>$R_p$ / $\Omega$</th>
<th>$Q_{sq}/\Omega^2 \cdot cm^{-2} \cdot s^\alpha$</th>
<th>$\alpha_{sq}$</th>
<th>$R_{sq}$ / $\Omega$</th>
<th>$R_s$ / $\Omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.58</td>
<td>2.69E-03 ± 1.64E-04</td>
<td>0.72</td>
<td>201 ± 116</td>
<td>8.21E-04 ± 6.93E-05</td>
<td>0.97</td>
<td>823 ± 201</td>
<td>2.11E-03 ± 7.25E-04</td>
<td>0.94</td>
<td>2136 ± 541</td>
<td>2.81 ± 0.03</td>
</tr>
<tr>
<td>0.6</td>
<td>2.41E-03 ± 1.57E-04</td>
<td>0.72</td>
<td>176 ± 106</td>
<td>7.29E-04 ± 4.64E-05</td>
<td>0.97</td>
<td>810 ± 145</td>
<td>1.59E-03 ± 4.50E-04</td>
<td>0.94</td>
<td>2030 ± 434</td>
<td>2.79 ± 0.03</td>
</tr>
<tr>
<td>0.62</td>
<td>2.29E-03 ± 1.65E-04</td>
<td>0.72</td>
<td>163 ± 109</td>
<td>6.54E-04 ± 3.28E-05</td>
<td>0.97</td>
<td>728 ± 125</td>
<td>1.29E-03 ± 5.06E-04</td>
<td>0.94</td>
<td>1381 ± 250</td>
<td>2.78 ± 0.03</td>
</tr>
<tr>
<td>0.64</td>
<td>2.24E-03 ± 1.38E-04</td>
<td>0.72</td>
<td>153 ± 88</td>
<td>6.03E-04 ± 3.17E-05</td>
<td>0.97</td>
<td>560 ± 92</td>
<td>1.03E-03 ± 7.02E-04</td>
<td>0.94</td>
<td>670 ± 100</td>
<td>2.78 ± 0.03</td>
</tr>
<tr>
<td>0.66</td>
<td>2.20E-03 ± 9.69E-05</td>
<td>0.72</td>
<td>156 ± 73</td>
<td>5.62E-04 ± 3.87E-05</td>
<td>0.97</td>
<td>333 ± 70</td>
<td>9.82E-04 ± 1.04E-03</td>
<td>0.94</td>
<td>259 ± 33</td>
<td>2.78 ± 0.02</td>
</tr>
<tr>
<td>0.68</td>
<td>2.07E-03 ± 6.29E-05</td>
<td>0.72</td>
<td>262 ± 38</td>
<td>4.80E-04 ± 2.95E-05</td>
<td>0.97</td>
<td>118 ± 23</td>
<td>9.29E-04 ± 3.05E-03</td>
<td>0.94</td>
<td>67 ± 20</td>
<td>2.78 ± 0.02</td>
</tr>
<tr>
<td>0.7</td>
<td>2.12E-03 ± 6.32E-05</td>
<td>0.72</td>
<td>189 ± 23</td>
<td>4.43E-04 ± 7.26E-06</td>
<td>0.97</td>
<td>63 ± 14</td>
<td>1.73E-03 ± 8.18E-03</td>
<td>0.94</td>
<td>30 ± 14</td>
<td>2.78 ± 0.02</td>
</tr>
<tr>
<td>0.72</td>
<td>2.11E-03 ± 5.39E-05</td>
<td>0.72</td>
<td>127 ± 12</td>
<td>4.25E-04 ± 7.17E-06</td>
<td>0.97</td>
<td>50 ± 9</td>
<td>1.94E-03 ± 2.23E-02</td>
<td>0.94</td>
<td>12 ± 8</td>
<td>2.77 ± 0.01</td>
</tr>
<tr>
<td>0.74</td>
<td>2.13E-03 ± 4.31E-05</td>
<td>0.72</td>
<td>82 ± 6</td>
<td>4.11E-04 ± 7.97E-06</td>
<td>0.97</td>
<td>40 ± 6</td>
<td>2.77E-03 ± 6.03E-02</td>
<td>0.94</td>
<td>5 ± 4</td>
<td>2.76 ± 0.01</td>
</tr>
<tr>
<td>0.76</td>
<td>2.16E-03 ± 2.59E-05</td>
<td>0.72</td>
<td>50 ± 3</td>
<td>3.98E-04± 3.32E-05</td>
<td>0.97</td>
<td>32 ± 2</td>
<td>3.04E-03 ± 1.95E-02</td>
<td>0.94</td>
<td>2 ± 2</td>
<td>2.76 ± 0.01</td>
</tr>
</tbody>
</table>
Figure 6.3.2 Electrochemical impedance spectra recorded in 1.0 M NaOH at a series of potentials associated with active oxygen evolution for a 250-cycled hydrous manganese oxide films in the Nyquist (a.1-a.2) and Bode (b-c) format. The experiment data is represented by discrete points and the simulated impedance response is represented by a continuous line. Image a.2 represent a zoomed in version of the Nyquist plot for potentials between 0.7 - 0.76 V. Table d) presents the optimum fit parameters for the CNLS fitting to circuit in fig. 6.2.1 of the raw impedance response.
Figure 6.3.3 Electrochemical impedance spectra recorded in 1.0 M NaOH at a series of potentials associated with active oxygen evolution for a 500-cycled hydrous manganese oxide films in the Nyquist (a.1-a.2) and Bode (b-c) format. The experiment data is represented by discrete points and the simulated impedance response is represented by a continuous line. Image a.2 represent a zoomed in version of the Nyquist plot for potentials between 0.7 - 0.76 V. Table d) presents the optimum fit parameters for the CNLS fitting to circuit in fig. 6.2.1 of the raw impedance response.
Figure 6.3.4 Electrochemical impedance spectra recorded in 1.0 M NaOH at a series of potentials associated with active oxygen evolution for a 750-cycled hydrous manganese oxide films in the Nyquist (a.1-a.2) and Bode (b-c) format. The experiment data is represented by discrete points and the simulated impedance response is represented by a continuous line. Image a.2 represent a zoomed in version of the Nyquist plot for potentials between 0.7 - 0.76 V. Table d) presents the optimum fit parameters for the CNLS fitting to circuit in fig. 6.2.1 of the raw impedance response.

d)  
<table>
<thead>
<tr>
<th>$E$ / V</th>
<th>$Q_{\text{film}}$ / $\Omega^2 \text{cm}^2 \text{s}^a$</th>
<th>$\alpha_{\text{film}}$</th>
<th>$R_{\text{film}}$ / $\Omega$</th>
<th>$Q_{\text{dl}}$ / $\Omega^2 \text{cm}^2 \text{s}^a$</th>
<th>$\alpha_{\text{dl}}$</th>
<th>$R_{p}$ / $\Omega$</th>
<th>$Q_{sq}$ / $\Omega^2 \text{cm}^2 \text{s}^a$</th>
<th>$\alpha_{sq}$</th>
<th>$R_{sq}$ / $\Omega$</th>
<th>$R_{s}$ / $\Omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.58</td>
<td>6.69E-03 ± 9.67E-04</td>
<td>0.65</td>
<td>136 ± 278</td>
<td>7.61E-03 ± 3.52E-04</td>
<td>0.84</td>
<td>5 ± 1</td>
<td>4.32E-03 ± 1.03E-02</td>
<td>0.91</td>
<td>515 ± 242</td>
<td>3.41 ± 0.03</td>
</tr>
<tr>
<td>0.6</td>
<td>5.16E-03 ± 3.71E-04</td>
<td>0.65</td>
<td>77 ± 34</td>
<td>6.62E-03 ± 1.50E-04</td>
<td>0.84</td>
<td>9 ± 1</td>
<td>4.02E-03 ± 1.47E-03</td>
<td>0.91</td>
<td>709 ± 67</td>
<td>3.35 ± 0.02</td>
</tr>
<tr>
<td>0.62</td>
<td>4.54E-03 ± 3.43E-04</td>
<td>0.65</td>
<td>92 ± 75</td>
<td>6.13E-03 ± 1.59E-04</td>
<td>0.84</td>
<td>14 ± 2</td>
<td>4.36E-03 ± 1.85E-03</td>
<td>0.91</td>
<td>696 ± 66</td>
<td>3.30 ± 0.02</td>
</tr>
<tr>
<td>0.64</td>
<td>4.4E-03 ± 5.49E-04</td>
<td>0.65</td>
<td>105 ± 259</td>
<td>5.04E-03 ± 1.24E-05</td>
<td>0.84</td>
<td>23 ± 8</td>
<td>5.56E-03 ± 4.02E-03</td>
<td>0.91</td>
<td>549 ± 186</td>
<td>3.26 ± 0.02</td>
</tr>
<tr>
<td>0.66</td>
<td>4.99E-03 ± 1.04E-03</td>
<td>0.65</td>
<td>253 ± 353</td>
<td>4.82E-03 ± 1.77E-04</td>
<td>0.84</td>
<td>35 ± 7</td>
<td>5.66E-03 ± 4.36E-03</td>
<td>0.91</td>
<td>299 ± 109</td>
<td>3.27 ± 0.03</td>
</tr>
<tr>
<td>0.68</td>
<td>6.55E-03 ± 1.30E-03</td>
<td>0.65</td>
<td>176 ± 83</td>
<td>4.39E-03 ± 1.59E-04</td>
<td>0.84</td>
<td>50 ± 5</td>
<td>7.38E-03 ± 3.87E-03</td>
<td>0.91</td>
<td>141 ± 26</td>
<td>3.28 ± 0.03</td>
</tr>
<tr>
<td>0.7</td>
<td>1.01E-02 ± 3.20E-03</td>
<td>0.65</td>
<td>92 ± 21</td>
<td>4.01E-03 ± 1.04E-04</td>
<td>0.84</td>
<td>62 ± 4</td>
<td>8.45E-03 ± 9.80E-04</td>
<td>0.91</td>
<td>72 ± 9</td>
<td>3.30 ± 0.02</td>
</tr>
<tr>
<td>0.72</td>
<td>2.11E-02 ± 7.60E-03</td>
<td>0.65</td>
<td>37 ± 6</td>
<td>3.03E-03 ± 5.28E-05</td>
<td>0.84</td>
<td>65 ± 2</td>
<td>9.07E-03 ± 1.66E-03</td>
<td>0.91</td>
<td>34 ± 4</td>
<td>3.35 ± 0.01</td>
</tr>
<tr>
<td>0.74</td>
<td>5.60E-02 ± 1.08E-01</td>
<td>0.65</td>
<td>14 ± 3</td>
<td>2.84E-03 ± 2.58E-05</td>
<td>0.84</td>
<td>54 ± 2</td>
<td>1.08E-03 ± 2.98E-03</td>
<td>0.9</td>
<td>11 ± 3</td>
<td>3.36 ± 0.01</td>
</tr>
<tr>
<td>0.76</td>
<td>6.18E-02 ± 6.38E-02</td>
<td>0.68</td>
<td>5 ± 1</td>
<td>6.26E-03 ± 1.59E-05</td>
<td>0.85</td>
<td>37 ± 121</td>
<td>1.30E-02 ± 2.58E-02</td>
<td>0.9</td>
<td>7 ± 121</td>
<td>3.34 ± 0.01</td>
</tr>
</tbody>
</table>
Figure 6.3.5 Electrochemical impedance spectra recorded in 1.0 M NaOH at a series of potentials associated with active oxygen evolution for a 1000-cycled hydrous manganese oxide films in the Nyquist (a.1-a.2) and Bode (b-c) format. The experiment data is represented by discrete points and the simulated impedance response is represented by a continuous line. Image a.2 represent a zoomed in version of the Nyquist plot for potentials between 0.7 - 0.76 V. Table d) presents the optimum fit parameters for the CNLS fitting to circuit in fig. 6.2.1 of the raw impedance response.
Although difficult to visualise from the Nyquist plot, it is evident from the phase angle plot vs. log frequency that there are two RC time constants involved in the impedance response for Mn oxide electrodes. The latter observation is only valid for potential regions where the OER is not intense, that is, between 0.58 V and 0.68 V (vs. Hg/HgO). As the potential shifts towards more positive regions, the presence of a dominant single RC time constant is observed. That there is only one RC time constant (one loop) for potentials above ca. 0.68 V is apparent from the graph a.2 in figs. 6.3.1 - 6.3.5. However, after a careful examination of this graph in the region below $10^2$ Hz, the presence of a rather semi-cycle which would indicate the possible superposition of two relaxation processes for these longer time scales was observed. The latter is clearer from fig. 6.3.4a.2. The model proposed by Lyons et al.[1a] foresees the observation of three RC time constants: (i) the $Q_{dl}/R_p$, (ii) the $Q_{sq}/R_{sq}$, and (iii) $Q_{film}/R_{film}$.

It is important to mention that we could not observe more than two RC time constants for Mn electrodes' impedance data since, in figs. 6.3.1b - 6.3.5b, only two loops were observed. To discuss the latter, two scenarios are presented: (i) the relaxation processes in the cell takes place at different time scales and, thus, the slowest overlap the others; (ii) the values of RC time constants are similar and thus, they occur at the same time scale. This would result in the observation of a single loop. Another important aspect of the above plots is discussed now regarding the relatively poor fitting of some impedance plots. Examining the Nyquist plot for the 1000 cycles, the profile at potentials below 0.66 V show considerable worst fitting that those above 0.66 V. On this basis, the attempts to fit impedance data characteristic of two RC time constants (note that one RC time constant is overlapped) into the model in fig. 6.2.1, which is three clear RC loops, may be the reason for the anomalous fitting parameters. This is also reflected in the error values in tables presented in figs. 6.3.1 - 6.3.5 which for potentials below 0.66 V are quite significant compared with those for potentials above 0.66 V. It must be noted that such model was employed as a first approximation to linearize Mn electrodes and therefore, deviations from the ideality should be expected.

Having presented the results of the EIS studies on various Mn electrodes in 1.0 M NaOH at 25°C we turn our attention to the task of extracting useful information from this data regarding the nature of the OER and the physical nature on these surfaces. Immediately, it is apparent that all fitted parameters are affected by OER. An interesting aspect of the fitting parameters listed in tables in figs. 6.3.1 - 6.3.5 is the fact that the double layer capacitance
decreases with potential. It is also noteworthy that the modelled film capacitance is a more “pure” capacitance element than the simulated double layer capacitance, in that the $\alpha$ exponent for the former is closer to the ideal value of unity for a capacitor displaying no frequency dispersion. In order to determine the effective double layer capacitances, $C_{\text{dl,eff}}$, the method suggested by Brug et al.\cite{6} was employed (see section 3.7.5 and specially eqn. 3.7.30). Fig. 6.3.6 shows the evolution of the double layer capacitance as a function of potential for various Mn films thickness.

Figure 6.3.6 The optimum fitting values of $C_{\text{dl,eff}}$ plotted as a function of applied potential for various hydrous Mn oxide electrodes with different $n^\circ$ of potential cycles. These values were obtained from the fitting tables presented in figs. 6.3.1 - 6.3.5. Error bars represent standard deviations of three different samples.

As shown in fig. 6.3.6, the largest capacitance values are observed for very thick films. Note that thick layers possess very porous surfaces. This supports the suggestion that porous electrodes, due to their large surface area and their intimate contact with the electrolyte, exhibit excellent charge storage behaviour. The observation is in line with the capacitance nature for various Mn electrode thicknesses measured by potential pulse decay presented in section 4.7. However, these results differ by one order of magnitude with those presented in Table 4.7.1. We propose that the capacitance measured by pulse decay technique does not
only account for the double layer capacitance but for other capacitances such as film capacitance or surfauquo groups’ capacitance. An interesting aspect of the behaviour of the double layer capacitance is its variation as the potential positively increases. For electrodes with 1000 growth cycles, the \( C_{dl,eff} \) decreases from ca. 4 mF cm\(^{-2}\) to ca. 0.4 mF cm\(^{-2}\), which represents a decrease of 90 %, whereas for more thin films, e.g. 250 growth cycles, in the same potential range it shows a decrease of ca. 45%. We suggest that the effect of gas generation associated to the oxygen evolution causes the disruption of the double layer interface and thus limited charge can be stored within that region.

At first glance, the fitted \( Q_{sq} \) parameter may seem to provide a route towards the construction of an experimental adsorption pseudo-capacitance vs. potential plot, and thus to make inferences regarding the nature of the adsorption isotherm required to account for the variation of the reaction intermediate coverage with potential (recall section 1.2.3). There are, however, problems with such an approach. The discussion that follows has been informed by a theoretical treatment, due to Harrington and Conway\(^ {27} \) of the significance of various experimental parameters that may be obtained from EIS measurements on Faradaic reactions involving electrosorbed intermediates (in particular in HER and OER). These authors mentioned that the quantity, typically referred to in the literature as “the pseudo-capacitance”, is that presented in section 1.2.3, eqn. 1.2.51 and denoted in the present thesis as:

\[
C_{ps} = \frac{dq}{d\eta} = k' \frac{d\theta}{d\eta}
\]  

(6.3.1)

The multiple symbols retain the significance earlier attributed to them in section 1.2.3. We would like to emphasise now that these are steady-state values of these parameters and thus, eqn. 1.2.51 should more properly be called the steady-state pseudo-capacitance. The pseudo-capacitance parameter determined by EIS is a complex, frequency-dependent quantity denoted by Harrington and Conway as \( \overline{C}_{ac} \), which refers to how the sinusoidal variation of charge sorted by the adsorbed intermediate depends on the sinusoidal changes of the potential. Thus, it is only at zero frequency that is, at steady-state in which the change in this adsorbate charge is in phase with the sinusoidal change in applied potential. Therefore, we may determine that:

\[
C_{ps} = |\bar{C}_{ac}|
\]  

(6.3.2)
The other pseudo-capacitive quantity that has been mentioned in the present work in chapter 3 and in this chapter is $C_{sq}$ or $C_{ps}$. This parameter, which we understand to be in parallel with the resistance $R_{sq}$, in the equivalent circuit model in fig. 6.2.1, correctly models the relaxation of the charge associated with the adsorbed intermediate. Harrington and Conway pointed out that $C_{sq}$ will only be equal to $C_{ps}$ in cases where the net rate of consumption/production of electrons is equal to the net rate of production/desorption of the adsorbed species. An example where this condition holds is in the underpotential deposition (UPD) of hydrogen or other species. In this case, it can be shown that the $R_{sq}$ element of the Armstrong–Henderson\[7\] equivalent circuit and, in extension, of the model proposed by Lyons et al\[1a\], is infinite and thus this equivalent circuit reduces to the typical Randles circuit. Recall that $R_{sq}$ is typically used to model the adsorption of single species, and specifically in this work, of OH\textsuperscript{-} species.

The aforementioned authors introduced the more general difference between $C_{sq}$ and $C_{ps}$ as arising from the fact that it is only in the UPD process that the Faradaic charge is all stored as the adsorbate. For Faradaic processes such as HER in which the adsorbed species are merely an intermediate that is consumed in steps (or a step) subsequent to its adsorption, these steps effectively facilitate charge leakage. In other words, the charge storage decreases and breaks the equality between the charge passed and stored, thus $C_{sq} \neq C_{ps}$. This situation becomes more complex for systems where reactions involve significant coverages of more than one intermediate species. The general conclusion from the foregoing discussion is that the values of $C_{sq}$, as obtained from the CNLS fitting of EIS data to the equivalent circuit model (see fig. 6.2.1), do not have a simple relationship to the steady-state pseudo-capacitance $C_{ps}$. It was considered opportune, therefore, not to attempt to draw a solid conclusion regarding the nature of the appropriate adsorption isotherm. Notwithstanding, it still seems interesting to compare the trend of the CNLS fitting data corresponding to $C_{sq}$ as a function of layer thickness during the OER. These results are presented in fig. 6.3.7.

We would like to remark again that the following discussion should be treated with caution since it considers that only one intermediate specie is adsorbed on the surface. It is clear from fig. 6.3.7 that $C_{sq,eff}$ increases with applied potential eventually reaching a maximum at ca. 7 mF cm\textsuperscript{-2} for all the film thickness. A significant inflexion point in the capacitance behaviour of surfacuo groups is observed at 0.66 V. Such a trend may be expected for a capacitance arising from a Faradaic process. Coincidence in trends may indicate that the
C_{sq,eff} element describes a similar charging process for each film thickness with the exception of 25 growth cycles electrode. The latter may also indicate that intermediate species, involved in the rate-determining process, are not the same for each film thickness in agreement with the contrasting Tafel behaviour observed for various hydrous oxide films presented in section 4.5.

Figure 6.3.7 The optimum fitting values of C_{sq,eff} plotted as a function of applied potential for various hydrous Mn oxide electrodes with different n° of potential cycles. These values were obtained from the fitting tables presented in figs. 6.3.1 - 6.3.5. Error bars represent standard deviations of three different samples.

Note that similarities between figs. 4.5.1 and 6.3.7 exist since both intermediate and very thick films exhibit similar surface intermediate capacitances and also similar Tafel slope values. The discussion of the resistance R_{sq} and R_p is now presented. A common interpretation of these resistances is that R_p refers to the charge transfer resistance of electrosorption step while R_{sq} refers to the charge transfer of the electrodessorption process. Note that the reciprocal resistance $\frac{1}{R_p}$ was pointed out to be equal to the sum of similar reciprocal resistances for each of the individual charge transfer steps. Therefore, R_p is related to the overall rate of the OER. In addition, R_{sq} gives an indication of the ease with which these species can be formed. Following the analyses of Harrington and Conway[^7], it would appear that the usefulness of the CNLS fitting parameters is restricted to the following
applications: (i) the roughness factor estimation of values (which we have not considered in this work), and (ii) the derivation of Tafel slopes via eqn. 3.7.38. The derivation of the Tafel slope form impedance data will be treated in a specific section in this chapter.

Now we present the evolution of both resistances, \( R_{sq} \) and \( R_p \) as a function of applied potential for various film thicknesses in figs. 6.3.8 and 6.3.9, respectively. It can be observed from fig. 6.3.8 that \( R_{sq} \) values decrease significantly with applied potential. At a potential range of 0.7 to 0.76 V the surface resistance reaches a plateau. The latter may be explained by the fact that as the potential is increased, the intermediate species are more readily formed and therefore, \( R_{sq} \) decreases.

As expected for a Faradaic process, the polarisation resistance for each film thickness decreases with increasing potential indicating enhancement of electron transfer kinetics. This is especially notorious for electrodes with 25 growth cycles. However, the other electrodes exhibit relatively little difference in the \( R_p \) values as the potential is increased.
As mentioned previously, the $R_p$ is related to the overall rate of the OER, thus the observation of approximately constant $R_p$ values regardless the potential suggests that the overall rate remains constant in such potential range. This observation mirrors the Tafel characteristic illustrated in fig. 4.5.2. The behaviour of the $R_p$ values for 25 growth cycles is not in line with the latter discussion since we would expect to observe a double Tafel slope in its steady-state polarisation measurement (see fig. 4.5.2b), which is not the case here. We cannot provide an appropriate explanation for this observation. Future work will be carried to analyse the 25 cycles with more detail.
6.4 Electrochemical Impedance Spectroscopy Studies of Oxygen Evolution on Nickel Cobalt Oxide Electrodes

A series of impedance spectra, in the Nyquist and Bode format, recorded for a series of nickel cobalt mixed oxide electrodes prepared via thermal decomposition of precursor salts at 400°C, are presented in fig. 6.4.1 - 6.4.7. Recall that these type of electrodes were previously electrochemically characterised in chapter 5 where the relevant voltammetric curves and the steady-state polarisation curves were presented in figs. 5.5.1 and 5.5.12, respectively. As with the impedance measurements on the Mn electrodes outlined in section 6.3, all EIS data reported here were recorded continuously in the direction of increasing potential. Contrary to that observed for Mn electrodes, corrosion did not occur for nickel cobalt mixed oxide films at potentials below 0.82 V. This resulted in the possibility to extend the potential range at which the EIS was performed. Hence, we calculated the impedance at a maximum potential point of 0.82 V (vs. Hg/HgO).

Similar to that observed for Mn electrodes, it would appear from the phase angle vs. frequency plots and from the Nyquist plot of figures fig. 6.4.1 - 6.4.7 that the impedance response of all samples is characteristic of just two relaxation processes. Special mention to the sample with 100 % M Co content should be pointed out. The Nyquist plot in fig. 6.4.7a exhibit only a very large loop which suggests only a single relaxation process taking place. However, the phase angle vs. frequency plot in the same figure confront this idea. It can be noted in such plot that two relaxation processes occur at log -0.5 and log 2 Hz, respectively. Based on the equivalent circuit model employed to analyse these electrodes, one should expect to observe three relaxation time constants corresponding to: (i) the Q<sub>dl</sub> / R<sub>p</sub>, (ii) the Q<sub>sq</sub> / R<sub>sq</sub>, and (iii) Q<sub>film</sub> / R<sub>film</sub>.

In the analysis of the Mn impedance data in section 6.3, it was observed superposition of various relaxation time constants due to: (i) the relaxation processes in the cell takes place at different time scales and thus, the slowest overlap the others, or (ii) the values of the RC time constants are similar and thus, they occur at the same time scale. Regarding the latter, we suggest that same effect takes place in nickel cobalt electrodes.
Figure 6.4.1 Electrochemical impedance spectra recorded in 1.0 M NaOH at 25°C for a series of potentials associated with active oxygen evolution for a nickel cobalt mixed oxide electrode with 0% M Co content in the Nyquist (a.1-a.2) and Bode (b-c) format. The experiment data is represented by discrete points and the simulated impedance response is represented by a continuous line. Image a.2 represents a zoomed in version of the Nyquist plot for potentials between 0.76 - 0.82 V. Table d) presents the optimum fit parameters for the CNLS fitting to circuit in fig. 6.2.1 of the raw impedance response.
Figure 6.4.2 Electrochemical impedance spectra recorded in 1.0 M NaOH at 25°C for a series of potentials associated with active oxygen evolution for a nickel cobalt mixed oxide electrode with 20 % M Co content in the Nyquist (a.1-a.2) and Bode (b-c) format. The experiment data is represented by discrete points and the simulated impedance response is represented by a continuous line. Image a.2 represent a zoomed in version of the Nyquist plot for potentials between 0.76 - 0.82 V. Table d) presents the optimum fit parameters for the CNLS fitting to circuit in fig. 6.2.1 of the raw impedance response.
Figure 6.4.3 Electrochemical impedance spectra recorded in 1.0 M NaOH at 25°C for a series of potentials associated with active oxygen evolution for a nickel cobalt mixed oxide electrode with 40% M Co content in the Nyquist (a.1-a.2) and Bode (b-c) format. The experiment data is represented by discrete points and the simulated impedance response is represented by a continuous line. Image a.2 represent a zoomed in version of the Nyquist plot for potentials between 0.76 - 0.82 V. Table d) presents the optimum fit parameters for the CNLS fitting to circuit in fig. 6.2.1 of the raw impedance response.
Figure 6.4.4 Electrochemical impedance spectra recorded in 1.0 M NaOH 25°C for a series of potentials associated with active oxygen evolution for a nickel cobalt mixed oxide electrode with 50% M Co content in the Nyquist (a.1-a.2) and Bode (b-c) format. The experiment data is represented by discrete points and the simulated impedance response is represented by a continuous line. Image a.2 represent a zoomed in version of the Nyquist plot for potentials between 0.76 - 0.82 V. Table d) presents the optimum fit parameters for the CNLS fitting to circuit in fig 6.2.1 of the raw impedance response.
Figure 6.4.5 Electrochemical impedance spectra recorded in 1.0 M NaOH at 25°C for a series of potentials associated with active oxygen evolution for a nickel cobalt mixed oxide electrode with 60% M Co content in the Nyquist (a.1-a.2) and Bode (b-c) format. The experiment data is represented by discrete points and the simulated impedance response is represented by a continuous line. Image a.2 represent a zoomed in version of the Nyquist plot for potentials between 0.76 - 0.82 V. Table d) presents the optimum fit parameters for the CNLS fitting to circuit in fig. 6.2.1 of the raw impedance response.
Figure 6.4.6 Electrochemical impedance spectra recorded in 1.0 M NaOH 25°C for a series of potentials associated with active oxygen evolution for a nickel cobalt mixed oxide electrode with 80 % M Co content in the Nyquist (a.1-a.2) and Bode (b-c) format. The experiment data is represented by discrete points and the simulated impedance response is represented by a continuous line. Image a.2 represent a zoomed in version of the Nyquist plot for potentials between 0.76 - 0.82 V. Table d) presents the optimum fit parameters for the CNLS fitting to circuit in fig. 6.2.1 of the raw impedance response.

<table>
<thead>
<tr>
<th>E/V</th>
<th>Dfilm $\Omega \cdot cm^2 \cdot s^{-1}$</th>
<th>$\alpha_{film}$</th>
<th>Rfilm /Ω</th>
<th>Ddl $\Omega \cdot cm^2 \cdot s^{-1}$</th>
<th>$\alpha_{dl}$</th>
<th>Rp /Ω</th>
<th>Csq $\Omega^{-1} \cdot cm^{-2} \cdot s^{-1}$</th>
<th>$\alpha_{sq}$</th>
<th>Rs /Ω</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.58</td>
<td>1.44E-01 ± 4.79E-03</td>
<td>0.45</td>
<td>0.77 ± 0.03</td>
<td>3.91E-02 ± 1.66E-03</td>
<td>0.95</td>
<td>3.14 ± 0.26</td>
<td>2.75E-02 ± 1.05E-03</td>
<td>0.91</td>
<td>112.77 ± 3.35</td>
</tr>
<tr>
<td>0.6</td>
<td>1.38E-01 ± 4.43E-03</td>
<td>0.45</td>
<td>0.79 ± 0.03</td>
<td>3.84E-02 ± 1.17E-03</td>
<td>0.95</td>
<td>2.94 ± 0.27</td>
<td>2.57E-02 ± 1.01E-03</td>
<td>0.91</td>
<td>57.78 ± 0.91</td>
</tr>
<tr>
<td>0.62</td>
<td>1.41E-01 ± 3.98E-03</td>
<td>0.45</td>
<td>0.83 ± 0.03</td>
<td>3.98E-02 ± 1.12E-03</td>
<td>0.95</td>
<td>3.27 ± 0.32</td>
<td>2.45E-02 ± 8.03E-04</td>
<td>0.91</td>
<td>27.01 ± 0.43</td>
</tr>
<tr>
<td>0.64</td>
<td>1.43E-01 ± 5.03E-03</td>
<td>0.45</td>
<td>0.69 ± 0.03</td>
<td>3.60E-02 ± 1.19E-03</td>
<td>0.95</td>
<td>2.40 ± 0.22</td>
<td>2.93E-02 ± 7.23E-04</td>
<td>0.91</td>
<td>12.56 ± 0.26</td>
</tr>
<tr>
<td>0.66</td>
<td>1.41E-01 ± 1.66E-03</td>
<td>0.45</td>
<td>0.70 ± 0.03</td>
<td>3.31E-02 ± 1.69E-03</td>
<td>0.95</td>
<td>1.67 ± 0.18</td>
<td>3.34E-02 ± 9.78E-04</td>
<td>0.91</td>
<td>6.04 ± 0.21</td>
</tr>
<tr>
<td>0.68</td>
<td>1.34E-01 ± 4.05E-03</td>
<td>0.45</td>
<td>0.98 ± 0.04</td>
<td>4.40E-02 ± 1.85E-03</td>
<td>0.95</td>
<td>2.38 ± 0.26</td>
<td>6.78E-02 ± 1.39E-02</td>
<td>0.91</td>
<td>1.62 ± 0.29</td>
</tr>
<tr>
<td>0.7</td>
<td>1.35E-01 ± 7.41E-03</td>
<td>0.45</td>
<td>0.71 ± 0.05</td>
<td>3.00E-02 ± 2.61E-03</td>
<td>0.95</td>
<td>1.03 ± 0.13</td>
<td>5.22E-02 ± 6.18E-03</td>
<td>0.91</td>
<td>1.52 ± 0.16</td>
</tr>
<tr>
<td>0.72</td>
<td>1.32E-01 ± 5.41E-03</td>
<td>0.45</td>
<td>1.02 ± 0.07</td>
<td>4.66E-02 ± 4.42E-03</td>
<td>0.95</td>
<td>1.16 ± 0.17</td>
<td>7.56E-02 ± 3.62E-01</td>
<td>0.91</td>
<td>0.24 ± 0.20</td>
</tr>
<tr>
<td>0.74</td>
<td>1.34E-01 ± 5.90E-03</td>
<td>0.45</td>
<td>1.02 ± 0.10</td>
<td>4.73E-02 ± 9.55E-03</td>
<td>0.95</td>
<td>0.67 ± 0.27</td>
<td>9.28E-02 ± 2.72E-01</td>
<td>0.91</td>
<td>0.22 ± 0.32</td>
</tr>
<tr>
<td>0.76</td>
<td>1.25E-01 ± 6.60E-03</td>
<td>0.45</td>
<td>0.96 ± 0.09</td>
<td>4.68E-02 ± 1.05E-02</td>
<td>0.95</td>
<td>0.50 ± 0.14</td>
<td>1.13E-01 ± 4.28E-01</td>
<td>0.91</td>
<td>0.14 ± 0.19</td>
</tr>
<tr>
<td>0.78</td>
<td>1.98E-01 ± 2.07E-02</td>
<td>0.45</td>
<td>0.34 ± 0.07</td>
<td>2.17E-03 ± 3.85E-04</td>
<td>0.95</td>
<td>0.15 ± 0.02</td>
<td>2.41E-01 ± 4.55E-03</td>
<td>0.91</td>
<td>0.47 ± 0.04</td>
</tr>
<tr>
<td>0.8</td>
<td>2.08E-01 ± 2.81E-02</td>
<td>0.45</td>
<td>0.71 ± 0.07</td>
<td>2.82E-03 ± 6.05E-04</td>
<td>0.95</td>
<td>0.12 ± 0.02</td>
<td>2.65E-01 ± 4.63E-03</td>
<td>0.91</td>
<td>0.37 ± 0.04</td>
</tr>
</tbody>
</table>

Figure 6.4.6 Electrochemical impedance spectra recorded in 1.0 M NaOH 25°C for a series of potentials associated with active oxygen evolution for a nickel cobalt mixed oxide electrode with 80 % M Co content in the Nyquist (a.1-a.2) and Bode (b-c) format. The experiment data is represented by discrete points and the simulated impedance response is represented by a continuous line. Image a.2 represent a zoomed in version of the Nyquist plot for potentials between 0.76 - 0.82 V. Table d) presents the optimum fit parameters for the CNLS fitting to circuit in fig. 6.2.1 of the raw impedance response.
Figure 6.4.7 Electrochemical impedance spectra recorded in 1.0 M NaOH at 25°C for a series of potentials associated with active oxygen evolution for a nickel cobalt mixed oxide electrode with 100% M Co content in the Nyquist (a.1-a.2) and Bode (b-c) format. The experiment data is represented by discrete points and the simulated impedance response is represented by a continuous line. Image a.2 represent a zoomed in version of the Nyquist plot for potentials between 0.76 - 0.82 V. Table d) presents the optimum fit parameters for the CNLS fitting to circuit in fig. 6.2.1 of the raw impedance response.

<table>
<thead>
<tr>
<th>E/V</th>
<th>Qfilm /Ω cm⁻² s⁻¹</th>
<th>α film</th>
<th>Rfilm/Ω</th>
<th>Qdl /Ω cm⁻² s⁻¹</th>
<th>I α dl</th>
<th>Rp/Ω</th>
<th>Qsq /Ω cm⁻² s⁻¹</th>
<th>α sq</th>
<th>Rsq /Ω</th>
<th>Rs/Ω</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.58</td>
<td>1.98E-02 ± 1.81E-05</td>
<td>0.46</td>
<td>2.79 ± 1.00E-02</td>
<td>3.88E-02 ± 2.59E-04</td>
<td>0.01</td>
<td>16.35 ± 0.68</td>
<td>1.76E-02 ± 1.99E-04</td>
<td>0.85</td>
<td>386.68 ± 0.73</td>
<td>2.62 ± 0.12</td>
</tr>
<tr>
<td>0.6</td>
<td>2.03E-02 ± 1.63E-04</td>
<td>0.46</td>
<td>2.62 ± 1.56E-02</td>
<td>3.51E-02 ± 4.61E-04</td>
<td>0.01</td>
<td>18.83 ± 1.16</td>
<td>1.49E-02 ± 3.00E-04</td>
<td>0.85</td>
<td>157.88 ± 4.93</td>
<td>2.63 ± 0.23</td>
</tr>
<tr>
<td>0.62</td>
<td>2.65E-02 ± 3.41E-04</td>
<td>0.46</td>
<td>3.60 ± 3.05E-02</td>
<td>3.38E-02 ± 8.67E-04</td>
<td>0.01</td>
<td>13.68 ± 2.67</td>
<td>1.37E-02 ± 6.48E-04</td>
<td>0.85</td>
<td>57.01 ± 2.78</td>
<td>2.64 ± 0.28</td>
</tr>
<tr>
<td>0.64</td>
<td>2.07E-02 ± 3.41E-04</td>
<td>0.46</td>
<td>3.53 ± 3.52E-02</td>
<td>3.37E-02 ± 1.18E-03</td>
<td>0.01</td>
<td>13.13 ± 4.37</td>
<td>1.57E-02 ± 5.78E-03</td>
<td>0.85</td>
<td>15.99 ± 4.37</td>
<td>2.68 ± 0.32</td>
</tr>
<tr>
<td>0.66</td>
<td>1.59E-02 ± 3.30E-04</td>
<td>0.46</td>
<td>2.39 ± 6.69E-02</td>
<td>3.84E-02 ± 2.20E-03</td>
<td>0.01</td>
<td>4.69 ± 2.62</td>
<td>1.30E-02 ± 3.26E-03</td>
<td>0.85</td>
<td>9.04 ± 2.68</td>
<td>2.72 ± 0.26</td>
</tr>
<tr>
<td>0.68</td>
<td>1.69E-02 ± 5.78E-04</td>
<td>0.46</td>
<td>1.77 ± 9.04E-02</td>
<td>7.26E-03 ± 1.03E-03</td>
<td>0.91</td>
<td>0.85 ± 0.05</td>
<td>2.51E-02 ± 7.85E-04</td>
<td>0.85</td>
<td>7.18 ± 1.01</td>
<td>2.72 ± 0.29</td>
</tr>
<tr>
<td>0.7</td>
<td>1.15E-02 ± 5.19E-04</td>
<td>0.46</td>
<td>1.53 ± 6.19E-02</td>
<td>4.77E-03 ± 4.25E-04</td>
<td>0.91</td>
<td>0.90 ± 0.03</td>
<td>2.47E-02 ± 3.81E-04</td>
<td>0.85</td>
<td>4.35 ± 0.05</td>
<td>2.76 ± 0.43</td>
</tr>
<tr>
<td>0.72</td>
<td>1.74E-02 ± 4.86E-04</td>
<td>0.46</td>
<td>1.67 ± 7.46E-02</td>
<td>5.52E-03 ± 5.45E-04</td>
<td>0.91</td>
<td>0.93 ± 0.04</td>
<td>2.64E-02 ± 8.04E-04</td>
<td>0.85</td>
<td>2.60 ± 0.06</td>
<td>2.80 ± 0.15</td>
</tr>
<tr>
<td>0.74</td>
<td>1.53E-02 ± 4.97E-04</td>
<td>0.46</td>
<td>1.60 ± 6.27E-02</td>
<td>4.94E-03 ± 4.19E-04</td>
<td>0.91</td>
<td>1.15 ± 0.04</td>
<td>3.15E-02 ± 2.16E-03</td>
<td>0.85</td>
<td>1.70 ± 0.06</td>
<td>2.78 ± 0.36</td>
</tr>
<tr>
<td>0.76</td>
<td>1.79E-02 ± 5.66E-04</td>
<td>0.46</td>
<td>1.90 ± 1.31E-01</td>
<td>5.07E-03 ± 7.29E-04</td>
<td>0.91</td>
<td>0.94 ± 0.06</td>
<td>2.92E-02 ± 2.82E-03</td>
<td>0.85</td>
<td>1.21 ± 0.09</td>
<td>2.77 ± 0.35</td>
</tr>
<tr>
<td>0.78</td>
<td>1.55E-02 ± 5.30E-04</td>
<td>0.46</td>
<td>1.79 ± 8.64E-02</td>
<td>4.52E-03 ± 4.28E-04</td>
<td>0.91</td>
<td>1.18 ± 0.05</td>
<td>5.65E-02 ± 8.69E-03</td>
<td>0.85</td>
<td>0.78 ± 0.06</td>
<td>2.77 ± 0.34</td>
</tr>
<tr>
<td>0.8</td>
<td>1.43E-02 ± 0.71E-04</td>
<td>0.46</td>
<td>1.38 ± 6.89E-02</td>
<td>3.81E-03 ± 2.19E-04</td>
<td>0.91</td>
<td>1.30 ± 0.04</td>
<td>3.92E-02 ± 3.62E-03</td>
<td>0.85</td>
<td>0.89 ± 0.06</td>
<td>2.78 ± 0.34</td>
</tr>
</tbody>
</table>
Having presented the results of the EIS studies on various Ni/Co electrodes, we turn our attention to the task of extracting useful information from this data regarding the nature of the OER and the physical nature on these surfaces. Similar to that noticed for Mn electrodes, it is apparent for nickel cobalt electrodes that all fitted parameters are affected by oxygen evolution. An interesting aspect of the fitting parameters, presented in figs. 6.4.1d - 6.4.7d, is the fact that the double layer capacitance decreases with potential. This decrease in capacitance at higher oxygen evolution potentials is most readily understood. Vigorous oxygen bubble formation is obvious at higher potentials, and this is likely to lead to a drop in the value of the double layer capacitance due to a decrease in the effective electrode surface area. This might occur due to the exclusion of some of the “inner” surface area associated with the pores and fissures in oxide surface, as these regions become occupied by gaseous oxygen bubbles.\[8\] In addition, the geometric surface area might be somewhat diminished by the momentary adhesion of gas bubbles to the oxide layer - an effect that would lead to a time-average decrease in surface area over the course of the periods of imposition of the perturbation signal at a given frequency. The latter effect would also explain the slightly increase in the uncompensated solution resistance at higher OER current densities.\[9\] This observation might be attributed to two possible scenarios: (i) to a time-average decrease in the effective area for interfacial charge transfer, and/or (ii) to an increase in the resistivity of the electrolyte solution in the immediate vicinity of the electrode owing to the high concentration of bubbles.

Contrary in Mn electrodes, the modelled double layer capacitance is a more “pure” capacitance element than the simulated film capacitance, in that the $\alpha$ exponent for the latter is closer to the ideal value of unity for a capacitor displaying no frequency dispersion Mahjani\[10\] found that for porous conducting polymers, the parameter $\alpha$ from the CPE was ca. 0.6. Other authors related the presence of porous surfaces with $\alpha_{\text{CPE}} \sim 0.5$.\[11\] Taking into account the aforementioned results described by Mahjani\[10\] and Laisa\[11\] along with the results outlined in section 5.4.3, it can be assumed that the calculated values from the fitting impedance data are valid, since these were bound to be $\sim 0.5$. The calculation of the effective double layer capacitances $C_{\text{dl,eff}}$ was performed following the same approach than that done in section 6.3 for Mn electrodes. Fig. 6.4.8 shows the evolution of the double layer capacitance as a function of potential for a series of nickel cobalt mixed oxide with various % M Co content.
Figure 6.4.8 The optimum fitting values of $C_{dl, eff}$ plotted as a function of applied potential for various nickel cobalt mixed oxide electrodes with different % M Co content. These values were obtained from the fitting tables presented in figs. 6.4.1 - 6.4.7. Error bars represent standard deviations of three different samples.

It is apparent from fig. 6.4.8 that the double layer capacitance behaviour varies with the % M Co content on the electrode but showing little alteration with respect to the applied potential. If one compares fig. 6.3.6 with fig. 6.4.8, it will be observed a clear different capacitance behaviour between Mn and Ni/Co electrodes. This difference in the double layer capacitance behaviour may be related with the current density observed for each type of electrode. Note from fig. 4.5.5 and from fig. 5.5.14 that the current density for nickel cobalt mixed electrodes is one order of magnitude larger than that for Mn electrodes. This is particularly important since typically, the higher of the current density at a given equal overpotential, the greater of evolution of oxygen bubbles. In this perspective, it would be reasonable to ascribe the relatively lower double layer capacitance values for nickel cobalt mixed oxide electrodes with the greater production of oxygen bubbles. The double layer capacitance values outlined in fig. 6.4.8 agree with those calculated by potential step method in Table 5.7.1, although they do not match perfectly. We believe that the latter may be related to the large amount of oxygen gas produced on the surface of the electrodes which disturbs the homogeneity of the electrode surface and causes a similar surface nature for the different electrodes. That mentioned in section 6.3 regarding the precautions of analysing $C_{eq}$ values
also holds for nickel cobalt mixed oxides. The CNLS fitting data corresponding to $C_{sq}$ as function of % M Co content, during the OER is presented in fig. 6.4.9.

![Graph showing capacitance $C_{sq, eff}$ as a function of applied potential for various nickel cobalt mixed oxide electrodes with different % M Co content. Error bars represent standard deviations of three different samples.](image)

Figure 6.4.9 The optimum fitting values of $C_{sq, eff}$ plotted as a function of applied potential for various nickel cobalt mixed oxide electrodes with different % M Co content. These values were obtained from the fitting tables presented in figs. 6.4.1 - 6.4.7. Error bars represent standard deviations of three different samples.

We would like to remark again that the following discussion should be treated with caution since it is considered that only one intermediate specie was adsorbed on the surface. It is clear from fig. 6.4.9 that $C_{sq, eff}$ increases with applied potential. This trend was observed for all the samples regardless their % M Co content. The magnitude of the surfaquo group capacitance was found to be one order of magnitude larger than that observed for Mn electrodes (see fig. 6.3.7). The significant increment of capacitance behaviour on nickel cobalt mixed oxide electrodes may lie on the nature of the film surface of such electrodes. As previously mentioned in section 5.3.3, the surface of these type of electrodes was found to display surface nanoparticles of between 15 – 50 nm in diameter distributed uniformly across all faces of the oxide film. Such nanoparticles would give rise to the highly active surface area for the surfaquo groups to react in the surface of the film. Further, it was mentioned that electrodes with 40, 50 and 60 % M Co content possess larger and more compact nanoparticles distribution than the other samples. Taking into account that observed
in SEM images in section 5.4.3 and that in the kinetic analysis outlined in section 5.5.3, that observed in fig. 6.4.9 may be considered to be in line with the latter observations. The discussion of the resistance $R_{sq}$ and $R_p$ is now presented. The interpretation of these resistances, which was previously mentioned for Mn electrodes in section 6.3 also holds for Ni/Co electrodes. We present the evolution of both resistances, $R_{sq}$ and $R_p$ as a function of % M Co content for various nickel cobalt mixed oxide electrodes in fig. 6.4.10.

![Figure 6.4.10](image_url)

Figure 6.4.10 The optimum fitting values of a) $R_{sq}$ and b) $R_p$ plotted as a function of applied potential for various nickel cobalt mixed oxide electrodes with different % M Co content. These values were obtained from the fitting tables presented in figs. 6.4.1 - 6.4.7. Error bars represent standard deviations of three different samples.
Fig. 6.4.10 display the same $R_p$ and $R_{sq}$ trend found for Mn electrodes. At a potential range of 0.7 V to 0.8 V the surface resistance reaches a plateau for all the electrodes. The latter may be explained by the fact that as the potential is increased, the intermediate species are more readily formed and therefore $R_{sq}$ decreases. As expected for a Faradaic process, the polarisation resistance for each electrode with increasing potential produced an enhancement of electron transfer kinetics. It was found little difference in the $R_p$ values as potential was increased for all the electrodes except for the pure nickel oxide electrode (0 % M Co content).

As mentioned previously, the $R_p$ is related to the overall rate of the OER, thus the observation of approximately constant $R_p$ values regardless the potential suggests that the overall rate remains constant in such potential range. Interestingly, it was found that for both $R_p$ and $R_{sq}$, the electrode with 0 % M Co exhibits significant differences with respect to the other electrodes. The surface resistance and the polarisation resistance were found to be one order of magnitude higher than the other electrodes. The significant difference between the latter and the other electrodes may arise from the fact that NiO possesses different conductivity proprieties that NiCo$_2$O$_4$ or Co$_3$O$_4$ as it was previously mentioned in section 1.4. The latter would result in a slow electron transfer, confirmed in fig. 6.4.10b, which would yield to a slow surface group’s consumption on the surface and therefore, a large surface resistance should be expected. This is also confirmed in fig. 6.4.10a which displays a large $R_{sq}$ resistance for the samples with 0 % M Co content.

### 6.5 Derivation of Tafel Slopes from Impedance Data

In this section the Tafel slope values obtained using EIS are presented. A summary of that introduced in section 3.7.5, regarding the determination of Tafel slopes form impedance data, is presented first followed by the presentation of results for both manganese oxide and nickel cobalt mixed oxide electrodes. Recall from section 3.7.5 that it should be possible to extract the value of the oxygen evolution Tafel slope, $b$, from the value of the total Faradaic resistance. The relevant expression is presented below:

$$
log \left( \frac{1}{R_{far}} \right) = \frac{\eta}{b} + log \left( \frac{2.303 t_0}{b} \right)
$$

(6.5.1)
Eqn. 6.5.1 implies that the slope of a plot of \( \log \left( \frac{1}{R_{\text{far}}} \right) \) against \( \eta \) is equal to the inverse of the Tafel slope. In preparing the plots presented below, the value of the \( R_{\text{far}} \) was extracted directly from the \( R_{sq} \) and \( R_p \) fitting parameters presented in fig. 6.4.1d - 6.4.7d. Therefore, the \( R_{\text{far}} \) may be expressed as:

\[
R_{\text{far}} = R_{sq} + R_p
\]  

(6.5.2)

The plots of \( \log \left( \frac{1}{R_{\text{far}}} \right) \) vs. \( \eta \) generated for the various thickness of hydrous manganese oxide films are presented in figs. 6.5.1 and 6.5.2. It is evident that there is a satisfactory agreement between the Tafel slopes presented in fig. 6.5.1 and 6.5.2 obtained from the impedance data, \( b_{EIS} \), and those obtained by the steady-state polarisation method in fig. 4.5.1.

The observed agreement between the two methods suggests that the measured slopes do indeed characterise the oxygen evolution reaction in the steady-state. In addition, the fact that the ac impedance technique also distinguishes between the Tafel slopes characteristic of various Mn film thicknesses indicates authenticity of the existence of different types of kinetic behaviour for these systems, as was postulated and discusses in chapter 4.

Figure 6.5.1 Log (\( R_{\text{far}} \)) vs. \( \eta \) of a) 25, and b) 250 potential cycles Mn electrodes in 1.0 M NaOH at 25°C. Plots were constructed from the impedance data presented in fig. 6.3.1 and fig. 6.3.2, respectively. These Tafel plots should be compared to those in fig. 4.5.1, which were obtained from steady-state polarisation measurements on the same system.
Figure 6.5.2 Log \((R_{\text{far}})^{-1}\) vs. \(\eta\) of c) 500, d) 750, and e) 1000 potential cycles Mn electrodes in 1.0 M NaOH at 25°C. Plots were constructed from the impedance data presented in fig. 6.3.3, fig. 6.3.4, and fig. 6.3.5, respectively. These Tafel plots should be compared to those in fig. 4.5.1, which were obtained from steady-state polarisation measurements on the same system.

To conclude the discussion on the EIS measurements, and analogous to that done to Mn electrodes, we compare the Tafel slopes, \(b_{EIS}\), obtained for Ni/Co electrodes using impedance measurements with those measured by steady-state polarisation methods. The same procedure was used for preparing the plots of log \((1/R_{\text{far}})\) against \(\eta\) for the nickel cobalt electrodes as that used for Mn electrodes early in this section. The plots of log \((1/R_{\text{far}})\) against \(\eta\) for a series of nickel cobalt mixed oxide electrodes with different % M Co content are presented in fig. 6.5.3. It is clear that there is excellent agreement between the values of \(b_{EIS}\) and \(b_{ss}\). As was previously remarked the agreement in the values of the Tafel slopes obtained independently by dc and ac techniques, points out the genuine kinetic significance of the concensus Tafel slope values.
Figure 6.5.3 Log ($R_{\text{f}}$)$^{-1}$ vs. $\eta$ of a) 0, b) 20, c) 40, d) 50, e) 60, f) 80, and g) 100 % M Co content electrodes in 1.0 M NaOH at 25°C, respectively. These Tafel plots should be compared to those in fig. 5.5.12, which were obtained from steady-state polarisation measurements on the same system.
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7.1 Conclusions

Chapter one introduces general concepts of electrochemistry, focusing on the theory of interfaces and electrode kinetics. Consideration on the state-of-art of the surface electrochemistry of transition metal oxides in aqueous solutions, including concepts of electrocatalysis focusing on the OER and HER of the surface electrochemistry of nickel, cobalt, iron and manganese oxide electrodes was also presented.

Chapter two deals with the theory underpinning the various electrochemical techniques utilized throughout this thesis, such as steady-state polarization, cyclic voltammetry and pulse decay measurements. Various analytical techniques used along this work are also described.

Chapter three analysis the specifics of the various materials, methods and instruments used throughout this thesis. Among them, special attention was given to the electrochemical impedance spectroscopy technique.

Chapter four deals with electrochemical redox and charge transfer proprieties of the hydrous oxy-hydroxide films growth on polycrystalline manganese metal prepared by potential multicycling in alkaline solution. Results aim to investigate the catalytic surfaces on which the OER takes place, assign a more accurate stoichiometry to represent the redox switching reaction exhibited by the surface bound oxy-manganese species in the oxide thin film, and to determine the optimal number of potential cycles at which the Mn electrode should be subjected to exhibit higher catalytic activity towards the OER.

The growth of the Mn oxide film, somewhat analogous to the growth of iron oxide by potential multicycling, consisted in an inner compact oxide layer and an outer hydrous layer. The peak potential-pH response of the hydrous oxide was shown to exhibit a super-Nernstian shift greater than -59 mV per pH\textsuperscript{-1} against a constant potential reference electrode. We assumed that this behaviour may arise because of the high acidity of the manganese oxy-cation. Regarding its kinetics, the Tafel slope changed significantly with film thickness so the thicker the Mn oxide film, the greater the Tafel slope observed. Contrarily, the overpotential, the onset potential and the current density exhibit enhancement as the oxide
film became thicker due to the formation of tunneled or porous structures at the electrode surface at high number of potential cycles. These structures were proven to have high intrinsic activities towards the OER since they allow intimate contact between solid and liquid phases. The observed increase in Tafel slope values as the film becomes thicker is suggested to be related to the magnitude of the film resistance and the resistance contribution of surface groups adsorbed on the electrode surface. The Tafel slope of ca. 120 mV dec⁻¹ observed for many Mn oxides coated electrodes can be associated with the first electron transfer step in the overall sequence describing oxygen evolution being slow and rate determining. Tafel slopes for thin and intermediate thickness multicycled electrodes were found to be ca. 80 mV dec⁻¹ indicating that the rate-determining step is mainly due to the second electron transfer step in tandem with a partially difficult electron transfer occurring at the first step of the mechanistic proposed in this work.

Regarding the effect of pH on the kinetic behaviour of Mn oxide electrodes, the reaction order values were independent of the hydrous oxide charge capacity. Significant differences were observed when comparing the slopes from the OCP curves decay with the Tafel slopes obtained by steady-state polarisation measurements. Such differences were assigned to the decrease in the surface group's concentration on the electrode surface. Capacitance studies revealed a dependence of double layer capacitance with the film thickness. The observed increase in capacitance behaviour was associated with the formation of a porous layer, resulting in an enhancement of active electrode surface. The influence of the extent of electrode aging was also investigated and similar oxide growth/charge behaviour was observed between a fresh and an aged electrode, noting that after 1000 growth cycles, the aged electrode possesses ca. 40 % more charge storage capacity than a fresh Mn electrode. Since the growth of the subsequent layer occurs on top of the previous one, it is suggested that the initial Mn electrode morphology affects the following Mn oxide layers. However, SEM images did not display surface differences between the electrodes, suggesting that differences may arise from the bulk layers of the electrode. Redox peak potentials of the aged Mn oxide film were found to coincide with those for the fresh one though exhibiting higher current densities. Equal Tafel slope values were found between both types of electrodes, suggesting that the OER mechanism remains equal regardless of the Mn electrode being aged or fresh. That is because, after a few growth cycles, the oxidation state of the electrode surface is similar in both cases. Finally, corrosion was found to occur at elevated anodic potentials, indicating that corrosion competes with oxygen evolution.
Chapter five focuses on electrochemical redox and charge transfer properties of nickel cobalt mixed oxide electrodes in alkaline solutions. Results aim the investigation of the catalytic surfaces on which the OER takes place and the determination of the optimal % M Co concentration and annealed temperature at which the nickel cobalt mixed oxide exhibits the highest catalytic activity towards the OER. The first section of the chapter investigates the effect of annealing temperature on a 1:1 molar ratio nickel cobalt mixed oxide electrode while the second section studies the influence of % M Co content on the electrocatalysis behaviour of the electrodes annealed at a fixed annealing temperature of 400°C.

The structural analysis was carried out using XRD, XPS and SEM-EDX analysis. XRD patterns revealed the presence of three oxide phases: (i) NiO, (ii) Co$_3$O$_4$, and (iii) NiCo$_2$O$_4$. Electrodes annealed at temperatures below 350°C exhibit the largest lattice parameter, the lowest degree of crystallinity, and the larger crystallite size. Contrarily, electrodes annealed at temperatures over 450°C, exhibit smaller lattice parameter, higher degree of crystallinity, and smaller crystallite size. Remarkably, electrodes annealed at 400°C showed intermediate values for the above-mentioned parameters. XRD patterns were used to quantitatively analyse the oxide film. The NiCo$_2$O$_4$ phase was found to increase until 400°C while above 400°C it decomposed, originating the formation of both Co$_3$O$_4$ and NiO phases. XPS analysis demonstrated the presence of nickel oxide (II/III) and cobalt oxide (II/III) in the surface and also revealed that the surface composition of samples differ significantly to that determined on the bulk, suggesting surface segregation. Therefore, the samples did not exhibit a uniform composition through the different depths of the oxide layer.

Two different morphologies were observed from SEM analysis. At relatively low annealing temperatures, electrodes exhibit widely spaced-cracked layer morphology whereas at relatively high temperatures the electrode revealed a compact mud-cracked morphology. The annealing temperature was found to play a significant role in the electrocatalytic behaviour of electrodes. The increment of temperature, until reaching 400°C, results in a decrease in overpotential from ca. 0.335 V to ca. 0.320 V. However, as the temperature is further increased, the overpotential increases sharply, from ca. 0.320 V to ca. 0.34 V. This variation is due to changes in the conductivity of the oxide film attributed to changes in the film composition. The electrode prepared at 400°C was found to have the best electrocatalytic properties for the OER. Thus, 400°C was chosen to further investigate the effect of % M Co content on the OER of nickel cobalt mixed oxide materials.
By combining the results of XRD, SEM EDX, and contact angle with those of the kinetic analysis and capacitance studies, one can easily relate the % Co content on the electrode with the OER catalytic activity. The SEM images in the macroscale revealed cracked surface for all electrodes with nanoparticles of between 15 – 50 nm in diameter distributed uniformly across the surface, which gave rise to the highly active catalytic behaviour by increasing the active surface area of the electrodes in the nanoscale. Additionally, porous with an average diameter of 1 µm. were also observed, which allowed the electrolyte to penetrate the oxide film increasing its catalytic activity. Thus, XRD results show that the formation of mixed oxide NiO and NiCo$_2$O$_4$ nanocrystals occurs with increasing up to 60 % M Co content on NiO electrodes. Further increases of % M Co result in the disappearance of the NiO phase, leading to the formation of a major Co$_3$O$_4$ phase and, in a lesser extent, of a NiCo$_2$O$_4$ phase. The trend of the overpotential of the samples in decreasing order of increasing NiCo$_2$O$_4$ phase content was found to be: 60% > 50% > 40% > 20%~80% ≫ 0% ~100%.

Electrodes with a high content of NiCo$_2$O$_4$ phase exhibit lower Tafel slope values than those with poor NiCo$_2$O$_4$ content due to the distribution of Ni$^{2+}$ species in the octahedral sites of the Co$_3$O$_4$ spinel structure. The reaction order was somewhat dependent of the phase composition. The electrode with 60 % M Co content was found to exhibit the greatest OER electrochemical activity, being comparable to those reported as the best transition metal oxide-based catalysts in the literature. Several points can be made from the above observation: (i) the presence of both NiO and NiCo$_2$O$_4$ enhances the OER efficiency, and (ii) the presence of NiCo$_2$O$_4$ enhances the OER efficiency more than NiO or Co$_3$O$_4$.

Chapter 6 deals with the electrochemical impedance analysis of Mn and Ni/Co oxide electrodes. EIS provides means to obtain additional and complementary information on the OER to that accessible by traditional dc measurements. Using CNLS fitting program, the raw EIS data was fitted to an appropriate equivalent electrical circuit model and the optimum fit values of the various elements tabulated. Values of the total Faradic resistance, $R_{\text{far}}$ ($R_{\text{far}} = R_{\text{sq}} + R_{\text{p}}$), were evaluated from the optimum fitted parameters, and values for the OER Tafel slope were calculated from plots of the log ($R_{\text{far}}$)$^{-1}$ vs. $\eta$ according to eqn. 3.6.38. This showed that the Tafel slope, measured for our electrodes, either by steady-state polarisation or derived from EIS measurements, is truly characteristic of the kinetics of the OER since they were found to be equal.
7.2 Future Work

Considering the results presented in this work, it is our belief that traditional electrochemical techniques cannot yield further information on the oxygen evolution reaction occurring in alkaline media and on the nature of catalytically active surface than that presented in this thesis for polycrystalline Mn, Ni/Co oxide electrodes. Bearing this in mind, and from an industrial perspective, we propose new research paths involving the investigation of the transition metal oxides, such as those investigated in this thesis, for the oxygen evolution reaction in sea water. During seawater electrolysis, both oxygen and chlorine evolve at the anode at similar potentials which causes large amounts of toxic and corrosive Cl₂ gas as by-product. The latter may be overcome using selective anodes which inhibit the evolution of chlorine but allowing the oxygen evolution. Therefore, would be a great advantage to perform selective electrolysis of saline water, using abundant and inexpensive anode materials. It has been mentioned that selectivity can be modulated through variation of surface and electronic structure of the electrocatalyst. In this perspective, we propose the use of the electrodes used in this thesis for selective OER in sea water.

Another promising perspective of these transition metal oxides, despite they were designed for the OER catalysis, is the possible use of these electrodes as a potential pH electrode aiming to substitute the traditional glass pH electrodes. The traditional glass electrodes suffer many disadvantages, particularly in strong alkaline solutions. Transition metal oxides have been demonstrated to exhibit extremely fast response times even in strong alkaline solutions. Also, and finally, a complimentary set of experiments which can be carried out using our transition metal oxide electrodes for the detection of organic compounds such as glucose or ascorbic acid. In this sense, other metal-oxides have been extensively explored to develop biosensors with high sensitivity, fast response times, and stability for the determination of organic compounds by electrochemical oxidation.