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Abstract

The mass and charge distribution at electrochemical interfaces plays a key role in driv-

ing electrochemical phenomena. However, in spite of its importance, even the structure

of the Pt/water interface under bias, the most basic electrochemical interface, is still al-

most entirely unknown. Here we present the first ab initio simulation of the double layer

structure at the Pt/water interface in realistic solution conditions and its dependence on

an applied potential. Our results are enabled by a newly developed ab initio charging ap-

proach, which is here briefly described. We reveal that the double layer structure, number

density and charge distribution, strongly depends on the applied potential. Furthermore,

we show that the metal/surface charging state cannot be described using a traditional

simple capacitor model. In fact, the interfacial dipole is not merely determined by the

reorientation of the first water layer in contact with the metal surface, but also by its

charging state in combination with its number density. Water reorientation becomes rel-

evant only in the second water layer. The dependence of the structure of the Pt/water

double layer on the applied potential will likely affect the catalytic processes therein.
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Chapter 1

Introduction

The study of the interface between water and other substrates is very important for under-

standing the various processes taking place in biology, electrochemistry, fuel cell, battery,

supercapacitor and more generally in science. There is a never-ending list of examples

for the interaction of water with other substrates where surface interaction plays a crucial

role.

Figure 1-1: A hydrogen fuel cell vehicle, which uses hydrogen as fuel and converts it into
electricity. This in turn is used to drive the car, while leaving water as the combustion
product [1].

Figure 1-1 shows the working principle of a fuel cell inside a car. It uses hydrogen as
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Figure 1-2: The working principles of different electrolytic devices. Panel (a) shows the
working principle of a solid oxide fuel cell. Oxygen molecules turn into oxygen ions on
coming in contact with the cathode. O ions travel to the anode through the electrolyte
where they combine with hydrogen producing water. Panel (b) shows the working principle
of a simple electrolytic cell. As soon as the electrodes are immersed in the electrolyte,
the flow of anions to the anode and cations to the cathode begins, starting reduction and
oxidation reactions at the respective electrodes and producing electricity in return. Panel
(c) shows the working principle of superacapacitor (an irregular electrode can be seen over
here, this is to increase the surface area of electrodes). The application of potential across
the electrodes leads to anode and cathode covered with oppositely charged ions [2].

a fuel and it converts it into electrical energy, which is used to drive the electric motor.

The product of the combustion is water. Electricity being a very efficient form of energy,

will help solving the energy problem of the world. Figure 1-2 shows the working principle

of a solid oxide fuel cell, battery and supercapacitor. It can be seen in the figure 1-2 that

all these systems involve electrode-electrolyte interfaces and application of a potential

across the electrodes. The application of a potential leads to the formation of a double

layer (DL) at the electrode-electrolyte interface, and the migration of charge and mass

inside the electrolyte. The double layer involves a complex interface with charge and mass

2



transfer, bond formation and bond breakage. It is described by the presence of long-range

and short-range orders, hydrogen bonding and Van-der walls interaction. This system is

very complex and difficult to study.

A successful model for the DL was first proposed by Helmholtz in 1853 [3]. He described

the DL as a molecular dielectric which stores charge electrostatically (like a capacitor)

independent of electrode charge density and dependent on dielectric constant of electrolyte.

A simplified illustration of the Helmholtz double layer is shown in the Fig. 1-3. It clearly

shows a steep potentail drop in the DL, a positively charged electrode and polarized

electrolyte next to it. This model provides a good description of the interface but it did

not consider the adsorption of ions on the surface of the electrode, the diffusion of ions in

solution and the interaction between the solvent dipole moment and the electrodes.

Gouy-Chapman-Stern [13, 14] further modified Helmholtz model. They found out that

the capacitance of the DL is not constant but vary with the application of the potential

to the electrode as well as the ionic concentration. They also considered diffusion of the

ions in the DL as well as adsorption on the electrodes. This model is the base of the study

untill present day.

For decades these systems have been the subject of theoretical and experimental in-

vestigations. Even with the rapid technological growth witnessed in the last few years

the study of such interfaces has continued to interest the experimental and theoretical

communities. There are many experimental techniques developed to study liquid-metal

interfaces: low-energy electron diffraction (LEED), surface vibrational spectroscopies, such

as surface enhanced Raman spectroscopy (SERS) and sum-frequency generation (SFG),

high-resolution microscopy, like atomic force microscopy (AFM) and scanning tunneling

microscope (STM), to name a few.

STM is a great tool for the study of surfaces, but it is not useful in ambient conditions

since cryogenic temperatures and ultra-high vacuum are usually required to perform the

experiments. Figure 1-4 shows a STM image of D2O clusters on Pd(111) at 100 Kelvin.

Clusters of D2O limited to few unit cell can be easily seen. Although this experiment

reveals the structure of D2O on the Pd(111) surface, it lacks continuity due to formation
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Figure 1-3: A simplified illustration of the Helmholtz double layer near the electrode-
electrolyte interface. The electrode is positively charge, the electrolyte oriented with
negative dipole towards it and solvated ions distributed inside the electrolyte. A steep
decrease in the potential profile can also be observed within the double layer. ’d2’ marks
the boundary of the DL (also known as outer Helmholtz plane), after that there is diffuse
layer where diffusion of ions take place and further away to the right the seperator separates
this layer from the bulk electrolyte [3].

of segregated clusters as well as it is far away from the experimental set up. AFM serves as

a great tool to study the interfaces in ambient conditions, but it fails to achieve an atomic

resolution of complex interfaces as well as in describing the dynamics. Spectroscopic te-

chiniques are not suitable either for atomic scale manipulation nor real-space imaging. In

ambient conditions processes like bond formation, bond breaking, charge transfer between

the liquid electrolyte and the solid interface are very difficult to investigate using experi-

mental techniques. Some of these, for example charge transfer, may occur on a timescale

of femtoseconds [15, 16].
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From this short review we can appreciate the level of difficulty related to the under-

standing of the double layer. A full understanding will help us to take a step towards

solving the energy and pollution problem of the world, by providing a clean and green

source of energy, which is possible with the commercialization of fuel cells.

Figure 1-4: The STM image of D2O clusters on Pd(111) surface at 100 Kelvin. The
formation of hexagonal honeycomb clusters can easily be seen in this figure [4].

With the recent advances in computational techniques, the modelling of the interfaces

is moving closer to realistic "liquid-water" interfaces. The best-suited theoretical tools to

simulate these systems atomistic models, as they have turned out to be better for predicting

experimental results [17]. They are even more useful for describing the processes occurring

in extreme conditions of temperature and pressure [18]. Nowaday atomistic simulation are

considered to be the best tool for the prediction of material properties, and for finding new

materials for suitable processes. A large group of scientists is working to find new materials

for aerospace, magnetism, elctrochemical applications using atomistic simulations [19].

1.1 My PhD work

My PhD work involves contributions towards the understanding of the DL. Although

a lot of work has been carried out in the area of fuel cells and supercapacitors, their

efficiency and power output remains very low. As such, much research is carried out
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in order to increase the energy output to fulfill the world energy demands. My study

will mostly focus on the structure and properties of the double layer. Since, as already

discussed, the formation of the double layer is the fundamental phenomenon occuring in an

electrochemical environment. In particular we will look at the modeling of the electrostatic

potential applied to the electrochemical cell at the molecular level. This can be used to

monitor the reactions as well as developing better materials for water splitting [20]. Since

there are different theoretical methods to model the double layer, it is very important to

choose the appropriate one, which can predict the experimental phenomenon accurately.

Many different types of modelling methods are available depending on the process to

study. Each one of them has limitations and advantages, so the selection should be made

carefully. Major issues in modelling the application of a potential to an interface are:

� The size of the system (In atomistic simulations, depending on the type of system

to equalize, it varies from thousands to tens of thousands of atoms. This is very far

away from any practical system, a problem that is solved by using periodic boundary

conditions (PBC) and supercells approach. These are disscussed in detail in chapter

2.)

� Application of potential (Due to the implementation of PBC, to avoid the finite

size effect, it is not possible to apply the potential directly to the electrode. In our

model we will be using an imbalance population of ions in the electrolyte to charge

the electrode, in turn applying the potential. This aspect will be discussed in detail

in chapter 2.)

� Simulation time (The time of a simulation depends upon the kind of simulation going

to be performed. Atomistic simulation can be performed upto picosecond time scale

due to the large amount of intricate interactions to be taken into account. In contrast

large-scale molecular dyanmics calculations can calculate properties changes in time

interval upto a second [in this case the intricate interaction can be replaced by a

suitable potential profile]. This aspect will be discussed in more detail in the next

section.)
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1.2 Choice of time scale

Figure 1-5 shows the various time and length scales addressed by the available theoretical

tools. Accuracy is inversely proportional to the computational cost, so depending on the

observable quantity a balance between accuracy and throughput should be reached before

starting calculation of the selected system [21].

Figure 1-5: Various materials modelling methods along with their associated time and
length scales.

In the bottom left corner there are ab initio or first principle methods, which include a

description of the electronic interaction of the system. Their main limitation is that they

can compute a maximum of few thousands atoms. The second approach after the ab initio

one is, classical molecular dynamics(MD) [22, 23]. This method does not precisely take into

account the electronic interactions, but instead replaces them with an atomic potential

energy surface, thus reducing the computational cost significantly. The parameters for

calculations can be assigned empirically in the form of interaction potentials. They can

also be derived from ab initio computational results or experiments. Moving further to

the right on the length scale we find kinetic Monte Carlo approaches [24], which deal

with much larger systems and for longer times. As the computation time decreases due
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to grouping of atoms, they also require some knowledge of the behaviour of the system

in question prior to running the simulation. The required knowledge of the system can

conveniently be extracted from ab initio or classical molecular dynamics results.

In the right corner there are the continuum-scale methods (e.g. finite-elements mod-

elling (FEM), finite-volume method (FVM), finite-difference method (FDM)) [25]. At

this scale the interactions between the electrons are incorporated indirectly using par-

tial differential equations. The resulting equations are coupled energy-balance equations,

mass-balance equations and momentum-balance equations. These equations can be used

to describe the transport of the constituting species by the means of conduction, convection

and diffusion. These approaches are widely used in mechanical and civil engineering.

1.3 Literature Review

My work involves the study of the double layer equilibrium structure and the effects of

an applied electrode potential. This will give me a deep insight into the structure and

the reactivity of the interfaces and a comprehensive mechanistic description of the atomic

and electronic scale processes at the electrode surfaces under an applied potential. Such

understanding is still missing in the science community. Therefore, an ab initio approach

is the best modelling method, which can be used. It has been already used for a long time

[26, 27, 28] in modeling surfaces [29, 30, 31], but mostly focusing on reactivity of interfaces

[32, 33, 34, 35, 36]. A comprehensive mechanistic description of atomic and electronic scale

processes at the electrode surfaces under an applied potential is still missing. In particular,

it is remarkable how limited our microscopic knowledge is of the double layer’s equilibrium

structure and the effect of an applied electrode potential on it. This is true even for the

most fundamental interfaces, such as Pt/water. Modelling the application of an external

potential is a key challenge in the field of theoretical electrochemistry.

One successfull model was developed by Filhol and Neurock [5] for tuning the elec-

trochemical potential of half of an electrochemical cell. In this method two reference

potentials are established, one describing the potential of H2O far away from the elec-
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trode and the other associated to the free electron. Excess/deficiency of charge can be

introduced in the system by adjusting the surface potential and the method was used to

analyse the case of Cu(111). Fig. 1-6 shows the variation of the charge and potential at

the Cu(111) surface [5]. The problem of this method is that the potential drop is too grad-

ual. This is not the case with the real electrolytic interfaces, where the potential drop is

very sharp. However the method was successful in controlling the potential of the coupled

interface system and in the introduction of fraction charge. Otani and Sugino [37, 38] tried

to improve the model by introducing counter charges 15 − 20Å in front of the electrode

surface, since most of the potential drop takes place outside the surface. Also this model

was unable to correctly show the polarization of water at the interface. Rossmeisl [6] used

a better approach by introducing a hydronium ion in the water layer outside the charged

interface. In this way, the electrified interface is explicitly modelled. However, the ion is

at a fixed distance from the electrode and no dynamical simulation of the double layer was

performed. The Rossmeisl model is shown in the Fig. 1-7. This model was successful in

constructing the energy diagram for the hydrogen evolution reaction at different potentials

and it established the potential dependent nature of the reaction.

The potential drop at the interface is determined by several factors, such as the type

of ions in solution and their dynamics, the work function of the metal, the surface charge

density, the electric field at the interface and the polarizability. Most of the standard

approaches achieve cell neutrality and the description of the potential drop at the interface.

However, a reliable description of an electrified interface has yet to be obtained.

An alternative computational standard hydrogen electrode method, devised to inves-

tigate coupled proton-electron transfer reactions, was developed by Sprik and co-workers

[39, 40, 41]. This approach allows one to refer the computed potential to the standard

hydrogen electrode (SHE) using the solvation free energy of the proton, calculated by

measuring free energies from a common reference point, corresponding to the free energy

of an aqueous hydronium ion H3O
+. The method is sophisticated and powerful, but its

obvious downside is the high computational cost, which has limited its application to re-

alistic metal/electrolyte interfaces. More recently an extension of the standard hydrogen
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Figure 1-6: Filhol and Neurock model showing the polarization of a bare Cu(111) slab
by either a sodium ion pseudopotential at the outer Helmholtz plane (Na) or the use of
a continuum countercharge (1e), is illustrated by comparing plots of the electrostatic po-
tential (top), electric field (center), and the change in electron density (bottom). Gradual
decrease of electrostatic potential can be seen in top [5].

electrode method that avoids the expensive calculation of the solvation free energy of the

proton has been introduced and applied to a few metal/water interfaces [35]. However,

this does not include ions and does not address the problem of charging. Perhaps more

importantly, it does not provide a description of the over-potential related to the transfer

of species to, from or across the interface.

For these reasons, we propose here a realistic description of the interface, which uses

MD simulations of the inhomogeneous metal/electrolyte system. In many respects, part

of the theoretical sophistications of the previous methods is lacking in our approach,

which however follows the trend towards a simpler and intuitive description of the system,
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Figure 1-7: Rossmeisl model showing a charged Pt(111) slab with 3 water layers outside
and one solvated hydronium ion (yellow) per unit cell. The electrode potential, due to the
charged interface and averaged parallel to the surface is shown for systems with 1, 2 and
3 relaxed water layers along with results [6].

using simulations to reproduce reality and to carry out virtual experiments. In order to

understand the electrolytic system thoroughly there is the need to address the problem

by using a more comprehensive approach. In this approach we introduce imbalanced

population of ions (e.g. 12Na:10Cl, 10Na:10Cl and 10Na:12Cl) in Pt-water system. They

are expected to generate a charge of -1, 0 and +1 |e| on each electrode surface, respectively.

This different status of charge will lead to the application of different potentials across the

electrode, which will facilitate the study of the application of potential under PBC.

Due to the limited availability of computational power one can only model a system

with a few hundreds or maybe thousand of atoms, which is very far away from the real

system size. In order to avoid these finite-size effects most of the standard methods use

periodic boundary conditions, which in turn make it difficult to apply a bias across the

electrodes. One central open issue in electrochemistry is to model the effect of an applied

potential to an electrochemical cell. Since the potential must be periodic, in order to

simulate this effect standard simulation methods resort to a trick, which involves chang-

ing the charge on the electrode. The use of periodic boundary conditions also implies

cell neutrality, which is enforced by adding counter charges to the system. Most of these

methods reproduce a localised electric field and a potential energy drop within a micro-
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scopic distance from the metal surface. However, none of them provides a realistic and

self-consistent view of the structure and charge polarization within DL, able to capture

the subtle interplay of electronic, ionic and thermal effects. This is due to the small size of

the samples used and the lack of an extended dynamic description of its formation based

on first principles. It has been experimentally proven [42] that the nature, structure and

composition of the solvent at the interface with the electrode plays an essential role in de-

termining its activity. Therefore a comprehensive modelling of the electro chemical (EC)

environment overcoming traditional simplified models for the double layer, in combination

with well-controlled experiment, is urgent and crucial to progress in the field. Here we

present a realistic description from first principles of the Pt-water and Ag-water double

layer structure and the charge distribution under an applied potential. In order to achieve

this we have developed a general approach, which evolves previous methods towards a

more comprehensive description of the metal/electrolyte interface. This is made possible

as our model is extremely realistic and accounts explicitly and fully from first principles

for charge polarization effects at both sides of the interface, the full dynamics of solvent

rearrangment and electronic structures details. Besides unravelling for the first time the

structure of the DL under an applied potential, our scheme also allowed us to directly

evaluate the capacitance, the point of zero charge and the absolute electrode potential -

by connecting the electrode Fermi level to the vacuum level and the standard hydrogen

electrode. More in general, our approach also enables the estimation from first principles,

the internal energy, the entropy and the free energies in a realistic environment. This

information is also needed to develop and tune semi-empirical models able to simulate the

steady state of large systems over time scales longer than those currently achievable with

fully ab initio simulations.

Since the study of the above system is computationally intensive we have developed a

smaller system, which can imitate the properties of the larger one. We will be discussing

these systems in great details in chapters 4, 5 and 6.
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Chapter 2

Theoretical tools and approximations

2.1 Methodological Approach

2.1.1 The Many-Body Problem

All the quantum mechanical properties of a system of 𝑁 nuclei and 𝑛 electrons can be, in

principle, obtained by solving the many-body Schrödinger equations. The time indepen-

dent non-relativistic Schrödinger equation is

�̂�𝜓(𝑟,𝑅) = 𝐸𝜓(𝑟,𝑅), (2.1)

where �̂� is the Hamiltonian operator and 𝜓(𝑟,𝑅) is the many-body wave function. The

solution of this equation depends on 3(𝑛 + 𝑁) interacting degrees of freedom (excluding

spin). More explicitly the Hamiltonian takes the form

�̂� = 𝑇𝑒 + 𝑉𝑖𝑜𝑛−𝑒𝑙 + 𝑉𝑒𝑙−𝑒𝑙 + 𝑇𝑖𝑜𝑛 + 𝑉𝑖𝑜𝑛−𝑖𝑜𝑛, (2.2)

where,

𝑇𝑒 = − ℎ̄2

2𝑚𝑒

∑︀
𝑖 ∇2

𝑖 is the kinetic energy operator for the electrons,

𝑉𝑖𝑜𝑛−𝑒𝑙 =
∑︀

𝑖,𝐼
𝑍𝐼𝑒

2

|𝑟𝑖−𝑅𝐼 |
is the operator for the electron-nuclei interaction,

𝑉𝑒𝑙−𝑒𝑙 = 1
2

∑︀
𝑖 ̸=𝑗

𝑒2

|𝑟𝑖−𝑟𝑗 | is the operator for the electron-electron interaction,
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𝑇𝑖𝑜𝑛 = −∑︀
𝐼

ℎ̄2

2𝑀𝐼
∇2

𝐼 is the operator for kinetic the energy of nuclei,

𝑉𝑖𝑜𝑛−𝑖𝑜𝑛 = 1
2

∑︀
𝐼 ̸=𝐽

𝑍𝐼𝑍𝐽𝑒
2

|𝑅𝐼−𝑅𝐽 |
is the operator for nucleus-nucleus interaction.

Here ℎ̄ is the reduced Planck’s constant, 𝑚𝑒, 𝑒, 𝑟 are the mass, charge and position of

the electrons, while 𝑀 , 𝑍, 𝑅 are the mass, charge and position of the nuclei.

Solving the Schrödinger equation for 3(𝑛+𝑁) interacting degrees of freedom is possible

only for the simplest model systems (e.g. where (𝑛 + 𝑁) is very small). However several

approximations have been developed to address the many-body problem.

The first simplification consists in the Born-Oppenheimer (BO) approximation, which

allows one to separate off the nuclear degrees of freedom from the electronic ones. The

BO approximation is based on the consideration that the mass of the nuclei is typically

three to five orders of magnitude larger than that of the electrons, thus they move much

slower. As a consequence their dynamics can be separated from that of the electrons [43].

The wavefunction of a system described by two independent variables can be written

as the general solution of the Schrödinger equation 𝜓(𝑟,𝑅) = 𝜓(𝑟)𝜒(𝑅). Due to the

presence of the 𝑉𝑖𝑜𝑛−𝑒𝑙 term it is not possible to express the wave function in this way.

However, it can be written in a general way 𝜓(𝑟,𝑅) = 𝜓(𝑟;𝑅)𝜒(𝑅), meaning that the

electronic component of the wave function, 𝜓(𝑟) depends on the nuclear coordinates.

Substituting 𝜓(𝑟,𝑅) = 𝜓(𝑟;𝑅)𝜒(𝑅) in equation (2.1) allows us to separate the elec-

tronic equation from that of the nuclei. The electronic wavefunction can be solved at a

fixed positions 𝑅 for 𝑟. Solving for a range of 𝑅 gives the potential energy surface on

which the nuclei move. The equation for the electronic part can then be written as

�̂�𝑒𝜓(𝑟,𝑅) = 𝐸𝑒𝑒(𝑅), (2.3)

where,

�̂�𝑒 = 𝑇𝑒 + 𝑉𝑖𝑜𝑛−𝑒𝑙 + 𝑉𝑒𝑙−𝑒𝑙. (2.4)

Solving this equation is still enormously complicated because it depends on 3𝑛 inter-

acting degrees of freedom. However the problem can be further simplified by taking the

Hartree-Fock approximation.
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2.1.2 Hartree-Fock Approximation

Hartree proposed an approximation in 1927 in which he replaced the 𝑛 electron wavefunc-

tion 𝜓(𝑟𝑖) by a product of single-electron wavefunctions 𝜓𝑖(𝑟𝑖)

𝜓(𝑟1, 𝑟2, 𝑟3, . . . , 𝑟𝑛) = 𝜓1(𝑟1)𝜓2(𝑟2)𝜓3(𝑟3) . . . 𝜓𝑛(𝑟𝑛). (2.5)

The expression (2.5) is known as the Hartree product. In this the many electron problem

is reduced to solving a one electron problem in the effective field generated by the other

electrons. The Hartree product, however, fails to satisfy the antisymmetry principle, which

states that a wavefunction describing fermions should be antisymmetric with respect to

the interchange of any set of space-spin coordinates (𝑥). In order to take into account the

spin, a new orbital is defined 𝜒(𝑥 = (𝑟, 𝛼)), related to 𝜓(𝑟) in the following way

𝜒(𝑥) = 𝜓(𝑟)𝛼, (2.6)

where 𝛼 is a spin function. Using 𝜒(𝑟), the Hartree product can be written as:

𝜓(𝑥1,𝑥2,𝑥3, . . . ,𝑥𝑛) = 𝜒1(𝑥1)𝜒2(𝑥2)𝜒3(𝑥3) . . . 𝜒𝑛(𝑥𝑛). (2.7)

Considering the two electron problem, the wavefunction which satisfy the antisymmetry

principle can be written as

𝜓𝑠 =
1√
2

[𝜒1(𝑥1)𝜒2(𝑥2) − 𝜒1(𝑥2)𝜒2(𝑥1)]. (2.8)
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Generalizing for 𝑛 electrons gives the Slater determinant:

𝜓𝑠 =
1

(𝑛!)1/2

⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒

𝜒1(𝑥1) 𝜒2(𝑥1) 𝜒3(𝑥1) . . . 𝜒𝑛(𝑥1)

𝜒1(𝑥2) 𝜒2(𝑥2) 𝜒3(𝑥2) . . . 𝜒𝑛(𝑥2)

𝜒1(𝑥3) 𝜒2(𝑥3) 𝜒3(𝑥3) . . . 𝜒𝑛(𝑥3)
...

...
...

. . .
...

𝜒1(𝑥𝑛) 𝜒2(𝑥𝑛) 𝜒3(𝑥𝑛) . . . 𝜒𝑛(𝑥𝑛)

⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒

Expressing the wave function as a Slater determinant is equivalent to the assumption

that each electron moves independently of all the others except that it feels the Coulomb

repulsion due to the average positions of all electrons and it also experiences the exchange

interaction due to antisymmetrization of the wavefunction. Some concepts of this de-

scription also apply to Kohn-Sham density functional theory, which bears resemblance to

Hartree-Fock theory.

2.1.3 Density Functional Theory (DFT)

DFT remaps the 𝑛-body problem into that of minimizing a functional depending on the

electron density 𝑛(𝑟). The electron density 𝑛(𝑟) is defined as the integral of the square of

many-body wave-function over all but one spatial coordinates of all electrons multiplied

by the number of electrons.

𝑛(𝑟) = 𝑁

∫︁
. . .

∫︁
|𝜓(𝑟, 𝑟1, 𝑟2, . . . , 𝑟𝑛)|2𝑑𝑟1, . . . , 𝑑𝑟𝑛. (2.9)

This quantity depends only on 3 degrees of freedom. Contrary to the wave function,

the electron density 𝑛(𝑟) is an observable and DFT establishes that this contains all

information required to define the system. Thomas and Fermi have been the first to

develop a functional theory dependent on the density. Minimizing such a functional with

respect to the density returns the ground state density. This approach failed for the

many-electron system as exchange and correlation effects were not taken into account

and the kinetic energy of the electron was approximated by the kinetic energy of the
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non-interacting electrons in a homogeneous electron gas [44].

Hohenberg-Kohn Theorems

Density functional theory is based upon two theorems given by Hohenberg and Kohn [45]-

1. For a system of interacting particle in an external potential 𝑉𝑒𝑥𝑡(𝑟), the potential is

determined uniquely, except for a constant, by the ground state electron density 𝑛𝑜(r).

2. A universal energy functional 𝐸[𝑛] of the density 𝑛(𝑟) can be defined, valid for any

external potential 𝑉𝑒𝑥𝑡(𝑟).

𝐸[𝑛] = 𝑇 [𝑛] + 𝐸𝑖𝑛𝑡[𝑛] +

∫︁
𝑑3𝑟𝑉𝑒𝑥𝑡(𝑟)𝑛(𝑟) + 𝐸𝑖𝑜𝑛−𝑖𝑜𝑛,

≡ 𝐹𝐻𝐾 [𝑛] +

∫︁
𝑑3𝑟𝑉𝑒𝑥𝑡(𝑟)𝑛(𝑟) + 𝐸𝑖𝑜𝑛−𝑖𝑜𝑛,

(2.10)

where: 𝑇 [𝑛] is the kinetic energy of electrons and 𝐸𝑖𝑛𝑡[𝑛] is the total energy due to the

interaction among electrons. For any particular 𝑉𝑒𝑥𝑡(𝑟), the exact ground state energy of

the system is the global minimum of the functional, and the density 𝑛(𝑟) that minimizes

the functional is the exact ground state density 𝑛𝑜(𝑟) The Functional 𝐹𝐻𝐾 defined in

equation (2.10) includes all internal energy, kinetic and potential of the interacting electron

system.

Kohn-Sham Scheme

In the Kohn-Sham approach the density-dependent problem is remapped onto an inde-

pendent particle problem. This approach assumes that the total density of the original

interacting system is equal to that of some non-interacting system subject to an effec-

tive potential. The many-body contributions to the potential are incorporated in the

exchange-correlation functional of the density 𝐸𝑋𝐶 [𝑛]. The error is thus confined to the

approximation of the exchange-correlation functional [46].

The Kohn-Sham ansatz rests upon two assumptions:

1. The exact ground-state density can be represented by the ground-state density of
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an auxiliary system of non-interacting particles, which satisfies the equation

𝐻𝐾𝑆𝜙𝑖(𝑟) = 𝜀𝑖𝜙𝑖(𝑟), (2.11)

where 𝜙𝑖 is the single particle Kohn-Sham orbital and 𝜀𝑖 are the Lagrange multipliers

that ensure the conservation of the number of particles.

2. The auxiliary Hamiltonian is chosen to have the usual kinetic energy operator and

an effective potential 𝑉𝑒𝑓𝑓 acting on the electrons,

𝐻𝐾𝑆 = −1
2
∇2 + 𝑉𝑖𝑜𝑛−𝑒𝑙[𝑛] + 𝑉𝐻 [𝑛] + 𝑉𝑋𝐶 [𝑛],

= −1

2
∇2 + 𝑉𝑒𝑓𝑓 [𝑛], (2.12)

where:

𝑉𝐻 [𝑛] =
∫︀
𝑑3𝑟′ 𝑛(𝑟′)

|𝑟−𝑟′| , and 𝑉𝑒𝑓𝑓 [𝑛] = 𝑉𝑖𝑜𝑛−𝑒𝑙[𝑛] + 𝑉𝐻 [𝑛] + 𝑉𝑋𝐶 [𝑛].

By using the Kohn-Sham approach the full interacting many-body problem can be

written in the form

𝐸𝐾𝑆 = 𝑇𝑒[𝑛] +

∫︁
𝑑𝑟𝑉𝑖𝑜𝑛−𝑒𝑙(𝑟)𝑛(𝑟) + 𝐸𝐻 [𝑛] + 𝑉𝑖𝑜𝑛−𝑖𝑜𝑛 + 𝐸𝑋𝐶 [𝑛], (2.13)

where:

𝐸𝐻 [𝑛] =
∫︀
𝑑3𝑟′𝑑3𝑟 𝑛(𝑟)𝑛(𝑟′)

|𝑟−𝑟′| ,

𝑇𝑒[𝑛] is the total kinetic energy of non interacting electrons and 𝐸𝑋𝐶 is the exchange

correlation energy.

2.1.4 Exchange-Correlation Functionals

A good approximation of 𝐸𝑋𝐶 [𝑛] is important to obtain reliable results in DFT calcu-

lations. Unfortunately the exact exchange-correlation functional can be only found by

solving the 3(𝑛 + 𝑁) many-body wave function. The first attempt to find the explicit

expression for 𝐸𝑋𝐶 [𝑛] was for the homogeneous electron gas. The basic assumption was
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that the exchange and correlation energy depend on the local value of density. This is

called the local density approximation(LDA). The exchange-correlation functional can be

written as:

𝐸𝐿𝐷𝐴
𝑋𝐶 [𝑛(𝑟)] =

∫︁
𝑛(𝑟)𝜖𝑋𝐶(𝑛(𝑟))𝑑𝑟, (2.14)

where 𝜖𝑋𝐶(𝑛(𝑟)) is the exchange-correlation energy per particle of the homogeneous elec-

tron gas [47].

The LDA might look unrealistic but the results obtained with it are surprisingly good.

However, LDA usually overestimates the binding energy (often of molecules and solids)

and underestimates the bond lengths. The homogeneous electron gas is the only system

for which the exchange-correlation functional is known and most of the functionals are

based on this approach. One improvement over the LDA is the generalized gradient

approximation (GGA), in which a dependence on the first derivative of the electron density

is also included in the functional.

𝐸𝐺𝐺𝐴
𝑋𝐶 [𝑛(𝑟)] =

∫︁
𝑓(𝑛(𝑟),∇𝑛(𝑟))𝑑𝑟. (2.15)

Including the gradient gives better binding energy compared to the LDA. Many GGA

parameterizations exist, differing in the functional form of the exchange and correlation

energy. One of the most important functional form of 𝐸𝐺𝐺𝐴
𝑋𝐶 which has been used in this

work was developed by Perdew, Burke and Ernzerhof in 1996 (PBE) [48]. Some of the

advantages of the PBE over the LDA are :

1. Atomic and molecular total energy are improved.

2. It gives better cohesive energy of solids.

3. Improved description of the relative stability of bulk phases.

4. More realistic for magnetic solids.

The LDA also has some advantages in a few cases over the GGA:

1. The LDA yields good relative bond energies for highly coordinated atoms, e.g. surface

energies, diffusion barriers on surfaces.

2. The GGA workfunctions for several metals turn out somewhat smaller than in the
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LDA.

2.1.5 The Bloch Theorem

Until now our discussion was centered around dealing with the correlated nature of the

electrons within a solid, but this is not the only problem. There are problems due to

the large number of electrons in the solid. These can be overcome by considering that

the whole electronic Hamiltonian and all the physical quantities describing a periodical

system also share the translational invariance of the lattice. The Bloch theorem states

that the single particle electronic wave function in a periodic crystal can be expressed in

the form

𝜓𝑘(r) = eik.ruk(r), (2.16)

where 𝜓𝑘 is eigen states and 𝑢𝑘(𝑟) is a periodic function with the same periodicity of

the crystal e.g. 𝑢𝑘(r + Tn) = uk(r), where Tn is the periodic operator.

From the Bloch Theorem one can relate the periodicity in the potential with the

periodicity in the wave function, e.g. for an infinitely periodic potential one does not need

to solve the wave function over all the space, instead one can relate it to the periodicity

in the wave function as shown in equation 2.16.

2.2 Computational Approach

2.2.1 Basis Sets Expansion

In order to solve the KS equations we need to transform the original integro-differential

problem into a more tractable algebraic one. This can be achieved by expanding the

electronic wavefunctions on a basis set of known functions and using this representation

to express the Hamiltonian operator. We used a plane wave basis set and localised orbitals.

The most common basis sets are plane waves and localised basis sets, represented by atom

like orbitals [49].
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2.2.2 Supercells

In a perfect crystal, the atomic arrangement is in the form of a periodically repeated

unit cell. Perfect periodicity is absent in many practical physical systems, but the system

can be approximated to be periodic by choosing the necessary supercell. A supercell is

a cell which consists of multiple units of the unit cell, it can be constructed in many

different ways, such as the ones shown in figure 2-1. Few examples of systems where it is

necessary to use supercells are point defects in crystals, surfaces and substitutional alloys.

All these systems can be simulated by using the periodically repeated fictitious supercell.

For example in the simulation of a point defect care should be taken that the defect does

not interact with its image in order to simulate accurately the isolated defect. Surfaces are

simulated by using crystal slab alternated with the slab of empty space taking care that

the bulk behaviour is present in the centre of the slab and surface behaviour is unaffected

by the presence of the periodic replica of the crystal slab. Finite systems too can be

studied by using supercells. Enough empty space should be present between the periodic

replica of the crystal slab so that the interaction between them is weak [7].

supercells

unit cell

Figure 2-1: Figure showing a unit cell and different types of supercells in a 2D cubic crystal
[7].
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2.2.3 Pseudopotentials

Valence electrons play a vital role in defining the physical and chemical properties of

materials, while the core electrons do not have any significant role in the chemical bond.

This fact can be utilized for simplifying the description of the atom. The pseudopotential

is an effective potential constructed to substitute the all electron potential such that

chemically active valence electrons are described by pseudo-wavefunctions while the core

electrons being considered together with the nuclei by a suitably modified potential. The

other desired property of pseudopotential is that it should be transferable (applicable to

many different systems) [50], and as smooth as possible [51].

2.2.4 Periodic Boundary Conditions (PBC)

PBC enables the macroscopic properties of real systems to be calculated from a finite

number of particles. The primary cell is replicated in all directions as image cells, the

replica of the cells are called image cells. If the position of an atom in a simulation cell is

Figure 2-2: Replication of the all atoms of white box throughout the space to form an
infinite lattice.
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𝑟𝑖, then PBC also produces mirror images of the atoms of positions given by eq. 2.17

𝑟𝑖
𝑖𝑚𝑎𝑔𝑒 = 𝑟𝑖 + 𝑙�̄�+𝑚�̄�+ 𝑛𝑐, (2.17)

where 𝑎, 𝑏, 𝑐 are vectors that correspond to the edges of the box l, m, n are any integers

from -∞ to +∞. Each particle is interacting with the particle in the box as well as the

particles in the adjacent boxes. The choice of the origin of the simulation box has no effect

on the behavior of the system.

Using the supercell approach and PBC the following rules should be taken into account:

1. The cell size should be sufficiently large to avoid the fictitious interaction of the

particles with their periodic images.

2. Any structural feature of the system of interest should be represented within the

supercell.

2.2.5 Density of States (DOS)

One important concept in material science is that of the density of states (DOS). The

density of states is defined as the number of energy states per unit volume per unit energy

available to the system (the available states, which can be occupied by electrons). From the

DOS one can understand the number of states available to be occupied by the electrons at a

specific energy. For a system with a fixed volume, the DOS at a specific energy corresponds

to the number of states available at that energy. The nature of adsorption of a molecule

on a surface can be studied by investigating the changes of the DOS accompanied by the

adsorption. The unit of the DOS is the number of states per volume of the supercell per

eV. The DOS computed using DFT is most often reported in arbitrary units instead of its

absolute value, since mostly the relative DOS values are of concern for many studies.

A molecular orbital is occupied by an electron if its energy lies below the Fermi level

and is unoccupied if it is above the Fermi level. For many applications the most impor-

tant molecular orbitals are the highest occupied molecular orbital (HOMO) and lowest
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Figure 2-3: DOS of Pt(111) surface,the DOS does not have a HOMO-LUMO as it is a
metal. Fermi level aligned with 0 eV.

Figure 2-4: PDOS of O and H of liquid water, shows separately the contribution of electron
density of O and H. Fermi level aligned with 0 eV.
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unoccupied molecular orbital (LUMO). A valence band lies below the Fermi level and a

conduction band lies above the Fermi level. The valence and conduction bands form two

separate bands for semiconductors and insulators, and the energy gap between them is

referred to as a band gap. A metal does not have a band gap and the Fermi level lies

inside one band as shown in Fig. 2-3.

As DOS is useful in determining electron occupancy in specific energy level, it is often

desirable to gain further insights such as which atom or orbital constitutes a particular

energy level. A projected density of states (PDOS) helps one to determine the relative

contributions of each orbital/atom to the total density of states at a given energy level.

The DOS can be projected onto either an orbital or atom. Figure 2-4 shows the PDOS of

O and H in liquid water.

2.2.6 ab initio Molecular Dynamics (AIMD)

The AIMD calculates the interatomic forces at a given time instant from the quantum-

mechanical perspective within DFT. The system at any given time can be parametrized

in terms of the coordinates of all the relevant nuclei and electrons. With the help of

Born-Oppenheimer approximation, one can treat the nuclei fixed at the instantaneous

positions of the atoms and the time-independent Schrödinger equation for the many-body

wave function of the electrons is solved. This Schrödinger equation is then solved using

DFT (time-independent) to obtain energy. The energy thus obtained is considered to be

a function of the nuclear coordinates, and it can act as the interatomic potential that

is needed to compute the forces in Newton’s equation of motion for the nuclei. And by

computing the gradients of the DFT energy at this fixed point with respect to the nuclear

coordinates, the forces are obtained and the nuclei are moved accordingly to get to the

next time step and with these new nuclear coordinates, the DFT process is repeated again.

In the case of standard MD, a potential field is used to calculate the instantaneous

forces on each atom. Potential function (or, in other words, force field) is generally a

function of the atomic coordinates. Most potential models involve a maximum of three-

particles terms. Whereas in the case of AIMD, Schrödinger equation for the many-body
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wave function of the electrons is solved, so it clearly gives an upper hand to MD in

terms of speed but AIMD can also incorporate effects due to bonding, charge transfer,

polarization and many-body effects intrinsically, while in standard MD they must be

imposed, artificially. In both methods, however, the motions of the atoms are computed

by applying Newton’s second law to the atomic coordinates (by treating atoms classically).

Quantum espresso and CP2K are the two plane wave DFT codes which I have used in my

simulations.1

Initially, during the initialisation of the system (The initialisation of the system in-

volved, finding the converged lattice parameter, work function, vacuum length on top of

the platinum surface and interlayer distance between the layers of platinum surfaces), I

have used Quantum espresso. Later for ab-initio molecular dynamics, CP2K is used (as

ab-initio MD is not possible in Quantum espresso). I have double checked my earlier cal-

culation in CP2K and found the same values as that of Quantum espresso (e.g. values of

lattice parameter and work function of Platinum). Timestep and K point density plays

a crucial role in DFT calculation, so, now we will discuss them next. Timestep and K

point density plays a crucial role in DFT calculation, this will be discussed in detail in

Appendix D. In the next section we will discuss QUICKSTEP [52], which is part of freely

available computer code (CP2K), it performs accurate and efficient DFT calculations on

large, complex systems. It has been used in our simulation to perform AIMD.

QUICKSTEP:

We present here the implementation of DFT method named QUICKSTEP, which is

part of the freely available program package CP2K. New GPW (Gaussian Plane wave)

method is implemented for fast and accurate calculation of DFT. GPW has been widely

used for accurate DFT calculations in gas and condensed phases and can be effectively used

for MD simulations. Although, the standard approach to DFT system was efficient and

can handle hundreds of atoms. The DFT approach involved computation of the Hartree

energy which in turn depends on the orthogonalisation of the wave functions which do not

1visit https://www.quantum-espresso.org/ for detailed information about Quantum espresso
visit https://www.cp2k.org/ for detailed information about CP2K
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scale linearly with the system size, and hence these terms dominate the computational cost

of larger systems. The hybrid GPW which has been used in QUICKSTEP provides an

efficient way to treat these terms accurately at a significantly reduced cost. In this method,

the electron density is described by an auxiliary plane wave while atom-centred Gaussian

type basis set is used to describe wave functions. Representation of density as plane wave

improves the efficiency of Fast Fourier Transformation (FFT) as Hartree energy starts

scaling linearly with system size. After defining the wave function next part as per the

DFT calculation is the choice of pseudopotentials. In QUICKSTEP an extended database

(H-Rn) with GTH pseudopotential parameters based on the local density approximation is

available for use. It has also been optimised for use with an exchange-correlation potentials

of Becke and Perdew (BP) [53], Becke, Lee, Yang, and Parr (BLYP) [53], Tozer and Handy

(HCTH/120, HCTH/407) [54] and Perdew, Burke and Ernzerhof (PBE) [55].

Next part is the calculation of electrostatic energy which consists of contribution from

electrons and nuclei. This is solved by using the Ewald sum method which treats all terms

of electrostatic energy simultaneously (i.g. long range part of all electrostatic interactions

is treated in Fourier space, whereas the short range is treated in real space). In the

area of exchange and correlation, they did not find any method fully satisfactory, as a

balance between the different accuracy goals is difficult to achieve. At last the accuracy

of the system was tested by performing a test run on molecules (i.g. H2, Li2, LiH etc) to

calculate the bond distance and the results were compared with NUMOL (which L is a

purely numerical DFT code and thus considered to be free of basis set effects). Results

show a satisfactory agreement for all bond distances.

In summary, it can be said that the dual representation of charge density allows for

an efficient treatment of Hartree energy terms in QUICKSTEP. Furthermore, the linear

scaling of the Kohn-Sham matrix was obtained by the description of the wave function as

a completely localised basis.

In the next sections, we will be discussing some computational approach which has

been used in the construction of our model system and its analysis. These are- radial

distribution function, work function, band alignment and ion imbalance model. Solvation
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shell has been discussed in the appendix C.

2.2.7 Radial Distribution Function

In a system of particles, it can be simply defined as the variation of density as a function

of distance from a reference point or particle. It is usually represented by G(r). It helps in

understanding the probability distribution at a particular distance 𝑟 away from a reference

point. The general algorithm involves counting the number of particles within a distance

of 𝑟 and 𝑟+ 𝑑𝑟 away from the particle, as shown in the figure 2-5, here the blue particle is

the reference particle, green particles are those whose centres are within the circular shell,

shown in pink [8]. The radial distribution function then finally plotted by binning all such

points together in a histogram.

Figure 2-5: Figure shows the number of particles within a distance of 𝑟 and 𝑟+ 𝑑𝑟 (shown
in green colour) away from the reference point (shown in blue colour) [8].

2.2.8 Work Function

It is defined as the minimum amount of energy required to remove an electron from a metal

surface to a point in the vacuum immediately outside the solid surface. This energy is the

characteristic of the metal surface, which depends on the orientation of the crystal as well

as the contamination. Experimentally thermionic emission and photoemission methods

are majorly used to find the work function of materials. Theoretically, it can be found
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by the energy difference between the electrostatic potential in the vacuum and the Fermi

level of the material (see figure 2-6).

Figure 2-6: Figure shows the schematic energy level diagram for the calculation of work
function in a metal. It is defined as the energy difference between the electrostatic potential
in the vacuum and the Fermi level of the material (𝐸𝐹 ) [9].

2.2.9 Band Alignment

Whenever a molecule comes in contact with a surface there is a change in the energy

alignment of the molecule with respect to the surface. The Fermi level equilibration is

fundamental to any electrical interface. Since in our model we will be seeing the effect of

application of potential on the structure of double layer by introducing different numbers

of sodium and chlorine atoms in electrolyte, being an electrical interface it is necessary

to check the energy level alignment and is good to see how are they going to respond in

contact with platinum surface. Already a lot of studies has been carried out to study the

level alignment, a study by Ayelet Vilan and David Cahen shows different scenarios of

energy alignment of the substrate and the molecule [10]. In this work they have compared

different scenarios considering the substrates of high work function and low work function

with the molecule, starting from vacuum level alignment to hybrid states and finally to

ionization of substrate-molecule have been considered as shown in figure 2-7. In the next
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section, we will be discussing the energy alignment in our model (the ion unbalance model),

where we will be introducing an unbalanced population of Na and Cl ions in the electrolyte

solution to give a different status of charge to the electrodes.

Figure 2-7: Figure shows different scenarios for substrate-molecule energy alignment. The
solid substrate is depicted by red and blue colour for low and high work function re-
spectively. The molecule is depicted by green colour and molecular levels are depicted by
horizontal lines (two for HOMO and two for LUMO). Gray line at the intrerface represents
lack of interface states, ∆ and 𝐸𝑇 are interface potential step and the tunneling barrier
(defined as the distance between the metal Fermi level and the molecular HOMO level)
respectively. (A) Vacuum level alignment in the state of non electrical equilibrium. (B)
Hybrid states (bonding groups) localised at the substrate-molecule interface, the interface
can be polarised in order to maintain a net equilibrium between the electron chemical
potential of the molecule (𝜇) and the fermi level of the solid (𝐸𝐹 ), this results in an ex-
tremely sharp induced potential energy step (∆). (C) In cases where the substrate’s Fermi
level is outside the molecular gap, (In this example IP<WF) the charging of the moleule
takes place. However, the low interface permittivity enforces a nonzero 𝐸𝑇 [10].
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2.2.10 The ion unbalance model

Different charging states of the electrode are obtained by introducing in the electrolyte

solution different unbalanced populations of neutral atoms of different type (e.g. Na and

Cl). This will lead to the formation of cations and anions in solution and a charged

electrode.

In ab initio simulations, the density functional theory (DFT) approach determines self

consistently the charge of each species by filling the Kohn-Sham electron states according

to their relative energy with respect to the system’s Fermi energy. This in turn is deter-

mined by the metal. If the metal electrode is large enough to act as a suitable charge

reservoir, the charge of each ion will be determined by the transfer of electrons to/from

the electrode, whose final charging state will be such to maintain overall charge neutrality.

The introduction of different, moderate, imbalances in the number of cations and anions

in the solution will thus result in the transfer of different amounts of charge between the

electrolyte and the electrode. For instance, adding to the solution a proportion of atomic

species leading to the formation of more cations than anions will result into a more nega-

tively charged electrode and an excess of cations in solution. These in turn will contribute

to the DL screening of the electrode.

The validity of the proposed methodology relies on the correct DFT description of the

single electron energy levels’ alignment, which may change for different approximations

of the exchange and correlation functional. In particular the levels’ alignment should

reflect the ordering shown in Fig. 2-8. Notably, this is achieved already by the generalised

gradient approximation at the level of the Perdew-Burke-Ernzerhof (PBE) potential [35]

despite the fact that other properties, such as the water band gap and the band gap of

quite a few semiconductor may be severely underestimated [56].

Importantly, the bulk electrolyte energy level (located in the middle of each electrolyte

region) represents a common reference for the differently charged systems under consid-

eration and can be used to align the respective electronic structures, without artificially

introducing any vacuum slabs within the cell [57]. The electrostatic potential drop (with
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Figure 2-8: Single electron energy levels alignment and schematic picture of a
Pt/electrolyte half-cell. 𝐸𝐹 (Pt) separates filled and empty electronic states. Filled and
empty water molecular states lay well below and above 𝐸𝐹 , respectively. The highest
occupied state for Na (here HOMO(Na), by analogy with the nomenclature for highest
occupied molecular orbitals) is above 𝐸𝐹 , and thus this species is expected to be fully
ionised in solution. Correspondingly, the lowest unoccupied state for Cl, (namely, the de-
generate Semi Occupied Molecular Orbital, SOMO(Cl)), is below 𝐸𝐹 , therefore it becomes
filled in the system under consideration. Notably, a frozen picture of the single electron
energy levels in our system is adopted here.

respect to this bulk electrolyte level) for each electrode charging state (i.e. each ions’ pop-

ulation) will be obtained a posteriori, from the corresponding equilibrium charge density

distribution. Different potential drops can be associated to electrodes at different absolute

potentials, measurable e.g. with respect to the SHE. Notably, system size and the simu-

lation times are very relevant in our model, as to exploit our scheme we assume that the

system is at equilibrium and that the centre of the aqueous electrolyte approaches bulk

conditions.

Finally, our approach coupled to PBC, has also the advantage of producing a single type

of interface (the half-cell) even in the case of the charged electrodes, since the screening

between the two electrode surfaces in the cell will decouple them and the excess of ions will

be equally partitioned between the two electrode surfaces. This allows us to disentangle

at the same time the role of the anode and the cathode, and to improve the statistics by

averaging over the two interfaces present in the simulation cell.
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Chapter 3

Models and Convergency Tests

Before starting the simulation of metal/water interface one needs to determine the suit-

able parameters to be used. The theoretical obtained values may differ slightly from the

experimentally observed values depending upon the type of potential file used (refer chap-

ter 2 for more details) and the type of calculation which is going to be performed. One

important part of this thesis is the study of the Platinum/water interface (as it is the most

widely experimentally studied system), so first we will address the modelling of water and

Pt explicitly. For the water it is important to find the proper box size, which will help

in finding the appropriate distance for non-interacting water molecules. Therefore the

convergency test will be done by varying the box size. Refer to appendix A for modelling

of water. For the platinum the first task to perform was to find the appropriate 𝐾-point

(the minimum number of points in 𝐾 space at which the Brillouin zone is to be sam-

pled), then using that 𝐾-point find the lattice parameter. Finally the converged lattice

parameter used in subsequent models. Since the final aim of the thesis is to model the

electrode-electrolyte interface, differently oriented platinum surfaces (001) and (111) are

modeled. Most important to these are the variations in the interlayer distance with the

𝐾-points and the variation in work function as well. Finally selecting the appropriate

K-point, the density of states(DOS) of symmetric layers was compared, to check whether

the physically symmetric layer are electronically symmetric or not.

All the calculations are performed by using Quantum espresso code and the generalized
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gradient approximation (GGA) to describe the exchange correlation effects within the

exchange-correlation functional by Perdew, Burke and Ernzerhof (PBE) [55].

3.1 Bulk Platinum and Surface

Platinum crystallises in the FCC structure. Convergence tests on total energy versus en-

ergy cut-off and 𝐾-points grid sampling of the Brillouin zone was performed. We represent

the surface by using a supercell approach as described in section 2.2.2. The surface in the

unit cell interacts with its mirror images. In order to avoid this interaction, enough vacuum

gap should be introduced to the top of the slab. The right amount of vacuum is found out

by performing a convergency test by varying the vacuum length. The convergence of the

work function and the interlayer distance versus the 𝐾-point grid sampling was studied

for the (001) and (111) platinum surfaces. This will help in understanding the charge on

the surface of the metal in an electrolytic cell.

3.1.1 Platinum Bulk

The first convergence test on bulk platinum is carried out by studying the total energy

versus K-points (Fig: 3-1). Then we optimized the lattice parameter (Fig: 3-2) using the

equation of states 3.1 [58] and calculated bulk modulus.

[𝐻]𝐸𝑡𝑜𝑡(𝑉 ) =
𝐵𝑂𝑉

𝐵
′
𝑂

[
(𝑉𝑂/𝑉 )𝐵

′
𝑂

𝐵
′
𝑂 − 1

+ 1], (3.1)

In equation 3.1, 𝐵𝑂 and 𝐵
′
𝑂 are the bulk modulus and its pressure derivative at the

equilibrium volume 𝑉𝑂, while 𝐸𝑡𝑜𝑡(𝑉 ) represents the variation of total energy with volume.

The experimentally obtained [59] lattice parameter is 3.92Å and the bulk modulus is 278

GPa. By using a 8x8x8 𝐾-points grid we have obtained lattice parameter of 3.99Å and

bulk modulus of 283.85 GPa as shown in table 3.1. Theoretically [60] 3.99Å was obtained

using 16X16X16 𝐾-points grid and using PBE functional.

34



Figure 3-1: Figure showing energy vs𝐾 points grid for bulk platinum showing the variation
of total energy with variation in 𝐾 points.

Figure 3-2: Figure showing energy vs lattice parameter at different 𝐾 points grid for bulk
platinum, used for optimizing the lattice parameter using the equation of states.

3.1.2 Platinum Surface

The study of the (001) and the (111) surface was carried out by varying the vacuum size

in the supercell as shown in table 3.2 1 and 3.3 respectively. In order to simulate a Pt

1Δ𝐸 is calculated by subtracting the energy of the consecutive vacuum gap.
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surface we used a periodically separated supercell approach, where the periodic crystal

slabs alternates with slabs of empty space. The crystal slab must be large enough that

bulk behavior is reached in the middle. The vacuum slab must be large enough that a

bulk behavior is unaffected by the presence of periodic replica. We selected a relevant

quantity for our further calculations and studied the total energy of our system and its

dependence on the vacuum and crystal slab size. When the total energy as a function

of these two quantities does not change any more (within the accepted error) there is

no more interaction between the replica. At this point using a larger vacuum gap would

only be a computational burden. Similarly, we need to find the minimum number of

layers in the crystal slab, able to reproduce in the middle the bulk properties e.g. density

of states(DOS). A large number of layers would make the calculation too demanding.

Notably using the supercell approach for a finite slab, we will have two surfaces and then

its properties must be symmetrised with respect to the middle layer. From the size of the

system one can get an idea about the computational resources and the time required to

perform this calculation. After the convergence test we found that the 8x8x1 𝐾 point grid

effectively describes both the Pt(001) and the Pt(111) surfaces, this 𝐾 point grid will be

used throughout this section. Supercells so obtained are shown in Fig: 3-3.

The numbering of the different layers is given with respect to vacuum surfaces shown

in figure 3-42. To understand the nature of interlayer spacing in the platinum surfaces,

we studied the variation of interlayer spacing as a function of 𝐾 points. In figures 3-5

and 3-6 it can be seen that as one moves from the surface to the center of the slab the
2This numbering will be used extensively in this chapter for referring different layers of platinum

surface.

Table 3.1: Table showing the platinum lattice parameter and bulk modulus obtained by
varying the 𝐾 points grid.

𝐾-points grid Lattice parameter(Å) Bulk modulus (GPa)
1 4.32 117.32
2 3.99 288.05
3 3.98 285.23
4 3.99 284.23
8 3.99 283.85
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Figure 3-3: Figure shows the supercell of platinum used for modelling the 7 layers slab (a)
(001) surface and (b) (111) surface.

Table 3.2: Total energy E and ∆𝐸 with variation in vacuum gap in 7 layers Pt(001). The
’*’ marks the vacuum gap sufficient for modelling the surface.

Gap(Angstrom) E(eV) ∆𝐸(eV)
3.99 -13839.8676602 -
7.98 -13839.5452061 0.3224541
*11.97 -13839.5448132 0.0003929
15.96 -13839.5448315 -0.0000183
19.95 -13839.5448107 0.0000208
23.94 -13839.5447979 0.0000128

inter-spacing is more close to that of the bulk as expected.

From figures 3-5 and 3-6 one can see that Pt(001) and Pt(111) have different response

to inter-spacing with increasing K points. The trend is similar to the result obtained by

J.L.F. Da Silva et al [61]. It can also be noticed that the 8X8X1 𝐾 points are sufficient

enough to model the Pt (001) and (111) surfaces.

In order to verify that the middle layer of the two differently oriented surfaces has the

property similar to bulk Pt the projected density of states (PDOS) of the middle layer

with two surface orientations was compared with that of bulk Pt (see Fig: 3-7). From the

figure it can be seen that the PDOS are all very similar so we conclude that they are able

37



Table 3.3: Total energy E and ∆𝐸 with variation in vacuum gap in 7 layers Pt(111). The
’*’ marks the vacuum gap sufficient for modelling the surface.

Gap(Angstrom) E(eV) ∆𝐸(eV)
3.10 -6921.0718292 -
5.93 -6920.3804373 0.6913918
8.75 -6920.3761047 0.0043326
*11.57 -6920.3760758 0.0000289
14.39 -6920.3760655 0.0000103
17.22 -6920.3760574 0.0000081
20.04 -6920.3760431 0.0000143

Figure 3-4: The numbering of different layers of platinum with respect to vacuum, starting
with layer 1 from top to 7 at the bottom.

to mimic the property of the bulk to a large extent.

Analysing figures 3-9 and 3-8 it can be seen that the PDOS of symmetric layers(e.g

1 and 7, 2 and 6, 3 and 5) are identical to each other. Based on this we conclude that

7 layers are adequate to model the Pt(111) and Pt(001) surfaces. We then studied the

structure of our surfaces and their dependence on simulation parameters. The (*) asterisk

marked values (see table 3.3 and 3.2) are used for the further calculations.

From table 3.4 it can be seen that in the Pt(001) interlayer-distance between the layers
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Figure 3-5: Figure shows the interlayer distance as a function of the 𝐾-points grid
(𝑋x𝑋x1) in Pt (001), it can be seen that as one moves from surface to centre the in-
terlayer spacing comes closer to that of bulk. The convergence of the curves with increase
in 𝐾 points can also be seen.

is smaller than that of bulk Pt. By contrast in Pt(111) (table 3.5) the distance between

the external layer and the subsurface layer is slightly larger than the ideal bulk value.

Trasatti [62] has shown in his remarkable work that the electron work functions, elec-

tronegativity, and potentials of zero charge of metals are linearly interrelated. So we also

studied the convergence of the work function. In figure 3-10 the work functions of the

slabs Pt(111) and Pt(001) have been plotted as a function of the K-points grid. The work

function of Pt(111) slab converges to 5.70 eV compared to Pt(001) slab, which is 5.69

eV. Experimentally the work function of Pt(001) [63] and Pt(111) [63] are found to be

5.82 ± 0.15eV and 6.08 ± 0.15eV respectively. By using DFT PBE potential the value

of the work-function of Pt(111) [61] was found to be 5.69eV, while using the Quantum

espresso code and using K-points grid of 16X16X1 and PBE potential the value of the

work function was found to be 5.66eV and 5.69eV for Pt(001) and Pt(111) respectively

[60], which is very close to our obtained result.

Since a Pt slab comprising seven layers in combination with water is very expensive
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Figure 3-6: Interlayer distance as a function of K-points grid in Pt (111), it can be seen
that as one moves from surface to centre the interlayer spacing comes closer to that of
bulk. The convergence of the curves with increase in 𝐾 points can also be seen.

Figure 3-7: PDOS of middle layer of 7 layers platinum surfaces (001) and (111) compared
with bulk (surfaces calculated using 8X8X1 𝐾 points while bulk using 8X8X8 𝐾 points).
It can be seen that the PDOS of (001) and (111) are all very similar to the bulk, so we
conclude that they are able to mimic the property of the bulk to a large extent.

computationally, alternatively four-layers slabs were tested. The first test was conducted

by varying the vacuum length in the supercell, as shown in the table 3.6 and 3.7. From
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Figure 3-8: PDOS of symmetric layers(e.g 1 and 7, 2 and 6, 3 and 5 shown in figure (a),
(b) and (c)) of the 7 layers Pt (001) slab compared with each other, the symmetric layers
superimpose each other, confirming the same density of states (calculated with 8X8X1 𝐾
points grid).

this we conclude that any length greater than 12.5 Angstrom vacuum seems to be good

enough for the simulation of the Pt(001) and Pt(111) surface.
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Figure 3-9: PDOS of symmetric layer(e.g 1 and 7, 2 and 6, 3 and 5 shown in figure (a),
(b) and (c)) of the 7 layers Pt (111) slab compared with each other, the symmetric layers
superimpose each other, confirming the same density of states (calculated with 8X8X1 𝐾
points grid).

The density of states (DOS) of the 4-layer platinum was compared with that of the

bulk to see if it can be used to represent the bulk layer. From the Fig: 3-11 it can be
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Table 3.4: Interlayer distance in Platinum(001) using a 8x8x1 k point grid [(bulk =1.995
Å)], it can be seen that symmetric layers have same interlayer distance.

Layer Interlayer distance(Å)
Layer1-2 1.952
Layer2-3 2.005
Layer3-4 2.002
Layer4-5 2.002
Layer5-6 2.005
Layer6-7 1.952

Table 3.5: Interlayer distance in Platinum(111) using a 8x8x1 k point grid [(bulk =2.304
Å)], it can be seen that symmetric layers have same interlayer distance.

Layer Interlayer distance(Å)
Layer1-2 2.326
Layer2-3 2.294
Layer3-4 2.299
Layer4-5 2.299
Layer5-6 2.294
Layer6-7 2.326

Figure 3-10: Work function vs K-points density Figure shows the work function as a
function of the 𝐾-points grid (𝑋x𝑋x1) in 7 layers Pt (a) (111) slab and (b) (001) slab.
The convergence of the curves with increase in 𝐾 points grid can be observed.

concluded that 4 layers sufficient to model platinum surface.

After comparing the DOS, the interlayer distance was compared as shown in Fig: 3-12

and 3-13. These quantities have the same trend as that shown for the 7 layer system,
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Table 3.6: Total energy E and ∆ E as a function of the vacuum gap in a 4 layers Pt(111)
slab.

Gap(Angstrom) E(eV) ∆ E(eV)
5 -3953.977924 -
7.5 -3953.974427 -0.003498
10 -3953.974124 -0.000302
12.5 -3953.974099 -0.000025
15 -3953.974080 -0.000019
17.5 -3953.974080 0.000000
20 -3953.974090 0.000010
22.5 -3953.974079 -0.000011
25 -3953.974074 -0.000005

Table 3.7: Total energy E and ∆ E as a function of the vacuum gap in a 4 layers Pt(001)
slab.

Gap(Angstrom) E(eV) ∆ E(eV)
5 -7906.879165 -
7.5 -7906.845855 -0.033310
10 -7906.844177 -0.001678
12.5 -7906.844104 -0.000073
15 -7906.844098 -0.000006
17.5 -7906.844084 -0.000014
20 -7906.844081 -0.000003
22.5 -7906.844088 0.000007
25 -7906.844070 -0.000018

except layer 2-3. The problem can be fixed by fixing the middle layers equivalent to the

bulk interlayer distance in the simulation and letting the surface layers relax by itself. For 4

layers Pt(001) slab the interlayer distance between layers 1 and 2 is 1.935 Å, between 2 and

3 is 1.967 Å while that of bulk is 1.995 Å (slab is calculated using 8X8X1 𝐾 points while

the bulk calculated using 8X8X8 𝐾 points grid). For 4 layers Pt(111) slab the interlayer

distance between layers 1 and 2 is 2.306 Å, between 2 and 3 is 2.274 Å while that of bulk

is 2.304 Å (slab is calculated using 8X8X1 𝐾 points while that of bulk calculated using

8X8X8 𝐾 points grid).

After comparing the interlayer distances the PDOS of symmetric layers plotted to-

gether as shown in the Fig: 3-14 and 3-15. It can be seen that the PDOS are completely
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Figure 3-11: PDOS of middle layer of 4 layers platinum surfaces (001) and (111) compared
with bulk Pt (surfaces calculated using 8X8X1 𝐾 points while bulk using 8X8X8 𝐾 points
grid).

Figure 3-12: Interlayer distance as a function of K-points grid in Pt(001) 4 layers slab
(calculated using 8X8X1 𝐾 points grid). Both the curves are showing a convergence
behaviour with increasing 𝐾 points grid.

overlapping, which confirms the symmetry.

Finally the work function is plotted as a function of 𝐾 points grid, shown in the Fig:

3-16. It also has similar trend as that of the 7 layers Pt slab. For the 4 layers Pt(001)

the work function is 5.63eV, while that of 7 layers Pt(001) is 5.69 eV. For 4 layers Pt(111)

the work function is 5.69 eV while that of 7 layers Pt(111) it is 5.70 eV. In Pt(001) as

well as in Pt(111) a reduction in the number of layers in the slab has produced a slight
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Figure 3-13: Interlayer distance as a function of K-points grid in Pt(111) 4 layers slab
(calculated using 8X8X1 𝐾 points grid). layer 1-2 is showing a consistent convergence
behavior while layer 2-3 has yet not converged.

Figure 3-14: PDOS of symmetric layers(e.g 1 and 4, 2 and 3) of Pt(001) 4 layers slab com-
pared with each other (a) PDOS of top and bottom layer (b) PDOS of both middle layer
(both calculated using 8X8X1 𝐾 points grid). All the symmetric layers are superimposing
on each other, confirming the symmetry.

decrease in the value of the work function. From all the tests it can be concluded that 4

layer platinum slab is sufficient for studying the interface. It should be used with 8X8X1

𝐾 points grid or higer.
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Figure 3-15: PDOS of symmetric layer(e.g 1 and 4, 2 and 3) of 4 layers Pt(111) compared
with each other (a) PDOS of top and bottom layer (b) PDOS of both middle layer (both
calculated using 8X8X1 𝐾 points grid). All the symmetric layers are superimposing on
each other, confirming the symmetry.

Figure 3-16: Work function vs K-points density of a 4 layers Pt slab (a) for 4 layers Pt(111)
slab (b) for 4 layers Pt(001) slab (both calculated using 8X8X1 𝐾 points grid). Both the
curves are showing a convergence behaviour with increasing 𝐾 points grid.
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3.2 Starting Pt-Water Simulation

Before starting the simulation with unbalanced population of ions in solution we carried

out a 20 ps Born-Oppenheimer molecular dynamics simulation of a benchmark system,

where no ions are dissolved in solution. In our system we have a Pt slab in contact with

water (see figure 3-17), we named it 0Na:0Cl as there are no ions in the solution. MD

based on DFT is performed for all systems using the Quickstep module of the CP2K

package [52]. The electronic structure is obtained at the PBE level.Tether, Goedecker

and Hutter (GTH) pseudopotentials [64, 65], valence triple-zeta TZV basis set for Pt,

TZVP (TZV polarisation) basis sets for the other atoms and a cutoff energy of 300 Ry

for the plane waves are used. We will be discussing the methodology in detail in next

chapter in which we are introducing unbalanced population of ions in solution to charge

the electrodes differently.

Figure 3-17: Figure shows Pt/water solution model system. Here we present a snapshot of
the trajectory of the 0Na:0Cl system. Red, white and olive-green colour represent oxygen,
hydrogen and platinum respectively.
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Figure 3-18: 0Na:0Cl system: graph of water density variation throughout the electrolyte,
it shows different region of water layers near the electrode i.g. first (min1) and second
(min2) minimum of the water density profile. The subscript ’l’ and ’r’ represent the left
and right position of the respective minima.

Over here we will be discussing the structural analysis of this system. After running

the simulation we plotted the density variation of the water molecules to see the behaviour

of water in contact with platinum (see figure 3-18). The density of water is calculated as

time average density (which is the average of density calculated at intervals of 0.5 ps).

This density was plotted as a function of distance from the electrode surface, formation of

two water layers near the electrode can be seen in the figure. The two layers were defined

by the respective minima one encounters moving away from the electrode in the density

distribution curve. The first and second minima are represented by ’min1’ and ’min2’

respectively. In the middle of the slab, the density fluctuates around 1, which brings it

closer to the actual value. Then we analysed the distribution of water in the first and

second layers and found an average of 3.42 and 20 water molecules in the first and second

layers respectively. Next to understand the orientation of water molecules in these layers
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time average atomic density profiles for the O and H atoms belonging to the aqueous

electrolyte in contact with the electrode (in units of atoms per Å) was plotted (see figure

3-19). In figure 3-19(a) one can observe the overlap of ’O’ and ’H’ curve implying ’H’

molecules are in the same plan as that of O atoms. It can be concluded that the water

molecule are oriented parallel to the electrode surface. In figure 3-19(b) we can observe

pick of ’H’ before that of ’O’ implying water molecules are oriented perpendicular to the

surface. This finishes structural analysis of Pt in contact with water, we will be discussing

the charges of these layers in great detail in the next chapter.

Figure 3-19: Figure shows average atomic density profiles for the O and H atoms belonging
to the aqueous electrolyte in contact with the electrode (in units of atoms per Å) for
0Na:0Cl system. Here (a) represents the water molecules belonging to the first water
layer, in contact with the electrode. In (b) the water molecules of the second water layer.
The plain and dashed lines stand for the O and H atoms’ contributions, respectively. Z1
and Z2 mark the end of the first and second layer.
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Chapter 4

Platinum/water interface under bias

This work was done in collaboration with Rémi Khatib and Marialore Sulpizi (both from

the Department of Physics, Johannes Gutenberg University). Earlier in chapter 1 we dis-

cussed the modelling of metal/water interface under bias. Starting with models developed

by Filhol and Neurock [5], further advancement by Rossmeisl [6] and ending with modern

simulation methods which explicitly addresses the description of the electrode potential,

typically resort to supercell geometries and periodic boundary conditions (PBC) in three

dimensions to speed up the calculations and minimise the effect of finite sample sizes.

Since in this case it is difficult to apply an electric field across the cell, the effect of the ap-

plication of an electrostatic potential is modelled by imposing charges on the electrodes. In

these schemes cell neutrality is achieved by adding a distribution of fixed counter-charges

to the cell, which can have the form of a homogeneous background filling the simulation

cell [5], of charged planes [66] or hydronium ions placed at a fixed distance from the elec-

trode surface [67]. Most of these approaches reproduce the localised electric field and the

potential energy drop within a microscopic distance from the metal surface [5]. However,

none of them provides a comprehensive view of interface structure, solvent composition

and charge polarisation within the DL under applied potential. This is due to the small

size of the samples used and the lack of an extended dynamic description of its formation

based on first principles, able to capture the subtle interplay of electronic, ionic and ther-

mal effects. A realistic modelling of the electrochemical environment overcoming these
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simplified models for the DL, in combination with well controlled experiment, is crucial

to understand and control electrodes’ activity [42, 68].

An alternative computational SHE method, devised to investigate coupled proton-

electron transfer reactions was developed by Sprik and co-workers [39, 40, 41, 35]. This

approach allows one to refer the computed potential to the SHE by using the solvation

free energy of the proton. The method is sophisticated and powerful, but its downside

is the high computational cost, which jeopardise the straightforward study of realistic

metal/electrolyte interfaces. Furthermore, it does not provide the description of the over-

potential associated to the transfer of species to, from or across the interface under bias

and does not include explicit description of ions in solution or address the problem of

controlling the charge on electrode.

For these reasons here we abandon part of the theoretical sophistications of the previous

methods and adopt a simpler and intuitive description of the metal/electrolyte interface.

In practice, we use molecular dynamics (MD) simulations to reproduce the reality of an

electrified interface under an applied potential and to carry out a virtual experiment.

We develop an extremely realistic first principles model, which accounts explicitly

for charge polarisation effects at both sides of the interface, the full dynamics of solvent

rearrangement and the electronic structures details. By simulating and comparing systems

with different electrodes charging states, we unravel for the first time how the application of

a potential affects the DL structure and the charge distribution in this system. We directly

evaluate the capacitance, the zero point charge and the absolute electrode potential for

each interface.

More in general, our approach provides the realistic framework that enables the esti-

mation, from first principles, of the internal energy, the entropy and the free energy along

the reaction paths simulated in a realistic charged environment. This information is, for

instance, needed to develop and tune semi-empirical models, to simulate the steady state

of large systems over time scales longer than those currently achievable with fully ab initio

simulations.
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4.1 The model system

In our model (see Fig. 4-1) a Pt slab in contact with a NaCl aqueous solution is realistically

represented by about 1500 atoms and 5250 electrons. We simulate the ab initio dynamics of

three systems of nearly equivalent solvent’s composition (≈2 M1), differing for the slightly

different relative number of Na and Cl ions included in the solution. We name these

systems after their solvent composition 10Na:10Cl, 12Na:10Cl and 10Na:12Cl, respectively.

The entire system is neutral and there is no charge background.

z

y

x

H
O
Na
Cl
Pt

Z=0 Z=0

Z1

Z2

Z1

Z2

Figure 4-1: Our Pt/water solution model system. Here we present a snapshot of the
trajectory of the 10Na:12Cl system (with 10 Na and 12 Cl ions in solution). The horizontal
bar on top of the snapshot marks the external boundary of the first and second water layer
(𝑍1 and 𝑍2, respectively). 𝑍 = 0 labels the average position of the surface Pt layers in
contact with the aqueous electrolyte. Red, white, olive green, cyan and blue spheres
represent O, H, Pt, Cl and Na atoms, respectively.

The system size is adequate for our purposes for a number of reasons. Firstly, at

the electrolyte concentration considered (≈2 M of NaCl in water) the separation between

the two electrode surfaces (𝑑=28 Å) corresponds to ≈8 Debye screening lengths. This

reduced Debye length ensures that the ’bulk’ condition is reached in the centre of the cell,

i.e. at a relatively small distance from the surface of the electrode. Secondly, the large

cell cross section (286 Å2) reduces the effects of the 2D periodicity along the electrode

surface, justifying the minimal 𝑘-point sampling (Γ-point only) of the system Brillouin

1Here M stands for molarity which is defined as the number of moles of solute per liter of solution.
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zone. Thirdly, the Pt slab alone contains nearly 3000 electrons. Thus it represents a

sizeable charge reservoir able to correctly position the system Fermi energy and to stabilise

its value even upon the transfer of charges from the electrolyte to the electrodes. Finally,

the overall size of the system allows us to accumulate sufficient statistics even during the

relatively short timescales accessible to ab initio simulations. We have simulated each of

the charged systems for ≈50 ps after equilibration.

This relatively simple model represents a substantial challenge to our computational

approaches, which could only be managed thanks to the efficient CP2K implementation

of DFT [52].

4.2 Methodology Used

MD based on DFT is performed for all systems using the Quickstep module of the CP2K

package [52]. The electronic structure is obtained at the PBE level [69]. Tether, Goedecker

and Hutter (GTH) pseudopotentials [64, 65], valence triple-zeta TZV basis set for Pt,

TZVP (TZV polarisation) basis sets for the other atoms and a cutoff energy of 300 Ry

for the plane waves are used. For every atomic configuration the potential energy of the

systems of interest is computed by minimising the electronic DFT functional, while the

time evolution is simulated by Born-Oppenheimer molecular dynamics, using the gradients

of the DFT potential energy surface to provide the forces entering Newton’s equations of

motion. The time-step used to integrate the equations of motion is 0.7 fs within the NVT

ensemble. The temperature is controlled by using a Langevin thermostat [70, 71, 56, 72]

set at 340 K.

For all systems PBC are used. The in-plane cell parameters are 𝑎 = 14.568 Å and

𝑏 = 19.626 Å. In order to keep the density of the aqueous solution consistent with the

studied system (≈1 kg·L−1 or slightly higher, depending on the salt concentration), the

normal axis, 𝑐 changes in the interval 35.942 Å ≤ 𝑐 ≤ 39.603 Å.

The Pt/water half-cell is realistically modelled with nearly 1000 atoms. In particular,

we have 768 Pt atoms, 250 water molecules, a variable number of Na+ and Cl– ions,
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depending on composition, and about 5250 electrons. The Pt(111) electrode surface is

modelled by using a 4-layer slab (42 Pt atoms per layer). The coordinates of the central

layers of the Pt slab are constrained to the bulk electrode values. Using a four layer

slab introduces an error in the evaluation of the Pt work function of less than 0.04 eV.

This is acceptable in view of the reduced computational cost. Extensive tests have been

performed over the slab size against sampling of the Brillouin zone.

We will be dividing this study into two major parts-

� Electronic analysis (Dealing with Bader charges, PDOS, potential drop and capaci-

tance)

� Structural analysis (Dealing with structure and orientation of molecules)

4.3 Electronic analysis

4.3.1 Bader charges

We evaluated the charge across our system using Bader analysis [73, 74, 75]. This method

allows to define volumes around each atom [76] separated by a zero-flux surfaces (∇𝜌 = 0),

where the electronic density is minimal along the normal to the surface [77]. Since the

electronic density is correlated with the nuclei positions, one can assign a charge to any

atom. The absolute value of such charge without any reference has to be taken with

caution since the definition of the atomic volume is arbitrary. Only the comparison between

charges obtained with consistent methods is relevant. For this reason, due to the simplified

definition of atomic volume adopted by the Bader scheme part of the charge localised

around Cl– ions is accounted to the H atoms of the first water solvation shell pointing

toward it. Indeed, these H atoms are more negatively charged than the other H atoms

(namely, those in the ions’ first solvation shells and those belonging to water molecules far

from the electrode surface, refer to appendix C for more details).

In the following, a detailed analysis of the excess Bader charges around selected regions

of the three interfaces are studied. The excess charge is evaluated as the difference between
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nominal and calculated charges around each atom. All the average here means time

average, which means their values saved at different time interval were used for averaging

except the initial 5 picoseconds (as the molecules were not equilibrated in that time).

Table 4.1: Excess Bader charges within the first solvation shell of Cl ion. Water No., O, H-
away and H-towards and Water average represent the average number of water molecules,
the average charge on O and H atoms - pointing away or towards the ion - and on each
water molecule in the first solvation shell around Cl atom, respectively. Cl+Water and Cl
represent the total average charge in each solvation shell and on Cl ion, respectively

System Water No. O H-away H-towards Water Average Cl+Water Cl
12Cl:10Na-Pt 4.4±0.2 -1.27±0.01 0.633±0.010 0.620±0.008 -0.022±0.003 -0.83±0.01 -0.738±0.001
10Cl:10Na-Pt 3.1±0.1 -1.27±0.02 0.660±0.011 0.620±0.014 -0.022±0.002 -0.80±0.01 -0.735±0.002
10Cl:12Na-Pt 4.0±0.2 -1.26±0.01 0.634±0.007 0.616±0.011 -0.021±0.003 -0.81±0.01 -0.720±0.002

Table 4.2: Excess Bader charges within the first solvation shell of Na ion. Water No., O,
H and Water average represent the average number of water molecules, the average charge
on O and H atoms, and on each water molecule in the first solvation shell around Na atom,
respectively. Na+Water and Na represent the total average charge in each solvation shell
and on Na ion, respectively.

System Water No. O H Water Average Na+water Na
12Cl:10Na-Pt 4.46±0.24 -1.28±0.01 0.627±0.007 -0.026±0.002 0.800±0.014 0.9109±0.0004
10Cl:10Na-Pt 3.60±0.17 -1.29±0.02 0.630±0.012 -0.027±0.003 0.814±0.009 0.9049±0.0007
10Cl:12Na-Pt 4.23±0.20 -1.28±0.01 0.629±0.007 -0.026±0.002 0.800±0.010 0.9090±0.0002

In table 4.1 and 4.2 it can be observed that the solvation shell charge is independent

of the type and number of ions dissolved as well as the type of electrode used. The

number of molecules in the solvation shell is in between 4-5 We can also be seen that

the solvation shell of 10Cl-10Na-Pt has comparatively less number of water atom in the

solvation shell compared to the other system on analysis it was found that it couples with

the Na atom. For all system the absolute value of the charge depends weekly on the

solvated ions amounting to o.8|e| in both cases.

The analysis of the excess Bader charges in the water layers in close proximity with the

electrode, averaged along the trajectory and among the two interfaces, is reported in Tab.

4.4 et seq. Boundaries and average positions of first and second water layers in contact

with the electrodes are defined using the position of peaks and minima of the O density

profile shown in Fig. 4-2, and corresponding table defining position and boundaries is 4.3.
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The charges on the other water molecules, neither part of first or second water layer, nor

of any solvation shells in our system is reported in Tab. 4.6.

In table 4.4 we expect the first layer of water to be oppositely charged from that

of electrode, it is but not in the same magnitude, it’s varies as electrode becomes more

positive, there are more water molecules in the first layer and therefore there is more

charge in the first layer. At the same time we note that the average charge on water is

very similar in all system, thus differently charged electrode induce a charge in the first

layer of water in contact with the electrode. The charge distribution in the water molecule

is more polarised in case of the Ag electrode. In first layer the water is polarisedsuch a

way that the O atoms are slightly less negatively charged and the H atoms are slightly

more positively charged than the average free water molecule. Overall the water molecules

are positively charged.

In 4.5 we expect it to be of opposite sign to that of metal electrode to maintain the

balance, instead the nature of the charge is more dependent on the nature of the charge

of the first layer as it is opposite in nature to that of the first layer, and as the electrode

turns more negative so is total charge of the second layer in case of Pt electrode.

Table 4.3: Cartesian coordinates in Å used to define position and boundaries of first and
second water layer. 𝑍𝑖 mark the external boundary of layer i and correspond to the density
minima of the O mass density profile. 𝑧𝑀𝑖 mark the position of the 𝑖𝑡ℎ peak in the O mass
density profile. All distances are measured from the Pt external surface layer

System 𝑧𝑀1 (Å) 𝑍1 (Å) 𝑧𝑀2 (Å) 𝑍2 (Å)
12Na:10Cl 2.3 2.7 3.2 5.0
10Na:10Cl 2.3 2.7 3.3 5.5
10Na:12Cl 2.3 2.7 3.3 4.7

In table4.6 we expect the free water molecule to be completely neutral, the charge on

the water molecule with it’s polarisation will be used as reference for that system although

it has a very small magnitude. We also expected the 10Cl:10Na system to have more free

water molecules than the other system so the results are in accordance to our expectation.

In Tab. 4.7 et seq. we compare the Water number density of water and excess Bader

charges in the water layers near the electrodes, as defined using the position of the mini-
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Figure 4-2: Average density profile of the O atom in the aqueous solution. To facilitate
the reading, the results are vertically shifted. The separation between first and second
water layer is identified by 𝑍1, while the separation between the second region and the
rest (bulk) of the solution is marked by the 𝑍2 interval, as the coordinate is not the same
for the three interfaces. The zero of the Z scale is aligned to the position of the centre of
the metal slab.

Table 4.4: Excess Bader charges in the first layer of water near the electrode. Water No.,
Total-Water, Avg.-Water, O and H represent the average number of water molecules, the
total charge on the water layer, the average charge per water molecule, average charge per
O and H atoms, respectively.

System Water No. Total-Water Avg.-Water O H
12Cl:10Na-Pt 7.7±0.5 0.77±0.05 0.100±0.005 -1.19±0.10 0.65±0.05
10Cl:10Na-Pt 5.0±0.4 0.49±0.05 0.10±0.01 -1.20±0.12 0.65±0.05
10Cl:12Na-Pt 2.8±0.4 0.29±0.04 0.10±0.01 -1.17±0.06 0.63±0.02

Table 4.5: Excess Bader charges in the second layer of water near the electrode. Water
No., Total-Water, Avg.-Water, O and H represent the average number of water molecules,
the total charge on the water layer, the average charge per water molecule, average charge
per O and H atoms, respectively.

Sys. Water No. Total-Water Avg.-Water O H
12Cl:10Na-Pt 13.2±1.4 -0.09±0.04 -0.007±0.004 -1.24±0.11 0.61±0.06
10Cl:10Na-Pt 16.0±0.8 -0.16±0.04 -0.010±0.002 -1.24±0.04 0.61±0.02
10Cl:12Na-Pt 16.1±0.8 -0.23±0.04 -0.015±0.003 -1.21±0.04 0.59±0.02
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Table 4.6: Excess Bader charges in free water. Free water is the water which is neither
part of solvation shells nor of first or second water layers. Water No., Total-Water, Avg.-
Water, O and H represent the average number of water molecules, the total charge on
free water, the average charge per water molecule and average charge per O and H atoms,
respectively.

Sys Water No. Total-Water Avg.-Water O H
12Cl:10Na-Pt 133.9±3.0 0.088±0.140 0.0007±0.0010 -1.272±0.007 0.637±0.004
10Cl:10Na-Pt 167.7±3.3 0.122±0.147 0.0007±0.0009 -1.267±0.006 0.634±0.003
10Cl:12Na-Pt 143.5±4.0 0.055±0.142 0.0004±0.0010 -1.269±0.008 0.635±0.004

mum or that of the shoulder of the O density distribution in the direction perpendicular

to the electrode surface. The corresponding figures for the tables (4.7, 4.8 and 4.9) are 4-3,

4-4 and 4-5. It can be easily seen in the figure the presence of first minima (which defines

the end of first layer of water), shoulder and the second minima (which defines the end of

second layer). While doing the charge analysis we found out that the first layer of water

is positively charged, while that of from first minima to shoulder is negatively charged, as

we move away from the shoulder to second minima there is gradual increase in positively

charged water molecules resulting in mix charged water molecules but overall they are

slightly positive in case of 10Na:12Cl, 10Na:10Cl and 12Na:10Cl. The charge in first and

second layers of water is dependent on the unbalanced population of ion. We found that

the shoulder is a region where the transition occurs from layered to the bulk property

(in the layers charge and mass density are very large compared to the bulk ) It can be

seen from the figures that 10Na:10Cl has the largest shoulder region while 10Na:12Cl has

the smallest. Presence of unbalanced population of ions affects the shoulder region as

increases in unbalanced ions shrink the shoulder region. Shoulder region has positively as

well as negatively charged water molecules so we did not find any relation between the

unbalanced population of ions and charge in the regions as it can be seen from the tables.
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Table 4.7: 10Na:12Cl system: comparison of water number density (per unit of cell surface)
and excess Bader charges in the water layers near the electrode as calculated using either
the minimum or the shoulder of the O density profile. Water No., Total-Water, Avg.-Water,
O, H represent the average number of water in the first layer, total excess charge in the
layer, average charge per water molecule, per oxygen and hydrogen atoms, respectively.

System Water No. Total-Water Avg.-Water O H
Avg:layer1:min 7.7±1.3 0.77±0.11 0.101±0.009 -1.19±0.09 0.65±0.05
Avg:layer2:min 21.0±1.3 -0.04±0.07 -0.002±0.003 -1.22±0.10 0.60±0.05

Avg:layer2:shoulder 13.2±1.8 -0.08±0.06 -0.007±0.005 -1.23±0.1 0.61±0.05
Inbtwn 7.8±1.0 0.04±0.03 0.005±0.004 -1.26±0.07 0.63±0.04

Table 4.8: 10Na:10Cl system: comparison of water density and excess Bader charges in
the water layers near the electrode as calculated using either the minimum or the shoulder
of the O density profile. Water No., Total-Water, Avg.-Water, O, H represent the average
number of water in the first layer, total excess charge in the layer, average charge per
water molecule, per oxygen and hydrogen atoms, respectively.

System Water No. Total-Water Avg.-Water O H
Avg:layer1:min 5.0±2.1 0.49±0.19 0.098±0.016 -1.20±0.12 0.65±0.05
Avg:layer2:min 28.3±1.1 -0.12±0.07 -0.004±0.002 -1.24±0.04 0.61±0.02

Avg:layer2:shoulder 16.0±4.3 -0.16±0.74 -0.010±0.007 -1.24±0.04 0.61±0.02
Avg:Inbtwn 12.3±0.6 0.04±0.04 0.003±0.003 -1.24±0.05 0.63±0.02

Table 4.9: 12Na:10Cl system: comparison of water density and excess Bader charges in
the water layers near the electrode as calculated using either the minimum or the shoulder
of the O density profile. Water No., Total-Water, Avg.-Water, O, H represent the average
number of water in the first layer, total excess charge in the layer, average charge per
water molecule, per oxygen and hydrogen atoms, respectively.

System Water No. Total-Water Avg.-Water O H
Avg:layer1:min 2.8±1.0 0.29±0.10 0.102±0.017 -1.16±0.06 0.64±0.02
Avg:layer2:min 26.6±1.2 -0.23±0.07 -0.009±0.002 -1.21±0.04 0.59±0.02

Avg:layer2:shoulder 16.1±1.5 -0.23±0.06 -0.015±0.004 -1.21±0.04 0.59±0.02
Avg:Inbtwn 10.4±1.1 0.001±0.03 0.000±0.003 -1.28±0.1 0.64±0.05
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Figure 4-3: 10Na:12Cl system: graph of water density variation throughout the electrolyte,
it shows different region of water layers near the electrode i.g. first minimum (min1),
second minimum (min2) and shoulder of the water density profile. The subscript ’l’ and
’r’ represent the left and right position of the respective label. It has the highest density
of water in first layer compared to other two systems.
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Figure 4-4: 10Na:10Cl system: graph of water density variation throughout the electrolyte,
it shows different region of water layers near the electrode i.g. first minimum (min1),
second minimum (min2) and shoulder of the water density profile. The subscript ’l’ and
’r’ represent the left and right position of the respective label.
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Figure 4-5: 12Na:10Cl system: graph of water density variation throughout the electrolyte,
it shows different region of water layers near the electrode i.g. first minimum (min1),
second minimum (min2) and shoulder of the water density profile. The subscript ’l’ and
’r’ represent the left and right position of the respective label. It has the least density of
water in first layer clearly showing density dependense of water near the electrodes on the
concentration of ions in solution.
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4.3.2 The charge at the electrode-electrolyte interface

The first feature of the Pt/water DL revealed by our model is that the surface charging

at the metal/water interface cannot be described by using a simple capacitor model and

strongly depends on the applied potential.

In the conventional Gouy-Chapman-Stern picture of the DL, the notion of electrode

charge is identified with the charge strictly localised at the metal electrode, counterbal-

anced by that of the ions on the surface and in the diffuse layer, the area with a gradient in

concentration of counter ions. The more complex picture emerging from our calculations

shows that (1) electrode charge spills over the water molecules in contact with the metal

(the charge on the electrolyte side of the DL is not determined uniquely by the ions, as

per traditional models); (2) an oscillating charge distributes at the metal/water interface;

(3) there is a strong dependence of the interfacial charge on the applied potential. This

picture provides the computational foundation for the more general thermodynamic defi-

nition of electrode charge as the amount of electricity to be supplied to the electrode when

its surface is increased by a surface unit with the concentration of the solution components

remaining constant [78].

Table 4.10: Bader excess (nominal-calculated) valence charges in units of |𝑒|. In column
‘system’, the name of the system under consideration, defined by the number of Na+ and
Cl– ions in solution and the type of metal electrode. In columns 2-6 the total, subsurface
and external surface charge and the charge on first and second layer of water in contact with
the electrode, respectively. These values are averaged along the trajectory and between
the two interfaces present in our cell. Columns “Cl + H“ and “Na“ report the charge
localised around Cl and Na ions. Due to the crude definition of the boundary of the
volume defining the Bader charge around each atom, part of the charge actually localised
on Cl was accounted by the Bader scheme to the charge of the H atoms pointing towards
it. In this table the sum of Cl and this artificial H charges are reported. In the last two
columns, “Solvation Shells“ and “DL“, we report the total charge in the first solvation shells
of Na and Cl ions and the total charge on the double layer, DL, including electrode, first
and second water layer.

System
Metallic electrode Interfacial water Ions Solvation Shells DL

Total Subsurface Surface Layer 1 Layer 2 Cl+H Na
10Na:12Cl-Pt -0.03±0.08 1.67±0.05 -1.70±0.06 0.77±0.12 -0.08±0.06 -0.83±0.01 0.9109±0.0004 -1.96 0.65
10Na:10Cl-Pt -0.61±0.12 1.68±0.05 -2.29±0.08 0.49±0.18 -0.16±0.74 -0.80±0.01 0.9049±0.0007 0.14 -0.28
12Na:10Cl-Pt -1.10±0.07 1.70±0.04 -2.80±0.05 0.29±0.10 -0.23±0.06 -0.81±0.01 0.9090±0.0002 1.50 -1.04
0Na:0Cl-Pt -0.56±0.08 1.65±0.05 -2.21±0.08 0.62±0.08 -0.09±0.07 0 0 0 0
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The analysis of the excess (nominal-calculated) Bader charges distribution across the

system quantifies the new perspective emerging from our calculations. First of all, Bader

analysis confirms the viability of our approach, i.e. that the electrode state can be ef-

fectively controlled by the relative imbalance in the population of anions and cations in

solution. Indeed, a larger excess of positive (negative) ions in solution corresponds in our

calculations to a more negatively (positively) charged electrode (see Tab. 4.10 ).

We also observe that overall the negative charge on the electrode and at the DL is

larger than what could be expected from traditional models [79]. In particular, the charge

on the electrode side of the DL amounts to -1.1 |𝑒|, -0.6 |𝑒| and -0.03 |𝑒| and the overall

charge on the DL amounts to 0.65 |𝑒|, -0.28 |𝑒| and 1.5 |𝑒|, for the 12Na:10Cl, 10Na:10Cl

and 10Na:12Cl systems, respectively (see Tab. 4.10). The absolute charge around every ion

is on average 0.8 |𝑒|, rather than exactly 1 |𝑒| (see first paragraph of 4.5 for a discussion of

this point). As expected, the charge variation on the electrode moiety of the DL localises

on the electrode’s surface, whilst the charge in the inner layers of the Pt slabs is always

the same for all interfaces studied (see “Surface” and “Subsurface” in Tab. 4.10) and zero

in the centre of every metal slab. Moving from the negatively charged metal surfaces we

encounter a net positive electronic excess charge in the first water layer in contact with

the electrode and a negative charge again in the second water layer, before reaching again

neutrality in the bulk electrolyte, in the central part of the cell (see Tab. 4.10 and Fig. 4-6).

The observed electronic charge spillover to the water layers in contact with the electrode

is strongly dependent on the applied potential and occurs in such a way that each molecule

in the first water layer always carries the same amount of positive charge (≈ 0.1 |𝑒|),

irrespective of the electrode state. Correspondingly, the overall charge on the water layers

in contact with the differently charged electrodes is determined by the different number of

(equally charged) molecules composing these layers (see Tab. 4.10 and next paragraph),

with the number of molecules composing the first water layer progressively increasing when

the electrode becomes more positive (see Tab. 4.11). This means that the electrode charge

is screened by changing the water density at the interface.

Notably, a negatively charged electrode and a charged water layer is observed also in
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the presence of nominally neutral electrolyte, i.e. when a balanced population of ions

(10Na:10Cl) or no ion (0Na:0Cl) are present in solution. This is in clear contrast with the

assumption in standard computational approaches that the electrode remains neutral in

the presence of a neutral electrolyte. This is one of the key findings of this work.
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Figure 4-6: Graphical representation of the overall excess (nominal-calculated) Bader
valence charge distribution along the double layer. The charge is averaged along the
trajectory and between the two surfaces present in our cell. The black dashed line (joining
the Pt subsurface layers and the region in their middle) signals that in the middle of the
metal slab the actual charge is 0 (see Fig. 4-10).

In the following section we will complement the emerging new picture with a detailed

analysis of the structure of the water layers in contact with the electrode.
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4.3.3 Evaluation of the electrode/electrolyte potential drop

The potential drops between the electrode and the electrolyte at our three charged inter-

faces can be evaluated in different ways, in principle equivalent.

An effective way of evaluating the potential drop, currently accepted in the litera-

ture [6], has been adopted in our study. The effective potential drop (∆𝑉 ) is obtained by

subtracting from the electrostatic potential of the total charged system (with a charged

electrode and electrolyte) that of its neutral separate components (i.e. the neutral elec-

trode and electrolyte, both surrounded by vacuum) in the same atomic configuration as

in the charged system. The bulk potential of the electrode is equated to zero and the

value in the middle of the cell is taken as ∆𝑉 . As shown in Fig. 4-7 the potential drops

associated to different electrode charges are clearly distinguishable along the simulation.
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Figure 4-7: Effective potential drop, ∆𝑉 , versus time for the three interfaces studied. The
effective ∆𝑉 is obtained by subtracting from the electrostatic potential of the total system
(with charged electrode and electrolyte) that of its neutral separate components (i.e. the
neutral electrode and the electrolyte, both surrounded by vacuum) in the same atomic
configuration assumed in the charged system.

The potential drop can also be evaluated by directly relating the Fermi energies of

each system to the vacuum level. The vacuum level can be consistently obtained for

every system inserting a vacuum slab in the middle of the water layer and measuring the

vacuum potential in the centre of the cell [57]. Using this approach naturally allows to

define at the same time an absolute energy scale and evaluate the potential of zero charge,

𝑃𝑍𝐶, by aligning the vacuum level to the SHE. As shown in Fig. 4-8, the potential drops
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corresponding to different electrode states are clearly distinguishable along the trajectory.

However, the potential / charge relation, calculated in this way, is non-linear, with the

system 10Na:10Cl at a lower potential than both 12Na:10Cl (higher negative charge on the

electrode) and 10Na:12Cl (lower negative charge on the electrode) systems. Notably, the

evaluation of the vacuum potential using this approach is uncertain, due to the reduced

size of our system and the limited statistics (≈15ps, as shown in Fig. 4-8), not enough to

compensate the dipole which got created by inserting some vacuum in the middle of the

system.2
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Figure 4-8: Absolute potential drop, ∆𝑉 , versus time, for the three interfaces studied.
The absolute ∆𝑉 is obtained as the difference between vacuum potential energy and the
Fermi level.

Finally, the potential drop could be also straightforwardly calculated by relating the

interfacial Fermi level to the bulk electrolyte energy level, as evaluated in the centre of

the cell. The potential of neutral bulk water could be in turn aligned to the vacuum

level. Further alignment of this to the standard hydrogen electrode (SHE) level from

experimental data would allow to define an absolute scale for the redox potential. However,

the error on the evaluation of this quantity (e.g. the variance of the potential drop data

versus time – see Fig. 4-9) resulted too big to extract a meaningful capacitance. This error

could be reduced by increasing the sampling time.

2The simulation was done for ≈15ps due to the limitation of computation time.
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Figure 4-9: Standard potential drop for the three interfaces studied, calculated as the
difference between the potential energy in the bulk electrolyte and the potential energy in
the bulk electrode.

4.3.4 The Interface Capacitance

The study of the relation between the interfacial potential drop, ∆𝑉 , and the DL charge,

∆𝑄, allows us to evaluate a posteriori the interface capacitance 𝐶 = ∆𝑄/∆𝑉 . ∆𝑄, is

here evaluated from Bader analysis and includes the charge on the electrode and in the

charged water layers in its proximity.

Far from the electrodes, in the middle of the electrolyte region of each system, the

bulk electrolyte condition is reached. This condition is clearly marked by the locally

flat average electrostatic potential energy and density profiles; and by a locally neutral

electrolyte solution in the centre of each cell (see Fig. 4-10). The potential drops ∆𝑉

associated to the three different electrode states under consideration can be compared

by aligning their common bulk electrolyte levels. The charge modulation in the system

(shown in bottom inset Fig. 4-10) can be easily compared to the potential modulation

(shown in top inset Fig. 4-10), for ease of comparison the system (10Na:10Cl) itself has

been shown in the middle. As we move from subsurface to surface we can see the peaks

in charge modulation (shown in bottom inset Fig. 4-10).

As shown in Fig. 4-11, the potential drops associated to different electrode charges

are clearly distinguishable during the simulation time and they depend linearly on the

interfacial charge. The capacitance is calculated as the slope of the linear fit of the po-

tential/charge relation (see Fig. 4-11) and amounts to 𝐶 = 8.29 𝜇F·cm−2. This is close to
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Figure 4-10: Macroscopic total (ionic cores + valence electrons) charge (inset at the bot-
tom, representation not to the scale) and electrostatic potential energy (top inset) profiles
along 𝑧 (perpendicularly to the electrode surface), for the representative 10Na:10Cl system
(represented in the central inset). These profiles are calculated along the trajectory every
1 ps (black lines). The average of these profiles is represented with a red line. Similar
charge and potential drop trends are observed for all the systems.

the experimental value [80] for the capacitance of a Pt/water electrolyte solution interface

at high frequency and low NaCl concentration, expected to be lower than 10 𝜇F·cm−2.

Such value does not include the low frequency modes determined by the presence of the

diffused layer [81]. However, due to the high ions concentration in our model, the diffused

layer – the area with a gradient in concentration of counter ions – is very narrow and only
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Figure 4-11: Double layer charge versus potential drop ∆𝑉 , as averaged along the tra-
jectory for 12Na:10Cl (electrode charge -1.1 |𝑒|), 10Na:10Cl (electrode charge -0.6 |𝑒|)
and 10Na:12Cl (electrode charge -0.03 |𝑒|) systems. Charge and potential drop are pro-
vided in units of |𝑒| and Volts, respectively. Also reported, the system’s capacitance
(𝐶 = 8.29 𝜇F·cm−2), evaluated from the slope of the charge/potential linear fit (dashed
black line). The continuous vertical red line represents the experimental 𝑃𝑍𝐶. Aligning
this potential to the point where the linear fit crosses zero charge, allowed to define ad
absolute potential scale for our electrodes, referred to the standard hydrogen electrode
potential. The dashed vertical red line represents our evaluation of the 𝑃𝑍𝐶, where ∆𝑉
is evaluated relating the interfacial Fermi energy in every system to the vacuum level, and
this latter to the SHE.

extends to the water layers region at interface.

No specific ion adsorption has been modelled on the surface. Therefore, from the

calculated potential drop trends, it is possible to evaluate the potential of zero (total)

charge (PZC) for the Pt electrode, as measured immediately after the electrode – previ-

ously cleaned in ultra high vacuum – is immersed in solution. This is straightforwardly

obtained by finding the potential corresponding to the zero charge point on the line fitting

our data.

Notably, in order to evaluate the capacitance with our method there is no need to

place the electrode potential on an absolute scale, as only differences between the potential

drops corresponding to different electrode charges are needed. However, by aligning the

calculated and the experimental 𝑃𝑍𝐶 for a Pt(111)/water interface (𝑃𝑍𝐶exp = 0.3 V

with respect to the SHE) [35, 82] we can define an absolute scale for the redox potential

at our interfaces. In this way the absolute electrode potentials with respect to the SHE of

the 12Na:10Cl, 10Na:10Cl and 10Na:12Cl systems are calculated at -0.48, 0.27 and 0.64
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V, respectively.

Notably, the potential drop ∆𝑉 can be evaluated for each state of the electrode charge

in different ways, in principle. For instance, the potential drop can also be evaluated by

directly relating the Fermi energies of each system to the vacuum level. This last procedure

can be consistently applied for every system inserting a vacuum slab in the middle of the

water layer and measuring the potential drop with respect to the vacuum potential in the

centre of the cell [57]. This approach naturally allows us to define at the same time an

absolute energy scale – by aligning the vacuum level to the SHE – and to evaluate the

𝑃𝑍𝐶 - using the linear fit of the potential charge relation at zero charge (see figure 4-11).

The 𝑃𝑍𝐶 with respect to the SHE calculated in this way amounts to 𝑃𝑍𝐶 = 0.31 V, a

value extremely close to the experimental one [35, 82].
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4.4 Structural analysis

4.4.1 Water structure and orientation

Current models describe the metal/water interface [83, 84, 85] by having every second

water molecule oriented parallel to the surface and the other pointing one H atom either

toward or away from the surface. In these models one assumes that the electrode po-

larisation is not associated to any mass redistribution in the water layer in contact with

the metal electrode [67, 79, 86]. In this study we find that the electrode polarisation is

closely associated with the mass distribution in the water layer in contact with the metal

electrode, which is exactly the opposite of earlier studies. The most remarkable finding

revealed by our approach is the strong dependence on the applied potential of the density

of first and second water layers in contact with the electrode (see table 4.11).

The electrolyte mass density profile along the direction perpendicular to the electrode

surface, exhibits in all systems two well-defined peaks, which unequivocally individuate

the first and the second water layer in contact with the electrode (see Fig. 4-2). Fig.

4-12 shows that the intensities of the first O and H density peaks increase as the metal

electrode becomes more positively charged, namely as we move from system 12Na:10Cl,

to 10Na:10Cl, to 10Na:12Cl. We also learn that all the water molecules in the first layer

have, on average, almost the same orientation (and charge), with the O atom closer to

the metal (in an atop site position), and the H atoms slightly pointing towards the bulk

water.

The mass density of the second water layer (see the intensity of the second peak in

the electrolyte density profile in Fig. 4-12 (b)) is less affected by the electrode charging

state. However, its orientation strongly depends on it. The water molecules in this layer,

are characterised by broader density peaks and a different orientation depending on the

electrode state, with one H located almost in the same plane of O (actually pointing slightly

outwards) and one pointing towards the Pt surface (our electrodes are all negative) and

with more H atoms progressively pointing towards the surface as the electrode becomes

more negatively charged.
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Figure 4-12: Average atomic density profiles for the O and H atoms belonging to the
aqueous electrolyte in contact with the electrode (in units of atoms per Å). 12Na:10Cl,
10Na:10Cl, and 10Na:12Cl systems are represented in black, red and blue, respectively.
Differently unbalanced ion populations in solution lead to differently charged electrodes.
The charge on the metal moiety of the interface is reported in the brackets next to each
label (in units of |𝑒|). For each system, the atomic density profiles are averaged over 50 ps
long trajectories obtained performing DFT based Born Oppenheimer molecular dynamics.
First and second water layers are defined as described in Tab. 4.3. Here (a) represents
the water molecules belonging to the first water layer, in contact with the electrode. In
(b) the water molecules of the second water layer. The plain and dashed lines stand for
the O and H atoms’ contributions, respectively. The separation between first and second
water layer is identified by Z1, while the separation between the second region and the
rest (bulk) of the solution is marked by the Z2 interval.

Fig. 4-13 shows that the O atoms in the first layer form intra-layer chemical bonds with

the H atoms and interlayer H bonding, whose density depends on the electrode state, as

highlighted by a coordination number 𝑛=2 under 1.5 Å and 𝑛=2.2-2.8 at larger distances,

up to 3 Å.

Finally, we study the dynamic behaviour of the water molecules in contact with the

electrode at different potentials. The positions of the O atoms belonging to first and sec-
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Figure 4-13: Integrated O-H radial distribution profile (“Running” Coordination number),
where O belongs to the molecules of the first water layer in contact with the electrode.
Black, red and blue lines represent the profiles relative to 12Na:10Cl, 10Na:10Cl and
10Na:12Cl systems, respectively.

Table 4.11: Average number density of water molecules per surface in the cell and per
system, in the first and second layer in contact with the electrode. The cross section of
our cell is (A=286 Å2), corresponding to 42 surface Pt atoms.

System Layer 1 Layer 2:shoulder
12Na:10Cl 2.8 16.1
10Na:10Cl 5.0 16.0
10Na:12Cl 7.7 13.2

ond water layers are reported as a function of time in Fig. 4-14(a). This picture clearly

shows that the water molecules belonging to the first layer do not diffuse (within a ≈50 ps
time scale) and remain on the atop sites of the Pt(111) surface (red traces in Fig. 4-14).

In contrast, the water molecules belonging to the second water layer are more mobile, as

shown by the blue traces in Fig. 4-14. The observed interfacial water structure is in agree-

ment with other works [29, 34, 87, 88, 89]. Interestingly, even if the supercell used is not

compatible in all directions with a closely packed hexagonal (or pentagonal) arrangement

on the surface, hexagonal and pentagonal motives are observed at the interface over the

simulation time. This is consistent with experimental observations of hexagonal and pen-

tagonal water arrangements on Pt(111) [87, 84, 90]. Such water rings are formed by water

molecules belonging to the first and second layer above the surface and their structure and

density depends on the density of the first water layer, so it is again potential dependent

(see Fig. 4-14(a)).
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10Na:12Cl (-0.03|e|) 10Na:10Cl (-0.6|e|) 12Na:10Cl (-1.1|e|)
Wat. nb. ≈ 7.4 Wat. nb. ≈ 5.1 Wat. nb. ≈ 3.0

(a)

(b)

Figure 4-14: (a) Prototypical configuration of first and second water layer for 10Na:12Cl,
10Na:10Cl and 12Na:10Cl systems, respectively. Red lines highlight hexagonal and pen-
tagonal motives. (b) Trajectories of O atoms belonging to first and second water layer in
contact with the electrode, marked with blue and red lines, respectively. The charge on
the metal electrode is also reported (units of |𝑒|). Wat. nb. indicates the average number
of molecules in the first water layer.

The peculiar potential-dependent structure of the water layers in contact with the Pt

electrode results from the balance between the mass density of the first charged water

layer and the orientation of the second one (Fig. 4-15). The results presented above

demonstrate a new model for the DL at metal/water interfaces which goes beyond the

standard Gouy-Chapman-Stern picture. We unveiled a complex dependence of interfacial

charge screening and polarisation as well as atomic structure and dynamics on the applied

potential, which will likely affect reaction rates and the catalytic processes therein. We

expect that our approach will represent the baseline for future self-consistent evaluations

of kinetic overpotentials associated with electrocatalytic transformation within the DL of

metal water interfaces.

Our model is consistent with the experimental observation of key electrochemical quan-

tities such as the interface capacitance and the potential of zero charge. In the following,
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Figure 4-15: Schematic view of the water bilayer at the Pt/H2O interface for different
state of charges (this is a cartoon showing the trend in the result, it’s not to the scale.).
(a) Poorly charged Pt, typically with 10 Na and 12 Cl in solution, (b) negatively charge
Pt, typically with 10 Na and 10 Cl in solution, (c) highly negatively charged Pt, typically
with 12 Na and 10 Cl in solution.

we will illustrate how we used our approach to evaluate such electrochemical quantities

and to predict SFG spectra, which cannot be easily extracted experimentally.
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4.4.2 Computational SFG spectra

The water orientation at the interface could be insightfully probed by interfaces sensitive

spectroscopy, such as Sum-Frequency-Generation (SFG). Despite a couple of pioneering

attempt to investigate the Pt/water interface with SFG, the experimental investigation is

made challenging by the presence of a strong non-resonant signal from the metal, which

prevents to directly access the water structure and orientation [91]. However, calculating

the resonant SFG spectra at the Pt/water interface is computationally possible, and this

is here obtained with surface sensitive Vibrational Density of States (VDOS) [92, 93]

(see appendix B for details). Using this approach, we observe in the first adsorbed layer

(upper panel in Fig. 4-16) a single positive band located at around 2800–3000 cm−1, whose

intensity increases as the positive charge on the electrode increases. The more intense x

the signal is, the higher is the density of the water molecules pointing towards the water

bulk (outside the Pt surface). The surface sensitive VDOS for the second adsorbed water

layer (lower panel in Fig. 4-16) presents a completely different behaviour. For all the

systems studied, a positive and a negative band are present. As the positive charge on

the electrode increases, the intensity of the positive band at lower frequencies increases,

indicating a higher density of the dipoles oriented as in the first adsorbed layer. At the

same time, the negative band is reduced, also signalling water reorientation. Our VDOS

results are consistent with the observed density distribution and molecular orientation

under bias (illustrated in Fig. 4-12) and provide a useful instrument to experimentalists

to distinguish and interpret the interfacial geometric structures of water at Pt interfaces

under a bias potential.
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Figure 4-16: Layer resolved surface sensitive vibrational density of states (VDOS), for
12Na:10Cl, 10Na:10Cl and 10Na:12Cl systems, represented with black, red and blue lines,
respectively. The charge on the metal moiety of each DL is also reported in brackets, in
units of |𝑒|. In (a) the VDOS obtained from the water molecules of layer 1, an increasing
number of which points towards the bulk of the electrolyte, as the electrode becomes more
positive. In (b) the VDOS obtained taking into account only water molecules of the second
layer, where the number of water molecules reorienting their dipole towards the electrode
becomes increasingly larger, as the electrode becomes more negative.

4.5 Methodology assessment

An analysis of the Kohn-Sham density of states projected (PDOS) on the metal moiety

and the different species, namely water, Na, Cl and the metal slab (see Fig. 4-17) confirms

that the position of the ions’ centred energy levels with respect to the Pt Fermi level, 𝐸F,

is qualitatively correct, namely it reproduces the one schematically presented in Fig. 2-8.

In particular, the lowest unoccupied state on Cl is below the Pt Fermi level, while the

highest occupied energy level centred on Na is above it. This indicates that electrons

localise around the Cl atom, giving rise to a Cl– anion and leave Na+ in the cationic form.

It can be also seen that the PDOS on Cl (and Na) ions in the three systems we studied
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(12Na:10Cl, 10Na:10Cl and 10Na:12Cl) are aligned. Thus, even if the three interfaces

have slightly different ionic composition, their ions in solution have a common status of

charge and can be considered three expressions of the Pt/water interface under different

bias conditions.
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Figure 4-17: PDOS. Average projected density of states on Pt, Na and Cl species along
the trajectory. The zero of the energy scale is aligned to the Fermi level. The PDOS on Pt
atoms is represented in green. The PDOS on ions in 12Na:10Cl, 10Na:10Cl and 10Na:12Cl
systems are magnified (× 3) and represented by a red, blue and black line, respectively.
In every system, the same colour code is used to represent both PDOS on Na and Cl,
however there is no ambiguity, as they do not overlap.

Consistently, the structure and the charge of the ions’ solvation shells only depend

on the nature of the solvated ions, and not on their number. This further confirms that

adding or subtracting ions to the solution can be used to model different electrodes’ states

and only affects the charge on the electrode. Interestingly, in every system studied the

overall charge associated to first solvation shells around Na and Cl ions is nearly equal in

magnitude, but opposite in sign (refer for a full picture of Bader charges in our system).

Thus, when an equal population of anions and cations is present in solution their overall

charge almost cancels out (see Tab. 4.10).

In Summary, Bader analysis confirms the viability of our approach, i.e. that the

electrode state can be effectively controlled by the relative imbalance in the population of

anions and cations in solution. Thus we have the first feature of the Pt/water DL revealed

by our model is that the surface charging at the metal/water interface cannot be described

by using a simple capacitor model and strongly depends on the applied potential. The
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charge on the electrode side of the DL amounts to -1.1 |𝑒|, -0.6 |𝑒| and -0.03 |𝑒| and the

overall charge on the DL amounts to 0.65 |𝑒|, -0.28 |𝑒| and 1.5 |𝑒|, for the 12Na:10Cl,

10Na:10Cl and 10Na:12Cl systems, respectively. The absolute charge around every ion is

on average 0.8 |𝑒|, rather than exactly 1 |𝑒|. As expected, the charge variation on the

electrode moiety of the DL localises on the electrode’s surface, whilst the charge in the inner

layers of the Pt slabs is always the same for all interfaces studied and zero in the centre of

every metal slab. The observed electronic charge spillover to the water layers in contact

with the electrode is strongly dependent on the applied potential and occurs in such a way

that each molecule in the first water layer always carries the same amount of positive charge

(≈ 0.1 |𝑒|), irrespective of the electrode state. Notably, a negatively charged electrode and

a charged water layer is observed also in the presence of nominally neutral electrolyte, i.e.

when a balanced population of ions (10Na:10Cl) or no ion (0Na:0Cl) are present in solution.

This is in clear contrast with the assumption in standard computational approaches that

the electrode remains neutral in the presence of a neutral electrolyte. We provided an

intuitive approach to evaluate key electrochemical quantities such as the potential of zero

charge and the capacitance of the electrified interface.

In this study we also find that the electrode polarisation is closely associated with the

mass distribution in the water layer in contact with the metal electrode, which is exactly

the opposite of earlier studies. The most remarkable finding revealed by our approach is

the strong dependence on the applied potential of the density of first and second water

layers in contact with the electrode The electrolyte mass density profile along the direction

perpendicular to the electrode surface, exhibits in all systems two well-defined peaks, which

unequivocally individuate the first and the second water layer in contact with the electrode.

The intensities of the first O and H density peaks increase as the metal electrode becomes

more positively charged, namely as we move from system 12Na:10Cl, to 10Na:10Cl, to

10Na:12Cl. We also learn that all the water molecules in the first layer have, on average,

almost the same orientation (and charge), with the O atom closer to the metal (in an atop

site position), and the H atoms slightly pointing towards the bulk water.

The mass density of the second water layer is less affected by the electrode charging
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state. However, its orientation strongly depends on it. The water molecules in this layer,

are characterised by broader density peaks and a different orientation depending on the

electrode state, with one H located almost in the same plane of O (actually pointing slightly

outwards) and one pointing towards the Pt surface (our electrodes are all negative) and

with more H atoms progressively pointing towards the surface as the electrode becomes

more negatively charged. The water molecules belonging to the first layer do not diffuse

and remain on the atop sites of the Pt(111) surface, in contrast, the water molecules

belonging to the second water layer are more mobile. Hexagonal and pentagonal motives

are observed at the interface over the simulation time, such water rings are formed by water

molecules belonging to the first and second layer above the surface and their structure and

density depends on the density of the first water layer, so it is again potential dependent.
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Chapter 5

A Comparative Study of Pt/Water And

The Ag/Water Interfaces

If we combine our model with the traditional picture for the DL, the 12Na:10Cl, 10Na:10Cl

and 10Na:12Cl systems are expected to generate a charge of -1, 0 and +1 |e| on each

electrode surface, respectively. Correspondingly, a net +2, 0 and -2 |e| charge would be

localised on the excess ions in solution (our system is globally charge neutral). However,

deviations from this idealised picture are observed consisting in a charge transfer between

the electrolyte solution and the Pt electrode. In particular, the charge on the electrode

side of the DL amounts to -1.1, -0.6 and -0.03 |e|, the overall charge on DL amounts to

0.65, -0.28 and 1.5 |e|, for the 12Na:10Cl, 10Na:10Cl and 10Na:12Cl systems, respectively

(see Tab. 4.1 and 4.2) and the absolute charge around the ions’ is on average 0.8 |e|,

rather than exactly 1 |e|.

The deviation of the charge on ions and electrode from the expected ideal behaviour

in our model could either reflect a real feature of the Pt(111)/electrolyte solution interface

or be the result of a limitation of the employed DFT potential, such as the self-interaction

problem [94, 95] and the related known tendency of standard exchange and correlation

functionals to delocalise the Kohn-Sham states.

From an electronic point of view the charge spillover to the metal from the water

is due by the modification of the electronic structure of the water molecules chemically
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Figure 5-1: Comparison of the projected density of states (PDOS) on O, Cl and Na
atomic species, for the 10Na:12Cl-Ag (blue) and 10Na:12Cl-Pt (green) systems. The zero
of the energy scale in these graphs is aligned to the Fermi level of the interface under
consideration, so Cl and O PDOSes in Ag/water interface (upper inset) are lower in
energy with respect to the Fermi level than those in Pt/water interface. This marks the
lower value of Pt Fermi level with respect to vacuum. In the lower inset, the PDOS on Pt
and the ions. A larger gap between Cl LUMO and Na HOMO is observed in the Ag/water
interface.
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interacting with the Pt surface. The notion of charge spillover at a metal/water and

semiconductor/water interface is currently accepted in the literature [96, 97]. Here we

provide for the first time a comprehensive model of how this occur at the Pt electrode

under bias. In support to the adequacy of PBE functional for describing such phenomenon,

the knowledge that the interface dipole potentials predicted by PBE is extremely close to

those calculated at the HSE06 level [96]. The robustness of this property is attributed to

the electrostatic nature of the dipole effect in the double layer.

In general the transfer of electron charge to the Pt side of the interface may be as-

cribed to the chemical properties of Pt, in which relativistic effects lower the energy of the

uppermost occupied states [98] thus increasing the metal work function and returning an

unusual electronegative character to the surface.

Correspondingly, at a short distance from the electrode described in our calculations

we also do not necessarily expect fully ionised atomic species in solution. The accuracy of

the EC measurements is not sufficient to confirm or exclude such a charge transfer to Pt,

thus there is a margin of uncertainty. However, in favour of this hypothesis, recent DFT

calculations [99] on the change in the platinum work function induced by halide adsorption

find a similar transfer of electrons from highly electronegative species to metallic Pt, and

attributes it to the large work function of Pt(111), which is equivalent to a high electron

affinity.

To evaluate the suitability of PBE functional to describe the metallic moiety of the

Pt/water interface (and charge transfer to and from the electrolyte), we modelled an

additional system by replacing in the 10Na:12Cl system Pt with Ag metal, which is more

free-electrons like than Pt and whose work function for the (111) surface is 1.5 eV lower

than that of the platinum.

Now we will be discussing the structural analysis of this system. After running the

simulation we plotted the density variation of the water molecules to see the behaviour

of water in contact with platinum (see figure 5-2). The density of water is calculated as

time average density (which is the average of density calculated at intervals of 0.5 ps).

This density was plotted as a function of distance from the electrode surface, presence
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of first minima (Z1), shoulder and second minima (Z2) are clearly visible. Z1, shoulder

and Z2 were clearly visible in case of platinum electrode systems and silver system closely

resembles to the density distribution of its platinum counterpart. In the middle of the

slab, the density fluctuates around 1, which brings it closer to the actual value. Then

we analysed the distribution of water in the first and second layers and found an average

of 4.9 and 12.4 water molecules in the first and second layers respectively. While its

Pt counterpart has 7.7 and 13.2 respectively in first and second layers of water, we can

conclude that the electronegativity of the electrodes are playing a big role in water density

near electrodes. The density of second layer is not affected much. Next to understand

the orientation of water molecules in these layers time average atomic density profiles for

the O and H atoms belonging to the aqueous electrolyte in contact with the electrode (in

units of atoms per Å) was plotted (see figure 5-3). In figure 5-3(a) one can observe the

overlap of ’O’ and ’H’ curve implying ’H’ molecules are in the same plan as that of O

atoms. It can be concluded that the water molecule are oriented parallel to the electrode

surface. In figure 5-3(b) we can observe pick of ’H’ before that of ’O’ implying water

molecules are oriented perpendicular to the surface. We observe a very close resemblance

in the distribution and orientation of ’O’ and ’H’ atoms in the two layers to that of its

Pt counterpart. This finishes structural analysis of Ag in contact with water, we will be

discussing the charges of these layers in great detail in the next chapter.

Table 5.1: Excess Bader charges within the first solvation shell of Cl ion. Water No., O, H-
away and H-towards and Water average represent the average number of water molecules,
the average charge on O and H atoms - pointing away or towards the ion - and on each
water molecule in the first solvation shell around Cl atom, respectively. Cl+Water and Cl
represent the total average charge in each solvation shell and on Cl ion, respectively

System Water No. O H-away H-towards Water Average Cl+Water Cl
12Cl:10Na-Pt 4.4±0.2 -1.27±0.01 0.633±0.010 0.620±0.008 -0.022±0.003 -0.83±0.01 -0.738±0.001
12Cl:10Na-Ag 4.6±0.3 -1.28±0.01 0.641±0.009 0.620±0.008 -0.023±0.003 -0.83±0.01 -0.731±0.002

We did the Bader chrage analysis of the system and compared the data with its plat-

inum counterpart. Firstly we compared the solvation shell of Cl and Na as shown in the

table 5.1 and 5.2 and it can be seen that they have almost the same value in every re-
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Figure 5-2: Average density profile of the water in the electrolytic solution. The separation
between first and second water layer is identified by Z1, while the separation between the
second region and the rest (bulk) of the solution is marked by the Z2 interval. The shoulder
is also clearly visible here similar to that of platinum electrode systems. The zero of the
Z scale is aligned to the position of the centre of the metal slab.

spect.1 Interestingly, the solvation shell charge is independent of the type and number

of ions dissolved as well as the type of electrode used. The number of molecules in the

solvation shell is in between 4-5. For all system the absolute value of the charge depends

weekly on the solvated ions amounting to o.8|e| in both cases.

In table 5.3 we expect the first layer of water to be oppositely charged from that

of the electrode, it is in case of Pt but not in the case of Ag. It clearly indicates the

electronegativity of the electrode has a bigger influence on the induced charge in the first

layer of water instead of the charge on the electrode. Comparing the Pt and Ag electrodes,

it can be seen that the Pt has more number of water molecules in the first layer compared

to the Ag as the Pt is more electronegative. At the same time we note that the average

1Refer to appendix C for more information about the solvation shell and there comparisons.
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Figure 5-3: Figure shows average atomic density profiles for the O and H atoms belonging
to the aqueous electrolyte in contact with the electrode (in units of atoms per Å) for
10Na:12Cl-Ag system. Here (a) represents the water molecules belonging to the first
water layer, in contact with the electrode. In (b) the water molecules of the second water
layer. The plain and dashed lines stand for the O and H atoms’ contributions, respectively.
Z1 and Z2 mark the end of the first and second layer.

charge on water were very similar in all Pt systems, for Ag charge per water molecule has

been reduced by a factor of 10 in the first layer. The charge distribution in the water

molecule is more polarised in case of the Ag electrode. In first layer the water is polarised

in such a way that the O atoms are slightly less negatively charged and the H atoms are

slightly more positively charged than the average free water molecule.

On analysing the charge distribution in second layer of water we found that electrode

has significant effect on the number of water molecule and charge of layers (see table

5.4). There are 12.4 water molecule in the second layer for silver electrode while there
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Table 5.2: Excess Bader charges within the first solvation shell of Na ion. Water No., O,
H and Water average represent the average number of water molecules, the average charge
on O and H atoms, and on each water molecule in the first solvation shell around Na atom,
respectively. Na+Water and Na represent the total average charge in each solvation shell
and on Na ion, respectively.

System Water No. O H Water Average Na+water Na
12Cl:10Na-Pt 4.46±0.24 -1.28±0.01 0.627±0.007 -0.026±0.002 0.800±0.014 0.9109±0.0004
12Cl:10Na-Ag 4.61±0.17 -1.29±0.02 0.633±0.007 -0.026±0.002 0.790±0.009 0.9101±0.0003

Table 5.3: Excess Bader charges in the first layer of water near the electrode. Water No.,
Total-Water, Avg.-Water, O and H represent the average number of water molecules, the
total charge on the water layer, the average charge per water molecule, average charge per
O and H atoms, respectively.

System Water No. Total-Water Avg.-Water O H
12Cl:10Na-Pt 7.7±0.5 0.77±0.05 0.100±0.005 -1.19±0.10 0.65±0.05
12Cl:10Na-Ag 4.9±0.5 0.05±0.01 0.011±0.004 -1.30±0.13 0.66±0.07

are approximately 13.2 in case of its platinum counterpart. Charge per water molecule

has been increased by a factor of 3 compared to its Pt counterpart. So we can conclude

that density of second layer is not affected by the electronegativity of the electrode while

charge per water molecule does get affected by it.

In table 5.5 we expect the free water molecule to be completely neutral, the charge on

the water molecule with it’s polarisation will be used as reference for that system although

it has a very small magnitude (slightly negative in case of Ag while slightly positive in

case of Pt). We also expected the balanced system to have more free water molecules than

the other system so the results are in accordance to our expectation.

The charge on the electrode was analysed in table 5.6, the total charge on silver is

1.0|e| while that of platinum is -0.03|e|. We can conclude that electronegativity has a big

role to play in the distribution of charge on the electrode as well as the water layers. The

orientation of molecule within first and second layer is same as that of platinum system.

The analysis of the charge transfer to the electrolyte solution and the band structure of

the system show that PBE is able in this case to capture the difference in electronegativity

between the two metals and shows that the transferred charge on the silver surfaces exactly

amounts to the ideal value of 1 |e|. A lowering in Pt of the energy of the uppermost
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Table 5.4: Excess Bader charges in the second layer of water near the electrode. Water
No., Total-Water, Avg.-Water, O and H represent the average number of water molecules,
the total charge on the water layer, the average charge per water molecule, average charge
per O and H atoms, respectively.

Sys. Water No. Total-Water Avg.-Water O H
12Cl:10Na-Pt 13.2±1.4 -0.09±0.04 -0.007±0.004 -1.24±0.11 0.61±0.06
12Cl:10Na-Ag 12.4±0.6 -0.30±0.07 -0.024±0.005 -1.20±0.05 0.59±0.03

Table 5.5: Excess Bader charges in free water. Free water is the water which is neither
part of solvation shells nor of first or second water layers. Water No., Total-Water, Avg.-
Water, O and H represent the average number of water molecules, the total charge on
free water, the average charge per water molecule and average charge per O and H atoms,
respectively.

Sys Water No. Total-Water Avg.-Water O H
12Cl:10Na-Pt 133.9±3.0 0.088±0.140 0.0007±0.0010 -1.272±0.007 0.637±0.004
12Cl:10Na-Ag 156.6±2.6 -0.297±0.127 -0.0019±0.0008 -1.281±0.006 0.640±0.003

occupied states, is indeed observed in Pt. Correspondingly, the projected density of states

on O, Cl and Na atomic species, for the 10Na:12Cl-Ag (blue) result downshifted by -1.5 eV

(Fig. 5-1).

Observing a charge transfer from the electrolyte solution to the Ag surface similar to

that observed on the Pt surface, would have pointed to the inability of the selected DFT

functional to describe the role of the metal band structure, and of the Fermi energy/work

function.
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Table 5.6: Bader excess (nominal-calculated) valence charges in units of |𝑒|. In column
‘system’, the name of the system under consideration, defined by the number of Na+ and
Cl– ions in solution and the type of metal electrode. In columns 2-6 the total, subsurface
and external surface charge and the charge on first and second layer of water in contact with
the electrode, respectively. These values are averaged along the trajectory and between
the two interfaces present in our cell. Columns “Cl + H“ and “Na“ report the charge
localised around Cl and Na ions. Due to the crude definition of the boundary of the
volume defining the Bader charge around each atom, part of the charge actually localised
on Cl was accounted by the Bader scheme to the charge of the H atoms pointing towards
it. In this table the sum of Cl and this artificial H charges are reported. In the last two
columns, “Solvation Shells“ and “DL“, we report the total charge in the first solvation shells
of Na and Cl ions and the total charge on the double layer, DL, including electrode, first
and second water layer.

System
Metallic electrode Interfacial water Ions Solvation Shells DL

Total Subsurface Surface Layer 1 Layer 2 Cl+H Na
10Na:12Cl-Pt -0.03±0.08 1.67±0.05 -1.70±0.06 0.77±0.12 -0.08±0.06 -0.83±0.01 0.9109±0.0004 -1.96 0.65
10Na:12Cl-Ag 1.00±0.06 0.44±0.02 0.56±0.07 0.05±0.01 -0.30±0.07 -0.83±0.01 0.9101±0.0003 -2.06 0.75
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Chapter 6

Smaller Simulation Cell

In the chapter 4, we studied a Pt/water interface under bias. We studied the application of

a potential by introducing an unbalanced population of ions in the system. We succeeded

in that, and then we studied the charge density in the system, water density in solution,

the variation of potential inside the electrolytic system, effect on the orientation of water

molecule under bias and many other things. In this chapter, we will simulate a smaller

system as the larger system was computationally very expensive (It took almost a year

to get the 50 ps trajectory and 3 Million hours in terms of CPU hours). We will try to

find a small system which can replicate the bigger system so as to save time and increase

the efficiency. If we are successful in this endeavour, then reaction pathways and energy

profiles for water splitting, modelling explicitly the double layer where this reaction occurs

can be done easily and within a very short span of time. Effects of electrode coverage,

surface defects on catalytic activity can be done with much ease and with a large number

of variations. In the next few sections some convergence test will be done to finalize the

size of the system to simulate, then we will start the ab initio MD simulation of the smaller

system.
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6.1 Platinum/Water interface

We start the simulation by finalising a 4 layer system after doing convergency tests. After

the basic tests concerning the variation of the energy with the vacuum length above the

Pt(111) surface, 15 Angstrom vacuum seemed sufficient to simulate the Pt(111) surface

with water. Figure 6-1 shows the comparison of the DOS for the symmetric layers of the

slab, it can be seen that for the symmetric layers PDOS superimpose to each other. Then

the PDOS1 of the middle layers of the platinum slab compared with the bulk, in order to

verify if the material can mimic the property of the bulk (see figure6-2). The middle layer

mimics the property of bulk to a large extent (see figure 6-2), so it can be used for further

calculation.

Figure 6-1: Figure shows both the symmetric layer of the smaller system have symmetric
PDOS. In (a) PDOS of 1st and 4th layer of the smaller system is comapred and in (b)
PDOS of 2nd and 3rd layer of the smaller system is compared.

Few more tests were carried out with a 4 layers Pt(111) slab and H2O. Four different

system were considered using 1, 2, 13 and 26 water molecules on the Pt surface with 15

Angstrom vacuum. Periodic boundary condition (PBC) have been used to avoid finite size

effects. First of all the systems were relaxed. Then the potential profile was analysed to

see the effect of the water molecules. Then the work function was calculated to observe the

effects of the water molecules as well as their orientation on the surface of the material. As
1refer 2.2.5 last paragraph for PDOS
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Figure 6-2: Comparison of 2nd layer DOS of the smaller system, with that of the bulk
platinum.

it has been already found, the orientation of the water molecules affect the work function

of the material[100]. For all the calculations, the top view and side view of the starting

configuration as well as the final configuration has been shown in figure 6-3, 6-4, 6-5 and

6-6. The distance of the water molecule from the surface was calculated at the end of the

calculation.

Table 6.1 shows the average distance of water molecules in various systems. In 1H2O,

2H2O, 13H2O system it can be observed that the average distance of the water molecule

from the surface is ≈ 3Å, while in 26H2O system due to the large spread of water molecules

the average distance from the surface is 4.55Å. Figure6-7 shows graphically the potential

profile in different systems, it can be easily seen there is a large drop in the potential

when there are more water molecules. In the next part of the study the work function

of different systems was analysed as shown in figure 6-8. The figure shows decreasing

trend with increasing water molecule number except for the case of 26 water molecules,

which shows an increase in work function as compared to 13 water molecules situation.

The reason for this behavior is the net dipole moment as shown in the study of Sheng
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Figure 6-3: Figure shows the relaxation process of a 4 layer platinum (111) slab with 1
water molecule. It shows the orientation of the molecule at the beginning and end of
the simulation (after relaxation), (a) shows top view of initial configuration, (b) shows
top view of final configuration, (c) shows sideview of initial configuration and (d) shows
sideview of final configuration. The red sphere represent the ’Oxygen’, white ’Hydrogen’
and olive green ’Platinum’.

Meng[100]. We conclude that the orientation of the water molecule has an effect on the

work function of the metal as it is related to dipole moment of the molecule on the metal
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Figure 6-4: Figure shows the relaxation process of 4 layer platinum (111) slab with 2
water molecule, it shows the orientation of the molecule at the beginning and end of
the simulation (after relaxation), (a) shows top view of initial configuration, (b) shows
top view of final configuration, (c) shows sideview of initial configuration and (d) shows
sideview of final configuration. The red sphere represent the ’Oxygen’, white ’Hydrogen’
and olive green ’Platinum’.

surface.
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Figure 6-5: Figure shows the relaxation process of 4 layer platinum (111) slab with 13
water molecule, it shows the orientation of the molecule at the beginning and end of
the simulation (after relaxation), (a) shows top view of initial configuration, (b) shows
top view of final configuration, (c) shows sideview of initial configuration and (d) shows
sideview of final configuration. The red sphere represent the ’Oxygen’, white ’Hydrogen’
and olive green ’Platinum’.
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Figure 6-6: Figure shows the relaxation process of 4 layer platinum (111) slab with 26
water molecule, it shows the orientation of the molecule at the beginning and end of
the simulation (after relaxation), (a) shows top view of initial configuration, (b) shows
top view of final configuration, (c) shows sideview of initial configuration and (d) shows
sideview of final configuration. The red sphere represent the ’Oxygen’, white ’Hydrogen’
and olive green ’Platinum’.
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Figure 6-7: Figure shows the average potential profile of 4 layers platinum (111) surface on
interaction with different number of water molecules- (a) potential profile of platinum with
1 water molecule on its surface, (b) potential profile of platinum with 2 water molecule on
its surface, (c) potential profile of platinum with 13 water molecule on its surface and (d)
Potential profile of platinum with 26 water molecule on its surface.

Table 6.1: Average distance of water molecules from Pt(111) surface in various sytem
before and after relaxation

System Initial Distance(Å) Final Distance(Å)
1𝐻2𝑂 2.27 3.01
2𝐻2𝑂 2.30 3.01
13𝐻2𝑂 3.03 2.97
26𝐻2𝑂 4.57 4.55
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Figure 6-8: Variation of work function of Pt(111) with increasing number of water molecule
on its surface.
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6.2 ab initio MD of smaller Pt/water system

After this initial analysis, we created our final system with 96 Pt atom distributed into

4 layers and 88 𝐻2𝑂 molecules, shown in the figure 6-9 to start the ab initio MD. The

water is distributed on both sides to cancel the effect of dipole moments. Data here show

the simulation for a time of ≈12ps. The density profile of the system was analysed after

the simulation as shown in figure 6-10. The density has been measured from the surface.

The figure clearly shows two distinct peaks corresponding to the first and second layer

of water, the peak distribution on the left has distinct peaks compared to the right side

which is diffused. We analysed the potential profile of the system as shown in the figure

6-11, it clearly shows uniformity in distribution of the potential across the surface as it can

be seen a similar type of potential profile on both side of the surface reaching a constant

value far from the surface.

Table 6.2: Excess of Bader charges in the first layer of the water near the electrode. Water
No., Total-Water, Avg.-Water, O and H represent the average number of water molecules,
the total charge on the water layer, the average charge per water molecule, the average
charge per O and H atoms, respectively (for the small system).

Water layer Water No. Total-Water Avg.-Water O H
1𝑠𝑡 Layer 2.6±0.4 0.30±0.04 0.12±0.01 -1.22±0.11 0.66±0.06
2𝑛𝑑 Layer 7.5±0.8 0.02±0.05 0.003±0.006 -1.28±0.17 0.65±0.09

Rest of water 33.8±0.6 -0.01±0.03 -0.0002±0.0009 -1.27±0.09 0.63±0.05

Table 6.3: Bader excess (nominal-calculated) valence charges in units of |𝑒| per unit area of
electrode in units of Å 2, for electrode is compared under the section of Metallic electrode,
then Interfacial water. Finally the number of interfacial water molecules per unit area in
units of Å 2, under the Water No. (see figure 6-12 for more detail).

System
Metallic electrode Interfacial water Water No.

Total Subsurface Surface Layer 1 Layer 2 Layer 1 Layer 2
Bigger System -0.0020 0.0058 -0.0078 0.0022 -0.00031 0.021 0.088
Smaller System -0.0020 0.0060 -0.0080 0.0018 0.00015 0.016 0.044

Finally, Bader charge analysis was performed and the results are shown in the table

6.2, and the graph corresponding the table, figure 6-12. By comparing this curve to

the correspondingly larger system analysed in section 4.3.2, only difference which can be
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Figure 6-9: Distribution of water molecules on both side of Pt(111) surface, in new smaller
system. The middle layers of the slab are fixed. The red sphere represent the ’Oxygen’,
white ’Hydrogen’ and olive green ’Platinum’

noticed inside the second layer of water molecules. The second layer has a slightly negative

charge in case of the larger system while it’s slightly positive over here. To do a better

comparison we analysed the values per unit area of the smaller as well as the larger system

as shown in the Table 6.3. It can be seen from the table 6.3 that the total charge density

on the electrodes in both cases is the same. As we move gradually to the first water layer

the charge densities are similar, but differences appear in the second layer. The small
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Figure 6-10: Distribution of water density in smaller system, measured as distance from
the surface (surface=0Å)

Figure 6-11: Average potential profile of Pt(111)-water (small system). The potential
shows uniformity on both side of platinum surface.

system presented a less water density compared to the large system. In the large system,

the average charge on the water in the first layer was 0.1|𝑒|. In the smaller system the
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Figure 6-12: Charge variation in the small system, starting from the subsurface platinum
layer (SS), surface platinum (S), first layer of water (L1), second layer of water (L2), rest
of water (RW).

average charge on water in first layer is 0.12|𝑒|, which is an acceptable criteria. As we

move further away in the system towards the second layer the differences start to increase.

The nature of the charge is same in first and second layer of the small system, whereas we

found oscillating nature of the charge in the large system. The average charge on water

in the second layer in the small system has been reduced by one third of that of larger

counterpart. From all this, we can conclude that the smaller system is good for studying

surface properties involved with interaction of the first layer of water and metal electrode

as it has been able to replicate the water density as well as charge density of the larger

system. The small system needs an extension in the Z direction by adding more amount

of water layer so that it can be represented correctly as in the present case there were not

sufficient water molecule to study the second layer correctly. It was also found that charge

on the subsurface and surface of smaller system electrode is very close to that observed

in the larger system. The orientation of water molecule in the first layer of the smaller

system is same as that of the larger system. From all these observations we can finally say

that small system is sufficient to study the first layer of water in contact with an electrode.
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Chapter 7

Conclusion and Future work

7.1 Conclusion

We started our simulation by doing convergency test to find the suitable parameters and

we found that 8X8X8 K points are sufficient to model the platinum bulk and platinum

surface. 7 layers of platinum best describe the surface as the bulk condition was reached

in the middle of the slab but it was computationally very expensive so we used 4 layer

platinum and fixing the middle layers to the bulk value and it was able to represent the

surface correctly.

Work function 7 layers platinum Pt(111) and Pt(001)found to be 5.70eV and 5.69eV

respectively. Work function 4 layers platinum Pt(111) and Pt(001)found to be 5.69eV and

5.63eV respectively. Which is in accordance with the other studies.

We started our study of electrode under bias by introduction of imbalanced population

of ions in Pt/water, we created 12Na:10Cl, 10Na:10Cl and 10Na:12Cl systems. They are

expected to generate a charge of -1, 0 and +1 |e| on each electrode surface, respectively.

Correspondingly, a net +2, 0 and -2 |e| charge would be localised on the excess ions in

solution (our system is globally charge neutral). However, deviations from this idealised

picture are observed consisting in a charge transfer between the electrolyte solution and

the Pt electrode. In particular, the charge on the electrode side of the DL amounts to

-1.1, -0.6 and -0.03 |e|, the overall charge on DL amounts to 0.65, -0.28 and 1.5 |e|, for the
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12Na:10Cl, 10Na:10Cl and 10Na:12Cl systems, respectively.

The density of first water layer is inversely proportional to the negative charge on the

surface of the electrode, as the density of the first layer of water was lowest in the case

of 12Na:10Cl and highest in the case of 10Na:12Cl. While the density of the second layer

remains unaffected.

The orientation of the molecules in the first layer of water is independent of the status

of charge, while the orientation of water molecule in the second layer is highly dependent

on the charge on electrode. With increase in negative charge on the electrode there is

increase in orientation H of water molecule in second layer towards the surface.

The charge density in first layer of water is highly responsive to the status of the charge

on the electrode, so any change in the status of charge has immediate effect on the charge

and density of first layer of water.

The charge in electrolytic system is spread in the system contrary to initial believe of

charge being confined in the double layer.

Charge in the solvation shell of Cl, as well as Na has constant value of 0.8|e|, irrespective

of the status of charge of the electrode.

The density of water is high close to the electrode surface, and its value changes to 1

g/cc as one goes in the middle.

Comparing the 10Na:12Cl-Pt and 10Na:12Cl-Ag systems, it can be seen that the Pt

has more number of water molecules in the first layer compared to the Ag as the Pt is

more electronegative. At the same time we note that the average charge on water is very

similar in all Pt systems, thus differently charged electrode induce same charge per unit

water (0.1|e|) in the first layer near the electrode while in the case of silver it’s ten time

lesser (0.01|e|), clearly showing the role of electronegativity. The charge distribution in

the water molecule is more polarised in case of the Ag electrode. In first layer the water

is polarised in such a way that the O atoms are slightly less negatively charged and the H

atoms are slightly more positively charged than the average free water molecule. Overall

the water molecules are positively charged. The charge on the electrodes of Pt and Ag

are 0.03|e| and 1.0|e|, the reason being electronegativity of the electrode is playing a big
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role in distribution of charge on the surface as well as in its vicinity. The charges in the

solvation shell are unaffected by the nature of electrode as well as the status of charge as

it can be seen in all the systems.

Now a few points about the small system: Before starting the ab initio MD we studied

the surface coverage of Pt system (by putting a different number of water molecules on

its surface). The work function shows a decreasing trend with increasing coverage, this

result is similar to the study done by Sheng Meng [100]. Small system (constructed with

88 water molecules and 96 Pt atoms) mimics remarkable property of the large system

studied (has 256 water molecules and 168 Pt atoms). After doing ab initio MD of the

small system, we studied water density profile, which clearly shows the presence of the

first layer of water, while the second layer is not very prominent due to the small size of

the system.

To do a better comparison we analysed the values per unit area of the smaller as well as

the larger system. We found that the total charge density on the electrodes in both cases

is the same. As we move gradually to the first water layer the charge densities are similar,

but differences appear in the second layer. The small system presented a less water density

compared to the large system. In the large system, the average charge on the water in

the first layer was 0.1|𝑒|. In the smaller system, the average charge on the water in the

first layer is 0.12|𝑒|, which is an acceptable value. As we move further away in the system

towards the second layer the differences start to increase. The nature of the charge is the

same in the first and second layer of the small system, whereas we found the oscillating

nature of the charge in the large system. The average charge on water in the second layer

in the small system has been reduced by one-third of that of larger counterpart. It was

also found that charge on the subsurface and surface of smaller system electrode is very

close to that observed in the larger system. The orientation of water molecule in the first

layer of the smaller system is same as that of the larger system.

From all this, we can conclude that the smaller system is good for studying surface

properties involved with interaction of the first layer of water and metal electrode as it

has been able to replicate the water density as well as charge density of the larger system.
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The small system needs an extension in the Z direction by adding more amount of water

layer so that it can be represented correctly as in the present case there are not sufficient

water molecules to study the second layer correctly. This smaller system is not good for

mimicking the system beyond the first water layer as it has a large difference in its charge

as well as the water density distribution starting from the second layer.

7.2 Future work

In my PhD work, I extended the standard simulation methods towards a more realistic

representation of the double layer of Pt-water solution interface and the effect of the

application of bias on its structure. I substantially contributed to developing this model

by revealing the structure and charge distribution in our complex model for Pt-water

interface. However, the developed model is computationally very demanding and cannot

be used straightforwardly to address water splitting. We used the knowledge about Pt

water interface (acquired during the first part of my work) to develop simplified model

systems to study water electrolysis in the form of a smaller system. We will like to move

towards a more realistic description of the double layer of Pt-water interface, so in this

context, the majority of the work should be dealing with the simulation of water splitting

(in close proximity of the experiments). Our future work will be majorly based on the

study of following:

1. Ions:

As electrons help in conducting electricity in the solids, ions help to conduct electric-

ity in the electrolytic solvent. The significant difference between ions and electrons

is that the electrons have the same properties irrespective of the nature of the ma-

terials, whereas the ions have different shapes, size, charge, electronegativity, in this

way studying of ions are very important. In solids the concentration of free electrons

define the conductivity but in the electrolytic solution, there is not a general simple

rule and conductivity depends on a lot of factors. The study of the ions can be

broadly categorized as:
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(a) Different types of ions will be introduced in solution e.g.(Sodium, Potassium,

Hydronium, Chlorine, Bromine, Iodine, Hydroxyl). Effect of these ions will be

studied on the electrolytic process.

(b) Mostly in experiments alkaline environment is used for the electrolysis of water,

therefore dedicated model of solution hydroxyl ion will be addressed

(c) Effect of varying the concentration of unbalanced ions on the electrolyte and

their effect on the state of charge (potential) of the electrode.

2. Electrode Surface:

This is a very important part of the electrolytic system. Usually, the electrodes

are metals. They are the medium through which the potential is applied to the

electrolyte. Their properties affect the response of the electrolyte. The general

properties of the electrode can be broadly classified into:- conductivity, corrosion

resistance, hardness, formability. The electrode is the place where both reactions

of charge-transfer and mass transfer take place. To this end, it is very important

to understand the properties and working principle of a surface. Experiments have

been carried out to understand the nature of surfaces by using techniques like:-

scanning probe microscopy, surface X-ray scattering and cyclic voltametry. But yet

much has to be done to unreveal the process underlying for electrode functionality

in its environment. The proper modelling of the electrode and interface is the most

important among all, we will focus on:

(a) Relation between activity and surface orientation.

(b) Effect of work function of electrode on electrolytic interface.

(c) Equilibrium structure of the double layer with variation of applied potential.

(d) Reaction pathways and energy profiles for water splitting modelling explicitly

the double layer where this reaction occurs.

(e) Effects of electrode coverage, surface defects on catalytic activity. Putting

together the knowledge obtained from the analysis of different aspects of elec-
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trolytic problem, it will be possible to develop comprehensive models for charge

and mass transfer on model. A system of this kind is shown in the figure7-1

[11][12].

Figure 7-1: Electrolytic cell in working condition [11, 12]
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Appendix A

Water Molecule

The first model system studied is an isolated water molecule. This was characterized in

terms of geometrical structure and Bloch states. The isolated water molecule was modeled

by using a supercell approach, where a water molecule was placed in a cubic box in vacuum

periodically repeated to represent isolated molecules. The vacuum volume included in the

cell must be large enough so that the different replicas of molecule do not interact with

each other (with increasing the box size there is decreased interaction due to the periodic

boundary conditions). We need to select a relevant quantity (the total energy) and look

at its convergence as a function of the box size.

The first convergence test on the water molecule was performed by studying the total

energy versus the energy cut-off. The energy cutoff is a parameter indicating how complete

the plane wave basis set is. The larger it is, the more accurate is the representation of the

electronic wave function, and more computationally demanding is the calculation. There

is need to determine the minimum energy cut-off which serves the purpose in order to save

computational time. This is similar to the calculation of sin(x) using Taylor expansion,

as we keep adding the terms the precision keeps on increasing but there is no need to use

infinite number of terms, we can stop at the number which gives the desired precision for

calculation. Selecting an energy cut off introduces an error into the calculation. To have

the error within given limits, a convergency test is done to find the appropriate value of

the cut-off. We calculated the convergence of the energy vs energy cut-off and cell size
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(Fig: A-1) and versus the box-size (Fig: A-2). The error ∆𝐸 is defined as the difference in

the total energy from the corresponding higher energy cut-off and higher lattice parameter

(for example in Fig: A-2 it is the difference in the energy value of two consecutive lattice

sizes i.g. 7.94Å and 5.29Å, 10.58Å and 7.94Å...). When ∆𝐸 has the value less than 0.0136

eV, the box size corresponding to that will be used for further calculation.

Figure A-1: Shown is the convergence of total energy as a function of force cutoff of a
water molecule at a fixed box size.

In order to get an idea about the variation of the ∆𝐸 the curve Fig:A-3 was plotted.

There is fluctuation in the value of ∆𝐸 in the range of -0.03 to +0.03 eV. There is fluc-

tuation due to the error introduced through energy cut-off. The error in the evaluation

of the total energy becomes less than the threshold of 0.013 eV at 13.2Å. So, we conclude

that including 13.2Å of vacuum is large enough to represent isolated molecules. To check

the electronic structure of the molecule, the electron density of the water molecule was

also studied, which was generated by the DFT calculations of water molecules.

The study of the electron density helps in the understanding of the double layer and

the solvation shell in the electrolyte. In fact we will be able to correlate this up with

the orientation of water molecules and the charge/potential nearby it. The orientation of
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Figure A-2: Shown is the plot of variation of total energy of a water molecule as a function
of box size.

water molecule with an electrode under bias can also be easily understood by knowing the

charge density profile of the water in that given situation, it can also help in understanding

the bond formation and bond breakage. As there are 8 electrons in a water molecule they

will occupy the 4 orbitals. The single particle charge density isosurface are shown in figures

A-4 and A-5. It is plotted using elecron density data obtained from DFT. The red and

gray spheres are used to represent Oxygen and Hydrogen respectively.

In Fig: A-4(a), the charge density is spherical around the O, orbitals 2 to 4 have a P

character in particular. In Fig: A-4(b), the charge density is confined in the O-H bond

region. In Fig: A-4(c), the charge density is confined in the region between the hydrogens

and opposite to it. In Fig: A-4(d), which is the HOMO (highest occupied molecular

orbital) of the water molecule the density has a dumbbell shaped, and the bloch density is

concentrated in the direction perpendicular to the plane of the bond. This may be useful

in understanding the approach of an electrophile.

Fig: A-5 shows the charge density of the unoccupied orbitals of the water molecule.

The important one is depicted in Fig: A-5(a). This is the LUMO (lowest unoccupied
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Figure A-3: Shown is the graph of ∆𝐸 as a function of box size for the water molecule, it
can be seen that the ∆𝐸 fluctuates around 0

molecular orbital) of a water molecule.
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Figure A-4: Shown are the charge density isosurface of the occupied molecular orbitals of
water, starting from lowest energy (a) to highest (d).
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Figure A-5: Shown are the charge density isosurface of the unoccupied molecular orbitals
of water starting from lowest energy (a) to highest (d).
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Appendix B

Sum-Frequency-Generation

Spectroscopy (SFG)

Is a tool used to characterize complex sample surfaces and interfaces. SFG vibrational

spectroscopy has a advantage over the many techniques used to study interfaces is its

unique ability to give details up to molecular levels. SFG uses second order nonlinear

vibrational spectroscopic technique. The second order nonlinear effect allows for SFG to

selectively probe interfaces in the regions where centrosymmetry is broken. SFG being

a laser based vibrational spectroscopic technique allows to study complex interfaces in-

situ. SFG has been successfully applied to study various systems including polymers,

biomolecules, nanoparticles, ionic liquids and inorganic molecules. Here we discuss a

surface-sensitive-Vibrational Density of States (ss-VDOS) which has been used to study

the orientation of the O−H bonds and their environment. This methodology has been

already successfully used to reproduce the Sum-Frequency-Generation (SFG) spectra at

the water/CaF2 interface [93].

ss-VDOS

In this method, we simulate the second order susceptibility tensor (𝜒(2),𝑅), the main
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contribution to the SFG signal [101, 102, 103, 104]. In the classical limit [102], the 𝑃𝑄𝑅

element of this tensor is obtained by evaluating the correlation function between the

polarizability 𝐴𝑃𝑄 and the dipole moment 𝑀𝑅:

𝜒
(2),𝑅
𝑃𝑄𝑅(𝜔) =

𝑖

𝜔𝑇

∫︁ +∞

0

𝑑𝑡 exp(𝑖𝜔𝑡)⟨�̇�𝑃𝑄(𝑡)�̇�𝑅(0)⟩ (B.1)

≈ 𝑖

𝜔𝑇

∫︁ +∞

0

𝑑𝑡 exp(𝑖𝜔𝑡)⟨�̇�𝑃𝑄(𝑡)�̇�𝑅(0)⟩ , (B.2)

where 𝑃 , 𝑄, 𝑅 are respectively the polarisation of the SFG, visible and IR beams, 𝛼 and

𝜇 are the molecular polarizability tensor and the molecular dipole moment of a water

molecule, respectively; 𝜔 is the frequency of the IR beam and ⟨. . .⟩ stands for statistical
average.

In our model, �̇� and �̇� are obtained by a first order approximation based on the

velocity, the orientation of the O−H bond and a parametrization of 𝜕𝛼
𝜕O−H

and 𝜕𝜇
𝜕O−H

. In

proximity of an O−H bond, �̇� = {�̇�, �̇�} can be expressed as

�̇�(𝜔) ≈ 𝑥′(𝜔)
𝜕𝑋

𝜕O−H

𝑑O−H

𝑑𝑡
, (B.3)

with 𝑥′(𝜔) being a linear function used to take into account the non-Condon effects [105,

101].
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Appendix C

Solvation shell

Water being a polar solvent interacts differently with polar/ionic and nonpolar substances.

In water there is a slightly positive charge on hydrogen atoms (usually represented by 𝛿+),

and there is a slightly negative charge on the oxygen atom (usually represented by 𝛿-).

The charge difference makes the water polar and responsible for different interactions with

cations and anions, while interacting with cations it forms a three dimensional spherical

structure around with its oxygen pointing towards the cation while hydrogen atoms away

from it, a two dimensional representation of it is shown in the figure C-1(b). While

interacting with the anions it again forms a three dimensional spherical structure which

has one hydrogen atom pointing towards the anion, a two dimensional representation is

shown in the figure C-1(a). Therefore to study the solvation shell of anions and cations

one need to plot the radial distribution function plot for hydrogen and oxygen with the

respective ions being centre. The first minima of the G(r) curve is taken as cut off distance

as it gives the distance which is suitable for calculating the total number of molecules in

that solvation shell. Figures C-2 and C-3 show the radial distribution function of Cl-H

and Na-O respectively.
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Figure C-1: The figure shows the solvations of anion (Cl) and cation (Na). It can be easily
seen that in the anion solvation shell ’(a)’ hydrogen of water molecules are pointing towards
Cl, while in the cation solvation shell ’(b)’ hydrogen of water molecules are pointing away
from Na. Due to the polar nature of water molecule it is behaving in such a way.

Figure C-2: The figure shows the radial distribution function of different systems for Cl-H.
The first minima of G(r) curve is taken as cut off distance, defining the solvation shell.
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Figure C-3: The figure shows the radial distribution function of different systems for Na-O.
The first minima of G(r) curve is taken as cut off distance, defining the solvation shell.
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Appendix D

Timestep and K points

The timestep plays an important role in the MD simulations, so the selection of timestep

should be done carefully otherwise it will lead to so many errors. Ideally, we should choose

the longest time step as a smaller time step is inefficient (as it has longer calculation time

compared to the smaller counterpart). Unfortunately, at larger time step MD integration

becomes unstable with a sudden increase in energy with time, disturbing the normal

structure of the atoms. Therefore it’s necessary to find the appropriate one which is

neither very large nor small, it’s found by doing some trial runs with different time steps.

We know that by virtue of Bloch’s theorem integrals in real space over the (infinitely

extended) periodic system are replaced by integrals over the (finite) first Brillouin zone

in reciprocal space. Such integrals are performed at a finite number of points in the

Brillouin zone, called the K-point mesh by summing the function values of the integrand

(for instance: the charge density). The convergence of the results are achieved by choosing

a sufficiently dense mesh of integration points, therefore one of the major objective in

convergency test to find a sufficiently dense mesh which can give a result within desired

error limit, as denser mesh are computationally expensive. One important point to note

is there is no variational principle governing the convergence with respect to the k-point

mesh (e.g. total energy does not necessarily show a monotonous behaviour when the

k-point mesh density is increased).
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Appendix E

Publications

Manuscript stemming from this work:

1. The nanoscale structure of the Pt-water double layer under bias revealed: Remi

Khatib, Ashwinee Kumar, Stefano Sanvito, Clotilde S. Cucinotta and Marialore Sulpizi

(under revision ’npj Computational Materials’).

2. Using first-principles molecular dynamics study to construct a very efficient elec-

trolytic system : Ashwinee Kumar, Stefano Sanvito, Clotilde S. Cucinotta (in prepara-

tion).
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