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Abstract

The last decade has seen the inclusion of power consumption criteria in the list of design goals targeted by silicon designers and architects. Together with speed and area, low power is now a common part of a system specification. In tandem with this new technical challenge, market forces have driven electronic product development increasingly in the direction of portability. This consideration, in conjunction with a growing awareness of the environmental impact of increasing global energy consumption, has led to a substantial body of research devoted to minimising the energy consumption of electronic systems. This is a relatively new field of research within which there are many unexplored challenges, none more so than in the area of prediction of the likely operational power dissipation of the system. Such techniques must be capable of producing efficient, accurate estimates in the shortest possible time.

It is the objective of this thesis to explore the problem of power estimation, with particular emphasis on processor systems. The focus of this work is on the input data sequence applied to the simulation model of the system. The power dissipation is a function of this sequence and it is demonstrated that by extracting only those parameters in the input sequence that relate to the power performance of the processor, the input sequence may be compacted when compared to the original data sequence. Additionally, development times are reduced by providing a statistical model of the input code, which, while containing valid instructions represents the power of the system rather than its functionality. The concepts of a Markov model of the instruction stream and a probabilistic measure of signal activity are combined to successfully represent the processor input data with a reduced data set, allowing speedier power estimates.

The techniques developed in this thesis are incorporated into a set of power estimation tools and utilities that are extensively verified with a complete processor design, in addition to a large set of typical arithmetic and logical submodules. A novel data generation technique for random inputs is also presented. This enables reference levels of power dissipation to be accurately obtained. By employing a genetic algorithm to optimise the generator properties, high quality repeatable sources of data are produced for the first time.
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The present state of electronic systems design may be characterised by a drive towards the allied goals of systems integration and convergence of functionality. The cellular phone, for example, becomes smaller and lighter and in the process acquires web browser capability [Levi02] [Spec01]. The combined effects of shrinking device geometries and increasing sophistication of design tools have also enabled designers to realise complete systems on a chip with relative ease [Jone01] [Gold01] [Eyre01]. At the same time, increasing amounts of functionality is finding its way out of slow memories onto silicon, in the form of firmware [Sher01]. Such acceleration has resulted in an increasingly complex paradigm for the specification and design of digital systems. This has resulted in challenges to the designer that could not possibly have been foreseen when pioneers such as Kilby [Gold97], Weimer [West93] and Wanlass [Riez91] were taking their first tentative steps along the path of integration. These challenges include increased clock speeds, shorter product development cycles and most recently, lower power consumption. Driven by an expanding market for portable electronic and communication systems, much research effort continues to be expended in the development of techniques aimed at reducing power consumption at all levels of circuit design [Giva01] [Simm01] [Wehm01] [Krus01] [Bhar01] [Kozh01].

In any endeavour, enhanced quality implies rigorous measurement and the field of low-power electronic systems design is no exception. Without the ability to assess the effect of architectural changes, the system designer cannot hope to influence the power performance of the design. The usual constraints imposed on project timelines also apply, in that the designer is also looking for speed and efficiency when assessing the likely power dissipation [Conte00] [Chen00] [Xie99].

Integrated circuits, while containing large amounts of functionality, do not function in isolation. They must interact in an environment where they reside in a hierarchy, communicating with other components at different levels in the system. This stratified approach is also reflected in the model used by the IC designer. Basic modules are combined into larger aggregates, which in turn are treated as components to be combined with other units of similar complexity, and so on. While system specification and functional decomposition are undoubtedly performed top-down [Espe02], much of the implementation
and coding work in systems design is, paradoxically, designed bottom up, or at best in parallel [ibid.]. The power-conscious designer therefore has a requirement to estimate power at several levels in the system, often at the same stage of the product cycle. The nature of the power analysis can also take several forms. Broad comparisons between competing solutions may need a universal approach with measurements that are portable across designs and between successive generations of a product [Chen00] [Gupt00a]. More specific and refined information concerning the power behaviour is generally required at higher levels of the design, where real world inputs may be incorporated into the scenario [Beni00] [Nema99]. Finally, a power rating may need to be determined at the highest system level, which should reflect the typical power rating likely to be encountered under typical working conditions [Maci01] [Gupt00b] [Laks99]. All of these disparate approaches fall under the umbrella of power estimation, yet each requires a different technique and is obtained under distinct operating conditions. The principal aim of this work is to present a unified, coherent approach to the problem of power estimation in integrated systems implemented in silicon.

Low power systems design for digital systems became a serious research topic following Anatha Chandrakasan’s seminal paper of 1992, produced while still a postgraduate student at Berkeley [Chan92]. In it, he focuses on the challenges of predicting and minimising the power dissipation for CMOS circuits, in particular fixed-function digital signal processing applications. In so doing, he identifies the pivotal idea that underpins all subsequent work in this field, the trade-off between area and power when minimising power consumption. Following this breakthrough there followed a period of intense activity, with many significant contributions to the burgeoning field of Low Power Design [Nema96] [Chou96] [Land95] [Najm95] [Raba95] [Land94] [Lin94] [Najm94] [Najm93] [Land93]. In tandem with the emerging design techniques, there appeared a body of work devoted to the prediction of the likely power performance of systems, generally termed CMOS Power Estimation. This need for such a discipline was evident, providing as it does a mechanism for the evaluation of novel architectures and concepts. The recent history of power estimation is generally considered to have begun at the University of Illinois, where Farid Najm published his ideas on applying a technique first suggested by the 18th Century French mathematician Bouffon, to the efficient appraisal of circuit power consumption, the so-called Monte Carlo method [Burc93]. Early contributions looked at circuits in isolation without reference to a context for those circuits. In particular, a number of static, probability-based methods for power
prediction evolved which were mathematically very intensive while never managing to handle more than a few dozen transistors, always represented as isolated, out of context circuits [Uchi96] [Mont94] [Chou94].

The importance of the circuit context soon became apparent, as researchers realised for example that processor power could depend on the program executed and that for CMOS circuits, power was heavily influenced by the input signals into the circuit and therefore on the circuit’s environment [Niko00] [Beni99] [Gupt97] [Gonz96] [Chan95b]. In recent years, as trends in portability and mobile communication have continued, issues such as low energy software design, adiabatic computing and synthesis for low power have received much attention from researchers [Levi02] [Beni99] [Ye97]. This emphasis on system level considerations has not been greatly reflected in the work being currently presented by those active in power estimation. While some research is being carried out at subsystem level, an overall systematic approach has yet to emerge. In addition, many of the high-level techniques that have been developed offer very little optimisation of the estimation algorithms presented. If such work is to be of relevance to the designer in industry, it must offer efficient, speedy estimates, with an approach that recognises the role of the module in its environment. System level estimates must be based on real data so that the designer can be confident that the results will reflect real working conditions. These attributes, efficiency, adaptability to hierarchical structures and the ability to reflect real world conditions when estimating power in digital systems, are the three objectives adopted at the outset of this present work.

Under the title of CMOS Power Estimation, this thesis aims to investigate the application of power estimation techniques in a comprehensive and systematic manner, using the three stated goals of adaptability, efficiency and relevance. The current state of the art and the intended focus for this work is now discussed for each of these criteria, in relation to power estimation in digital systems.

1.1 Adaptability: A Top-down Approach

The model most often adopted for systems design is that of a tree structure, with communication between successively higher modules in the system [Sjoh01]. As a commercial project is often a team activity, many of the levels are implemented in parallel. This has a number of consequences. Firstly, product development cycles are shortened and so an integrated circuit may be completed before the host module for which it is intended.
such cases the absence of real world stimuli for test and for power estimation may be a problem [Marc00]. However, to determine a power rating for a component requires exactly such data or a synthetic equivalent that will yield an equivalent behaviour from a power perspective. The qualities required from such data vary, as the point of application moves deeper into the structure. A processor, for example, demands real code and data, if it is to function correctly while the power is assessed. The necessary operating system or application software may not yet exist, even the instruction set may not be finalised. The requirement at this stage is therefore for a source of data, which has the power sensitive attributes of real code, is capable of meaningful interaction with the processor but may be generated in a fraction of the time it takes to provide a software environment for a new system. The efficient synthesis of such data is one aim of this work. Moving deeper into the hierarchy, down to the level of functional units such as multipliers, finite state machines and the like, input stimuli do not appear as code and data, but rather as sequences of binary vectors [Burd02]. Although ultimately derived from program execution, such data streams have characteristics from a power perspective which must be accurately represented if meaningful estimates of power dissipation are to be produced [Ragh99]. Again obtaining a source of such data can be problematic, as the module may be designed well in advance of the system, for example as part of a library for synthesis.

Data sequences for submodule power estimation also form part of the aims of the thesis. At the lowest level of any design reside basic combinational and sequential circuits, often forming part of a design database of reusable intellectual property, seeing service on many fronts, from fixed function signal processors to large scale computing components. For such elements, there is a requirement for a universal system of power classification, independent of the data and also for a means of determining the application-dependent power consumption [Hsia00]. Both of these types of power estimation, the universal and the specific are necessary for basic circuits if real adaptability is required of the power estimation process. They too are added to the list of aims for this work. In the next section the question of how well previous research has approached these issues is addressed and intended enhancements to the current body of knowledge in this area are outlined.
1.2 Efficiency: Faster Power Estimation

The notion of speed and therefore efficiency in the context of the evaluation of a process such as power estimation requires careful definition. To the designer, a meaningful and welcome improvement in the speed with which a process such as power estimation may be concluded is determined by reference to the best alternative. By analogy, processor A might be considered to be faster than processor B only when two useful applications are observed side by side and not by a simple comparison of clock speeds [Haye98]. Similarly, an objective of this thesis is to provide a meaningful improvement in power estimation efficiency resulting in speedier estimates when the overall context in which the designer works is taken into consideration. In particular, the techniques developed in this work will be applied to a meaningful case study, the design and test of a reduced instruction set 32-bit processor [Kain96] [Feld94]. Using this structure as an architectural vehicle, existing and proposed techniques will be evaluated at a systems level, where any speed improvement would be observed by the designer. The concept of measurement efficiency, while most useful to the systems designer, is not limited to the analysis of high level modules. Basic circuit modules also require characterisation of a form discussed in the previous section. In this instance however, efficiency is manifested in repeatability and accuracy of the particular type of Monte Carlo measurements, which is a direct function of the quality of the input data, a fact often noted in the literature [Ding00] [Burec94]. This work proposes a solution to the problem of ensuring consistent data quality for submodule power analysis and thus efficient power analyses, which has so far not been successfully resolved by researchers. The verification of system level estimation techniques has been carried out in conjunction with an actual system design to fully validate the work undertaken. Similarly, to demonstrate the general application of the gains in efficiency from the proposed techniques, a power estimation tool will be demonstrated, incorporating the ideas developed in the thesis. This allows a comprehensive overview to be taken of the estimation problem at the circuit level and efficiencies in simulation methodology, in addition to data generation, are proposed and evaluated.
1.3 Relevance: Combining Concepts

While the initial part of this thesis concentrates on analysis and estimation for circuits and submodules, the concepts are then combined to provide a real solution to the problem of systems level power estimation. Today’s designs are predominantly systems on silicon and a relevant power estimation technique must reflect this. A high level approach to system power is proposed by combining the concepts introduced in the early part of the work. This methodology has a high level of adaptability to different types of systems with varying data, control and communication signals equally represented. A working system is again used as the platform from which to evaluate this technique. The relevance of this model to power estimation for programmable systems is demonstrated by the implementation of an audio processing algorithm and the simultaneous estimation of power with a high level model.

1.4 Summary

Three approaches to enhance power estimation for digital systems are proposed. Firstly, increased adaptability to allow the different types of signals encountered at various levels in a system to be adequately modelled such that the power sensitive qualities of the data are retained. Secondly, the introduction of an efficient technique for data generation along with a rigorous approach to the measurement of the data quality and thirdly, the development of a high level methodology that is relevant to the wide variety of systems encountered today. To achieve these aims, a power estimation tool is developed to validate the approach to data generation, while a processor design is completed, along with a signal processing application to test the high level concepts introduced. The aim of this thesis may therefore be stated as being the integration of diverse power estimation techniques into a coherent framework, together with several new approaches designed to improve the efficiency and relevance of power estimation to the systems designer.
2 Power Consumption, Dissipation and Estimation

When the power performance of a system forms part of the design specification, the design cycle must include a means of estimating the probable power requirements of the system. This takes place before the actual implementation of the system as, for example, an integrated circuit. During this design cycle, the ability to effect improvements in the power performance of a system implies a requirement for power estimation algorithms to provide information during the design phase. Additionally, after implementation power measurement techniques may be employed to evaluate the system and assign a nominal power rating. In the context of digital CMOS design, such power measurement is usually performed on a functional die, chip or system by the application of input test vectors [West93]. The simultaneous monitoring of supply current is then performed and the waveform is integrated over time to yield a measurement of the average power consumption. The accuracy of such a procedure, and the measurement error, is solely a function of the test apparatus and the test vectors applied.

Power estimation, on the other hand, can take place at several stages in the development of the design [Theo00] [Saty00] [Turg98] [Hsie98] [Ding98a] [Liu94]. Estimates of power consumption can be made early in the design cycle, at the algorithmic level, while later estimates may be obtained from circuit-level information in a design database after place and route has been performed [Huiz90]. There is a trade-off to be made between speed and accuracy of the power estimate during this process [Najm94]. Later estimates use a design representation that more closely resembles the physical implementation of the chip, while initial behavioural estimates are based on abstract software-like constructs. In addition, the amount of data required to capture a design grows with the progress of the design [Wolf94]. Simulation of the performance of the system therefore takes increasing amounts of processor time, or equivalently processing power, as the system description becomes more refined.

Exhaustive simulation at all phases of the project is therefore not feasible and the designer must select the levels of simulation at which to operate. While designers of analogue circuitry, for example, may choose to simulate exclusively at the level of transistor operation, those involved in the synthesis of digital systems may opt for simulation at gate or register transfer (RT) level [Blai94]. The RT level of operation is of most application to the design of digital systems as the system is usually specified at this level, or higher [Pirs98]. This is a
fundamental and important decision, given the relatively undeveloped state of this area, because of the shrinking time frame within which electronic systems must be produced [Chan92]. Often, bespoke tools must be built to meet particular needs [Chen00] [Nema99] [Kuma95] [Mehr94].

Therefore, the aim of this Chapter is firstly to explore the physical processes which underlie the need for measurement and estimation of power in electronic systems. A number of alternatives for power estimation are then explored. In particular, the choices currently available when simulating digital ASICs are set out. Subsequently, one particular approach to power estimation used in this work and based on a Monte Carlo strategy is described, along with an approach employing probability concepts. The usefulness of each approach at different stages in a design is also suggested.

2.1 Power Dissipation in CMOS Devices

The physical origin of power dissipation in all CMOS circuits is now explored from a historical perspective, using the inverter as an example. The terminology employed in the literature as regards power dissipation and power consumption is also clarified. Power is separated into three components and the average and instantaneous values of these quantities are identified. Typical simulation waveforms from a circuit simulator are also provided, by way of illustration of the relative magnitudes of the components of power identified in the discussion.

Early developments in IC technology were based on PMOS fabrication technology due to the ease with which a metal gate enhancement mode device could be reliably produced with only four masks [Mill72], a simple but robust process, which today still finds occasional application in academic laboratories. This technology was eventually replaced by an NMOS-based silicon gate process because of the superior mobility inherent in the majority carriers. Typically, in such NMOS circuits, the majority carrier electron mobility is 2.5 times the minority hole mobility [Brac87]. Since the switching time for an inverter is inversely proportional to the carrier mobility, NMOS logic devices were correspondingly faster. However, for both logic families considerable power was consumed even under quiescent or static conditions, resulting in power consumption of the order of milliwatts per gate [Kang96]. In 1963, Fairchild Corporation patented three circuits, an inverter, a NAND gate
and a NOR gate, that exhibited nanowatt power consumption levels, two orders of magnitude lower than the then current NMOS technology [Scie97]. The new circuits initially used discrete transistors of both polarities and the concept was termed CMOS. The more complex production techniques required did not hinder this technology from becoming dominant, due to its superior power performance, particularly under static conditions [Kang96]. An understanding of the mechanisms by which this energy is consumed in a CMOS circuit is central to any attempt to measure and minimise the effect of such mechanisms.

2.1.1 Consumption and Dissipation in a CMOS Inverter

The term power consumption will be used to refer to the total power delivered by the dc supply to the circuit. Power dissipation refers to that portion of the power consumption that is transformed into heat by resistive layers on the die. However, the terms are used interchangeably in the literature [Nico01] [Leme98] [Maci96] [Najm95] [Chan95a] since ultimately all the energy delivered is dissipated, primarily in heat but with some photon emission. The average and the instantaneous values of these quantities are both of interest to circuit designers [Bella95]. The instantaneous power consumption is a function of the current waveform associated with the power supply. The maximum value of the instantaneous power coincides with the maximum value of the current waveform. Two unwanted phenomena in CMOS circuits which are both a function of maximum power are the power supply noise, which is due to the finite output impedance of the supply and its distribution system, and a temperature rise within the device [Hsia00] [Wu01] [Jian00]. Both of these have an adverse effect on the performance of the circuit. For portable applications where battery life is of concern, the average power consumption is usually considered [Chan95b] [Xant00] [Namg00] [Simo00] [Wang00]. It is also instructive to consider the flow of energy that takes place when logic transitions occur. The CMOS inverter consists of an NMOS device in series with a PMOS device, as shown in Figure 2.1.
The total power dissipation $P_{\text{total}}$ can be separated into three components as indicated in (1)

$$P_{\text{total}} = P_{\text{static}} + P_{\text{dynamic}} + P_{\text{short-circuit}}$$

The static power dissipation, represented by $P_{\text{static}}$, is caused by a combination of two factors, the leakage current due to the parasitic reverse-biased diodes in the CMOS structure and a current that flows due to the input voltage [Blai95]. The contribution to static power due to leakage is approximately 1fA per device junction and so may be neglected [Jaeg97]. The other factor in determining the static component of power, the current due to the input voltage, can be of significance under certain conditions, as is explained.

The input voltage to the inverter is $V_{\text{in}}$ and when it is in the range $0 < V_{\text{in}} < V_T$, where $V_T$ is the threshold voltage of the NMOS device, a weak channel forms between drain and source of this transistor. The device is ON, with a small temperature dependent current in the subthreshold region of operation [Blai95]. The drain current may therefore be approximated by the expression in (2) where $W_{\text{eff}}$ is the effective channel width, $W_0$ is gate width at $V_{GS}=V_T$, $I_0$ is the drain current at the same point, and $S$ is the subthreshold swing parameter [ibid.].

$$I_D = I_0 \frac{W_{\text{eff}}}{W_0} \cdot 10^{\left(\frac{V_{\text{in}}-V_T}{S}\right)}$$

The parameter $S$ is the amount of gate-source voltage required to reduce the drain current by one decade and is typically in the range 70-90mV/decade [ibid.]. For a 1μm process with a typical supply voltage of $V_{DD} = 3.3V$ and a subthreshold swing parameter $S = 70$mV/decade, reducing the threshold voltage to $V_T = 0.14V$ for example, results in a drain current of
approximately $I_D = 25\mu A$ and a static power dissipation of approximately 820nW when $V_{in}=0$. This is not a sustainable level of power dissipation and is one of the reasons why the threshold voltage is not reduced to very low levels. For typical devices, the threshold voltage is designed to be at a sufficiently high level so that the static component of power dissipation is not of significance.

The second component of power dissipation, the dynamic power $P_{dynamic}$, may be obtained by examining the current that flows when the gate is driven with an ideal step input. In this case current is drawn from the supply as the total capacitative load $C_L$ is charged. The instantaneous current drawn from the supply is given by (3) and the instantaneous power consumption may be obtained by multiplying this expression by the fixed supply voltage $V_{DD}$ [Jaeg97].

$$I_{DD}(t) = C_L \frac{dV_{out}}{dt} \quad (3)$$

For an input waveform with period $T$, the average power consumption over one period may be obtained by the integration of this expression, yielding (4).

$$P_{DD} = \frac{1}{T} \int_0^{V_{DD}} C_L V_{dd} dV_{out} = \frac{C_L V_{DD}^2}{T} \quad (4)$$

Under the same conditions, the instantaneous dynamic power dissipation in the circuit may be expressed as the sum of the instantaneous power dissipation for both devices, as given in (5).

$$P_D(t) = V_n(t)I_n(t) + V_p(t)I_p(t) \quad (5)$$

This may be rewritten as shown in (6).

$$P_D(t) = V_{out}(-C_L \frac{dV_{out}(t)}{dt}) + (V_{DD} - V_{out})(C_L \frac{dV_{out}(t)}{dt}) \quad (6)$$

The integration of this expression over the period $T$ in (7) yields the average dynamic power dissipation $P_D$. 
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Energy is only drawn from the supply during an output transition from 0 to $V_{DD}$. This energy is $C_L V_{DD}^2$. Half of this energy is dissipated in the channel resistance of the PMOS device as the load capacitance charges up [West93]. The remainder of the energy, $0.5C_L V_{DD}^2$, is dissipated in the NMOS channel when the capacitance discharges as a result of the $V_{DD}$ to 0 output transition. Equation (7) shows the importance of distinguishing between energy and power in characterising circuit performance. While an increase in the period would lower the dynamic power dissipation, the energy required for the process remains unchanged. For this reason, a measure termed the energy-delay product is often quoted as a figure of merit for a circuit [Raba96]. It is the product of total energy transferred from the supply to the circuit during a HIGH to LOW input transition times the propagation delay.

The third component of the total power dissipation is the short-circuit power dissipation, $P_{short-cct}$. This dissipation occurs because of the finite input signal slope, which allows short current pulses to flow between $V_{DD}$ and Ground while both devices are momentarily on. It is also a function of the output load. An analysis [Veen84] of an unloaded inverter yields an expression for approximate short circuit power as indicated in (8).

$$P_{short-cct} = \frac{\beta}{12} (V_{DD}^2 - V_T^2)^3 \frac{t_{rf}}{T}$$

(8)

In this expression, $t_{rf}$ is the rise/fall time of the input waveform and $\beta$ is the transistor conductance parameter. For a loaded gate, with equal rise and fall times, the short-circuit power dissipation is typically less than 10% of the total power [ibid.].

The distinction between power consumption and power dissipation and the relative importance of short-circuit and dynamic components of power dissipation may be easily seen by means of a circuit simulation. In Figure 2.2, a CMOS inverter is driven by a pulse waveform. The input signal has a frequency of 50MHz, with equal rise and fall times of 2ns. The voltage levels of the pulse are $V_{DD}$=5V and 0V. The inverter was designed with a gate length of 1\mu m and transistor widths of Wn=10\mu m and Wp=20\mu m. Two lumped capacitances representing input and output capacitance were included in the simulation. The values used were $C_{in}$=20fF and $C_{load}$=1pF. The large output capacitance serves to accentuate the device...
currents, for clarity in the simulation. The input waveform, the instantaneous supply current, the load current and the two transistor currents are recorded. The circuit simulator SPICE [Nage75] was used. The CMOS process was a commercial 1μm technology.

Figure 2.2: Inverter Current and Voltage Waveforms

A number of observations may be made. Firstly, the instantaneous supply current $I(V_{DD})$, is not the same as the device load current, which consists of the sum of the two components $I_d(MN1)$ and $I_d(MP1)$. Consequently, the instantaneous power consumption is very different to the instantaneous power dissipation. The average values of these quantities are the same. The short-circuit current is indicated by the smaller current peaks for each device. Power-conscious layout can minimise this component of power consumption, which may be easily quantified for typical transistor configurations [Nose00].
2.1.2 Estimation of the Correct Power Quantity

The average dynamic power dissipation, as indicated by (7), is independent of transistor characteristics such as device geometry, sheet resistance or delay. This allows some general conclusions concerning power dissipation in larger static CMOS circuits to be made. Firstly, designers wishing to design a 'low power' system must first specify if longer battery life and lower operational die temperature is a design goal. Other parameters that may also be of interest are electromigration, voltage sag on the power bus and component reliability [Deng88]. When battery life forms part of the system specifications, then average power dissipation is the key parameter to be addressed. When parameters such as circuit reliability or the proper design of power and ground lines are of more concern, then instantaneous, and therefore the maximum, current and power should be measured. While instantaneous and average power may each be used as an approximate estimator of the other, researchers building specific power estimation tools, have usually focussed on one or the other [SimuOl] [KoukOl] [Gonz96]. For this work, power estimation for design of portable systems is the primary aim. Portable systems require a minimisation of battery current, and therefore the average power dissipation of the system is the focus. This quantity is exactly equivalent to the average power consumption. In addition, as the short-circuit and leakage elements of power dissipation are considerably smaller than the dynamic component [Veen84], minimisation strategies employed should concentrate primarily, but not exclusively, on reducing the average dynamic power dissipation.

2.2 Power Estimation in CMOS Circuits

The design of a complex system such as a processor often follows a sequence of tasks, known as a design flow, that takes the project from an abstract system-level specification, through simulation and verification, down to a transistor netlist or a set of layout masks, ready for fabrication. This process can be divided into a number of well-defined steps, the output from which represents a further refinement in the transition from concept to silicon. One such set of sub-tasks is indicated in Table 2.1 [Maci98].
<table>
<thead>
<tr>
<th>Level</th>
<th>Design Abstraction</th>
<th>Power Estimation Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Software Optimisation</td>
<td>Software Power Analysis</td>
</tr>
<tr>
<td>2</td>
<td>Behavioural Transformation</td>
<td>Behavioural Power Analysis</td>
</tr>
<tr>
<td>3</td>
<td>High Level Synthesis</td>
<td>Register-level Power Analysis</td>
</tr>
<tr>
<td>4</td>
<td>Logic Synthesis</td>
<td>Gate-level Power Analysis</td>
</tr>
<tr>
<td>5</td>
<td>Technology Mapping</td>
<td>Circuit and Switch Level Power Analysis</td>
</tr>
</tbody>
</table>

Table 2.1: Design Cycle Stages

At each level of abstraction, a power estimator is used to loop through the design alternatives to predict the power at that level. The accuracy of the power estimate increases as the design detail increases, but this is at the expense of increased computing resources and simulation time. Power optimisations applied at high levels in the design flow yield shorter development times and quicker power estimates. However, more accurate and reliable results are achieved by the use of tools lower down the table, due to a more mature state of development [Roy00]. As long as the design process takes place at a number of different levels, from the behavioural down to the transistor level, power estimation must be available at that level to evaluate the effect of circuit modifications. Software and hardware development increasingly takes place concurrently and so the relatively new area of software-hardware power co-optimisation is of importance [Heal00]. For each of the five levels of power estimation indicated, current techniques will now be described.

2.3 Software Power Estimation

The aim of software power estimation is to provide a figure for the power dissipation of a section of code. There are currently four techniques available for achieving the Level 1 power estimation referred to in Table 2.1. Some of these techniques, while introduced here in the context of software power estimation, are applicable to more than one level. The four techniques available for estimating the power implications of software are now discussed.

*Gate level* power estimation is one of the most accurate methods currently in use for software power estimation [Chou96] [Najm94]. This uses a logic level description of the processor, post synthesis, with a behavioural level model of external memory for code and data. The method is slow, but can provide useful data when characterising modules for use in more abstract software estimation tools.
Architectural level power estimation of software models the processor as a set of interconnected functional modules such as the ALU, register file, controller, etc. The components are characterised for power a priori and the number of accesses associated with each instruction is also obtained. The energy cost of a program operation is then determined by adding the dissipation of each module, over all cycles of the program run [Sata95].

Bus switching activity is another approach to software estimation that assumes that signal transitions on the processor busses are a good indicator of overall processor activity. A sample program is run and statistics are gathered for the amount of activity on each bus. A simplified processor model may be used, that takes into account those elements of software that generate bus transitions, such as op-codes, typical input data and address space usage. These sequences of code can be translated into binary sequences, which directly provide the required activity. This information is used to choose between software alternatives [Chan95a] [Land95].

Instruction level Power Analysis is the fourth technique available for software power estimation based on the average power dissipation of each instruction [Tiwa96] [Roy00]. Processor operation is divided into two categories: a normal mode when the bulk of the processing occurs such as arithmetic functions, register and memory accesses, etc. and a mode where the prior state of the processor is grossly altered. Pipeline stall, buffer stalls and cache misses fall into this latter category. Instruction energy is obtained for each category type. For instructions such as add, multiply and shift, the power dissipation is divided into two components, the Base Cost $B_i$ and the Circuit State Effect $O_{ij}$. Base cost is that fraction of the power dissipation of instruction $i$ that does not depend on the previous state of the processor. It can be determined by running a fragment of code consisting of a number of instances of the target instruction. Power and energy estimates for the base cost of the instruction are then made using the circuit activity, the number of execution cycles and the supply voltage. An average value may be obtained by simulation, using different examples of the instruction, for example by varying the registers accessed during an add instruction. The circuit state effect is the additional energy $O_{ij}$ that is dissipated when the processor changes state during the execution of instruction $i$ followed by instruction $j$. When instruction $i$ and instruction $j$ are of the same type, e.g. add, the circuit state effect is an average value, due to the change of registers, constants and addresses within the instruction. Published work in this
area [Tiwa96] does not distinguish between instruction \(i\) followed by instruction \(j\) and vice versa, due to the measurement technique employed. In this work, measurements were taken from a processor while a section of code consisting of the two instructions was repeated many times. This meant that the transitions \(i\) to \(j\) and \(j\) to \(i\) were indistinguishable. This difficulty could be overcome in a simulation environment.

For example, a memory access is followed by an arithmetic operation in the following two lines of code: \texttt{Reg1 Mem[10], Reg1 Reg1+Reg2}. In this case, circuit state effects would include changes in the instruction bus, new controller outputs and rerouting of ALU inputs. The sequence is repeated several times and the energy is then obtained. The energy associated with a stall or a miss is also termed an effect with associated energy \(E_i\) and is determined with a special simulator which can generate such events. [Tiwa96]. The cache or miss is simulated in isolation and the energy dissipated is thereby obtained. Equation (9) allows the energy dissipation of a sample program to be estimated from these instruction level power measurements.

\[
E_p = \sum_i (B_i \cdot N_i) + \sum_{i,j} (O_{i,j} \cdot N_{i,j}) + \sum_k E_k
\]  

(9)

In this expression, \(N_i\) is the number of occurrences of instruction \(i\), while \(N_{i,j}\) counts the number of times instruction \(j\) is followed by instruction \(i\). The energy associated with effects such as stalls and misses is represented by \(E_k\). For example, the base costs and circuit state effects associated with part of the instruction set of a hypothetical processor are given in Table 2.2.

<table>
<thead>
<tr>
<th>Instruction (j)</th>
<th>Base Cost (pJ)</th>
<th>Circuit State Effects (pJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LoadWord</td>
</tr>
<tr>
<td>LoadWord (lw)</td>
<td>2.37</td>
<td>0.81</td>
</tr>
<tr>
<td>Add</td>
<td>2.25</td>
<td></td>
</tr>
<tr>
<td>StoreWord (sw)</td>
<td>3.51</td>
<td></td>
</tr>
<tr>
<td>Subtract (sub)</td>
<td>0.98</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2: Energy Associated With An Instruction Set

The following fragment of code evaluates the expression \((x-y)+z\), where \(x\), \(y\) and \(z\) are memory variables. The processor executes the following sequence of instructions:
register 1 <- x
register2 <- y
register3 <- z
register4 <- x-y
register4 <- register 4 + register 3.

Assuming that an add was the last instruction executed before this section of code, the energy costs associated with the code may be evaluated as shown in Table 2.3. Each line of the program contributes two components to the overall energy cost of the code. The first component is the base cost unique to each instruction. To this is added the incremental energy cost incurred when one instruction is followed by another. This is the circuit state effect.

<table>
<thead>
<tr>
<th>Line Number</th>
<th>Instruction</th>
<th>Base Cost (pJ)</th>
<th>Circuit State (pJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>lw</td>
<td>2.37</td>
<td>1.05</td>
</tr>
<tr>
<td>2</td>
<td>lw</td>
<td>2.37</td>
<td>0.81</td>
</tr>
<tr>
<td>3</td>
<td>lw</td>
<td>2.37</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>sub</td>
<td>0.98</td>
<td>0.68</td>
</tr>
<tr>
<td>5</td>
<td>add</td>
<td>2.25</td>
<td>1.65</td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td>10.34</td>
<td>5.00</td>
</tr>
</tbody>
</table>

Table 2.3: Energy Associated with a Sample of Code

The total energy associated with this code is therefore (10.34+5.00)pJ=15.34pJ. With a clock period of 50ns, for example, the average power dissipation is 15.34pJ/50ns=308μW. In [Tiwa96], a cache simulator is used to estimate the frequency of cache misses, to add the energy cost of these events to the overall energy consumption of the code. This technique may be extended to characterise blocks of assembly code within a large program. The frequency of blocks may then be used to estimate the power dissipation of the program.

This approach to power estimation is only applicable to programmable systems where there is some element of stored program control, either at the instruction level or at the level of microcode. Evaluation of other forms of architectures such as fixed-function DSP systems, array processors and individual datapath elements would prove more problematic. Many systems are characterised by the relative sizes of the controller and datapath, so-called data-dominated and control-dominated systems. This technique makes no attempt to capture the
influence of data or operands on the power dissipation. It would therefore be unsuitable for such data-dominated systems as audio and video processors. The utility of this methodology would be most easily observed in quantifying the power dissipation of an embedded system with a relatively small instruction set, where the code sequence is fixed, with little programmability. Otherwise the amount of simulation required to capture all the possible base and circuit effects would become excessive. Another possible effective use would be in an incremental design or a re-design, where for example only the effect of additional instructions required analysis.

2.4 Behavioural Power Estimation

At the behavioural level of the design cycle, the system is represented by high level modules such as memory, ALU and register file. These are described only in terms of their function and no circuit information is yet available. As there is no gate or netlist information available, power estimates must depend on abstract models of both capacitance and switching activity. A number of approaches have been suggested for estimating the likely power dissipation of the final system. These are now outlined.

*Information Theory Models* use the output entropy of a function to predict the average area and so estimate the switched capacitance and average power dissipation of the final CMOS implementation of the function [Nema96] [Pipp77]. For example, a Boolean function \( F \) has an \( n \)-bit input vector \( X \), and an \( m \)-bit output vector \( Y \). The input entropy of the function, \( H(X) \), is given in (10), where \( p_i \) is the probability that the input vector \( X \) takes the \( i \)th value \( X_i \).

\[
H(X) = \sum_{i=1}^{2^n} p_i \log_2 \frac{1}{p_i} \quad (10)
\]

The output entropy \( H(Y) \) is defined in (11). There are \( 2^m \) possible output values and the probability that the output takes the particular value \( Y_i \) is given by \( p_i \). The summation is taken over the \( 2^m \) output values.

\[
H(Y) = \sum_{i=1}^{2^m} p_i \log_2 \frac{1}{p_i} \quad (11)
\]
When input signals are random, with signal probability of 0.5, the function $H(Y)$ can be used to estimate the area of the average minimised implementation using (12), where $A$ is the circuit area and $K$ is a constant of proportionality.

$$A = K \frac{2^n}{n} H(Y)$$ (12)

Empirical results have shown the effectiveness of this approach for small and medium sized circuits in predicting circuit area and power dissipation. In [Marc96], it has been shown that the average switching activity of a bit is upper-bounded by half its average entropy. Therefore, the average power dissipation may be approximated by (13), where the average switching activity is estimated by half the average entropy.

$$P_{\text{avg}} = 0.5V^2fC_{\text{total}} \frac{H_{\text{avg}}}{2}$$ (13)

The average circuit entropy $H_{\text{avg}}$ is estimated in turn using an expression proposed in [Nema96], as indicated in (14).

$$H_{\text{avg}} = \frac{2}{3(n+m)}(H(X) + H(Y))$$ (14)

In addition, the entropy is used to predict the total switched capacitance of the circuit. Ferrandi et al. [Ferra98] proposed a capacitance estimator based on the number $N$ of nodes in the binary decision diagram representation [Brya86] of the circuit function, as expressed in (15).

$$C_{\text{total}} = \alpha \frac{m}{n} NH(Y) + \beta$$ (15)

The coefficients of the model $\alpha$ and $\beta$, are obtained through a linear regression on a set of previously synthesised circuits. Tyagi, in [Tyag97], explicitly addresses controller circuits, where a lower bound is obtained for the entropy of the average Hamming distance [Beni99] between $T$ states drawn from a state set $S$. In this expression, given in (16), $p_{ij}$ is the steady-state transition probability between two states, $H(s_i,s_j)$ is the Hamming distance between the two states and $h(p_{ij})$ is the entropy of the probability distribution $p_{ij}$.
\[
\sum_{i,j} p_{i,j} H(S_i, S_j) \geq h(p_{i,j}) - 1.52 \log T - 2.16 + 0.5 \log(\log T)
\] (16)

*Complexity-based models* attempt to express the power dissipation as a function of circuit complexity, an abstract measure which reflects a variety of parameters such as the number of literals in a Boolean expression or the number of states in a controller description [Mull91]. The notion of a gate equivalent count is central to the complexity-based paradigm. This is an estimate of the number of basic gates, such as NAND gates, which will result when the function is eventually synthesised. In addition, an average energy is associated with the equivalent gate. Thus, obtaining an approximation for the number of equivalent gates in a function allows an estimate of the average power associated with the function. One such model is the Chip Estimation System [ibid.], which is based on the average power estimate provided by (17).

\[
P_{\text{avg}} = fN(\text{Energy}_{\text{gate}} + 0.5V^2C_{\text{load}})E_{\text{gate}}
\] (17)

In this expression \(f\) is the clock frequency, \(N\) and \(\text{Energy}_{\text{gate}}\) are respectively, the number of equivalent gates and the average energy consumption of an equivalent gate. The average capacitive load for an equivalent gate, including fanout and interconnect is given by \(C_{\text{load}}\) and is estimated statistically, based on fanout and wire load models. The average output activity per cycle is given by \(E_{\text{gate}}\). The value used depends on the functionality of the module. Other work in this area focuses on fitting a variety of regression curves with data from fabricated circuits. Landman and Rabaey [Land95] use this technique to predict the power dissipation of a finite state machine using a precharged pseudo-NMOS technology, amongst others. Nemani and Najm [Nema97a] [Nema97b] predict the area of a single output Boolean function \(f\) using a complexity measure based on the on-set and off-set [Nema97a] of the function. The complexity of the on-set of \(f\) is given by (18), while the equivalent function for the off-set is given in (19).

\[
C_1(f) = \sum_{i=1}^{N} c_{i(\text{on})} P_{i(\text{on})}
\] (18)

\[
C_0(f) = \sum_{i=1}^{N} c_{i(\text{off})} P_{i(\text{off})}
\] (19)
The individual sizes of the $N$ essential prime implicants [DeMi94] of the on-set are given by the set of integers \{c_1, c_2, ..., c_N\} and the weight $p_{i(\text{on})}$ is the probability of all minterms in the on-set of $f$, which are covered by essential primes of size less than or equal to $i$. The area complexity of the off set of $f$ is also calculated in a similar manner. The overall area complexity of function $f$ is then given by (20).

$$C(f) = \frac{C_1(f) + C_0(f)}{2}$$  \hspace{1cm} (20)

The final step in the process involves a set of regression curves for random logic functions obtained using a logic optimisation program. These curves relate the area complexity to actual circuit area. This approach has also been applied to multiple output functions [Nema97b].

*Synthesis Based Models* rely on a register transfer level template for the circuit, thereby reducing the final choices in the system architecture. The designer chooses from a limited set of options, such as pipeling structure, controller design or bus architecture. The power estimate is then obtained from a register-transfer level simulation of the system. Typical system data is provided by static or statistical profiling of input data [Chan95] [Chan96] and by dynamic profiling, where a behavioural simulation with input data is performed [Kuma95] [San96].

Given the diminishing time allocated to product design, an algorithm that delivers a quick estimate based on the Boolean function, is a useful analytical tool. For this reason the entropy-based information theory model may be regarded as a good compromise between time and accuracy. While some prior knowledge of the relationship between area and power is assumed, a simple linear relation could be easily developed from one or two designs. While not providing the accuracy of some of the more time-intensive approaches, this technique represents a good engineering compromise that has a reasonable chance of being used in commercial designs, as a first estimate of power dissipation.
2.5 Register Transfer Level Power Estimation

RT-level power estimation is predominantly based on the use of switched capacitance models of medium-complexity circuit modules such as adders, multipliers and memories [Raba95][Theo00]. Signals at this level are often modelled in terms of their statistical properties. While there are several ways of describing the activity at the RTL level, two measures of the behaviour of a digital signal have, in particular, have proved useful. They are the signal probability, $P_s$ [Park75] [Bala89] and the signal transition probability, $P_t$ [Xake94] [Najm92]. Conceptually, the signal probability is defined as the probability that a signal will be at the HIGH logic level. The transition probability is the probability that the signal will switch states during the clock cycle. Thus for a clock signal, $P_s$ is 0.5 and $P_t$ is 1. Uniform digital white noise (UWN) is defined as a digital signal for which both $P_s$ and $P_t$ are 0.5. The switching activity $\alpha_i$ of a circuit node $i$ is another useful concept. It determines how many 0 to $V_{DD}$ transitions occur at the node per unit time. The observed switching activity is therefore an estimator of the probability that the node will undergo a LOW to HIGH transition during any given clock cycle. [Bella95]

The power model used to characterise an RTL subsystem is referred to as a power macro model. The power macro model for a multiplier, for example, is a multivariable expression for the power dissipation of that multiplier. It is usually parameterised in terms of quantities such as input bit width, module structure and supply voltage. It is developed by simulating a gate- or switch-level representation of a set of representative modules with differing input sizes, signal statistics and internal structures with random input data and thereby fitting a regression curve to the results. The regression curve is then used as the power macro equation and is evaluated for components instantiated in individual designs. The additional power dissipation from random logic blocks or interface circuitry is obtained by gate level simulation, or by probabilistic techniques. A number of forms have been proposed for the power macro equation, each of which contains trade-offs between accuracy and computational requirements. One of the earliest and simplest power macro models is found in [Powe90], where it is termed the power factor approximation technique. This work uses a constant type model where an experimentally determined constant $C$, is used as weighing factor. For example, the power dissipation of a multiplier with two $n$-bit inputs is given by (21).
The supply is \( V_{DD} \), and \( f_{\text{activ}} \) is the frequency with which the module is accessed. This model does not take the input data dependency of the power dissipation into account. When input data other than UWN is applied, i.e. data containing temporal correlation (between samples) or spatial correlation (between bit positions), then this expression over-estimates the power dissipation because the effect of such correlation is to reduce the activity at the individual nodes [Najm95]. Thus the UWN-based estimate of power is useful as an upper bound on the power.

A more sophisticated model, which takes into account the amount of activity at the inputs of the model, has been developed by Landman and Rabaey [Land93]. This model, called the dual bit type model, incorporates a relationship between successive samples of the input data, into the power estimate. The transition activity for each bit position is also factored into the model. For example, Figure 2.3 shows the transition activity \( P_t \), for each bit position of a 16-bit correlated data stream, for correlation coefficients in the range -0.99 to 0.99.

\[
P_{\text{diss}} = 0.5V_{DD}^2n^2f_{\text{activ}}
\]  

(21)

The data is drawn from a gaussian process for which the temporal correlation is given by (22), where \( \text{cov}(x_{t-1},x_t) \) is the covariance between two successive samples.

\[
\rho = \frac{\text{cov}(x_{t-1},x_t)}{\sigma^2}
\]

(22)
This corresponds to the correlation coefficient at lag one. Transition probabilities are given for a number of values of correlation. Note that when the correlation between samples is zero, the data becomes white noise. To produce this data, a sample of gaussian white noise was sampled and filtered with an autoregressive filter, such that correlated data is obtained. By varying the filter parameters, correlation coefficients in the range 0.9 to -0.9 were generated. The transition probability for the 16-bit data was then plotted against bit position, for each value of correlation. Given that power dissipation is a function of the activity of the input data, it can be seen that use of white noise as input data gives at best an upper bound to the power dissipation. While this information can be of use, precise power estimates are obtained only with real data, or by generating synthetic bit streams which have the same statistical properties as the original data. In order to generate such data, input streams are divided into three regions, from the LSB to the MSB. For example, the data stream analysed in Figure 2.3 contains a region from bit 15 to bit 12, termed the sign region. The region from bit 8 to bit 0 is a white noise region. There is also a small intermediate region between the other two regions, where the signal probability varies from 0.5 to a value determined by the correlation coefficient. The location of the boundaries of each region, called breakpoints, may be expressed in terms of the signal properties. Breakpoint BPl defines the transition from the sign region to the intermediate region and is given by (23), where the signal mean and standard deviation are given by $\mu$ and $\sigma$ respectively.

$$BPl = \log_2(|\mu| + 3\sigma)$$ (23)

Breakpoint BP0, between the intermediate region and the white noise region, is given by (24).

$$BP0 = \log_2 \sigma$$ (24)

This model also replaces fixed capacitive coefficients with a parameterised capacitance, the value of which depends on the exact statistical behaviour of the input data. The overall effect is a power modelling technique for modules such as register files, multipliers and adders which give results comparable to switch level simulations. As long as the underlying technology does not change, or new synthesis algorithms implemented, the results are generally valid. This work has been extended [Gupt97] to a three dimensional technique that
utilises the output switching of the circuit in addition to the switching activity discussed above.

These RTL procedures are based on a regression model of the subsystem. The parameters of the model are extracted from a large number of implemented systems. They are therefore valid only for a given technology, place and route tool and standard cell library, as altering these parts of the design flow would result in a different physical capacitance for the system. Where the design process is relatively static, as in an academic environment and when a large amount of prior work has been completed on modules and subsystems, then this approach should yield good results. This has been the format adopted for power estimation results reported using these techniques. Systems are analysed based on the results of previous research into the modules incorporated into the system. However, for an \textit{ab initio} power estimation exercise, the effort required to characterise all cell, modules and memories to build the regression models, would become very time consuming.

2.6 Gate Level Power Analysis

At the gate level stage of the design, a synthesis tool is invoked to automatically translate the register-level VHDL description of the system into a netlist of basic gates. Good estimates of the capacitive loading at each node are also available, created with a wire load model of the interconnect and the fanout. As a result, there are a large variety of options for estimating the power dissipation at this point. The dynamic component of both average and instantaneous power dissipation is due to the charging and discharging of the drain- and source-to-substrate capacitances, the gate-to-substrate and the interconnect capacitance of the transistors used to implement the gate function. Transitions only occur as a consequence of a change in logic inputs to the gate and may be categorised as either useful or spurious. Useful transitions are those that represent a change of logic level from one steady state level to another. A finite time is required to charge and discharge the device and interconnect capacitances associated with the gate. There is therefore a delay between the change in logic inputs and the corresponding output transition. One of the effects of this propagation delay is the occurrence of two or more additional transitions, which may take place in addition to the transition determined by the logic function of the gate. The exact nature of these so-called hazards or glitches will be discussed next, together with some methods for accurately modelling the
delay that causes them. An important result of this classification of transitions into wanted and unwanted events is that the dynamic power dissipation incurred may be similarly divided into two components. The hazard power component may be typically 20% of the total dynamic power on average, and up to 70% in circuits such as combinational adders [Naim94]. The ability to accurately estimate both components of the dynamic power is therefore a useful discriminator between power estimation methods at the gate level.

How successful a tool is in estimating the hazard component of the dynamic power dissipation depends on the model used for propagation delay. There are three basic approaches to modelling a gate delay. The simplest method, known as the zero-delay model, ignores all gate delays. This model therefore neglects the dynamic power component due to hazards and so provides the lowest estimate of dynamic power dissipation. A slightly more sophisticated approach is to incorporate a unit-delay model, which assigns a nominal, fixed delay to each gate. This allows an estimate of the power component due to hazards. The most accurate method of modelling delays at the gate level involves the use of variable delays. There are several approaches to this [Roy00], one very common approach being the division of the delay into two components, one fixed and one variable. The fixed component is called the inertial delay and is constant for a given gate. The second component, termed the transport delay, is a function of the gate fanout. The overall gate delay is then given by (25).

\[
delay = inertial + transport \times \text{fanout}
\] (25)

Refinements to this model may include temperature and process dependencies and statistical variation due to manufacturing tolerances. This model provides the most accurate delay estimate and also the optimum method for determining gate level power dissipation.

Regardless of the delay model used, gate level power estimation may be divided into two categories, as shown in Figure 2.4, termed probabilistic and statistical.
The input in either case is a large number of input patterns, which are applied synchronously. The probabilistic method uses these waveforms to estimate a measure of how often each input bit is likely to switch state. Measures used include the signal probability, transition probability and switching activity. Various algorithms have been proposed using these quantities [Najm94]. Typical probabilistic estimation uses the switching activity \( A(x_i) \) which is the probability that the logic signal \( x_i \) will switch during any given clock cycle. The switching activity \( A(x_i) \) at each circuit node \( i \) is calculated and the dynamic power is given by (26).

\[
P_{\text{avg}} = \frac{1}{2} V_{DD}^2 \sum_{i=1}^{n} C_i A(x_i)
\]

The capacitance at each node is estimated using the gate output capacitance, the fanout and an estimate of interconnect capacitance using a wire load model. It has been shown [Najm93] that if the inputs \( x_i, i = 1, ..., n \), to logic function \( M \), are known, the signal activity \( A(f_j) \) at the output \( f_j \) of the logic gate may be calculated using (27), where the partial derivative of output \( f_j \) is given by (28), and \( P \) is the signal probability of the derivative.
The behaviour of the input must be specified by supplying values for the activity of each input bit. As indicated in (28), the partial derivative, also known as the Boolean difference, is calculated using the EXCLUSIVE-OR function. The term \( f_j \mid_{x_i = 1} \) is called the cofactor of \( f_j \) with respect to \( x_i \), while the term term \( f_j \mid_{x_i = 0} \) is the cofactor of \( f_j \) with respect to \( \bar{x_i} \). The Boolean difference indicates whether \( f_j \) is sensitive to changes in input \( x_i \). When the Boolean difference is zero, the function \( f_j \) does not depend on \( x_i \) and when it is one, the function is said to be sensitised to input \( x_i \). The probability \( P \) corresponds to the likelihood that the output is sensitive to input \( x_i \), while the product of \( P \) and \( A \) is the fraction of the switching that takes place at the output, contributed by input \( x_i \). The overall amount of switching at the output is then given by the summation of each contribution from the \( n \) input bits.

The probability \( P \) is calculated using an algorithm first proposed by Parker and McCluskey [Park75]. A useful implementation technique for this algorithm employs the Binary Decision Diagram (BDD) [Aker78]. Both algorithm and implementation are outlined next.

As described above, signal probability \( P \) is used to determine signal activity, which in turn provides an estimate of dynamic power. Parker and McCluskey's general algorithm for the calculation of \( P \) at the internal nodes of a gate-level logic circuit contains three steps.

**Algorithm:** Compute Signal Probabilities

**Inputs:** Signal probabilities of all inputs to the circuit

**Output:** Signal probabilities of all nodes in the circuit

**Step 1:** For each input signal and gate output in the circuit, assign a unique variable.

**Step 2:** Starting at the inputs and proceeding to the outputs, write the expression for the signal probability of each gate as a function of its input probability expressions. Use
standard expressions for the output signal probability of each gate in terms of its input probabilities.

Step 3: Suppress all exponents ($P^2$, $P^3$ etc.) in a given expression to obtain the correct probability for that signal. The inputs are assumed to be independent of each other and there is no reconvergent fanout, which means that gate outputs do not recombine at further levels in the circuit.

The standard expressions for the output signal probabilities $P$, as derived by Parker and McCluskey, are given in Table 2.4. Each gate has inputs $A$ and $B$, with corresponding signal probabilities $P_A$ and $P_B$. For example, a 2-input NAND gate may be logically viewed as an AND function followed by an inverter. The output probability $P_{out}$ is therefore given by $P_{out} = 1 - P_A P_B$.

<table>
<thead>
<tr>
<th>Logic Function</th>
<th>Signal Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>And</td>
<td>$P_A P_B$</td>
</tr>
<tr>
<td>Or</td>
<td>$P_A + P_B$</td>
</tr>
<tr>
<td>Invert</td>
<td>$1 - P_A$</td>
</tr>
<tr>
<td>Nand</td>
<td>$1 - P_A P_B$</td>
</tr>
<tr>
<td>Nor</td>
<td>$(1 - P_A)(1 - P_A)$</td>
</tr>
</tbody>
</table>

Table 2.4: Signal Probabilities

For anything other than the simplest circuits, the signal probabilities must be calculated using a technique capable of automation. The most commonly used technique uses a circuit description based on the BDD. A brief outline of the background and application of the BDD in the context of this work is now given.

There are three ways of representing Boolean functions: tabular form, logic equations and binary decision diagrams. The truth table is the simplest tabular form, while logic equations are expressions that use combinations of literals, linked by operators such as '+'. A two-level sum-of-products or product-of-sums equation may be used to represent any arbitrary Boolean function. A binary decision diagram is a set of binary-valued decisions, which provides an overall decision, which may be true or false. The decision is made as a result of evaluating a variable. An example of a BDD, implemented as a rooted and directed acyclic graph (DAG) [Demi94], more commonly known as a tree structure, is shown in Figure 2.5. The ordering of the variables in this example is $a,b,c$. 
The figure shows one form of the expression $f = (a+b).c$. The graph consists of a set of vertices, linked by directed edges. The size of the graph is usually given in terms of the cardinality of the set of vertices, that is, the number of elements in the set. BDDs were originally proposed by Lee [Lee75] and later by Akers [Aker78]. Bryant demonstrated in [Brya86] that an ordering of the variables within the BDD allows efficient algorithms to be developed for manipulating the data. Such diagrams are called Ordered Binary Decision Diagrams (OBDD).

There are two reasons why BDDs are useful in the context of evaluation of Boolean functions. Firstly, for any given Boolean function, a canonical form OBDD can be found that uniquely characterises the function. Secondly, BDD operations can be done in polynomial time of their vertex set cardinality, i.e. their size. This makes them preferable for computer-based solutions when compared to exponential time approaches, as BDD operations require less time to process the graph. Signal probability for any arbitrary Boolean function may be calculated using a BDD.

For example, a function $f(x_1, x_2, ..., x_n)$, has $n$ inputs. The function may be represented by Shannon's expansion [Shan48] as indicated in (29).

$$f = x_i \cdot f(x_1, ..., x_{i-1}, 1, x_{i+1}, ..., x_n) + \overline{x}_i \cdot f(x_1, ..., x_{i-1}, 0, x_{i+1}, ..., x_n)$$  \hspace{1cm} (29)

The cofactors of $f$ with respect to $x_i$ and $\overline{x}_i$ are defined in (30) and (31).
Using these three equations an expression is obtained for the signal probability of a function \( f \). By successively applying Shannon's Theorem to each term, a simple algebraic expression in \( P(x_i) \) and \( P(\overline{x_i}) \) is produced. This yields the desired signal probability. Using the BDD, this calculation may be automated, as the underlying form of the BDD follows the Shannon decomposition of the expression, where the remaining tree to the left of a node \( x_i \) represents \( f(x_i) \) and the tree to the right represents \( f(\overline{x_i}) \). When circuit behaviour such as glitching, simultaneous switching of inputs and reconvergent fanout are present, probabilistic techniques can become unwieldy and mathematically intensive. They often represent a lower bound on the actual circuit activity due to their difficulty in dealing with awkward aspects of circuit operation such as gate delays and glitching, as mentioned above. An alternative approach uses a statistical technique that easily incorporates such phenomena. One such method has been adopted in this thesis.

Statistical techniques are based on the repeated use of a functional or circuit simulation of the system. A standard event-driven logic simulator is used to simulate a gate level netlist description of the circuit. The number of transitions occurring at each node during the simulation run is recorded and is used as an estimator for the true circuit activity. These techniques fall into the class of one dimensional Monte Carlo simulation techniques [Sobo94]; therefore, well-known statistical techniques may be applied to the process in order to control the accuracy and confidence of the estimate. This class of statistical simulations also has the ability to terminate the simulation run when a sufficiently accurate result has been calculated, thereby minimizing the simulation time required. An important issue in the successful application of Monte Carlo methods is the quality of the input vectors applied to the circuit. When random input data is required, any trace of non-randomness can distort the result [Najm93]. A novel solution to this problem was proposed and implemented as part of this thesis and will be discussed in Chapter 3. The typical steps employed in a Monte Carlo simulation are shown in Figure 2.6.
Simpler versions are possible, depending on requirements. The simulation is initialised in a random state. For many circuits, this step may be omitted, as a power-on reset signal, which initialises all flipflop outputs, forms part of most practical systems. For a combinational circuit and for sequential circuits represented by gate level netlists, the next step is to generate a set of random inputs and initiate a simulation run. For alternative circuit representations, such as state transition diagrams, this step is preceded by a short warmup period, where inputs are applied but no transitions are counted. This has been found to be necessary to obtain meaningful estimates [ibid.]. At the end of the simulation run, a statistical method is used to calculate an average value for the circuit activity and to decide if it is sufficiently accurate, as specified by the user prior to simulation. When this target accuracy has been obtained, the simulation terminates, reporting a value for the average circuit activity. The exact nature of the statistical operations performed will be discussed in detail in Chapter 4, in the context of the Monte Carlo simulator developed for this thesis. Sophisticated delay models are routinely incorporated into gate level circuit simulators, allowing both useful and
glitching transitions to be captured. This provides a good estimate of dynamic power dissipation.

In assessing the two gate level techniques of probabilistic analysis and Monte Carlo estimation, it is apparent that the former is not yet at a stage of development where meaningful circuits may be submitted for analysis. The use of binary decision diagrams requires large processing power, while the approach has yet to be successfully applied to sequential circuits, as well as to problematic combinational circuits with variable delays and reconvergent fan-out. In contrast, the MC technique encompasses all these types of circuits, includes glitching power and may be applied to gate and circuit level descriptions with equal ease. As the MC approach works in tandem with a logic or circuit simulator, the development time is short. Additionally, the same input data may be applied as gate level and then circuit level if required, with little extra effort. The extra time required at the gate level to simulate the circuit is compensated by the accuracy obtained in the results. For an academic project, which may not have the same time scales as its commercial counterpart, this approach represents the best balance between effort and accuracy, which is required for such research activity.

2.7 Circuit Level Power Estimation

Circuit simulation, in the context of CMOS technology, is based on a physical model of the enhancement-mode MOSFET transistor. The circuit is represented as a set of n- and p-channel devices, interconnected by capacitive wires. The behaviour of each device is governed by a set of device equations, each of which has a number of input parameters. The set of input parameters for any given device is referred to as its device model. Currently, the program SPICE [Nage75] and commercial variants, is the most widely encountered circuit simulator. The behaviour of the circuit is captured as a series of time-domain waveforms, representing selected voltages and currents within the circuit. These waveforms, which are the graphical version of sets of time-voltage and time-current pairs, are obtained by the numerical solution of sets of simultaneous equations for each node in the circuit. When the current waveform of the power supply is specified for simulation, the resulting data may be numerically integrated, for example using trapezoidal integration, to estimate the average power consumption for that simulation run. All three power dissipation mechanisms, namely
the static, dynamic and short-circuit components, are included in the device model and so this technique produces an accurate estimate of the total power dissipation. However, the circuit simulation is slow and only a limited number of devices can be simulated, typically less than one thousand [SchwOl]. Also, because the input patterns employed have a large influence on the current that flows, this method may take more iterations of the Monte Carlo loop to reach a power estimate of specified accuracy. Figure 2.7 shows a typical power supply current waveform, together with the average value of that waveform.

![Average and Instantaneous Current Waveforms](image1)

**Figure 2.7: Average And Instantaneous Current Waveforms**

It can be seen that the average current converges towards a value, which may be used to calculate the average power consumption for the simulation run. This is obtained by forming
the product of the average current obtained at the end of the simulation and the magnitude of the power supply voltage $V_{dd}$. The strong dependence of the instantaneous current on the input patterns can also be seen from the lower plot. Specifically, the magnitude of the current will be a function of the input bit pattern and its successor. Each input bit that toggles causes energy-consuming logic transitions within the circuit. If two successive input patterns are similar, then relatively few transistors will change state and the magnitude of the current will be correspondingly small for that input pair. This is also the reason why a UWN input, with maximum changes between input pattern pairs, causes the highest level of average dynamic power consumption.

Circuit level analysis was the first type of analysis available to ASIC designers and is still an important part of the design process. However, its relevance today is more at the level of standard cell characterisation, mixed-signal interfaces and analogue design. When used in conjunction with a gate level simulator in a Monte Carlo environment, the circuit simulator provides unrivalled accuracy at the cost of large simulation times. For an academic project, such as this work, the exactitude of the results must be rated more highly than reduced simulation time. Therefore, the combined approach of gate level plus circuit level simulation, with a Monte Carlo program to specify the error and confidence of the power estimation results, represents the optimum trade-off between time and accuracy. This is the approach adopted during this work.

2.8 Summary and Conclusion

The origins of power dissipation in CMOS circuits were shown to be caused by the flow of energy to and from the capacitive structures inherent in all circuits. The three components of power dissipation, namely static, leakage and dynamic were identified and quantified. The dynamic component was identified as being of most relevance in this thesis. A distinction was drawn between power dissipation and power consumption, although these terms are widely used interchangeably. Power estimation was introduced as an indispensable aid to the integrated circuit designer. Estimates are obtained at various times in the life cycle of a design, with consequent trade-offs in speed and accuracy. Power estimation is necessary at all stages of the design cycle, from high level software estimation which analyses individual instructions, down to circuit level techniques based on the magnitude of the power supply
current. The gate and circuit levels of design were explored in detail, as they form the bulk of the design descriptions used in this thesis. At this level, two techniques for power estimation predominate. Probabilistic techniques estimate the activity at circuit nodes by applying a static analysis of the signal probabilities throughout the circuit. These techniques have difficulty in dealing with circuit delays and glitching, which contribute to the overall power dissipation in a real circuit. They also become very slow when analysing large circuits. In contrast, statistical techniques use existing circuit and logic simulators to run several simulations while monitoring circuit current or node activity. They provide an accuracy that is limited only by the simulator. Gate level logic simulations in particular are very useful in the context of statistical power estimation, allowing thousands of gates to be simulated in a reasonable time. Circuit level simulation, as provided by SPICE, gives very accurate power estimates in conjunction with statistical simulation. The next chapter will present the power estimation tools developed and used as part of this thesis, together with a method for generating input data for such simulations.
3 Random Binary Vectors

As described in the previous Chapter, the Monte Carlo class of parameter estimation techniques is based on the application of random digital signals to the circuit inputs. The parameter to be statistically evaluated, which in this work is the average power dissipation of a circuit, is estimated at the end of each simulation run. This power estimation process terminates when an error measure reduces to a pre-determined value. The use of such simulations, carried out with random or uniform white noise inputs, is a well-established technique with many other applications, such as [BindSS], [Bori83] and [Oliv81]. The testing of circuits with UWN is also an important comparative evaluation technique [Burd94]. It is of particular relevance when selecting between alternative architectures and when, early in the design process, real data may not be available. In order to assign a power rating to a circuit, however, typical data for the application must be applied. When such statistical methods are used to estimate the average power, the quality of the input data can have a profound influence on the answer obtained [Najm94]. Data which is not sufficiently random can produce biased results, while appearing to behave correctly by converging to the wrong answer. Such inconsistencies can be difficult to detect and suspect simulation results must be re-run with an alternative source of UWN input data in order to obtain consistent results with minimal error. This process is very time consuming. In order to minimise the likelihood of inaccurate power estimates, it is vital to ensure the quality, i.e. the randomness of the input data source. The solution is to have available a set of well characterised generators that consistently produce acceptable results. The method of production should also be straightforward, to minimise the impact of this peripheral process on the power estimation phase and consequently on the development time of the design.

While there are many individual examples in the literature of methods of producing good numbers, generally acknowledged to have been started by Lehmer, [Lehm51], no general method for producing good generators has been encountered. To build a power estimation tool, it would have been necessary to code into the application a specific generator, such as those proposed by Marsaglia [Mars68] or Park [Park88]. This work has developed a method for the creation of any number of random generators, each with pre-determined and consistent quality. This represents a significant increase in flexibility when using random
data, as results may now be cross-checked several times with a fresh source of high quality data. The implementation of a novel method for obtaining generators using a genetic algorithm is the initial focus for the work described in this Chapter.

The attributes of the data source must then be rigorously evaluated before use, as there are many instances in the literature where poor quality, or insufficiently tested, data has caused difficulties in the context of simulation [Vatt95], [Park88], [Dagp88]. The data should therefore be subjected to a series of demanding tests for randomness, using a variety of techniques [Nied92], [Lecu91], [Savi83], [Cham67]. There are two approaches available for such analysis of random binary data. The first comprises a collection of standard statistical tests such as Kolmogorov-Smirnov goodness-of-fit [Mass51], quantile-quantile plots [Kenn87] and tests of linearity on the cumulative distribution function that may be formed from the sampled power spectral density [Widr85]. The second type of randomness test is structural, and analyses the properties of the generator parameters. This type of test examines the lattice structure that is inherent in all pseudo-random sequences. The lattice test and the spectral test are among this class of tests [Atki79], [Cove67]. All tests are discussed in detail in later sections of this Chapter.

This Chapter contains five linked topics corresponding to the major sections of the Chapter. Firstly, a limited definition of randomness is presented with a visualisation technique for examining data in Section 3.1. Then, in Section 3.2, the equation used to generate random integers is described. Next, a test known as the Spectral Test is given in Section 3.3 for evaluating the parameters of the equation. A general method for the selection of the equation parameters using a genetic algorithm is then developed in Section 3.4, using the Spectral Test to evaluate parameters within the genetic algorithm. Finally in Section 3.5, comprehensive test results from the generators produced by the genetic algorithm are presented. The structure of the material presented in this Chapter is summarised in the diagram of Figure 3.1.
Section 3.1 now deals with a visualisation technique that provides a means of comparing generators and their output.

3.1 Characteristics and Visualisation of Random Binary Data

While Nature contains many random processes such as Brownian motion, transistor noise and solar flares, Science has yet to successfully mimic those processes by supplying a method for producing truly random numbers. The best that can be produced is a pseudo-random sequence, which can pass an arbitrary number of tests for randomness and which has sufficient statistical properties to make it appear adequately random for a given application [Hamm67]. These sequences are finite and periodic, even though generators with large periods have been developed [Mars94], [Komo91], [Robe82]. The period alone however, is no guarantee of randomness in a data sample from that sequence [Hull62]. Thus the problem becomes one of generating a pseudo-random sequence, followed by the rigorous and
comprehensive testing of the data produced. In addition, because VLSI systems have a finite number of inputs, any random digit so produced must be truncated to form a binary input vector with the appropriate number of input bits. As the most significant bits of a pseudorandom pattern provide better UWN patterns, the least significant portion of the data is usually removed. The effect of this truncation on the sequence is to reduce the quality of the data, by effectively throwing away the randomness contained in the least significant bits [Knuth81]. Using untruncated data is not a solution either and may also cause error, as the period becomes small. For example, a circuit with an 8-bit input may be driven by a generator with exactly eight bits, but the data repeats after only 256 samples, which is the maximum period for such a generator. This may be a significant source of error in the power estimate when larger sequences are required [Smit71].

The generation of circuit input data consists of a two-step process. Firstly an integer sequence with a large period of the form \(2^m\), is produced. As \(m\) is greater than the number of circuit inputs for large periods, the data generated must be truncated to form an input with the correct number of bits. The second step in the production of input data involves the sampling of smaller truncated subsequences from within the larger sequence. This smaller sequence is then applied to the circuit and a simulation is performed.

A useful aid for visualising randomness in a data sequence is the two-dimensional plot obtained by plotting the data in a number of ways [Rich89], [Voel88], [Fol84]. The data may be plotted against its sequence number, or a set of 2-tuples can be obtained by pairing the \(n^{th}\) element of the sequence, \(R_n\) with its neighbour, \(R_{n+1}\). These plots are also extended to three dimensions, where each point consists of a sample, its predecessor and its successor in the sequence. Qualitative judgements may be made concerning the randomness of the sequence, even with this simple technique. When the data is truncated to a fixed number of bits, a larger measure of visual regularity appears in the plot, indicative of the decrease in randomness. Again, at this point a visual check of the data is possible. The following series of diagrams illustrates the concept. Two generators, \(X\) and \(Y\), are compared untruncated. Generator \(X\) has been chosen so that it is of poorer quality than generator \(Y\). Figure 3.2 shows the output from each generator, plotted against sequence number. The differences at this stage are not immediately obvious, as both sets of data appear to be evenly distributed over the plot, with no apparent order.
The next two diagrams in Figure 3.3, show two-dimensional plots of the 2-tuples formed by neighbouring elements of each sequence. Some differences between the generators are visible at this stage. The plotted vectors for generator X lie in a series of lines. Figure 3.4 then plots the sequences in three dimensions. Note the regular structure of generator X. In this sample the data forms a series of planes, separated by a fixed distance. Neither sequence has been truncated, which means that any non-randomness is inherent in the generators themselves.
Figure 3.4: Generators X and Y Output Plot in Three Dimensions

The final diagram, Figure 3.5, shows generator Y, having been truncated to eight bits. Again the planar structure appears, demonstrating that this artefact is an inevitable consequence of the use of truncation. Generator Y is the 'rand' function provided by the Matlab algorithmic prototyping environment [Math95], while X is a linear congruential generator of low period.

Figure 3.5: Truncated Output of Generator Y in Three Dimensions

The amount of regularity inherent in a sequence may be used as a measure of quality for the data. The points for generator X in Figure 3.3 for example, may be covered with several different sets of parallel lines. The maximum distance between lines taken over all sets of lines, represents a worst-case measurement of the resolution of the data. In particular, this maximum interplanar distance is of significance when selecting a generator, with smaller inter-planar distances indicative of better data [Cove67]. This concept may be extended into three or more dimensions, for a more rigorous test of the generator. The closer the worst-case
set of planes are to each other, the better the properties of the sequence [Knuth81]. The
maximum inter-planar distance is a useful figure of merit when searching for a suitable
pseudo-random generator. In general, the maximum inter-planar distance is measured in six
or more dimensions, where the data forms a set of parallel hyper-planes. The equation used to
generate this data is now discussed.

3.2 The Linear Congruential Equation

Typically, when running Monte Carlo experiments it can be important to verify results with
alternative sources of random data. This provides a means of verifying the properties of the
input data while reducing the likelihood of a spurious result from the simulation, which may
occur for a variety of reasons [Ding98b]. The technique for generating simulation input data,
developed for this thesis, consists of a method that provides as many sources of random data
as are required, all with equally good statistical properties. Therefore, experimental results
may be cross-checked as often as required, with a different generator of consistent properties
each time.

The method used to produce the simulation inputs is based on the generation and
truncation of pseudo-random integers and is an application of Lehmer's Linear Congruential
Generator (LCG) scheme [Lehm51]. A sequence \{R_n\} is obtained as shown in (32).

\[ R_{n+1} = (aR_n + c) \mod m \]  \hspace{1cm} (32)

The sequence is initiated by a start-up value \(R_0\) called the seed. The modulus \(m\)
determines the range of values generated. Correct choice of multiplier \(a\) and increment \(c\) will
ensure that all integers 0 to \(m-1\) occur before repetition, which is the maximum period for this
type of generator. In practice, this may be achieved by setting \(m = 2^r\), \(c = 1\) and \((amod8)=5\),
where \(r\) is an integer [Dagp88]. The value of \(a\) has a strong influence on the quality of the
numbers generated for a given value of the period \(m\) [Cove67]. For example, Figure 3.6
indicates the variation in power estimates produced by using different LCG generators to
drive a particular circuit. Each generator used a different multiplier and would therefore
produce a different set of inputs. The circuit is a 10-bit adder implemented in a 0.8\(\mu\)m CMOS
technology.
The power estimates were produced by driving the circuit with 38 different 32-bit generators \((m=2^{32})\), truncated to 10 MSBs. Each result is the output from a Monte Carlo simulation run with a pre-defined error limit of 10% and a 95% confidence interval. The multiplier \(a\), for each generator, was a different 32-bit number. The estimations of average power ranged from approximately 3.8mW to 6.7mW. This represents a variation between the highest and lowest power estimates obtained of more than 75%. The error bound of 10% should have ensured that the maximum variation observed was at most 10%. This is clearly not the case, which leads to the conclusion that the input data was compromised due to the different multipliers, leading to termination of some simulations with the wrong answer. While the choice of multiplier is important, the increment term \(c\) does not have a strong influence on the quality of the numbers generated [Knuth81].

In general, numbers with a higher resolution than that required must first be obtained and then truncated to give the appropriate number of binary inputs for the circuit under test, as discussed previously. For \(m = 2^r\), where \(r\) is an integer, \(n\)-bit truncated binary data is obtained from the original integer sequence \(U_1, U_2, U_3...\) as indicated in (33), where the floor() function implies a rounding down to the nearest integer.

\[
R_i = \text{floor}(U_i \times 2^{n-r}) \quad \text{for } n < r
\]

If a multiplier \(a\) of sufficient quality is used in the original integer sequence, then the binary data so produced will also be suitable for Monte Carlo estimation [Najm95]. Furthermore, a sequence with the maximum period \(m-1\) is produced when the mathematical conditions on the multiplier, stated previously, are observed. The task of generating suitable
input data then reduces to that of finding a good multiplier $a$ for the intended application. The quantitative Spectral Test used to evaluate multipliers is now discussed in detail, in Section 3.3.

3.3 The Spectral Test

The aim of this Section is to describe a useful test of the properties required of a pseudorandom, periodic sequence for use in a Monte Carlo simulation. There are many varied tests and definitions for the random qualities of a set of data, but the approach chosen for this thesis uses what is generally considered to be the most rigorous approach. This test, known as the Spectral Test, is based on the spectral quality of the data, which in itself is a familiar starting point for many engineering applications. In the Spectral Test, data is examined for independence [Sher93] between successive samples, as well as between samples separated by an arbitrary number of intermediate samples. This approach has the added advantage that it closely relates to the visualisation of data described in Section 3.2 while not limiting the analysis to three dimensions. Using the concept of accuracy, the link between the planar plots of pseudorandom data and the Spectral Test is presented. The mechanism of the test is then given together with some implementation issues encountered. First, the discussion of planar visualisation of data is now extended to define the term accuracy of data.

3.3.1 Visualisation and Accuracy

The qualitative visualisation presented earlier is now developed into a quantitative measure of data quality, using the concept of accuracy as a link. As a starting point, the linear congruential sequence with maximum period length, introduced earlier, may be defined by a set of four parameters $(R_o, a, c, m)$, where

- $R_o$ = the initial value in the sequence, known as the seed.
- $a$ = multiplier
- $c$ = a constant term in the equation
- $m$ = the period of the sequence.
Using the linear congruential expression of (33), the sequence \( \{ R_n , R_{n+1}, \ldots, R_{n+\ell} \} \) may be written as indicated in (34), where \( s(x) \) is the successor of \( x \) in the sequence, as given in (35).

\[
\{ [x, s(x), s(s(x), \ldots s^{\ell-1}(x)) | 0 \leq x < m \}
\]

(34)

\[
s(x) = (ax + c) \mod m
\]

(35)

Hence a 2-dimensional plot of the generator output consists of the set of all points \( \{x, s(x)\} \), while a volumetric plot appends a height component by plotting the set \( \{x, s(x), s(s(x))\} \). These 2- and 3-dimensional were plotted in Figures 3.2 to 3.8 in Section 3.1.

It is important to reiterate at this point the significance of this planar structure. Given a hypothetical source of truly random numbers between 0 and 1, this planar structure would not be present. However, when these numbers are truncated to a finite accuracy, so that each one is an integer multiple of \( 1/v \) for some number \( v \), then the data plotted according to (34) above will be planar [Atki79]. Because a pseudorandom generator has a finite sequence length, the same planar structure is observed. For example, a pseudorandom generator with period \( m \) can be viewed as producing data in the range 0 to 1, where each number is an integer multiple of \( 1/m \). This data will also produce a planar structure. Therefore, the planar structure, and in particular the interplanar distance, is a good measure of how closely the pseudorandom approximates the true, truncated random data. The closer the planes are to each other, the finer the granularity of the data and therefore the more random it is. In two dimensions, for example, the structure consists of a set of points in 2-dimensional space, i.e. on a plane. The points may be covered by a number of different sets of parallel lines. In practice, the two-dimensional accuracy of the generator is given by \( v_2 \), where \( 1/v_2 \) is the maximum distance between these lines, having examined all families of parallel lines that cover the points \( \{(x/m, s(x)/m)\} \) in two dimensions. The diagram of Figure 3.7 shows the two-dimensional accuracy for a simple generator.
The distance between 16 parallel lines was measured, and the distance between lines, $1/v_2$, was measured to be approximately 0.056. This yields an accuracy of $v_2 = 17.7$. This graph was generated using the Matlab RNG function rand, with truncation to 8 bits before plotting. It is an indication of the quality of the rand generator that the accuracy, at 17.7, is better than the maximum accuracy obtainable from an untruncated 8-bit generator with $m = 2^8$. Such a process can provide a maximum value of $v_2 = m^{1/2} = 16$. This result indicates that the data in Figure 3.7 originated in a generator with a much larger period. In a similar manner, the accuracy in three dimensions is given by $v_3$, where $1/v_3$ is the maximum distance between planes, taken over all families of parallel planes that cover all points \((x/m, s(x)/m, s(s(x))/m)\). In general, the $t$-dimensional accuracy $v_t$ is the reciprocal of the maximum distance between hyperplanes, taken over all families of parallel $t-1$ dimensional hyperplanes that cover all points \((x/m, s(x)/m, ..., s^{t-1}(x)/m)\).

The primary difference between a periodic sequence and truly random truncated sequence is that while the accuracy of the latter is the same in all dimensions, the accuracy of the periodic sequence decreases with increasing dimension $t$ [Knuth81]. With a period of $m$, there are $m$ points to be distributed in a $t$-dimensional cube. Therefore, the best distribution of points that can be achieved is a uniform placement of points, separated by a distance of $m^{1/n}$.
This value is used in (36) to determine $n_{t(\text{max})}$, the maximum number of random bits obtainable from an LCG generator, when $t$-dimensional accuracy is considered.

$$n_{t(\text{max})} = \log_2 m^{1/t}$$ (36)

For example, a generator with period $m = 256$ has a maximum 2-dimensional ($t = 2$) accuracy of $256^{1/2} = 16$, with 4 random bits.

The example in Table 3.1 demonstrates this concept. Three cases are considered. A hypothetical perfectly random number generator, truncated to $n$ bits, has $n$-bit accuracy in all dimensions and is used as a reference. In this example $n = 8$ so the hypothetical sample has 8-bit accuracy in each dimension. LCG generators have a maximum accuracy of only $\log_2 m^{1/t}$ bits, where $m$ is the period and $t$ is the dimension number. These maximum values are calculated for two values of the period, 256 and 4096.

<table>
<thead>
<tr>
<th>Generator</th>
<th>Max. $\nu_2$</th>
<th>$\log_2 \nu_2$</th>
<th>Max. $\nu_3$</th>
<th>$\log_2 \nu_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypothetical</td>
<td>256</td>
<td>8</td>
<td>256</td>
<td>8</td>
</tr>
<tr>
<td>generator</td>
<td>16</td>
<td>4</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>LCG with</td>
<td>64</td>
<td>6</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>period = 256</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LCG with</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>period = 4096</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Maximum Two and Three Dimensional Accuracy

The table indicates that in two dimensions, the maximum LCG accuracy for a period of 256 is 4 bits in two dimensions and 3 bits in three dimensions. This type of generator is therefore equivalent to a perfectly random source, when comparing dimensions 2 and 3, only when the three most significant bits of each are compared. In other words, such a source would provide at best only a 3-bit generator. When the period is increased to 4096 the characteristics are better, in that 6 random bits are potentially available in dimension two and 4 random bits in dimension three. It is apparent that large periods are required if typical circuit input vectors of 16 or more bits are to be accommodated with the LCG method. Using (36), the minimum period required for a 16-bit generator when three dimensions are considered is $2^{48}$. Suitable LCG parameters must then be found for this period if this level of accuracy is to be attained.
As stated earlier, pseudorandom data exhibits decreasing accuracy with increasing dimension. In Table 3.1, only three dimensions were considered for the sake of clarity. In general, the question must be asked, how many dimensions are significant and how many should be considered when searching for a suitable generator. The spectral test can measure the accuracy in any dimension and is to be used as the objective function of a genetic algorithm; therefore, this is an important issue. The question, reformulated empirically, is how much accuracy do we need from a generator. The answer, based on such practical considerations as ease of implementation, computing power and experiences documented within the literature [Dagp88], [Atki80] would suggest that upper dimensions are less important and diminish in contribution to the accuracy of the simulation as the dimension increases. For dimensions higher than 3, it appears to be satisfactory to have some of the most significant bits random. For any given $n$-bit input, there exists a generator with period $m >> 2^n$, such that the above conditions may be satisfied. In practice, if a large enough period is used, then the $n$ most significant bits of that generator may be used to meet the required randomness criteria. The maximum accuracy in dimension $t$ is $m^{1/t}$. It may therefore be deduced that squaring the period will square the potential accuracy in higher dimension, i.e. the number of useful bits is doubled. This gives a useful value for the period when searching for a generator. When a candidate generator has been identified, it is evaluated using a test of dimensional accuracy based on a spectral analysis. The test is now described.

3.3.2 Implementing The Spectral Test

Knuth states, in [Knuth81], concerning the spectral test, that, "not only do all good (linear congruential) generators pass this test, all generators now known to be bad actually fail it. Thus it is by far the most powerful test known...". As previously stated, the quality of the data used to drive a Monte Carlo simulation can affect the answer obtained. Therefore, any generator proposed must be rigorously tested. There are many theoretical tests of generator properties, in addition to empirical tests of samples of the generator output. The spectral test however, is the only test that examines the full period of the output, while also examining the theoretical properties of the generator. In this way, it is by the far the most demanding test of a linear congruential generator. By addressing the properties of the full period of the sequence, it is a rigorous, structural test of the generator properties [ibid.]. In addition, the use of a computer program to calculate the most important parameters of the generator makes it a
strong empirical test. Knuth refers to the implementation of this procedure as Algorithm S (The Spectral Test) [ibid.] and it is now described.

The objective of the algorithm is to determine the value of \( v_t^2 \), such that (37) is satisfied for values of \( t \) in the range \( 2 \leq t \leq T \) given \( a, m \) and \( T \), where \( 0 < a < m \) and \( a \) is relatively prime to \( m \), as discussed in Section 3.1.

\[
v_t^2 = \min \left\{ \sqrt{x_1^2 + \ldots + x_r^2} \middle| x_1 + ax_2 + \ldots + a^{r-1}x_r^2 \equiv 0 \pmod{m} \right\}
\]  

(37)

The number \( v_t \) then measures the \( t \)-dimensional accuracy of the generator. The algorithm comprises eleven steps and functionally has two sections. The eleven-step algorithm is now outlined. An example of the program operation is also given.

**Step 1** [Initialisation] Set \( h \leq a, h' \leq m, p \leq 1, p' \leq 0, r \leq a, s \leq 1 + a^2, t = 2. \)

**Step 2** [Euclidean step] Set \( q \leq \text{round\_down}(h'/h), u \leq h' - qh, v \leq p' - qp. \) If \( u^2 + v^2 < s \), set \( s \leq u^2 + v^2, h' \leq h, h \leq u, p' \leq p, p \leq v \) and repeat Step 2.

**Step 3** [Compute \( v^2 \)] Set \( u \leq u - h, v \leq v - p, \) and if \( u^2 + v^2 < s \), set \( s \leq u^2 + v^2, h' \leq u, p' \leq v \). Then output \( v^2 = s^{1/2}. \)

**Step 4** [Advance \( t \)] If \( t = T \), the program is finished. Set \( t \leq t + 1 \) and \( r \leq (ar) \mod m. \) Set \( U_i \) to the new row \((-r,0,0,\ldots,0,1)\) of \( t \) elements and set \( u_{it} \leq 0 \) for \( 1 \leq i \leq t. \) Set \( V_i \) to the new row \((0,0,\ldots,0,m)\). Set \( q \leq \text{round}(v_{i1}/m), v_{it} \leq v_{i1}/qm \) and \( U_i \leq U_i + qV_i \), where the function \( \text{round()} \) rounds to the nearest integer. Set \( s \leq \min(s, U_i \cdot U), k \leq t \) and \( j \leq 1. \)

**Step 5** [Transform] For \( 1 \leq i \leq t \), do: if \( i \leq j \) and \( 2|V_i \cdot V_j| > V_i \cdot V_j \), set \( q \leq \text{round}(V_i \cdot V_j)/V_j \cdot V_j), V_i \leq V_i - qV_j, U_j \leq U_j + qU_i \) and \( k \leq j. \)

**Step 6** [Examine the new bound] If \( k = j \), set \( s \leq \min(s, U_j \cdot U_j). \)

**Step 7** [Advance \( j \)] If \( j = t \), set \( j \leq 1; \) otherwise set \( j \leq j + 1. \) If \( j \leq k \), return to Step 5.

**Step 8** [Prepare for search] Set \( X \leq Y \leq (0,\ldots,0) \), set \( k \leq t \) and for \( 1 \leq j \leq t \), set

\[
z_j = \text{floor}\left(\sqrt{|V_j \cdot V_j|s/m^2}\right)
\]

(38)
**Random Binary Vectors**

**Step 9** [Advance \( x_k \)] If \( x_k = z_k \), got to Step 11. Otherwise increase \( x_k \) by 1 and set \( Y \leq Y + U_k \).

**Step 10** [Advance \( k \)] Set \( k \leq k + 1 \). If \( k \leq t \), set \( x_k \leq -z_k \). \( Y \leq Y - 2z_k U_k \) and repeat Step 10. But if \( k > t \), set \( s \leq \min(s, Y \cdot Y) \).

**Step 11** [Decrease \( k \)] Set \( k \leq k - 1 \). If \( k \geq 1 \), return to Step 9. Otherwise output \( v_t = s^{1/2} \) and return to Step 4.

### 3.3.3 Sample Results of the Spectral Test

The algorithm of the spectral test was implemented in a number of programming languages (ANSI C and Matlab) and on different platforms (Windows and Unix), in order to characterise its behaviour for different applications. As a result of this investigation, an analysis of the operational limits of this algorithm is given, together with some suggested modifications that are intended to improve the performance of the various implementations. Table 3.2 shows the output from the spectral test for various generators.

<table>
<thead>
<tr>
<th>Gen.</th>
<th>( a )</th>
<th>( m )</th>
<th>( \log_2 v_2 )</th>
<th>( \log_2 v_3 )</th>
<th>( \log_2 v_4 )</th>
<th>( \log_2 v_5 )</th>
<th>( \log_2 v_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>229</td>
<td>( 2^8 )</td>
<td>3.99</td>
<td>2.20</td>
<td>1.29</td>
<td>1.29</td>
<td>1.28</td>
</tr>
<tr>
<td>2</td>
<td>1445</td>
<td>( 2^{16} )</td>
<td>7.34</td>
<td>5.17</td>
<td>3.78</td>
<td>2.98</td>
<td>2.40</td>
</tr>
<tr>
<td>3</td>
<td>10058589</td>
<td>( 2^{24} )</td>
<td>12.09</td>
<td>7.09</td>
<td>5.88</td>
<td>4.12</td>
<td>3.84</td>
</tr>
<tr>
<td>4</td>
<td>2265756725</td>
<td>( 2^{32} )</td>
<td>16.10</td>
<td>8.81</td>
<td>7.36</td>
<td>6.04</td>
<td>4.39</td>
</tr>
<tr>
<td>5</td>
<td>813558501373</td>
<td>( 2^{40} )</td>
<td>20.07</td>
<td>13.04</td>
<td>9.23</td>
<td>7.06</td>
<td>5.46</td>
</tr>
</tbody>
</table>

Table 3.2: Spectral Test Results for Various Generators

The results are interpreted as follows. For generator 4, for example, \( \log_2 v^2 = 16.1 \) bits. Therefore, only the two most significant bytes are random, when considering two dimensions. The other results for this generator show decreasing accuracy with increasing dimension. Generator 4 is therefore suitable for a circuit with 16 input bits or less.

Execution times for the spectral test vary with the magnitude of the period \( m \) and the number of dimensions specified. The slowest version was implemented on a modestly specified personal computer based on a Pentium II with 64MB of RAM using Matlab. As the code is interpreted rather than compiled, the measured execution time should be considered as an
approximate upper bound for the computation time. The execution times for the generators in Table 3.2, using Matlab, are provided in Table 3.3 below.

<table>
<thead>
<tr>
<th>Generator</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Execution Time</td>
<td>0.11s</td>
<td>0.06s</td>
<td>0.11s</td>
<td>0.39s</td>
<td>0.6s</td>
</tr>
</tbody>
</table>

Table 3.3: Spectral Test Execution Time

The execution times for five different multipliers using the same period, and hence for five different searches of the same solution space, are given in Table 3.4. The period is $2^{48}$.

<table>
<thead>
<tr>
<th>Multiplier</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Execution Time</td>
<td>0.72s</td>
<td>0.77s</td>
<td>0.93s</td>
<td>0.82s</td>
<td>0.66s</td>
</tr>
</tbody>
</table>

Table 3.4: Spectral Test Execution Time for Various Multipliers

The algorithm is fast. However, the computational accuracy of the algorithm, as presented by Knuth [ibid], does cause some difficulties when large numbers are involved. The principal difficulty arises because of the magnitude of the numbers generated internally by the various multiplication steps. There is also a difficulty when Matlab is used, as the accuracy of the functions is dependent on the magnitude of the parameters passed to the various functions. This problem is explored and a number of solutions proposed which allow numbers as large as $2^{100}$ to be accommodated by the spectral test.

3.3.4 Implementation Issues with the Spectral Test.

The various implementation issues referred to at the end of the previous section are now discussed, starting with the calculation of the modulo arithmetic needed to calculate the next random integer with the LCG equation. This equation provides a series of pseudorandom integers using the relation in (39).

$$Next\_integer = (a \times Current\_integer + c) \mod m$$ (39)

In Matlab, for example, this is implemented with the following code:

$$Next\_integer = \text{rem}(a \times Current\_integer + c, m)$$ (40)

where the built-in function $\text{rem}(x,y)$ is $x-y \times \text{fix}(x/y)$ if $y \neq 0$. The $\text{fix}$ function rounds towards zero. In addition, Step 4 of the spectral test algorithm includes the multiplication and modulus operations $r \leftarrow (a \times r) \mod m$. A difficulty arises when the operands in either function are
large. For example, the code rem(2447152529^, 2^40) returns a value 548323073024. This is less than the correct result 548323073057. As a further example, rem(680011341^, 2^32) returns 3347772224, which is larger than the correct result 3347772201. The error is caused because the product $a \times r$ cannot grow larger than the maximum integer within Matlab. When it does, rem() returns an incorrect value. As this function is a built-in precompiled operation, the source code was not available for modification or examination to determine the exact cause. However, an alternative approach was developed, as outlined below.

The maximum value taken by both the multiplier $a$ and $r$ is approximately $m$ and this product must not exceed the biggest integer representable in the programming environment in use. This means that the modulus $m$ must not exceed the square root of the maximum integer within the system. For example, at the time this work was carried out, using Matlab IV, that value was $2^{53}$. This limits the maximum value of the modulus to a value lower or equal to $2^{26}$ such that $a \times r < m^2 < 2^{53}$. An accurate computation of the remainder is closely related to the least significant digits because these least significant digits will constitute the remainder after division. When the integer capacity is exceeded, the results become unpredictable and the error increases with the size of the multiplier.

The variables $a$, $m$ and $c$ are by definition integer, but in general the capacity of integer data types is not large enough. For example, the header file limits.h shows the maximum integer sizes for some typical programming environments. Depending on the magnitude of the modulus, integer arithmetic in most systems will probably impose a limit on the range of values acceptable. Some typical values are indicated in Table 3.5.

<table>
<thead>
<tr>
<th>Constant</th>
<th>Interpretation</th>
<th>Value on Sparc (cc compiler)</th>
<th>Value on a PC (Turbo C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ULONG_MAX</td>
<td>Largest value of an unsigned long integer</td>
<td>$2^{32}$-1</td>
<td>$2^{32}$-1</td>
</tr>
<tr>
<td>LONG_MAX</td>
<td>Largest value of a long integer</td>
<td>$2^{31}$-1</td>
<td>$2^{31}$-1</td>
</tr>
</tbody>
</table>

Table 3.5: Maximum Integer Sizes for Sparc and PC Systems

This function, rem(), is called during the spectral test and so there is an error introduced into the spectral test. Typical errors are shown in the following table, where the Matlab answer and the correct answer are both given. The generator is specified by the parameters $a=12420108765$, $m=2^{40}$. The spectral test is an iterative programme and the small error introduced by an inaccurate computation of the remainder is amplified to give a significant
error. Moreover, the spectral test calculates the resolution in higher dimensions using the resolution already computed from a lower level. In this way the error is propagated through the dimensions even though the magnitude of the product \( a \times r \) decreases when the dimension increases. Table 3.6 gives some numerical examples of this effect.

<table>
<thead>
<tr>
<th>Method</th>
<th>( v_3 ) / bits</th>
<th>( v_4 ) / bits</th>
<th>( v_5 ) / bits</th>
<th>( v_6 ) / bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Answer using ( \text{rem()} )</td>
<td>9912 / 13</td>
<td>1059 / 10</td>
<td>178 / 7</td>
<td>58 / 5</td>
</tr>
<tr>
<td>Correct answer</td>
<td>6520 / 12</td>
<td>661 / 9</td>
<td>161 / 7</td>
<td>83 / 6</td>
</tr>
</tbody>
</table>

Table 3.6: Spectral Test Errors

There are errors in most dimensions of \( \pm 1 \) bit. This may have an effect on the accuracy of the power estimates obtained. Two solutions to this problem were implemented. The first solution uses an array to store the product. This technique has the advantage that it is portable when programmed in ANSI C. It allows a maximum modulus of \( 2^{50} \). The second method uses a symbolic data type. This, however, is a much slower method.

The array solution computes the modulo arithmetic of for example, \( r_{i+1} = a \times r_i \mod m \) by utilising the transformation of (41).

\[
    r_{i+1} = a \times r_i - m \times \text{floor} \left( a \times \frac{r}{m} \right)
\]  

(41)

The steps of the algorithm are outlined in the flowchart of Figure 3.8. The inputs are the values of \( a, r \) and \( m \) and the output is the remainder as calculated in (41). There are six steps in the process. The values of \( a \) and \( r \) are stored and the larger of the two values becomes the multiplicand. The two variables are read into an array of integers, with one digit per location. The array size is \( n \times 2 \), where \( n \) is the number of decimal digits in the multiplicand. The data is stored with the least significant digit of both \( a \) and \( r \) at location \((i,1)\) two dimensional array, where \( i = 1 \) for \( a \) and \( i=2 \) for \( r \). The normal shift and add algorithm for multiplication is performed on the two rows of the array to give the product \( a \times r \). The product \( m \times \text{floor}(a \times r / m) \) is then formed from another array multiplication and the remainder is output.
Input \(a, r\) and \(m\)

\[\text{multiplicand} = \max(a, r)\]

Read \(a, r\) into two \(n\)-element arrays

Perform shift and add multiplication to give \(axr\)

Form product \(mfloor(axr/m)\) using array multiplication

Output remainder

Figure 3.8: Flowchart for Array Multiplication

The array operations are unusual in that the data and the operations are both reversed in the array while the array holds individual digits which must be assembled to form the answer. However, the effect of this is to allow a greater range of data to be accurately processed by the spectral test because each individual location in the array can store the maximum system integer. This improved procedure was incorporated into the spectral test. In order to quantify the improvement to the spectral test, the outputs from the original and the modified spectral test are compared in Table 3.7
Table 3.7: Improved Results for Spectral Test

<table>
<thead>
<tr>
<th>Accuracy:</th>
<th>$\log_2 V_2$</th>
<th>$\log_2 V_3$</th>
<th>$\log_2 V_4$</th>
<th>$\log_2 V_5$</th>
<th>$\log_2 V_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 1: $a=3141592653$ $m=2^{30}$</td>
<td>15.74</td>
<td>10.52</td>
<td>8.66</td>
<td>6.67</td>
<td>5.67</td>
</tr>
<tr>
<td>Original Spectral Test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improved Spectral Test</td>
<td>15.74</td>
<td>9.98</td>
<td>7.38</td>
<td>5.06</td>
<td>5.06</td>
</tr>
<tr>
<td>Published Data</td>
<td>15.7</td>
<td>10.0</td>
<td>7.4</td>
<td>5.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Test 2: $a=4219755981$ $m=10^{10}$</td>
<td>16.66</td>
<td>10.10</td>
<td>7.73</td>
<td>6.18</td>
<td>5.11</td>
</tr>
<tr>
<td>Original Spectral Test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improved Spectral Test</td>
<td>16.66</td>
<td>10.65</td>
<td>7.80</td>
<td>6.26</td>
<td>4.84</td>
</tr>
<tr>
<td>Published Data</td>
<td>16.7</td>
<td>10.7</td>
<td>7.8</td>
<td>6.3</td>
<td>4.8</td>
</tr>
<tr>
<td>Test 3: $a=31167285$ $m=2^{48}$</td>
<td>24.10</td>
<td>15.97</td>
<td>11.71</td>
<td>8.84</td>
<td>7.95</td>
</tr>
<tr>
<td>Original Spectral Test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improved Spectral Test</td>
<td>24.10</td>
<td>15.97</td>
<td>12.02</td>
<td>9.11</td>
<td>7.93</td>
</tr>
<tr>
<td>Published Data</td>
<td>24.1</td>
<td>21.3</td>
<td>16.0</td>
<td>12.7</td>
<td>10.4</td>
</tr>
</tbody>
</table>

The results have been compared against published data [ibid] which is given to one place of decimals. The improved spectral test therefore agrees exactly with the reference data in all cases examined. Some sample data are given in the above tables. The array technique has been validated for moduli of up to $2^{50}$.

The above array technique will improve the algorithm for all programming languages. A second method of improvement was also implemented, specifically for Matlab V. This employs the symbolic toolbox. The symbolic data type is a complex structure, which manipulates numbers as character chains, and it is possible to access the symbolic objects by using an interface, which converts a symbolic number into a chain of characters. A version of the spectral test was written using the symbolic data type. This gives a spectral test with no limit on the size of the input value. The symbolic toolbox has limited functionality and integration with the Matlab V environment, in particular comparison operations ‘>' and '<' are not defined for symbolic type. This resulted in the occasional reuse of double precision. In addition, the functions $\text{floor}()$ and $\text{round}()$ are not overloaded for the symbolic type and were rewritten. In this spectral test there are virtually no limits on the magnitude of the inputs, but the time penalty for the increased performance is considerable. For example, a generator with $a = 6364136223846793005$ and $m = 2^{64}$ takes 331s to compute the accuracy for dimensions 2 to 6, as opposed to under 1s for the original implementation. The results obtained for this generator are given in Table 3.8. The published data appears to have been rounded but there is still excellent agreement between the data and the results obtained with the symbolic method.
Table 3.8: Improved Spectral Test Results

This spectral test makes it possible to evaluate multipliers with a large modulus, when required. For the versions coded in ANSI C a different approach was taken. The language offers two data types, double and long double. The sizes of these two types are given in Table 3.9, for two programming environments used in this work.

<table>
<thead>
<tr>
<th>Constant</th>
<th>Interpretation</th>
<th>Value on Sparc (cc compiler)</th>
<th>Value on a PC (Turbo C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLT_MANT_DIG</td>
<td>Bits of the mantissa (with sign) for float.</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>DBL_MANT_DIG</td>
<td>Bits of the mantissa (with sign) for double.</td>
<td>53</td>
<td>53</td>
</tr>
<tr>
<td>LDBL_MANT_DIG</td>
<td>Bits of the mantissa (with sign) for long double.</td>
<td>113</td>
<td>64</td>
</tr>
</tbody>
</table>

Table 3.9: Maximum Size of Constants

If the modulus and the multiplier are limited to double format, the product $a \times r$ will fit exactly into a long double. Since no remainder function exists in ANSI C for floating point numbers, it is necessary compute the remainder as given by (42).

$$a \times r - (\text{long double}) \text{floor}((\text{double})(a \times r \div m)) \times m$$  \hspace{1cm} (42)

In this expression, $a$, $r$ and $m$ are long double and $\text{floor}()$ takes and returns double. The maximum modulus allowed is $2^{53}$. When programming in C or C++ on a Sun Sparc system, it is possible to bring the maximum modulus allowed to over $2^{100}$. This is achieved by using the non-ANSI C library (sunmath.h) or the ANSI C++ library where the functions $\text{floor}()$ and $\text{pow}()$ are overloaded for the type long double, in conjunction with a function using an array with the type long double to compute this remainder [Wolf98]. The spectral test is now incorporated into a general method for finding good generators using a genetic algorithm which is now described.
3.4 Random Binary Vector Generation Using Genetic Optimisation

The technique used in this work to obtain the multiplier \( a \), for a given modulus \( m \), employs an integer-based Genetic Algorithm (GA) [Tang96], [Gold89]. The algorithm operates by minimising an objective function based on estimating the distance between planes for the binary data in each of several dimensions. The resulting generator is optimised for randomness for up to 6-tuple random vectors. This means that all possible sets of 2, 3, 4, 5 and 6 consecutive binary vectors are sufficiently random over the complete set of data. Analysis in higher dimensions is also possible, if required. Firstly, the structure of a typical genetic algorithm is discussed. The objective function, which the algorithm uses to grade the solution it produces, is then described. The operation of the algorithm is presented, with some typical results.

3.4.1 Genetic Algorithms

The concept of the genetic algorithm was first proposed by John Holland [Holl75] and has been applied to a variety of optimisation problems with some success [Gold94], [Karr91, Star90]. It is a probabilistic search mechanism, inspired by the Darwinian laws of Natural Selection and by the process of genetic evolution. It belongs to a broad grouping of algorithms that mimic natural processes, such as simulated annealing [Kirk83] and differential evolution [Pric97]. It is generally considered to be very effective when searching a large solution space and when handling optimisation problems with a large number of variables [Gibb96]. The first step in applying a GA to a problem is to represent each point in the solution space as a string, referred to as a chromosome. This is known as encoding and can be as simple as assigning an integer value to every solution, as in this work. An initial population of chromosomes, each of which represents a solution to the problem, is generated randomly. This is the first generation of the solution. Each chromosome is evaluated by an objective function, which produces a numerical fitness value for it. The GA then mimics a process of natural selection by selecting the best chromosomes, allowing them to become parents of the next generation. Offspring are produced from these winners, which in turn are evaluated and the simulation terminates when a chromosome with the desired objective value has been produced, or a predetermined number of generations has elapsed. Genetic optimisation is based on three operators which are applied to each chromosome: (1)
selection/reproduction (2) crossover and (3) mutation. These operators are outlined in Figure 3.9.

```
Initialise the population
For count = 1 to last_generation
    Calculate the fitness of each individual
    Construct the roulette wheel for reproduction
    While (no_of_individuals) <= popsize do
        Select two parents using roulette wheel
        Perform crossover based on the probability of crossover
        Mutate offspring based on probability of mutation
        Increase the no_of_individuals counter
    End while loop
    Evaluate the fitness of the new population
End for loop
Output chromosome with highest fitness
```

Figure 3.9: Flowchart for the Genetic Algorithm

Selection is the mechanism used to determine the parents of the next generation. Parents are selected with a biased random process, where strings with a higher fitness have a greater chance of contributing offspring to the next generation. In this way a natural selection is made every generation from among the fittest. There are a number of selection procedures available. The one implemented in this thesis is called roulette wheel selection. Individuals in the population are assigned a slice of a virtual roulette wheel, based on their fitness. A random slot on the wheel is chosen and the owner of that slot is allowed reproduce, using the crossover mechanism described next.

Crossover is the operator used to combine two parents to produce an offspring. In the GA implemented in this work, crossover is achieved by randomly selecting two bit positions on each parent, dividing each parent into two sections. The offspring is created by concatenating the upper section of one parent with the lower section of the other parent. This retains the characteristics of both parents in the offspring and hopefully improving upon them.

Mutation, used sparingly in this implementation, chooses a bit position within the chromosome at random and inverts it, changing its value and its fitness. The probability of
this occurring is made very low, typically less than 1% [Tang96]. Nevertheless, its function within the GA is significant, as it reduces the chance of the solution getting trapped at a local minimum. As mutation removes information from the population it can slow the speed of convergence of the algorithm and so its probability is kept low. It also allows the creation of a bit value in the population that may not arise through crossover.

The GA is also described in terms of the operations performed on the population. The relationship between each of these operations is represented graphically in Figure 3.10.

Figure 3.10: GA Operations

Figure 3.10 demonstrates how the GA continually refines the population through the mechanisms of selection, mating and replacement. The extent to which the optimisation is successfully addressed depends on how the objective function is formulated, as this is the only criterion applied to the individuals within the population. The objective function in this application, namely the spectral test, has proved to be a useful measure for the GA implementation and it is now discussed in the context of the overall optimisation problem.
3.4.2 Implementation of the Genetic Algorithm

The specific problem to be addressed by the GA is the search for an adequate multiplier for use in the LCG scheme. By using the spectral test as an objective function in a GA implementation, a population of multipliers may be optimised to provide a suitable multiplier for a given LCG generator period. In addition, the nature of the solution space is such that the GA is an effective technique for selecting the generator multiplier parameter. The solution space is now explored.

Application of the spectral test to an arbitrary selection of multipliers from the solution space for a given period will quickly reveal the multi-modal, discontinuous and extremely non-regular nature of the relationship between the magnitude of the multiplier and the randomness of the sequence produced. This is demonstrated in Figure 3.11 for a sample of different 32-bit generators. This figure gives three traces, one each for $v_2$, $v_3$ and $v_4$.

![Figure 3.11: Application of Spectral Test to a Variety of Generators](image)

There is a large variation in the quality of the generators, as determined by this application of the spectral test. Genetic algorithms are used to solve difficult problems of this type, where the objective function is not continuous or differentiable as in the present case and so analytical solutions are not applicable [Houc97]. Several features of this algorithm suggest its suitability for the generation of random vectors. Firstly, the fundamental approach is based on the selection and reproduction of a population of binary strings. The generator parameters are integers and so there is a natural correspondence between the binary and integer domains. Secondly, the mathematical conditions imposed on the generator parameters
for maximum period may be neatly implemented with the use of schema [ibid] or fixed bit positions within the chromosome string. There is also an explicit parallelism in the operation of the algorithm as several solutions are pursued within the population from one generation to the next. The production of random data does not require the optimum solution, merely an adequate one for the given specifications. Hence, the pursuit of several simultaneous good solutions to the problem means that meaningful results can be obtained in relatively few generations. For these reasons, the genetic algorithm [ibid] was chosen as an appropriate mechanism for the optimisation of the generator multiplier.

The algorithm has been adapted in several ways. This implementation uses an alphabet of integer variables, with each one taking values within user-specified bounds. It also utilises a binary representation and performs only two genetic operations: simple crossover and binary mutation. Operating on one variable only, the multiplier \( a \), the program includes a mechanism for ensuring that the conditions for maximum period are maintained throughout the population. This requires that the condition \( a \mod 8 = 5 \) is implemented. It imposes a condition on the binary representation of the multiplier that the three least significant bits are \( 101_2 \). These characteristics must be propagated through each generation of the GA operation. These fixed bit positions are known as schema and are essential for maximum period.

The most critical part of any GA is the formulation of the objective function, used to evaluate the fitness of each individual. The more demanding the test applied to potential solutions, the better the results obtained. For this reason, the objective function was based on what is generally considered to be a demanding test of randomness, the spectral test. In particular, the five-dimensional volume formed by the product of the application of the test in dimensions two to six, forms the figure of merit for each multiplier in the population. This is evaluated within the GA using the expression in (43).

\[
\text{score} = \prod_{t=2}^{6} v_t
\]  

(43)

Some sample results for typical runs are given in the next section. They provide a qualitative view of the operation of the program. The results are also compared to those obtained by a simple random selection procedure to demonstrate its effectiveness. A number
of facets of the program operation are explored in the following section, including tracking improvements over generations, processing time and the effect of population size on the quality of results. The effect of seeding the initial population with a known good generator is also explored.

3.4.3 Results from GA Operation

The aim of the algorithm is to provide continuous improvements to the individuals in the population, the multipliers, over successive generations. As an example of this process, the diagrams of Figures 3.12-3.14 show typical improvements experienced when populations of individuals were optimised for different numbers of generations. Three different runs are shown. The search space is $2^{40}$ for the first example in Figure 3.12, with a population size of 30.

![Figure 3.12: Improvement in Spectral Score](image)

The second run is for $m = 2^{24}$, a population size of 40 and the algorithm was run for 20 generations. The results are given in Figure 3.13.
Figure 3.13: Genetic Optimisation of Spectral Test Score

Figure 3.14 contains the data from the third sample run with a period of $2^{32}$, a population size of 20 and optimisation for 20 generations.

In each case a useful improvement in the score of the generator is produced. The potential scores, indicated by the $y$-axis values, increase with the period. Most significantly, the algorithm produces results of a consistent value. The effectiveness of the GA in reliably producing an acceptable result is demonstrated in the histogram of Figure 3.15. It shows the spectral test results of 100 GA runs, in this case with a period of $2^{32}$. The consistency of the results is the most significant point here, as the GA can be used to produce a suitable generator with a minimum level of accuracy, as determined by the spectral test.
In contrast, the histogram of Figure 3.16 shows the generators produced when random multipliers are chosen. It can be seen that the results are not as consistent. There is a larger spread of results and a lower average result, with a peak at approximately $3 \times 10^4$. Thus the principal benefit of applying the GA is in ensuring a consistent generator quality.

The outputs of such generators are required to be random enough for the purpose of power estimation. Therefore, several standard tests were applied to the output of the generators to test whether the data was drawn from a uniformly distributed independent population. If so, then the generators may be acceptable for the intended application. The tests applied, together with the results obtained, are described in the following section.
3.5 Test and Analysis of Generator Output

The spectral test is an a-priori, analytical, structural test, which investigates the full period of a generator. The application of a genetic algorithm has proved to be a convenient mechanism for the selection of generator parameters based on the test. It is also necessary to look at the output of such generators, sampling them to ensure that the data produced is of sufficient quality. Such tests are statistical in nature, and they require the generation of samples of output vectors and the subsequent application of rigorous tests, to test whether or not the sequence under test is drawn from a population with the required properties. The two fundamental properties that any sequence of random data should possess are uniformity and independence. The uniformity of a sequence refers to the distribution of individual vectors. The data should appear as though drawn from a population with a rectangular distribution, i.e., all elements of the population are equally likely to occur. Independence of data occurs when there is no correlation between successive members of a sequence. Independence between samples separated by more than one sample period may also be considered. In addition, any source of random data should also be subjected to application-specific tests representing typical problems for which the generator is intended. The sequences generated have been subjected to a variety of tests of both types, the most common of which are indicated in Table 3.10.

<table>
<thead>
<tr>
<th>Test</th>
<th>Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Analysis of Histogram</td>
<td>Uniformity</td>
</tr>
<tr>
<td>2. Binomial Test</td>
<td>Independence</td>
</tr>
<tr>
<td>4. KS Sample Test</td>
<td>Uniformity</td>
</tr>
<tr>
<td>5. Estimation of average power for sample circuits</td>
<td>Suitability for application (power estimation)</td>
</tr>
<tr>
<td>6. ( \chi^2 ) Goodness of Fit Test</td>
<td>Uniformity</td>
</tr>
</tbody>
</table>

Table 3.10: Typical Generator Output Tests

The precise property tested is also indicated. Three representative tests have been selected for this work from this table. Each of the three tests is now discussed in a separate subsection. A novel test strategy is also proposed.
3.5.1 Test 1: Analysis of Histogram

A finite set of uniformly distributed numbers on the interval [0,1) is one where each number has an equal probability of occurring in the set [Spie88]. The uniform random variable \( X \), with parameters \( a, b \) has a sample space \( S_x = [a,b] \), where \( a, b \) are reals with \( a < b \). The probability distribution function (PDF) is given by (44).

\[
f_X(x) = \frac{1}{b-a}, x \in [a,b] \tag{44}
\]

The first moment, or mean, of \( X \) is a useful and easily estimated quantity. It is given by (45), where it is evaluated for the PDF of (44).

\[
E(X) = \int_{-\infty}^{\infty} x f_X(x) dx = \frac{b+a}{2} \tag{45}
\]

The second moment, or variance, of \( X \) is equally useful and is defined by the expression in (46).

\[
\text{var}(X) = \int_{-\infty}^{\infty} (x - EX)^2 f_X(x) dx = \frac{(b-a)^2}{12} \tag{46}
\]

The pseudorandom sequences implemented utilise a finite number of bits and may be considered to represent a finite subset on the interval [0,1), where the bracketing indicates that the value one is usually excluded. Thus with values of \( b = 1 \) and \( a = 0 \), the theoretical mean and variance are 1/2 and 1/12 respectively. Using these values, the output sample from the generator may be tested. Several tests are available. Estimates of the mean and variance may be tested under the hypothesis that the sample has been drawn from a uniform distribution, giving a statistical decision within a predetermined level of significance. In addition, a \( \chi^2 \) goodness-of-fit test may be applied to the data. This determines how well the empirical distribution fits the theoretical distribution obtained from the sample data.

Uniformity is tested by sorting the generator output into a number of sub-intervals and then counting the number of occurrences in each one. The flatness of the resulting histogram may then be tested under the null hypothesis that the data is drawn from the theoretical
distribution. However, even a bad generator produces a uniformly flat histogram during a complete period. The data, therefore, is possibly not independent. Thus a test of uniformity is a necessary but insufficient test which is often performed in conjunction with estimates of the mean and standard deviation of the sample, as outlined above. It is also very useful when applied to transforms of the data, particularly those involving the frequency domain. This will be discussed in a later section. It is also important to note that the global properties of a generator with a large period can be different to the local properties observed in individual samples of the data. This results in individual samples from good generators failing such statistical tests. The likelihood of such a failure depends on the initial conditions for the test and is of particular relevance in this context, given the large amount of data that is usually generated, i.e. the large sample space. This additional factor must be taken into account when implementing tests, so that local results do not skew the more significant global behaviour under investigation. The background to the approach taken to this problem is now given.

When a hypothesis such as "is the generator sufficiently random?" is tested, two types of error are possible. If the hypothesis is rejected when it should be accepted, a Type I error has been made [ibid]. In this case a good generator will provide a sample that will fail the test, when it should really have passed. Conversely, if the hypothesis is accepted when it should be rejected, a Type II error has been made. This occurs when a bad generator passes the test. In order for any test to be useful, such errors must be minimised. Since the null hypothesis adopted for this work states that the generator is good, Type I errors are of more interest. In any test, the maximum probability associated with the occurrence of a Type I error is termed the level of significance of the test. This parameter, denoted $\alpha$, is specified as part of the test. In general, an examination of the literature indicates that a level of significance of 0.05 or 0.01 is often adopted. In the context of this work, a value of $\alpha = 0.05$ means that there is a 5% probability of rejecting the hypothesis when it should be accepted. If 100 samples are tested, we expect no more than 5 of them to fail. This provides a very powerful method for investigating the global behaviour of the generator. When a large number of samples are considered, the number of passes and fails may be tested for significance using a binomial distribution. This technique allows the overall global behaviour of the generator to be assessed, rather than the less reliable results obtained from a single local sample. In
particular, in addition to the histogram, the power spectral density of the data has been efficiently tested with this procedure.

The binomial distribution used is a discrete distribution, which states that given the probability $p$ of an event occurring, the probability of $X$ such events in $N$ trials is given by (47), where the probability of the non-occurrence of the event is given by $q = 1 - p$.

$$p(X) = \binom{N}{X} p^x q^{N-x} = \frac{N!}{X!(N-X)!} p^x q^{N-x}$$ (47)

In the context of the analysis of generator output, the number of failed samples may be tested to see if it is significantly high. In particular, the significance level of the goodness-of-fit test $a$, which states the probability of an error, should determine the number of failures. By setting $p = a$, $N =$ the number of tests and $X =$ the number of failures, the number of failures is tested using the binomial distribution. If a significantly higher number of failures is encountered than that predicted by the distribution, the generator has failed to demonstrate sufficient randomness, for this test. This technique has been used to investigate both the histogram and the power spectral density [Sher95].

For each test, three generators are examined: a good generator selected by the genetic mechanism, a poor-quality generator and the generator provided by Matlab. The good generator has parameters $m = 2^{32}$, $a = 1494270789$, $c = 1$, with a spectral score of 45330.0, as defined by equation (43). The poor quality generator has parameters $m = 2^{32}$, $a = 15$, $c = 1$, with a spectral score of 913.9. First and second moments are calculated and 100 $\chi^2$ goodness-of-fit tests are performed on samples of each generator output. A binomial test for global randomness is performed on the results of the $\chi^2$ tests.

The data in Table 3.11 contains the mean and variance for the three generators, using one sample from each generator. Again while these figures give a general indication of the data quality, it is difficult to draw meaningful conclusions from them.

<table>
<thead>
<tr>
<th>Generator</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genetically optimised</td>
<td>0.51</td>
<td>0.09</td>
</tr>
<tr>
<td>Non-optimised</td>
<td>0.48</td>
<td>0.08</td>
</tr>
<tr>
<td>Matlab</td>
<td>0.50</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Table 3.11: Sample Mean and Variance
A $\chi^2$ goodness-of-fit test was also performed on one sample from each generator, at the 1%, 5% and 10% levels of significance. The data was divided into ten subintervals and $o_j$, the frequency of occurrence within each interval was counted. A test statistic $\chi^2$ was then calculated using the observed and expected frequencies, $o_j$ and $e_j$ respectively. The test statistic is given by (48).

$$\chi^2 = \sum_{j=1}^{k} \frac{(o_j - e_j)^2}{e_j}$$  \hspace{1cm} (48)

If $\chi^2$ is zero then the observed and expected frequencies agree exactly, while if $\chi^2 > 0$, there is a discrepancy between the expected and observed frequencies. The sampling distribution of $\chi^2$ is given by the Chi-squared distribution, with $\nu$ degrees of freedom. For this test, $\nu$ is given by $N_{\text{sub}} - 1$, where $N_{\text{sub}} = $ the number of subintervals, 10 in this instance. The results, along with the relevant percentile values from the distribution, are given in Table 3.12. The bracket values refer to the test results from each generator. The critical value is the maximum value of test result for passing the test. The subscript for the percentile value refers to the value $100(1-\alpha)\%$, where $\alpha$ is the level of significance for the test. As the test is applied only to a single sample, this is not a very demanding or useful test.

<table>
<thead>
<tr>
<th>Generator</th>
<th>$\chi^2_{0.90, \nu = 9}$</th>
<th>$\chi^2_{0.95, \nu = 9}$</th>
<th>$\chi^2_{0.99, \nu = 9}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genetically optimised (11.2)</td>
<td>Pass</td>
<td>pass</td>
<td>Pass</td>
</tr>
<tr>
<td>Non-optimised (24.6)</td>
<td>Fail</td>
<td>fail</td>
<td>Fail</td>
</tr>
<tr>
<td>Matlab (10.1)</td>
<td>Pass</td>
<td>pass</td>
<td>Pass</td>
</tr>
<tr>
<td>Critical Value</td>
<td>14.7</td>
<td>16.9</td>
<td>21.7</td>
</tr>
</tbody>
</table>

Table 3.12: Results From the Application of the $\chi^2$ Test

A more powerful test of this data is realised by repeating the above tests a number of times and then examining the number of passes and fails with a binomial distribution [ibid]. For the three generators used to illustrate these ideas, the $\chi^2$ test was run 100 times at three levels of significance. The number of fails was recorded and tested against the expected binomial distribution. The results of this test are presented in Table 3.13. Both the genetically optimised generator and the Matlab generator pass the binomial test at all levels. The non-optimised generator fails at all levels of significance.
### Table 3.13: Binomial Test of Data Samples

<table>
<thead>
<tr>
<th>Generator</th>
<th>Number of Passes (/100) at 10% level</th>
<th>Number of Passes (/100) at 5% level</th>
<th>Number of Passes (/100) at 1% level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Critical Value</td>
<td>90</td>
<td>95</td>
<td>99</td>
</tr>
<tr>
<td>Optimised</td>
<td>91</td>
<td>95</td>
<td>99</td>
</tr>
<tr>
<td>Non-optimised</td>
<td>89</td>
<td>93</td>
<td>95</td>
</tr>
<tr>
<td>Matlab</td>
<td>91</td>
<td>96</td>
<td>99</td>
</tr>
</tbody>
</table>

3.5.2 Test 2: Power Spectral Density

The pseudorandom data examined so far may be viewed as a series of discrete time samples from an ensemble of stochastic member functions. As the probability density function for the signal is not a function of time or equivalently, is not a function of sample number, the signal is said to be stationary. As such, the properties of the signal may be described using a number of time-domain and frequency domain measures. These include autocorrelation and autocovariance in the time domain and the discrete Fourier transform (DFT) and power spectral density in the frequency domain [McC199], [Krau95]. These quantities are very useful in characterising the properties of such signals. They may be estimated in order to deduce the behaviour of the signal. In the time domain, the relation between two samples at different time indices $m$ and $n$ is also of interest. One measure of this relation is given by the autocorrelation, which for a random discrete time signal is given by (49) where $E$ is the expectation operator or mean.

$$\phi_{xx}[k] = E(X[n]X[n + k])$$  \hspace{1cm} (49)

When dealing with real signals, there are two estimators for autocorrelation. The unbiased estimate at lag $k$, for $|k| < N$, is given by (50).

$$\hat{\phi}_{xx}(k) = \frac{1}{N} \sum_{i=0}^{N-1-|k|} X(i + |k|)X(i)$$  \hspace{1cm} (50)

Another estimate is called the biased autocorrelation estimate, and is given by (51). It is defined for $|k| < N$.

$$\hat{\phi}_{xx}(k) = \frac{1}{N - |k|} \sum_{i=0}^{N-1-|k|} X(i + |k|)X(i)$$  \hspace{1cm} (51)
As the mean square error of the biased estimate is less than that of the unbiased estimate, [Chil97], the biased estimate is usually the one employed. Ideally, the autocorrelation sequence should show no relations between samples, for lags 1 to \( k \). The autocovariance is the mean-removed autocorrelation and is given by (52).

\[
\gamma_{xx}[n] = E((X[n] - m_{x[n]})(X[n + k] - m_{x[n+k]}))
\] (52)

The autocovariance [Mitr98] may be estimated using a sufficiently large sample of data using the estimator of (53).

\[
\hat{C}_{xx}(k) = \frac{1}{N} \sum_{n=0}^{N-1-k} (X(n) - m_x)(X(n+k) - m_x)
\] (53)

This measure is used to examine the linear independence between the terms of a time series, such as are of interest in this work. An alternative to these time domain representations is provided by the power spectral density function. The Wiener-Khintchine theorem [Chil97] states that the Power Spectral Density of a stationary random process \( X(t) \) is defined as the Fourier transform of the autocorrelation function of the random process. Since the Fourier transform is invertible, the spectrum and the autocorrelation are equivalent measures of the process. The relevant transforms are given in (54) and (55).

\[
S_{xx}(\omega) = \sum_{k=-\infty}^{\infty} R_{xx}(k) e^{-j\omega k}
\] (54)

\[
R_{xx}(k) = \frac{1}{2\pi} \int_{-\infty}^{\infty} S_{xx}(\omega) e^{j\omega k} d\omega
\] (55)

The power spectral density (PSD) is an even, real and positive function of radian frequency, \( \omega \), for a real random process. The units for the Fourier transform of a voltage signal are volts/Hz or volts-sec while the units of the autocorrelation function of a voltage signal are (volts)\(^2\). As the PSD is determined by the Fourier transform of the autocorrelation function, the units of the PSD are therefore (volts)\(^2\)-sec or (volts)\(^2\)/Hz. It is often assumed that the power of a random process is the power dissipated in a nominal 1\( \Omega \) load resistance. This yields units of (volts)\(^2\)-sec across 1\( \Omega \) or (volts)\(^2\)/Hz across 1\( \Omega \), resulting in units of watts-sec.
or watts/Hz. As this is dimensionally equivalent to energy, the PSD may also be quoted in Joules.

For this work, the particular case of a constant PSD $S_x(\omega)$ is of interest. This random process, known as a uniform white noise process, is one in which all frequencies are present with equal power density. In this case the spectrum becomes a constant, as given in (56).

$$S_x(f) = N_0 \quad (56)$$

Approaches to spectral estimation of the signal $X(t)$ fall into two categories, classical or non-parametric techniques and parametric methods [Krau95]. Classical methods require the estimation of the autocorrelation sequence from the data sample. The power spectrum is then estimated using the Fourier transform $F_T[X(t)]$, as shown in (57), where the Fourier transform is given by (58).

$$S_x(\omega) = \lim_{T \to \infty} \frac{1}{2T} E\left[|F_T[X(t)]|^2\right] \quad (57)$$

$$F[X(t)] = \frac{1}{2\pi} \int x(t)e^{-j\omega} d\omega \quad (58)$$

The second class of techniques is termed nonclassical or parametric. This method uses an underlying model of the process, for example an autoregressive or moving average model, and estimates the power spectrum using this assumption.

A non-parametric method was used in this work because it makes no assumptions about the underlying data model and it is easily implemented. The principal techniques of this type include the periodogram, the modified periodogram, Bartlett’s method, Welch’s method and the Blackman-Tukey algorithm [Hayes96]. With these methods, the technique is often expressed directly in terms of the original signal $x(n)$, where it may be known as a direct method, although the underlying approach is based on the autocorrelation sequence. Each of these methods utilises an estimated spectrum, known as a periodogram. For discrete signals, when a window signal $w(n)$ is used on the data, a modified periodogram is obtained as given in (59).
The parameter $N$ is the length of the window and the constant $U$ is given by (60).

$$U = \frac{1}{N} \sum_{n=0}^{N-1} |w(n)|^2$$

When $w(n)$ is a rectangular window, then $U = 1$, and the periodogram reduces to the unmodified periodogram. The main function of the window is to damp out the effects of the Gibbs phenomenon resulting from truncation of an infinite series [Math96]. The spectrum of a window typically has unwanted spectral sidelobes or peaks, which can be misinterpreted as peaks in the spectrum of the data [Haye96]. The effects of windowing on a signal are well known and include a trade-off between spectral resolution or main lobe width, and spectral masking, or the amplitude of the sidelobes. For example, replacing a rectangular window with a Hamming window gives a reduction in the sidelobe amplitude of approximately 30dB. The spectral resolution is however reduced by about 50%. Bartlett proposed that the signal $x(n)$ be partitioned into $K$ nonoverlapping sequences of length $L$, where the overall sequence length $N=K.L$. The periodogram is obtained with data $x_i(n)$ partitioned as indicated in (61).

$$x_i(n) = x(n + iL) \quad \text{for} \quad n = 0,1,...,L-1 \quad \text{and} \quad i = 0,1,...,K-1$$

Bartlett’s estimate is then given by (62).

$$\hat{P}_M(e^{j\omega}) = \frac{1}{N} \sum_{n=0}^{N-1} \left( \sum_{i=0}^{K-1} x(n+iL)e^{-j\omega} \right)^2$$

Various tradeoffs are possible between the spectral resolution and the variance of the estimate by altering the values of $K$ and $L$, with an increase in $K$ and a decrease in $L$, corresponding to a decrease in the variance.

Decreasing $K$ and increasing $L$ increases the resolution obtained. The spectral estimation technique used in this work uses two modifications to the above method proposed by Welch. The first is to allow the $x_i(n)$ sequences to overlap, and the second is to allow a data window
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\( w(n) \) to be applied to each sequence producing a set of modified periodograms which are then averaged. For a sequence of length \( L \) and an offset of \( D \) points between the start of each subsequence, the \( i^{th} \) sequence is given by (63).

\[
x_i(n) = x(n + iD) \quad n = 0,1,\ldots,L - 1
\]

(63)

Thus the overlap between subsequence \( x_i(n) \) and its successor \( x_{i+1}(n) \) is \( L - D \) points, and if there are \( K \) subsequences over the entire sample of \( N \) points then (64) gives the relation between the subsequence length and the sample length.

\[
N = L + D(K - 1)
\]

(64)

With no overlap \((D = L)\), there are \( K = N/L \) sections of length \( L \) as in Bartlett’s method. Alternatively, if a 50% overlap is used then \( K = 2N/L - 1 \) sections are formed, each of length \( L \). This doubles the number of sections, \( K \), and thereby reduces the variance, while obtaining the same resolution by maintaining subsequence length \( L \), when compared to Bartlett’s method. Similarly, with a 50% overlap, \( K = N/L - 1 \) subsequences of length \( 2L \) are obtained. This has the effect of maintaining the variance while increasing the resolution. This method, therefore, allows reductions in variance and resolution to be traded by increasing the number and/or the length of the subsequences by varying the amount of overlapping. For this reason, the average modified periodogram technique, with a Hamming window, was selected for power spectral analysis of the data.

In practice, the computational requirements and computation time increase with increasing \( K \) for a given sample of \( N \) data points. In addition, the correlation between subsamples also increases. For this reason, the amount of overlap is typically no more than 50%-75%. Depending on the values chosen for the various parameters, other methods may yield similar resolution and variance. However, the reduction in spectral leakage that occurs because of the attenuated sidelobes of the window makes this a very useful method. In particular, when examining data for correlations, the ability to closely discriminate between nearby frequency components is useful. An implementation of this algorithm was coded using a modified version of the algorithm of Widrow and Stearns [Widr85].
Typical results obtained from the implementation are given in Figure 3.17. A sample of 10,000 data points was generated and the power spectral density was obtained using a subsequence length of 1000 with an overlap varying from 0% to 90%. A Hamming window was used to reduce spectral leakage. For each value of overlap, the variance between the $N$ estimated spectral components $\{P_m\}$ was calculated using the usual statistical expression, as indicated in (65).

$$\text{var}(PSD) = \frac{1}{N} \sum_{m=1}^{N} \left( P_m - \frac{1}{N} \sum_{m=1}^{m=N} P_m \right)^2$$  \hspace{1cm} (65)

Figure 3.17 shows the effect of overlap on the variance estimate obtained. It is also observed that the variance in the estimate is dependent on the amount of overlap used, for a given subsequence length. This is a useful observation, and it will be utilised in a subsequent section. It is also evident that there are diminishing returns to the amount of overlap used, due to the increase in correlation added to the data.

The PSD for the samples with the two extremes of variance obtained are also given in Figure 3.18 for a visual comparison. The vertical range of the PSD data determines the variance. Therefore, the left hand diagram of Figure 3.18 represents the sample with the lowest variance observed, while the right hand diagram had the largest variance obtained.
The above data was obtained using a good generator and qualitatively demonstrates the general usefulness of the PSD and associated measures when determining the quality of input data for circuit simulation. The variance of the estimated PSD may also be used as a comparative measure, as Table 3.14 shows. The variance of the PSD was obtained for generators of varying quality, as determined by the spectral test. The results in this table indicate that this test may be used to compare the output from two good generators, for example when comparing a known good generator with a candidate generator.

<table>
<thead>
<tr>
<th>Generator</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral Score</td>
<td>7226</td>
<td>15140</td>
<td>20773</td>
<td>25140</td>
<td>29299</td>
<td>31617</td>
</tr>
<tr>
<td>Variance</td>
<td>2.07</td>
<td>1.68</td>
<td>1.46</td>
<td>1.35</td>
<td>1.36</td>
<td>1.03</td>
</tr>
</tbody>
</table>

Table 3.14: Relationship Between Variance and Spectral Score

In each case a sample of 1000 data points was taken, with 10 subsequences of length 100. Five percent overlap was used and no windowing was applied. The variance of the resulting PSD estimates are given in the table and the data is plotted in Figure 3.19.
While there appears to be a general correspondence between the spectral test score and the variance, the relation will depend on the sample size, overlap and the subsample drawn from the generator. However, the general trend is present and may be used to rate a given generator. The statistical nature of the PSD estimate can, however, be used to construct a very powerful test of the generator output, based on the mean of the distribution of spectral lines, rather than the variance. This test is now described.

3.5.3 Test 3: CDF Test of Power Spectral Density

The data generated and tested in the previous section consists of samples drawn from a uniform distribution, also referred to as uniform white noise (UWN). The PSD of such a distribution is also uniform, where the spectral component at each frequency should be the same magnitude. Inevitably, as the PSD is estimated with a periodogram-based technique, there will be variation in the magnitude of the component at any given frequency. These components are therefore used to compute an estimated cumulative distribution function (CDF) which should also be linear. The linearity of the resulting CDF may be subjected to number of tests, notably the Kolmogorov-Smirnov (KS) Goodness-of-Fit test [Gonz77]. This test determines if the underlying hypothesis, that of a flat PSD, is adequately reflected by the
CDF obtained. The linear independence of the generator is therefore rigorously tested. This test has been proposed by Sherif and Dear [Sher95], employing a Walsh Transform [Kart76] to compute the CDF. In this work, a test based on the more widely known Fourier Transform is developed and explored. As the results presented indicate, this approach is one of the most useful tests encountered so far. The construction of the test may be outlined as follows.

Data such as frequency component magnitudes may be distributed into a number of classes or categories, based on numerical value. A tabular arrangement of such data, along with the corresponding class frequencies, is called a frequency distribution. The class interval is a data range defining such a class, for example the range 10dB-12dB. The total frequency of all values less than the upper class boundary of a given class interval, is called the cumulative frequency. The cumulative frequency distribution is a table representing such cumulative frequencies and a graphical representation of the data is termed a cumulative frequency polygon or ogive [Spie88]. A relative cumulative frequency is often quoted, where the data is divided by the total frequency. This allows the data to be expressed within the range 0 to 1, or as a percentage. The application of the CDF to the testing of the generator consists of five steps, which are outlined below.

1. A sequence of samples is obtained from the generator under test.

2. The periodogram is calculated.

3. An empirical cumulative distribution function is calculated by cumulatively summing the values and then scaling the result so that the maximum is one. This is equivalent to a relative frequency distribution.

4. An appropriate goodness-of-fit test is performed at the desired level of confidence, $\alpha$, under the null hypothesis that the data has been drawn from a uniform CDF. Kolmogarov-Smirnov is used to make this test, which is detailed below.

5. Steps (1)-(4) are repeated $N$ times and the number of acceptances and rejections is tested to determine if it is consistent with a binomial distribution with parameters $n = N$ and $p = \alpha$. This aspect of the test is explored in more detail below.
In advance of some typical results, two aspects of the test require elaboration: the KS test for goodness of fit in Step (4) and the use of repetition in Step (5). These topics are now addressed in turn.

The Kolmogarov-Smirnov (KS) [Birn52] test is used to test hypotheses concerning the agreement between the distribution of a set of sample values and a theoretical population. Such tests fall into two categories, parametric and non-parametric. Test statistics whose sampling distribution depends on the explicit form or the value of parameters in the distribution of the population are termed parametric. For example, the test statistic $t = N^{1/2}(X_{\text{mean}} - \mu)/s$ has Student’s distribution only if the population is normal [Vini98]. Such tests are limited in their application. Non-parametric tests have no such dependency and therefore have a wider range of applications. The most common non-parametric test is the $\chi^2$ test, but it has the disadvantage that the data is only considered after it has been grouped. This action filters the data and so information concerning the sample is lost. The KS test is also non-parametric but has no such grouping of data and so is generally considered a more discerning, although more complex, test. The KS test can be applied to the PSD distribution and also to the original data, where it replaces the $\chi^2$ test for example. The basic operation of the test is now presented.

A population is assumed to have a specific CDF, $F_0(x)$. For any given value of $x$, $x_i$, $F_0(x_i)$ is the proportion of the population having a value less than or equal to $x_i$. The cumulative step function obtained from $N$ data samples $S_N(x)$ is expected to closely follow the proposed distribution, if the hypothesis is a correct one. The sample distribution is easily obtained by setting $S_N(x) = k/N$, where $k$ is the number of observations less than or equal to $x$. The difference between the expected and actual CDF is then given by the two statistics $K_n^+$ and $K_n^-$, as given in (66).

$$
K_n^+ = \sqrt{n} \max_{-\infty < x < \infty} \left( S_n(x) - F_0(x) \right)
$$

$$
K_n^- = \sqrt{n} \max_{-\infty < x < \infty} \left( F_0(x) - S_n(x) \right)
$$

(66)

They represent the greatest amount of deviation when $S_N(x)$ is respectively greater than and less than $F_0(x)$. The factor $n^{1/2}$ is included because the standard deviation of $S_N(x)$ is proportional to $1/n^{1/2}$. To make the standard deviation independent of the sample size the
result is multiplied by $n^{1/2}$. The distribution of $K_{n+\cdot}$ was proposed by Kolmogarov [Kolm33], Smirnov [Smir48] and others, and is independent of $F_0(x)$. The test is represented graphically in Figure 3.20, where the two outer lines show the maximum deviation expected from the distribution. The middle plot represents the actual distribution. Should the empirical distribution exceed the outer boundaries, the data may not be drawn from the proposed distribution.

![Figure 3.20: The Kolmogarov-Smirnov Test](image)

Table 3.15 gives a short excerpt of the critical values of the maximum absolute difference between sample and population CDF. For example, at a level of significance $1-\alpha = 0.20$, the critical value of $d$ for $N = 10$ is 0.7845. This means that the probability is 80% that either form of $K_{10}$ will be less than or equal to 0.7845. Thus a procedure for testing data requires a number of plots or array equivalents in software. The hypothetical distribution is plotted, along with curves a distance $d_n(N)$ above and below it. If $S_n(x)$ passes outside of this band at any point the data is rejected at the $\alpha$ level of significance, as not belonging to the distribution $F_0(x)$.

<table>
<thead>
<tr>
<th>Sample Size ($N$)</th>
<th>$\alpha = 0.95$</th>
<th>$\alpha = 0.50$</th>
<th>$\alpha = 0.25$</th>
<th>$\alpha = 0.05$</th>
<th>$\alpha = 0.01$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.1086</td>
<td>0.5392</td>
<td>0.7797</td>
<td>1.1586</td>
<td>1.4327</td>
</tr>
<tr>
<td>10</td>
<td>0.1147</td>
<td>0.5426</td>
<td>0.7845</td>
<td>1.1658</td>
<td>1.4440</td>
</tr>
<tr>
<td>20</td>
<td>0.1298</td>
<td>0.5547</td>
<td>0.7975</td>
<td>1.1839</td>
<td>1.4698</td>
</tr>
<tr>
<td>30</td>
<td>0.1351</td>
<td>0.5605</td>
<td>0.8036</td>
<td>1.1916</td>
<td>1.4801</td>
</tr>
<tr>
<td>Over 30</td>
<td>0.1601</td>
<td>0.5887</td>
<td>0.8326</td>
<td>1.2239</td>
<td>1.5174</td>
</tr>
</tbody>
</table>

Table 3.15: Critical Values for KS Test
The algorithm implemented in this work uses this technique by recording in a table the observed and hypothetical distributions and calculating the maximum deviation between them. If this maximum deviation exceeds $d_a(N)$ the distribution is rejected. This technique has been implemented where the data was available as the output of a linear congruential generator routine, with parameters obtained by a genetic optimisation mechanism. It is also important to note that this approach is applicable to data from any generator type, regardless of the algorithm used to generate it. As a simple example of the application of this technique, the KS test was applied to five samples of data drawn from an LCG. The hypothesis under test was that the data was drawn from a uniform population. A sample size of 1000 was used. In addition, the maximum deviations above and below the hypothetical distribution are recorded. If either should exceed the appropriate $d_{SR}(1000)$ value, that sample fails. The critical percentage point of the distribution is therefore 1.2239. All samples except number 3 pass as indicated in Table 3.16.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Worst case KS+</th>
<th>Worst Case KS-</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.37</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>0.85</td>
<td>0.21</td>
</tr>
<tr>
<td>3</td>
<td>1.92</td>
<td>0.40</td>
</tr>
<tr>
<td>4</td>
<td>0.81</td>
<td>0.16</td>
</tr>
<tr>
<td>5</td>
<td>0.71</td>
<td>0.42</td>
</tr>
<tr>
<td>Reference generator</td>
<td>0.57</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Table 3.16: KS Test Applied to Generator Samples

The data can also be represented visually, as shown in Figure 3.21. The horizontal line indicates the allowable maximum value of the test statistic $K_{n+}$. The lower line indicates the $d_a(N)$ value, for $\alpha = 0.95$ and $N = 1000$. This value indicated a level where the data might be considered too good, in the sense that it might not have been generated randomly. None of the test data calculated in this example approach either value, indicating that the generation process is correct and that the samples appear random.
In addition, individual test values derived from the KS test are distributed according to (67) [Birm52].

\[ S_\pm(x) = 1 - e^{-2x^2}, \quad x \geq 0 \]  

(67)

This allows the overall, or global behaviour of the data to be investigated by obtaining a number of individual \(K_{n+p}\) values and checking their distribution. The KS test was employed as a goodness-of-fit test for the examination of the power spectral density sample, as described above. While individual PSD samples may pass or fail a KS test, the global performance of the data may only be ascertained by examining the behaviour of a number of such pass/fail results. This is the objective of step (5) in the procedure outlined earlier. Before results of the entire test are presented, the significance of a given number of passes and fails of any test must be clarified. This requires the application of the binomial distribution, which is now briefly described again for the purpose of completeness.

Given \(p\), the probability of success in any single event, and \(q = 1-p\), the probability of failure, the probability of \(X\) successes in \(N\) trials is given by the expression in (68).

\[
p(X) = \binom{N}{X} p^X q^{N-X} = \frac{N!}{X!(N-X)!} p^X q^{N-X}, \quad X \leq N
\]  

(68)
This expression is referred to as the Bernoulli or Binomial distribution. It may be applied to the analysis of power spectral density as follows. When the goodness-of-fit test is implemented on the empirical CDF of the power spectral density, it is performed at a specified level of confidence, alpha. This parameter determines the likelihood of the test returning an error, or equivalently, the number of failed PSD samples that should occur when running a batch of $n$ such tests. By assigning alpha to $p$ and $n$ to $N$, the number of PSD goodness-of-fit acceptances and rejections may be investigated to determine whether they are appropriate to the corresponding binomial distribution. In this way, the global behaviour in addition to the local i.e. small sample, behaviour may be investigated.

Some typical results of the CDF test of power spectral density are now presented. The relationship between the results obtained and the theoretical spectral test results is explored. Finally, some generators whose parameters were obtained by the genetic selection mechanism are tested and the results are analysed. Firstly, the test is demonstrated on a good quality generator with a spectral test score of 27720. A sample size of 1024 was used, and the periodogram was estimated using the method of Widrow and Stearns, with no overlap. Figure 3.22 shows the PSD obtained, in addition to the theoretical value expected which is indicated as a horizontal line on the graph.

![Figure 3.22: PSD from Optimised Generator](image)

Both the empirical and the theoretical CDF distributions for the generator PSD were calculated and plotted in Figure 3.23. The theoretical CDF is given by the straight line, while the curved plot indicates the empirical CDF derived from the data. The maximum vertical
excursion from the theoretical to the experimental plot is the subject of the KS test and occurs at a frequency index of approximately 350.

![Empirical and Theoretical CDF of Optimised Generator](image)

**Figure 3.23:** Empirical and Theoretical CDF of Optimised Generator

Finally, the KS statistics for the sample spectrum were computed, in addition to the $\chi^2$ value for the sampled spectrum, the latter for comparison purposes only. The application of the KS test to the data yields a set of statistics, which are given in Table 3.17. The sample passes the CDF test of PSD at the 95% level of significance ($\alpha = 0.05$), as the values of $K^+_{1024}$ and $K^-_{1024}$ obtained are lower than the critical value $d_{0.05}(1024)$.

<table>
<thead>
<tr>
<th>$K^+_{1024}$</th>
<th>$K^-_{1024}$</th>
<th>$\chi^2$</th>
<th>$d_{0.05}(1024)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.47</td>
<td>0.52</td>
<td>0.49</td>
<td>1.22</td>
</tr>
</tbody>
</table>

**Table 3.17:** KS Test Statistics for Sampled Spectrum

The above set of tests was rerun, but this time using data from a poor quality generator with a spectral score of only 12.6. The periodogram, shown in Figure 3.24, displays a very uneven response. There are large components at the lower and upper ends of the sampled spectrum, while the portion of the data represented by indices 150 to 350 are lower in magnitude than expected. While the low frequency components indicate a data sample that changes value only very slowly, the exaggerated upper frequency response would seem to represent a sample that also has in addition an occasional excessive transient response.
The CDF of the above PSD is given in Figure 3.25 below. As is evident from the diagram, the deviations from the expected function are quite large and in this particular case have an approximately symmetric distribution around the theoretical, linear CDF.

The relevant statistics for this sample are given in Table 3.18. The values for the two test statistics $K_{1024}^+$ and $K_{1024}^-$ are equal, which corresponds to equal excursions about the
theoretical CDF near indices 100 and 400. This sample fails the KS test at the \( \alpha = 0.05 \) level of significance.

<table>
<thead>
<tr>
<th>( K_{1024} )</th>
<th>( K'_{1024} )</th>
<th>( \chi^2 )</th>
<th>( d_{0.05}(1024) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.61</td>
<td>2.61</td>
<td>0.90</td>
<td>1.22</td>
</tr>
</tbody>
</table>

Table 3.18: KS Test Results for Sampled Spectrum of Poor Quality Generator

The next series of tests explore the relationship between the theoretical spectral test and the empirical KS test. A series of generators are tested, first with the spectral test and then with the KS test. The correlation between both tests is examined. Table 3.19 shows the parameters for a number of generators. The spectral test score is given, in addition to the \( K_{1024} \) and \( K'_{1024} \) statistics for a sample output. All generators are 32-bit, with a period of \( 2^{32} \).

<table>
<thead>
<tr>
<th>Generator</th>
<th>Multiplier</th>
<th>Spectral Score</th>
<th>( K_{1024} )</th>
<th>( K'_{1024} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21</td>
<td>1637.8</td>
<td>0.66</td>
<td>0.67</td>
</tr>
<tr>
<td>2</td>
<td>29</td>
<td>2708.08</td>
<td>1.03</td>
<td>1.06</td>
</tr>
<tr>
<td>3</td>
<td>3065293</td>
<td>4042.96</td>
<td>0.33</td>
<td>0.34</td>
</tr>
<tr>
<td>4</td>
<td>49364597</td>
<td>8047.55</td>
<td>0.34</td>
<td>0.39</td>
</tr>
<tr>
<td>5</td>
<td>21479509</td>
<td>8088.65</td>
<td>0.53</td>
<td>0.54</td>
</tr>
<tr>
<td>6</td>
<td>33321709</td>
<td>8127.05</td>
<td>0.74</td>
<td>0.76</td>
</tr>
<tr>
<td>7</td>
<td>47375085</td>
<td>10221.75</td>
<td>0.35</td>
<td>0.38</td>
</tr>
<tr>
<td>8</td>
<td>134520405</td>
<td>11719.18</td>
<td>0.45</td>
<td>0.49</td>
</tr>
<tr>
<td>9</td>
<td>83081725</td>
<td>12591.95</td>
<td>0.46</td>
<td>0.46</td>
</tr>
<tr>
<td>10</td>
<td>231390117</td>
<td>12927.79</td>
<td>0.38</td>
<td>0.38</td>
</tr>
<tr>
<td>11</td>
<td>1517190677</td>
<td>15859.02</td>
<td>0.35</td>
<td>0.36</td>
</tr>
<tr>
<td>12</td>
<td>920531893</td>
<td>20173.08</td>
<td>0.46</td>
<td>0.50</td>
</tr>
<tr>
<td>13</td>
<td>660974685</td>
<td>21130.62</td>
<td>0.54</td>
<td>0.57</td>
</tr>
<tr>
<td>14</td>
<td>2147106333</td>
<td>23960.48</td>
<td>0.33</td>
<td>0.37</td>
</tr>
<tr>
<td>15</td>
<td>2343534885</td>
<td>25193.31</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>16</td>
<td>3413489181</td>
<td>25337.69</td>
<td>0.23</td>
<td>0.25</td>
</tr>
<tr>
<td>17</td>
<td>1046426629</td>
<td>25512.32</td>
<td>0.26</td>
<td>0.28</td>
</tr>
<tr>
<td>18</td>
<td>3484959045</td>
<td>28970.69</td>
<td>0.27</td>
<td>0.28</td>
</tr>
<tr>
<td>19</td>
<td>3565697325</td>
<td>30908.31</td>
<td>0.55</td>
<td>0.57</td>
</tr>
<tr>
<td>20</td>
<td>3476492325</td>
<td>32947.25</td>
<td>0.31</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 3.19: Spectral Test and KS Test Results for a Number of Generators

The resulting plot of \( K'_{1024} \) test results against the spectral score, given in Figure 3.26, shows that qualitatively, the general trend of higher spectral scores leading to improved PSD performance is observed. The data consists of small samples drawn from a generator with a large period and so there is inevitably considerable noise in the plot, but the improvement is nonetheless apparent.
3.5.4 Test 4: A Novel Test

The final section of this Chapter applies the techniques discussed and presented in the preceding sections to the development of a novel test. The algorithm was run a number of times and several generators were produced. The spectral score of each of these generators was obtained and a sample of the data output was analysed using the KS test. In each case the Matlab generator was used as a reference source, providing a known good generator as a basis for comparison with the generators produced. Finally, a number of samples from each generator were tested with the binomial test to verify that the number of passes and fails of the KS test observed were in accordance with a uniform PSD.

Each of the generators in Table 3.20 was obtained by running the genetic algorithm for 100 generations with an initial population of 200. The period selected was $2^{42}$. Twenty samples of length 10240 were then taken from each generator and the KS test was performed on each sample. The number of passes and fails are recorded, for a 95% confidence level, in addition to the average of the highest and therefore the worst KS value obtained for each sample. The critical KS value for this test is $d_{0.05}(N) = 1.36/N^{1/2}$, where $N = \text{sample size}$, which is 1024 in this test [Mass51]. This yields a test parameter value $d_{0.05}(1024) = 0.0425$. Samples with KS values greater than this are not sufficiently random, according to the standard administration of this test. The results indicate that the GA provides a suitable mechanism for selecting generator parameters, using the tests of output data described earlier.
<table>
<thead>
<tr>
<th>Generator</th>
<th>Multiplier</th>
<th>Spectral Score</th>
<th>Average KS value</th>
<th>Number of passes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>96716669</td>
<td>150602</td>
<td>0.0208</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>1257893517</td>
<td>147162</td>
<td>0.0213</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>4035528829</td>
<td>141922</td>
<td>0.0225</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>1105181349</td>
<td>147125</td>
<td>0.0206</td>
<td>20</td>
</tr>
<tr>
<td>5</td>
<td>1551086125</td>
<td>148377</td>
<td>0.0189</td>
<td>20</td>
</tr>
<tr>
<td>6</td>
<td>278681677</td>
<td>143456</td>
<td>0.0175</td>
<td>20</td>
</tr>
<tr>
<td>7</td>
<td>1347387893</td>
<td>128828</td>
<td>0.0202</td>
<td>20</td>
</tr>
<tr>
<td>8</td>
<td>2433786117</td>
<td>172278</td>
<td>0.0223</td>
<td>20</td>
</tr>
<tr>
<td>9</td>
<td>1851497965</td>
<td>156918</td>
<td>0.0204</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>9876765557</td>
<td>158360</td>
<td>0.0192</td>
<td>20</td>
</tr>
<tr>
<td>11</td>
<td>1904180213</td>
<td>169245</td>
<td>0.0216</td>
<td>20</td>
</tr>
<tr>
<td>12</td>
<td>93151629</td>
<td>149418</td>
<td>0.0207</td>
<td>20</td>
</tr>
<tr>
<td>13</td>
<td>11318344693</td>
<td>153155</td>
<td>0.0198</td>
<td>20</td>
</tr>
<tr>
<td>14</td>
<td>5055058229</td>
<td>137339</td>
<td>0.0205</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 3.20: Spectral and KS Test Results for Optimised Generators

The average KS values are clustered around 0.02, which probably represents the lower limit for the randomness obtainable from this approach. In the context of Monte Carlo power estimation, this degree of randomness is sufficient. All samples pass the test, which indicates good global randomness.

In the event of a number of samples failing the test, the significance of the amount of fails is examined using a binomial test, as described previously. To demonstrate the application of this test, some less random data than the above samples must be obtained, because all of the above samples have passed. A convenient method of obtaining such data is to first take a known good sample, such as the above generators might produce, and to remove some of the randomness by introducing an element of correlation into the data. In addition, it would be useful to be able to control the degree of randomness removed to ascertain the sensitivity of the test. A wide-sense stationary autoregressive process of order $p$ is a special case of an auto-regressive moving average or ARMA($p,q$) process in which $q = 0$ [Haye96]. An AR($p$) process may be generated by filtering white noise with an all-pole filter of the form given in (69).

$$H(z) = \frac{b(0)}{1 + \sum_{k=1}^{p} a_p(k)z^{-k}}$$ (69)
This process produces correlated, non-random data, where the autocorrelation $r(k)$ is estimated from the $N$-point data $x(n)$ using (70).

$$ r(k) = \frac{1}{N} \sum_{n=0}^{N-1} x(n)x(n-k) $$  \hspace{1cm} (70)

An AR(1) process with parameter $a_p = 0.1$ or $-0.1$ results in data with non-zero autocorrelation with high frequency and low frequency variations respectively. Samples of such data, generated by filtering the data used for Table 3.17, with parameter $a_p = 0.1$, were tested for randomness using the same test as described above. The number of samples failing the test was also recorded. The data in Table 3.21 demonstrates the sensitivity of the test, in that the failure of samples indicates the detection of correlation within the sample.

<table>
<thead>
<tr>
<th>Generator</th>
<th>Average KS value</th>
<th>Number of passes (/20)</th>
<th>Pass/Fail Binomial Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0701</td>
<td>5</td>
<td>Fail</td>
</tr>
<tr>
<td>2</td>
<td>0.0659</td>
<td>5</td>
<td>Fail</td>
</tr>
<tr>
<td>3</td>
<td>0.0678</td>
<td>7</td>
<td>Fail</td>
</tr>
<tr>
<td>4</td>
<td>0.0709</td>
<td>5</td>
<td>Fail</td>
</tr>
<tr>
<td>5</td>
<td>0.0641</td>
<td>8</td>
<td>Fail</td>
</tr>
<tr>
<td>6</td>
<td>0.0703</td>
<td>5</td>
<td>Fail</td>
</tr>
<tr>
<td>7</td>
<td>0.0688</td>
<td>7</td>
<td>Fail</td>
</tr>
<tr>
<td>8</td>
<td>0.0686</td>
<td>5</td>
<td>Fail</td>
</tr>
<tr>
<td>9</td>
<td>0.0645</td>
<td>7</td>
<td>Fail</td>
</tr>
<tr>
<td>10</td>
<td>0.0677</td>
<td>4</td>
<td>Fail</td>
</tr>
<tr>
<td>11</td>
<td>0.0657</td>
<td>8</td>
<td>Fail</td>
</tr>
<tr>
<td>12</td>
<td>0.0751</td>
<td>3</td>
<td>Fail</td>
</tr>
<tr>
<td>13</td>
<td>0.0699</td>
<td>3</td>
<td>Fail</td>
</tr>
<tr>
<td>14</td>
<td>0.0727</td>
<td>5</td>
<td>Fail</td>
</tr>
</tbody>
</table>

Table 3.21: Sensitivity of Binomial Test with Filter Parameter -0.1

Replacing the filter parameter $a_p = -0.1$ with the value 0.1 results in the data given in Table 3.22.
Table 3.22: Sensitivity of Binomial Test with Filter Parameter 0.1

Table 3.22 indicates that all the generators pass the test when the filter parameter is 0.1. This suggests that the output from any generator may be classified with respect to its degree of randomness, by associating it with an equivalent filtered process. The graph shown in Figure 3.27 indicates the motivation for such an approach. The response of the test to various degrees of filtering is shown. It can be seen that as the filter parameter increases in magnitude, i.e. as the data becomes less random, the average KS value increases. This may be useful as a means of quantifying the randomness of a given generator, by associating it with an equivalent AR(p) process, particularly when a negative coefficient is used. This would have the advantage of being a more widely known measure than the KS test, and once standard sample sizes were employed, could be used as a comparative figure of merit for a generator.
In addition, Figure 3.27 also demonstrates that the KS test is sensitive to data with a correlation of 0.1 and above, which represents a relatively small amount of non-random behaviour. Therefore, the test exhibits a reasonable amount of sensitivity. The varying response of the test to positive and negative filter coefficients can be clearly observed, with data drawn from positive coefficients having in general lower KS values. This behaviour is not significant in the context of this work as only one type of coefficient should be used to rate generators. This aspect of the test was therefore not investigated further. By choosing to grade generators against a negative coefficient process, a larger range of KS values are possible and therefore this portion of the characteristic is sufficient to successfully implement the test.

### 3.6 Summary and Conclusions

This Chapter has been concerned with presenting three enhancements to the current body of knowledge concerning the production and test of UWN data for use in Monte Carlo simulations. Firstly, a novel technique for the production of generator parameters has, to the author’s knowledge, provided the first automated method for creating a UWN generator based on the LCG equation. Secondly, a useful test technique, the application of the KS test
to the Power Spectral Density has been modified to a form more useful in engineering applications. This was achieved by transformation of a Walsh transform based technique into a Fourier based one. The third novel contribution proposed a new test for UWN data, based on determining an equivalent AR\(p\) process for the generator under test, with lower \(p\) values indicating better data.

The structure of this Chapter consisted of five sections. Firstly, a useful data visualisation technique for pseudorandom data was implemented in two and three dimensions. The LCG equation for generating the data was then presented in Section 3.2. Using the concept of accuracy, a link between the planar structure visualised in Section 3.1 and data quality was established. The Spectral Test was introduced in Section 3.3 as a suitable means of determining the accuracy in any number of dimensions. Various implementation techniques were presented which allowed the maximum precision in the Spectral Test results. In Section 3.4 a genetic algorithm was used to produce generators of any user-defined quality, using the Spectral Test as the objective function. Finally, in Section 3.5, the output from the genetically obtained generators were comprehensively tested in four separate tests including a novel test. In these tests, the uniformity and independence of the data samples were shown to be the most significant characteristics. The first test examined the histogram of the data, while the second test looked at the PSD. The spectral densities of the generators obtained were shown to be adequately uniform. The third test was a test for independence of the data, with a KS goodness of fit test on the uniformity of the PSD. This three-level approach comprises a sampled spectrum, a test of uniformity on the spectrum and a binomial model for the number of test failures. It is therefore a reasonably powerful test of the randomness of the sampled data. Using this technique, genetically derived generators appear to be adequately independent at the 1% level. Based on Test 3, a comparative measure of randomness for individual generators was also proposed, based on the equivalent response of an AR\(p\) process. This also allows the sensitivity of the test to be gauged, in that it appears to be insensitive only to data with a small amount of correlation, corresponding to the output from a first-order process with parameter magnitude of less than 0.1. The final test, Test 4, associated the generator output with an equivalent AR\(p\) process. The next Chapter will present a tool for power estimation in CMOS circuits, developed using the techniques explored in this Chapter.
4 Development of a Power Estimation Tool

The previous Chapter described a method for generating and evaluating UWN binary vectors for use as an efficient input data stream when estimating the power dissipation of CMOS circuits. The aim of this Chapter is to describe a new power estimation tool that is based on the use of UWN data for the estimation of average power dissipation in CMOS circuits. Such tools are useful to the designer in that they automate and consequently speed up the circuit analysis and design development cycles. An integral part of this thesis has been the development of LLAMA (Low Level Analysis for Microelectronic Architectures), one such power estimation tool. This tool operates at the circuit, i.e. layout, level. It consists of a Monte Carlo 'wrap-around' program, which uses a SPICE engine for simulation. The output from the genetic algorithm described in the previous Chapter is employed to provide sufficiently random vectors for the program. The incorporation of the genetically modified data into a Monte Carlo power estimation tool is then described. The stopping criterion for the simulator is outlined and simulation results for various circuits are reported. Finally, additional functionality is presented using a novel approach to enable less time-consuming estimates of power to be made in certain circumstances.

4.1 LLAMA, a Power Estimation Tool

Because of its ability to dynamically determine when to end a simulation, the Monte Carlo (MC) technique has been successfully applied in various forms to many problems, including that of power estimation [Sber97], [Sobo94], [Bind92]. It is a statistical technique which is dependent on the input data applied to the circuit. The input patterns are applied and the resulting power is monitored with a simulator. This is continued until the result is obtained with the required accuracy, at a specified confidence level. One major feature of the Monte Carlo method is that it is dimension independent, which means that the number of samples required to achieve an adequate estimate is independent of the circuit size [Bure93]. The block diagram in Figure 4.1 gives an overview of the technique as implemented in this work.
Figure 4.1: Monte Carlo Power Estimation

At the beginning of the simulation, two parameters, the desired error and the confidence level are specified. A simulation run, usually referred to as an iteration, is then executed with a fixed number of input vectors. After a small number of iterations, typically three to five, the error is calculated [Hamm64]. If the estimated error is small enough, the simulation terminates with the average power estimate. If the error is still larger than the value specified by the user at the start of the simulation, the iterations continue until the error reduces to the
required value. This iterative approach gives the MC method two distinct advantages over techniques such as the probabilistic approaches discussed in Chapter 2. It avoids the speed/accuracy trade-off of those techniques, in that the desired accuracy may be achieved in realistic time for even large circuits [Ding98]. The simplicity of the basic algorithm makes it easy to implement in conjunction with existing logic or circuit simulation environments. The operating principle behind the MC method is now briefly described.

Typically, a circuit description consists of a number of active elements, linked by capacitive nodes. Regardless of how the power estimate is obtained, the total power will be determined by the summed contributions from each node, many of which are independent from each other. The central limit theorem [Vini98] indicates that in such circumstances the total power will be approximately normally distributed. This is demonstrated in Figures 4.2 to 4.5. In these figures, the activity statistics from a 1-bit full adder are reported. For each of two internal nodes labelled $N_1$ and $N_2$, the number of logic transitions was recorded for each one of 1000 simulations. Each simulation consisted of a single iteration with 1000 UWN input vectors. The histogram and normal scores plot [Freu90] for each node were then plotted. The normal distribution of the bit transitions and hence the power dissipation is clearly evident.

![Figure 4.2: Distribution of Node Transitions for Node N1](image-url)
Figure 4.3: Normal Scores Plot for Node N1

Figure 4.4: Histogram of Node Transitions for Node N2

Figure 4.5: Normal Scores Plot for Node N2
When the input data is random, then the average of the power estimates converges to the true power dissipation. The more power estimates obtained, the closer the average value converges to the true value [Huiz90]. In the context of this work, the true power is taken to be that power dissipation the value of which may be asymptotically approached by running an arbitrarily long simulation. In practice, estimates of the true value of the power dissipation when UWN data is the stimulus are determined by running very long simulations. This may involve over 100,000 input vectors with simulation times of over a week.

The user may decide how closely the estimate need approach the true value by specifying the required accuracy. The estimate is finally produced within a given confidence interval, typically 95% to 99%. The normally distributed power estimates are used to tell the simulator when to stop by establishing a stopping criterion which is evaluated at the end of each iteration. The stopping criterion is obtained as follows. Given a normally distributed variable of total power $P_{T}$, running $N$ iterations of the simulator produces $N$ different estimates of the average power dissipation. A sample average $\eta_{T}$ and a sample standard deviation $s_{T}$ are then formed. There is therefore $(1-\alpha)100\%$ confidence [Spie88] that

$$|\eta_{T} - E[P_{T}]| < \frac{z_{a/2}s_{T}}{N^{1/2}}$$  \hspace{1cm} (71)

where $z_{a/2}$ is obtained from the normal distribution. This may be rewritten as in (72), where the left-hand quantity represents the fractional error in the estimated power.

$$\frac{|P - \eta_{T}|}{\eta_{T}} < \frac{z_{a/2}s_{T}}{\eta_{T} \sqrt{N}}$$  \hspace{1cm} (72)

Therefore, for a specified percentage error $\varepsilon$ in the power estimate and for a given confidence level $(1-\alpha)$, the circuit is repeatedly simulated until (73) becomes true. This expression is referred to as the stopping criterion.

$$\frac{z_{a/2}s_{T}}{\eta_{T} \sqrt{N}} < \varepsilon$$  \hspace{1cm} (73)

At the end of iteration $N$, both the standard deviation $s_{T}$ and the mean $\eta_{T}$ are estimated. The test statistic above is also calculated. If the value obtained is larger than the specified
error, the result is not accurate enough and a further iteration is performed. This cycle is repeated until the specified accuracy is obtained.

Given the accuracy and the confidence level, the remaining parameter to be selected is the sample size, i.e. the number of input vectors per iteration. The optimum sample size is not readily apparent [Marc99]. The smaller the sample size, the less time is taken by each simulation cycle. However, it is easily observed that using a larger number of input vectors results in a quicker convergence, that is less iterations are required. The overall simulation time is also highly dependent on the size of the circuit. Some typical data are presented in Figure 4.6, where the total simulation time and the average time per iteration is given as a function of the sample size for a 12-bit adder. The data was obtained using the MC simulator LLAMA, the operation of which is detailed in the next section.

![Figure 4.6: Simulation Time as a Function of Input Sample Size](image)

In general, the number of iterations required for convergence declines with the sample size. However, the simulation time for each iteration increases, as there are more vectors per sample. This offsets any benefit in reducing the input sample size unduly. Figure 4.7 gives the number of iterations required for 50 simulations of the 12-bit adder, with 50 input vectors per iteration. There is a spread of values, from 2 to 12, reflecting the uniform distribution from which the data is drawn.
Based on a review of practice as reported in the literature [Huiz90], [Najm94], [Schw01] and the experience of running many such simulations as reported in this section, a figure of 100 inputs per sample appears to be an acceptable choice of sample size. It provides an adequate balance between the three time measures of iteration time, number of iterations and total simulation time. The use of other sample sizes is not greatly significant, affecting one or other of the three measures, but not altering the accuracy or effectiveness of the MC technique in any way.

4.2 Operation of LLAMA

Details are now provided concerning the internal organisation and operation of the power estimation tool LLAMA. Figure 4.8 shows an outline of the implementation. The tool operates in conjunction with a SPICE simulation engine. The input to the estimator consists of a circuit-level netlist and some start-up parameters. Based on the output from the data generator, a stimulus file containing the input vectors is generated for the current iteration. These vectors are applied to the simulator at a rate determined by the user-specified sampling frequency using a file-based input mode within the simulator. The resulting output is a matrix of time current pairs, which represents the total supply current variation over the simulation period. The time resolution of this matrix is dynamically controlled by the simulator and is typically of the order of picoseconds depending on the circuit activity and the simulator parameter RELTOL [Micr96], which sets the lower limit of time increment. This limit exists
to prevent instability in the simulator, which can lead to convergence problems if the increment is too small.

![Diagram of LLAMA operation](image)

**Figure 4.8: Operation of LLAMA**

The average value of the current waveform is then obtained using trapezoidal integration, which, when multiplied by the supply voltage, yields the average power dissipation. The stopping criterion is then evaluated and a decision is made on whether to proceed with the next simulation cycle. If the criterion has been met with an error less than the specified value, the program terminates and the error, the number of iterations and the estimated mean power dissipation are reported.

The following figures illustrate the operation of LLAMA. Firstly, a typical simulation run is analysed in Figure 4.9, which illustrates the distribution of power estimates over a simulation run of 30 iterations. The normally distributed values are clustered around a mean
of approximately 0.15mW, which is the final power estimate from the simulation. Two outlying values of 0.26mW occurred during the simulation.

![Figure 4.9: Typical Monte Carlo Simulation Run](image)

The effect of this large value on the convergence is seen in Figure 4.10, which plots the error as a function of the iteration number. As a result of the excessive current caused by the particular set of input bit transitions during iteration 3, the power dissipation recorded is well in excess of the average power. As the Monte Carlo method estimates the average power only, such extremes of power dissipation are to be occasionally expected. The effect of such extrema is to prolong the convergence of the error and to extend the simulation time. In this simulation, large power dissipation was recorded during iterations 2 and 11, in each case causing the error to increase. As the effect is cumulative, the impact of the second value is much less. It does mean, however, that the error function is non-monotonic and is subject to statistical variation.
Figure 4.10: Variation of Average Power and Error During Simulation

The figure also shows a running average for the power. The average approaches the final value of 0.15mW as the error decreases to the 10% specified by the user. Although the power calculated during iteration two was 0.26mW, the previous value was much lower, thus giving an average value of approximately 16.5mW.

A number of circuits of increasing size were tested to give an indication of how Monte Carlo power estimation behaves with increasing circuit complexity. The details of each circuit are summarised in Table 4.1. The circuits, n-bit adders, for n = 4, 8, 12, 16 and 20, were automatically created using a synthesis tool which was developed during this work. This allowed the verification and exploration of the power estimation and data generation techniques developed. It also provides a convenient method of producing consistent, repeatable netlists for verification of the power estimation software. The circuits were simulated with 100 vectors per iteration, at a 99% level of confidence. The maximum allowable error was 20%.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Total Number of input bits</th>
<th>Number of transistors</th>
</tr>
</thead>
<tbody>
<tr>
<td>adder4</td>
<td>4</td>
<td>72</td>
</tr>
<tr>
<td>adder8</td>
<td>8</td>
<td>148</td>
</tr>
<tr>
<td>adder12</td>
<td>12</td>
<td>348</td>
</tr>
<tr>
<td>adder16</td>
<td>16</td>
<td>548</td>
</tr>
<tr>
<td>adder20</td>
<td>20</td>
<td>748</td>
</tr>
</tbody>
</table>

Table 4.1: Summary of Test Circuits
A number of variables were recorded, including the total number of iterations, the average time per iteration and the total simulation time. The results are given in Table 4.2.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Number of iterations</th>
<th>Average time/iteration (s)</th>
<th>Total simulation time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>adder4</td>
<td>4</td>
<td>56</td>
<td>224</td>
</tr>
<tr>
<td>adder8</td>
<td>2</td>
<td>144</td>
<td>288</td>
</tr>
<tr>
<td>adder12</td>
<td>3</td>
<td>239</td>
<td>717</td>
</tr>
<tr>
<td>adder16</td>
<td>4</td>
<td>314</td>
<td>1257</td>
</tr>
<tr>
<td>adder20</td>
<td>5</td>
<td>406</td>
<td>2033</td>
</tr>
</tbody>
</table>

Table 4.2: Simulation Results with Test Circuits

As expected, the simulation time for a circuit is a function of the circuit size. This is most clearly indicated by the relationship between average iteration time and the circuit size. Due to the input pattern dependence of the MC process, there is no deterministic relationship between circuit size and the number of iterations. Large samples of 1000 input vectors and greater do occasionally result in a smaller number of iterations, but this is not guaranteed. They can also lead to a decrease in the total number of iterations per simulation run, as the error between iterations is reduced, due to the larger number of vectors per iteration. One consequence of this practice is that there are insufficient power estimates to use a normal distribution. Student’s $t$-distribution [Spie88] provides an approximation to the normal distribution when the sample size is small. It is specified for $\alpha$ degrees of freedom, where, for a sample size $N$, $\alpha$ is equal to $N-1$. The stopping criterion is modified by replacing the normal variate with an appropriate $t$-statistic [Najm93]. Thus after $N$ iterations, with a $(1-\alpha)100\%$ confidence level, the stopping criterion becomes

$$\text{stopping criterion} = \frac{t_{\alpha/2(N-1)}s_T}{n_T\sqrt{N}}$$

(74)

In this expression $s_T$ is the estimated standard deviation, $n_T$ is the mean and $t$ is the $t$-statistic with $N-1$ degrees of freedom. In practice, the majority of simulations require less than thirty iterations and so this stopping criterion is routinely incorporated into Monte Carlo applications, as is the case in this implementation.
4.3 Use of Genetically-Optimised Generators

The motivation for providing a suitable source of data for Monte Carlo estimators can be appreciated by observing the effect of poor quality input data on the power estimates obtained. In the following experiment, the power estimation tool was repeatedly run on a single circuit, with a large number of generators with randomly chosen parameters. The circuit was also simulated using data from a similar number of generators whose parameters were chosen by genetic optimisation. The results from the non-optimised generators are shown in Figure 4.11 and show a wide variation in estimates.

![Figure 4.11: Effect of Generator Quality on Power Estimates](image)

The line labelled true power was obtained by running a single long iteration of 10,000 input vectors. In this instance, the results underestimate the actual power, possibly due to reduced circuit activity occurring because of one or more input bits with low transition rates. This is equivalent to an input sample with a poor high frequency spectral response. In contrast, the results obtained using the optimised generators show much less variation and provide better estimates of the true average power. The same circuit was then driven with a set of genetically-optimised generators. The power estimations were obtained using LLAMA under identical conditions. For these results there is a much closer correspondence between the reference power and the values obtained from the genetically optimised generator. Figure 4.12 shows the output produced by these generators. In this case also, the estimate labelled
true power was produced using a known good source of data, namely the Matlab generator, with a 10,000-vector simulation of the circuit.

![Graph showing true power comparison](image)

**Figure 4.12: Improved Performance of Optimised Generators**

These results demonstrate that the input bit transition rates closely resemble those of ideal uniform white noise. The slight over-estimation of power is possibly due to bit transition rates that slightly exceed the ideal value, which is represented by a transition probability of 0.5, as defined in Chapter Two.

The average number of iterations required was also observed over several simulation runs. The non-optimised generators and the reference generator were tested. The results are given in Figure 4.13, which shows the average number of iterations for three types of generators, optimised, non-optimised and the reference generator.

![Bar graph showing time performance comparison](image)

**Figure 4.13: Comparison of Time Performance of Generators**
The bar graph shows that the genetically-optimised generator is at least as good as the others when the simulation time is an issue. This again is indicative of the overall random quality of the generator. Given that a 500-transistor circuit may take up to 20 minutes per iteration, based on Table 4.2, even one iteration less represents a useful reduction in simulation time.

4.4 Open-loop Monte Carlo Estimation

Much of a circuit designer’s time is spent making comparative decisions about functionality, speed and energy. This process is usually represented as a design cycle, through which the designer passes many times, as the design approaches the specified behaviour or power consumption. Only on the first pass through the cycle is the designer without a previous version of the design with which to compare specifications. In addition, design specifications are often mutually exclusive. For example, speed and power or area and power are often traded-off. In this manner a hierarchy of objectives is established, which prioritises the different aspects of the design specification. Achieving the required functionality is obviously the primary aim, often followed by timing considerations such as cycle time and latency. Only after such aims have been met, can the power consumption be optimised. This is, of course, aided by a top-down approach to power consumption where power consumption influences the choice of architecture, data coding, and arithmetic. However, in many cases, minimisation of power consumption in the context of commercial design involves modification to a functionally verified architecture, followed by power estimation. This is a comparative measurement of power and the motivation for this section is the speeding up of such measurements. It will be shown that the opening up of the simulation loop under certain circumstances can provide a reduced time for power estimation, when the designer is making a comparative measurement of power. The basis for this modification to the standard Monte Carlo technique is based on two observations made during this work which are now presented.

4.5 Two Observations on Power Estimation

The average power dissipation is based on the mean of individual power values, each one of which is usually estimated after tens or even hundreds of clock cycles. These individual
power values are distributed with a Gaussian probability distribution function [Vini98] and this fact provides the basis for all standard implementations of Monte Carlo estimators. However, investigations carried out during this work have indicated that the energy consumption associated with a single input vector transition also appears to be normally distributed. This observation means that after a single clock cycle, there is useful information available about the behaviour of the circuit. An example of this behaviour is shown in Figure 4.14, which shows the energy distribution of an 8-bit adder for 1000 input transitions.

![Energy Distribution of an 8-Bit Adder](image)

Figure 4.14: Energy Distribution of an 8-Bit Adder

This distribution contains a low-amplitude tail and this form of the distribution has been referred to in [Najm94] as a long-tailed normal distribution. Similarly-shaped distributions of energy estimates may be observed for a variety of circuits of differing sizes. Some larger circuits appear to possess a bimodal energy distribution, but such circuits, while perfectly amenable to statistical analysis, are only rarely encountered [Marc99].

The second observation concerns the nature of the output from an MC simulation. Prior to simulation, the user fixes the level of confidence, typically 95% to 99%. The user also sets a maximum allowable error $\varepsilon$, which is often in the 5% to 20% range. The output is then a figure for power consumption, $P_{diss} \pm \varepsilon$. However, the number $P_{diss}$ has no significance, other than as the algebraic centre of a band of values, within which the true power lies. This band, or confidence interval (CI), is the significant output from the simulation. During the lifetime of a single iteration, the CI may be viewed as exhibiting both a position function and a
magnitude function. That is, as the simulation time progresses, the position of the CI in a two-dimensional energy-time map varies in a definite manner. It displays a trajectory that takes it from time $t = 0$ to the end of the simulation run, while also moving in the vertical energy axis. In addition, the instantaneous magnitude of the CI alters over the length of the run, fluctuating as the simulation proceeds. This behaviour is demonstrated in Figures 4.15 and 4.16, which show the convergence of the confidence interval during 1000 input samples for a 4-bit and a 16-bit adder, respectively. The error shown is the CI magnitude, that is, the difference between the upper and lower CI.

![Figure 4.15: Trajectory of Confidence Interval and Error for a 4-Bit Adder](image)

![Figure 4.16: Trajectory of CI and Error for a 16-Bit Adder](image)

When, after a circuit modification, a comparative power analysis is performed, the designer may wish only to determine how the power consumption has changed relative to the previous version of the circuit. When a Monte Carlo technique has been used to determine
power, the confidence interval of the previous simulation is available. This information may be used in conjunction with a graphical output of type shown in Figure 4.16 to terminate the simulation. This decision is based on the locus of the CI and also on its magnitude, that is, the error. For example, a circuit simulation returns an estimate of 0.05nJ using the energy technique outlined above. The relative error is 10%. This corresponds to a CI of 0.04nJ to 0.06nJ. If a modified circuit exhibits the performance indicated in Figure 4.16 above for example, then the designer, using the graphical output of both CI and error, should, after a few hundred vectors, realise that the modified circuit represents a more energy efficient circuit. This decision could be made after as few as 200-300 vectors, which would take considerably less time than a full MC simulation. Power or energy consumption to a specified error is only available after a full MC simulation. The approach outlined here should be viewed as an approximation tool, suitable for comparative power and energy estimates, when used in conjunction with a full MC simulator such as LLAMA.

4.6 Summary and Conclusions

In this Chapter the usefulness of UWN-based estimates of average power dissipation for CMOS circuits has been demonstrated. Based on optimised sources of such circuit inputs, a power estimation tool, LLAMA, was developed, incorporating a SPICE simulation engine. The operation and performance of this tool was examined, with typical results presented for a variety of circuits. The circuits employed included automatically generated layouts of adders of various lengths. These were created using a 0.8μm technology by a synthesis tool developed for the purpose of testing the power estimation tool LLAMA. Simulation studies showed that for such a tool, 100 input vectors per iteration was a good compromise between iteration time and number of iterations. The reduced error when using the UWN source developed earlier was demonstrated, in contrast to the variation in estimates obtained when poorer quality data was used. The full functionality of LLAMA is utilised in the next Chapter where it is employed to acquire all power estimation results for a wide variety of circuits. Both the closed loop Monte Carlo operation and the open loop mode of the tool are used to get respectively UWN and correlated estimates of power dissipation. An alternative and novel approach to power estimation was suggested by providing an approximate but speedy estimate of the power dissipation. This new technique is based on the dynamic nature of the confidence interval generated during a simulation. It was noted also that the distribution of
energy estimates follows a Gaussian distribution. This observation allows the designer to terminate a simulation at an early stage, when the error function and confidence intervals reach a steady state. This technique is easily automated, to give the circuit designer an alternative and parallel view of how the power estimation process is progressing. While UWN estimates are invaluable in allowing comparative, unbiased estimates of power dissipation for alternative architectures, they represent an upper bound on the power dissipation observed in normal circuit operation. To model the effect of real data on the circuit power performance, the characteristics of the inputs should represent those of a typical application. The next chapter addresses this issue, using a variety of techniques to represent the temporal and spatial relationships that may be present in a data stream. A Markov model is then used to capture the output characteristics of sequential circuits, giving a complete representation of the outputs of both datapath and controller subsystems.
5 Modelling Real Data with Markov Chains and Transition Probability

Power estimation techniques discussed so far have all relied on uniform white noise input data, which is of importance when evaluating circuits in the early stages of the design cycle, due to the ease of data generation and the universal nature of the data, which facilitates comparative power measurements. As the design progresses, it becomes necessary to determine a power rating for each circuit or subsystem. It is also usual to provide an overall power rating for the system [Namg00], [Simo00], [Baas99], [Murp97]. In this context, the term power rating is taken to represent the typical power consumption of the system or module, given typical input data. Where such data is available, it provides the best method for determining the power rating. However, there are difficulties associated with the production of sufficient quantities of such data. In particular, the availability of system-level input data requires the continuous production of system input, which for example may be audio, video or telecommunications data. Alternatively, if a simulation model of the host system for the ASIC is available, this may be used to generate typical data. In either case, the process is either technically demanding or computationally intensive. There is a further complication when internal subsystems require suitable input. Again the production of such data implies the continuous running of a system simulation to supply such data. This Chapter explores more efficient methods of obtaining data that, when supplied to an MC simulation, will provide a power rating for the module under test. Two approaches will be considered, one relevant to datapath and system-level components and the other of use in the simulation of controller blocks based on the finite state machine. The datapath model will offer three alternatives, depending on assumptions about the nature of the input data. There are two advantages when employing such synthetic data. Given a short sequence of input data to be modelled, once the parameters of that sequence have been determined unlimited quantities of the synthetic data may be produced for the power estimation purposes. Conversely, given a long input sequence then a more compact sequence may be generated which reduces simulation time. Even when no input data is available, a complete exploration of the power
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behaviour of the system can be accomplished by varying the nature of the synthetic sequence applied to the system [Wu01], [Gupt00a], [Marc99].

5.1 Input Data Modelling For Combinational Modules

The aim of this part of the work is to identify a suitable technique for modelling complex data and to develop an efficient technique for generating such data. In this regard, two measures of signal activity are particularly useful, the signal probability $P_s$ which is the probability of a signal being HIGH and the signal transition probability $P_t$ [Najm95] which is the probability of a signal transition, as defined in Chapter 2. The maximum transition probability of a data bit in the system is unity while a random bit has a value of $P_t = 0.5$. The approach taken to synthesise typical datapath input involves three steps, represented diagrammatically in Figure 5.1. Firstly, a sample of real input data is obtained. This step is carried out only once. The sample is then analysed and the values for $P_s$ and $P_t$ are obtained for each of $n$ input bits. This is achieved by analysis of a large data sample, or as is the case in this work, by the application of an MC routine to the data. This results in estimates with predetermined accuracy and confidence, as was the case for power and energy estimation in the previous chapter. These $n$ 2-tuples become a template for the third step, which is the efficient generation of the synthetic data. The overall result is a method of quickly and accurately providing as much data as is required for an unlimited number of simulations. This ensures a suitable input from a statistical viewpoint, compared to reusing the same sample for every simulation. The three steps have been incorporated into a synthesis tool, the structure of which is now described.

The structure of the data synthesis tool may be seen by reference to Figure 5.1. The first step requires the extraction of the signal and transition probabilities. Extraction of signal and transition probabilities is a direct application of MC techniques. The MC algorithm used to obtain these measures has been described in Chapter 4 where it was applied to power estimation. In this case, the quantity estimated is the required probability and the technique is identical. The input to the MC program is the original data sample and the output is the $n$-element set $\{P_s, P_t\}$, for an $n$-bit data sample.
As an example of the operation of the routine, the output for an 8-bit sound file in the .wav format is given in Figure 5.2. This file contains a monophonic elephant trumpet of 5s duration, sampled at 22.050kHz with 8-bit resolution.
The values shown here were obtained with 5% error and a 95% confidence level. On each pass of the MC probability evaluator, the probabilities are evaluated according to (75) and (76), where $x(t)$ is the signal and $n_s(T)$ is the number of transitions in time $T$ [ibid.].

\[
P_s(x) = \lim_{T \to \infty} \frac{1}{2T} \int_0^T x(t)dt
\]

\[
P_s(x) = \lim_{T \to \infty} \frac{n_s}{T}
\]

The next step requires the synthesis of an $n$-bit signal with the same properties as the original signal. The technique used to create the signal is based on the relationship between the signal and transition probabilities [Xake94]. For signal probability $P_s$ and transition probability $P_n$, the likelihood of a low to high transition $P_{01}$, and of a high to low transition, $P_{10}$ is given by (77) and (78), respectively.

\[
P_{01} = \frac{P_s}{2(1-P_s)}
\]

\[
P_{10} = \frac{P_s}{2P_s}
\]

These relationships have been implemented in the following algorithm, the output from which is a matrix of binary signals with the appropriate probabilistic behaviour.

Initialise signal with a random state
While more_data_required
    if previous_state = 0
        if random_number <= P_{01}
            next_state = 1;
        else
            next_state = 0;
    end
    if previous_state = 1
        if random_number <= P_{10}
            next_state = 0;
        else
            next_state = 1;
    end
end
This algorithm is applied to each bit position, based on the analysed probabilities. The effectiveness of this approach may be judged from Figure 5.3, which shows the signal and transition probabilities of a synthesised file, together with the original data. There is close correspondence between the two sequences. This technique can be easily incorporated into an optimisation loop to provide used-defined error levels.

![Figure 5.3: Signal and Transition Probabilities of Original and Synthetic Data](image)

Table 5.1 contains the percentage error in both signal and transition probabilities at each of the 8 bit positions of the synthesised sequence.

<table>
<thead>
<tr>
<th>Bit Position</th>
<th>% Error Ps</th>
<th>% Error Pt</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>2.6040</td>
<td>1.5079</td>
</tr>
<tr>
<td>6</td>
<td>0.1274</td>
<td>-0.9172</td>
</tr>
<tr>
<td>5</td>
<td>1.3960</td>
<td>-6.3890</td>
</tr>
<tr>
<td>4</td>
<td>1.0459</td>
<td>2.5795</td>
</tr>
<tr>
<td>3</td>
<td>4.9530</td>
<td>0.3703</td>
</tr>
<tr>
<td>2</td>
<td>3.7503</td>
<td>0.5073</td>
</tr>
<tr>
<td>1</td>
<td>1.9279</td>
<td>1.0926</td>
</tr>
<tr>
<td>0</td>
<td>0.5704</td>
<td>1.4119</td>
</tr>
</tbody>
</table>

Table 5.1: Error in Synthesised Input Data

The application of this data to power estimation will be considered in Section 5.3, in conjunction with an analysis of the data techniques proposed for sequential circuits, as described in the following section.
5.2 Modelling Temporal and Spatial Correlation

The presence of a relationship between input vectors, separated by one or more clock cycles is of significance when considering power dissipation [Land94]. This relationship is referred to as temporal correlation [Xake94]. It may be measured by the autocovariance function of the input data [Haye96]. Spatial correlation refers to a relationship between signals during the same cycle, for example between two inputs to an adder or between two bits in a word. It is also of consequence when considering system power dissipation. It is measured with the crosscovariance function [Mitr98]. The inclusion of correlation modelling into any synthesis algorithm is a useful addition to the functionality, given the relation between power dissipation and such correlation [Marc94]. The technique used in this work to incorporate such data is based on a technique drawn from the domain of signal processing [Chil97]. However, it has proved to be a quick and efficient method for the production of input data for power estimation. The method is now outlined, starting with the production of spatially correlated data.

A random sequence \( X(n) \) of uncorrelated variables may be viewed as a vector, \( X \) where each element of the vector is an element of the sequence. It is possible to generate a vector \( Y \) from \( X \), with a specified covariance matrix \( \text{Cov}_{yy} \), where this matrix is real-valued and symmetric with non-negative eigenvalues. The entries \( c_{ij} \) in this matrix indicate the spatial correlation between inputs \( i \) and \( j \). When, for example, the random sequence \( X(n) \) has two members, i.e. two simultaneously generated, uncorrelated random variables, a 2x2 symmetric matrix may be derived such that the spatial correlation coefficient is given by the elements \( c_{12} = c_{21} \). In addition, many such correlated signals are Gaussian, in which case the input vector is often a zero mean, unit variance random variable [Vini98]. An efficient method for generating the spatially correlated data is suggested in [Chil97]. Given \( N \) input variables, Childers' technique is based upon an \( N \times N \) transformation matrix \( [T] \), such that

\[
Y = [T] \cdot X
\]  

(79)

The \( k^{th} \) element of \( Y \) is given by (80).

\[
Y_k = \sum_{j=1}^{N} t_{kj} X_j
\]  

(80)
where $t_{kj}$ is the element in the $k^{th}$ row and $j^{th}$ column of $[T]$. When the elements of $X$ are zero mean, the expected value of $Y$ is also zero. The covariance of the elements of $Y$ is therefore given by (81).

$$E[Y_i Y_j] = E\left[ \sum_{i=1}^{N} t_{ij} X_i \sum_{m=1}^{N} t_{jm} X_m \right] = \sum_{i=1}^{N} \sum_{m=1}^{N} t_{ij} t_{jm} E[X_i X_m] \tag{81}$$

The elements $X_i$ are zero mean and uncorrelated, therefore $E[X_i, X_m] = 1$ if $i = m$ and it is zero otherwise. Therefore, the covariance may be written as indicated in (82).

$$E[Y_i Y_j] = \sum_{i=1}^{N} t_{ij} t_{ji} \tag{82}$$

This equation may be interpreted as stating that the $kj$ element of the covariance matrix of $Y$ is the dot product of the $k^{th}$ row of $[T]$ with the $j^{th}$ column of $[T]^T$, the transpose of $[T]$.

Thus the covariance of $Y$ is given by (83).

$$Cov_{yy} = [T]T^T \tag{83}$$

The matrix $[T]$ may be determined using the decomposition expressed in (84).

$$Cov_{yy} = [P]D[P]^T \tag{84}$$

where $[D]$ is a diagonal matrix containing the $N$ eigenvalues of $Cov_{yy}$ and $[P]$ is an $N \times N$ matrix with columns consisting of an orthonormal set of eigenvectors of the covariance. Therefore, $[T]$ may be calculated using the expression in (85).

$$Cov_{yy} = [P]D[P]^T \tag{85}$$

In general, $Cov_{yy}$ is specified (hence $[P]$ and $[D]$) and $[T]$ is calculated using $[P]$ and $[D]$, which are obtained from the covariance. For example, using Matlab, the matrices $P$ and $D$ may be obtained with the code $[P, D] = eig(Cov_{yy})$. The spatially correlated data $Y$ is then obtained from the random input vector $X$ using $[T]$. A simple example of the application of this method is now given, where spatially correlated data with a given covariance matrix is generated. The procedure is demonstrated as follows. Using 100 samples of a two-element
random vector $X$, the following procedure is applied to synthesise 100 samples of a spatially correlated 2-element vector $Y$. The spatial correlation between the two elements of $Y$ is defined by the covariance matrix $\text{Cov}_{Y} = \begin{bmatrix} 1 & 0.4 \\ 0.4 & 1 \end{bmatrix}$.

Using the Matlab code $[P, D] = \text{eig}([1 \ 0.4; \\ 0.4 \ 1])$ produces two matrices, $P$ and $D$.

$$P = \begin{bmatrix} 0.7071 & 0.7071 \\ -0.7071 & 0.7071 \end{bmatrix}, \quad D = \begin{bmatrix} 0.6 & 0 \\ 0 & 1.4 \end{bmatrix}$$

The transformation matrix $[T] = [P][D]^{1/2}$ is therefore:

$$[T] = \begin{bmatrix} 0.5477 & 0.8367 \\ -0.5477 & 0.8367 \end{bmatrix}$$

To obtain the output $Y$, the matrix multiplication $[Y] = [T][X]$ is performed for each pair of input numbers $\{X_1, X_2\}$. Table 5.2 shows a sample of the uncorrelated input data sample from $X$ with the corresponding spatially correlated output data $Y$.

<table>
<thead>
<tr>
<th>Sample</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(X_1)$</td>
<td>-0.0715</td>
<td>0.2792</td>
<td>1.3733</td>
<td>0.1798</td>
<td>-0.5420</td>
</tr>
<tr>
<td>$(X_2)$</td>
<td>1.4440</td>
<td>0.6123</td>
<td>-1.3235</td>
<td>-0.6616</td>
<td>-0.1461</td>
</tr>
<tr>
<td>$Y$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(Y_1)$</td>
<td>-1.2473</td>
<td>0.6652</td>
<td>-0.3551</td>
<td>-0.4550</td>
<td>-0.4191</td>
</tr>
<tr>
<td>$(Y_2)$</td>
<td>-1.1690</td>
<td>0.3594</td>
<td>-1.8595</td>
<td>-0.6520</td>
<td>0.1746</td>
</tr>
</tbody>
</table>

Table 5.2: Uncorrelated Data, $X$ and Correlated Data, $Y$

The effect of the transformation may be seen in the plot of Figure 5.4, which shows the ratio of output cross-covariance to input cross-covariance.
The output is approximately 2.5 times more spatially correlated than the input at correlation sample 100, which in this example corresponds to concurrent samples $Y_{1i}$ and $Y_{2i}$, for all times $t_i$. In general, data sequences with the required value of covariance matrix are quickly generated with a minimum of computation. The technique allows samples of arbitrary length to be created with a user-defined number of bits per sample.

The production of temporally correlated data is based on the well-known behaviour of an autoregressive-moving average (ARMA) filter. When such a structure is driven by random data, temporal correlation is introduced into the output data [Haye96]. The latency of the correlated data relative to the input, and the amount of temporal correlation, are functions of the filter order and parameters, respectively. Consider for example, a simple first order ARMA filter with MA coefficients $b_i = 0$, $i \neq 1$ and AR coefficients $a_i = [1 \ 0.3]$. This simple structure is sufficient to temporally correlate the data as shown in the output autocorrelation of Figure 5.5, where it may be observed that the temporal correlation at lags -1 and +1 are approximately 0.3, and are determined by the filter coefficient. These results are well known [ibid.]. With this technique temporal correlation may be easily introduced into a data sequence with minimum computation.
5.3 Sequential Circuit Data Modelling Using Markov Chains

When the input to a module is the output of a sequential circuit such as a finite state machine, one approach to modelling that data involves the use of Markov Chain theory [Chil97]. The use of a behavioural model of the output data removes the need for a functional model of the circuit that generates the data. This reduces the development time, as the functional model will be a completely specified design described in VHDL or SPICE, while the behavioural model requires a simpler description of the output signals in a language such as C or Matlab. In addition, the behavioural model of the output signals is independent of the internal organisation of the functional block that generates the data. In the context of this work, the modelling of finite state machines is of particular relevance and therefore these circuits will be looked at in detail. Firstly, the application of Markov Chain theory to the modelling of the outputs of sequential circuits is reviewed.

A Markov process is a random process where the occurrence of an event, such as the transition from one logic state to another, is dependent only on the immediately preceding event [Vini98]. The process consists of a set of states \( S \) and a corresponding set of probabilities \( \{ P_{ij} \} \) which describe the probability of a transition from state \( i \) to state \( j \). A Markov Chain is a process with an initial state, a finite set of possible states and an associated set of transition probabilities, usually given in the form of a square matrix, \( T \). Chains may
reach equilibrium, or steady state, where the probability of reaching a given state becomes a constant and is independent of the step and initial condition. To reach an equilibrium state, a chain must be a regular chain, that is, for some non-zero, non-negative $n$, $T^n$ contains only positive elements. A fixed point or fixed probability vector $F$ of a regular chain with transition matrix $T$ is a probability vector with all positive elements such that the relationship $F^T = F^T T^n$ holds. If $F$ exists, it may be interpreted as the steady state probabilities for each state. Finally, $F$ may be experimentally obtained as the limiting value of the matrix $T^n$, as $n \to \infty$. The relation $F^T(T-I) = 0^T$ also holds, and may be used in conjunction with the fact that the elements of $F$ sum to unity, to determine $F$ [Chil97].

Some work has been done on modelling the input to sequential circuits using Markov techniques [Qiu01], [Marc99] with a view to obtaining power estimates in the sequential circuit. The focus in this work is on the modelling of the output of such circuits to obtain power estimates of circuits driven by the sequential module. In this regard, the modelling of sequential circuits, and finite state machines in particular, is effectively accomplished with a suitable Markov model. As an example, the state diagram of a simple circuit is given in Figure 5.6. It has a single external input $x$, and three states, $\{S_0, S_1, S_2\}$. The input signal probability is $P(x = 1) = P(x = 0) = 0.5$. Any number of inputs with arbitrary probabilities are modelled with similar ease.

![Figure 5.6: State Transition Diagram Example](image)

The transition matrix $T$ may be obtained by inspection as indicated in (86), where for example, the probability of going from state 0 to state 1 is 0.5, which is the probability that the external input $x$ is HIGH. The actual transition that occurs during a simulation run is determined by the value taken by $x$. 
In general, once the signal probabilities of all external inputs to the state machine are known, the matrix $T$ is uniquely determined by the state diagram.

A program was written that generates a stream of state transitions, which simulates the actual finite machine outputs. The input to the program is the matrix $T$ and the required number of transitions. This is a straightforward operation, requiring less than ten lines of high-level code for this particular example. The description is independent of the implementation of the circuit as either a Mealy or a Moore machine [Katz94], giving the flexibility to implement the structure at a later date. The program operation is verified by determining the steady-state probability vector from $T$ which is then checked against the experimentally calculated value from the simulation output. An example of this procedure is detailed as follows.

The transition matrix $T$ of (125) is now examined. Firstly, $T$ is regular, because $T^2$ has no zero elements. Also, some matrix manipulation indicates that $T^2$ and higher powers are identical, giving the steady-state probabilities for each state of the circuit, as given in (87).

$$T^2 = T^4 = T^6 = \cdots = \begin{bmatrix} 0.5 & 0.25 & 0.25 \\ 0.5 & 0.25 & 0.25 \\ 0.5 & 0.25 & 0.25 \end{bmatrix}$$  \hspace{1cm} (87)$$

This result indicates that in a simulation run, 50% of the state transitions should be to state 0, 25% to state 1 and 25% to state 2. These probabilities also provide a useful test of the data generation program. The output from the program is a file of binary test vectors, representing the output states simulated. A sample program run of 1000 states was analysed for the relative frequency of each state, and the results are presented in Table 5.3.

<table>
<thead>
<tr>
<th>State</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative Frequency</td>
<td>0.4995</td>
<td>0.2520</td>
<td>0.2485</td>
</tr>
</tbody>
</table>

Table 5.3: Relative Frequency of Markov Model Outputs
This table verifies that the correct behaviour was observed and that the technique is therefore useful as a means of generating a compact sequence for power estimation purposes. The application of this technique to system level power estimation enables the output of the controller section of a design to be quickly and easily modelled without designing the structure of the controller. This allows datapath inputs from the controller to be driven with realistic data during a power estimation simulation. The model is a high level behavioural one and any modification to the design, the instruction set or the controller, can be efficiently incorporated with minimum effort.

5.4 Power Estimation in Combinational Modules

To demonstrate the application of the synthesised data sequences to power estimation and to observe the effect of varying the model parameters on the estimate obtained, the following analysis is presented. For each of the models examined, a sample of synthesised data is used to obtain a power estimate for a 12-bit adder, the layout for which was implemented for testing the MC tool in Chapter 4. In addition, the UWN power estimate is included for reference. The variation in power dissipation caused by varying the model parameters in each case is also included. In this way the sensitivity of the power estimates to the parameters chosen for these models is clearly observed.

Figure 5.7 contains power estimates for the 12-bit adder for a number of input sequences, including UWN. For each sequence, the transition probability was varied as indicated on the figure. The signal probability for each sample was fixed at 0.5, with a sample size of 1000. Power dissipation was estimated by averaging the supply current at the end of the run. The power dissipation rises with increasing amount of signal activity up to the UWN case of \( P = 0.5 \). Higher values of transition probability represent a signal that changes almost every cycle, becoming more like a clock signal. This reduced randomness in the signal results in decreasing power dissipation, as the transition probability is increased beyond UWN.
Application of data with spatial correlation in the range 0.1 to 0.9, as measured by the covariance, results in power estimates as given by Figure 5.8. The power dissipation reduces with increasing correlation, as expected. This behaviour depends on the position of the correlated data within the input. When the correlated inputs are divided between signal inputs, the relationship is less pronounced. For the data in Figure 5.8, two 6-bit correlated inputs were applied to a 2-input, 12-bit adder. Any other mapping between input data and circuit inputs, by changing the order of the input bits for example, reduces the spatial correlation and the power observed is more likely to approach the UWN value. Thus the effect of spatial correlation on power dissipation is less pronounced and depends on the ordering of the input data to a large extent.
The variation in power dissipation caused by temporal correlation is reported in Figure 5.9.

The effect of temporal correlation on power estimates appears to vary a certain amount with the circuit under test, but the circuit above, a 12-bit adder, demonstrates the variation in power with input data temporal correlation. For this circuit, the UWN average power was estimated to be 0.2320 mW.
5.5 Power Estimation in Sequential Modules

For the Markov model, a different approach was adopted. A VHDL state machine module was written and a sample of the output data recorded. This sequence was applied to the adder and a power estimate obtained which serves as the reference power estimate. The output from the Markov model was then applied to the same circuit and the power estimates compared. The Markov model is evaluated with the sequential circuit of Figure 5.10, which is the controller module of a multicycle processor used as a test architecture in Chapter 6. This sequential module has ten states, the function of which is annotated on the state diagram. The external input is the signal \( OP \), which can take five values, depending on the instruction type.

To provide a realistic context for this evaluation, a mix of instruction types according to Table 5.4 is chosen for demonstration purposes. This data represents the ratio of instruction types observed during the execution of the compiler \( gcc \) [Patt98]. The R-type (register-type) instructions are those that access the ALU.

<table>
<thead>
<tr>
<th>Instruction Type</th>
<th>Relative Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load</td>
<td>22</td>
</tr>
<tr>
<td>Store</td>
<td>11</td>
</tr>
<tr>
<td>Branch</td>
<td>16</td>
</tr>
<tr>
<td>Jump</td>
<td>2</td>
</tr>
<tr>
<td>R-type</td>
<td>49</td>
</tr>
</tbody>
</table>

Table 5.4: Proportion of Instruction Types for Markov Model
Two models of this circuit were prepared, a VHDL entity-architecture pair and a Markov model of the state transition diagram. In both cases the models incorporate routines to generate two output files, a list of the sequence of states entered during the simulation and a file of control outputs generated by each state. The relative frequency of each state was also recorded. The output files were converted into a binary format capable of driving a file-based SPICE simulation. Circuit simulations were then performed using the outputs from both models, VHDL and Markov and the results compared. The methodology for evaluation of this Markov model by comparison with a VHDL equivalent, is represented diagrammatically in Figure 5.11.
To generate the Markov model a circuit transition matrix $T$ was derived from the state diagram by inspection, as indicated in (88). The data of Table 5.4 provided the necessary transition probabilities between states.
In this matrix, element \( t_{ij} \) represents the probability of a transition from state \( i \) to state \( j \), for each of the ten states. According to the state diagram, for example, only two states, 3 and 5, may be reached from state 2, depending on the value of the \( OP \) input. Table 5.4 informs that there are twice as many load instructions as stores. Therefore, the probability of a transition from state 2 to state 3, which occurs when \( OP = load \), is \( 100\% \times 22/(22+11) = 66.66\% \). In this manner, the elements of \( T \), which is a sparse matrix, may be quickly and easily calculated. A synthetic sequence of states and controller outputs is then obtained from the Markov model using a program based on the technique described in Section 5.2. This data becomes the input data for the comparative power estimation.

The VHDL model was written using a standard approach for the specification and implementation of finite state machines [Sjoh97]. The code contains a number of interconnected processes to update the current state, determine the next state and outputs and to manage file input/output. The input to the controller is a sequence of values for the opcode \( OP \). These are generated randomly according to their relative frequency, as given by Table 5.4.

Table 5.5 provides a comparison of the power estimates obtained using input data from this model and the estimate resulting from input data from a VHDL model of the circuit. The UWN estimate is also included for comparison. The experiment was run three times, using a 16-bit adder circuit as the load, with a 100ns clock period and a sample size of 1000 vectors. The simulations were repeated for sample lengths of 500, 200 and 100. These results are also included in the table.

\[
T = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.33 & 0 & 0 & 0 & 0.49 & 0 & 0.16 & 0.02 \\
0 & 0 & 0 & 0.67 & 0 & 0.33 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]
There is a close correspondence between the power estimates obtained using the Markov model and those obtained with the VHDL circuit-based estimate. The column labelled Markov Error tabulates the magnitude of the relative error between these two measures and ranges between approximately 1% and 5%. This indicates that the Markov model has a good level of agreement between the power estimates it provides and those of the standard VHDL-based approach. These results illustrate that the Markov model is an adequate method for the simulation of circuits driven by sequential modules. The figures quoted for the Markov ratio and the VHDL ratio are calculated using the ratio of Markov power to UWN power and VHDL power to UWN power respectively. These measures show a narrow range of values of between 0.10 and 0.22. They give an indication of how both methods behave when the sample size is altered, in comparison with the UWN estimate. As the sample size decreases, both VHDL and Markov estimates increase slightly. This to be expected since decreasing the sample size reduces the amount of correlation, given the small number of states. It is significant that the relative error between the models does not alter appreciably, demonstrating that the variation in power estimates is solely due to varying the sample size.

Figure 5.12 demonstrates the motivation for this approach to power estimation. It shows the relative magnitudes of each of the Markov, VHDL and UWN power estimates, for four sample sizes. The over-estimation of the UWN estimates in this case is apparent, as is the equivalence of the Markov and VHDL techniques.

Table 5.5: Power Estimates Obtained with Markov and VHDL Data Models

<table>
<thead>
<tr>
<th>Sample Length</th>
<th>Sim. No.</th>
<th>Markov Power (mW)</th>
<th>VHDL Power (mW)</th>
<th>UWN Power (mW)</th>
<th>Markov Error (%)</th>
<th>Markov Ratio</th>
<th>VHDL Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>1</td>
<td>0.0382</td>
<td>0.0373</td>
<td>0.361</td>
<td>2.41</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0374</td>
<td>0.0378</td>
<td>0.329</td>
<td>1.05</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0379</td>
<td>0.0371</td>
<td>0.348</td>
<td>2.15</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>500</td>
<td>1</td>
<td>0.0421</td>
<td>0.0408</td>
<td>0.352</td>
<td>3.18</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0413</td>
<td>0.0418</td>
<td>0.346</td>
<td>1.19</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0425</td>
<td>0.0404</td>
<td>0.327</td>
<td>5.19</td>
<td>0.13</td>
<td>0.12</td>
</tr>
<tr>
<td>200</td>
<td>1</td>
<td>0.0527</td>
<td>0.0523</td>
<td>0.329</td>
<td>0.76</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0538</td>
<td>0.0527</td>
<td>0.302</td>
<td>2.09</td>
<td>0.18</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0542</td>
<td>0.0524</td>
<td>0.359</td>
<td>3.43</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>0.0736</td>
<td>0.0710</td>
<td>0.331</td>
<td>3.66</td>
<td>0.22</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0741</td>
<td>0.0731</td>
<td>0.334</td>
<td>1.37</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0734</td>
<td>0.0724</td>
<td>0.362</td>
<td>1.38</td>
<td>0.20</td>
<td>0.20</td>
</tr>
</tbody>
</table>
The data in Figure 5.13 shows the effect of increased correlation on the power estimates, as sample size is increased. The UWN sample, devoid of correlation, is not susceptible to this effect, as seen in the relative uniformity of its estimates. The Markov and VHDL-based power estimates track each other almost exactly.

The final aspect of this approach that provides a motivation for its application is the development time required for each type of model. The UWN approach is the fastest, requiring no preparation time as the data generation routine, outlined in Chapter 3, is automatically included in the power estimation tool. The Markov technique too is very fast,
the only user input being the specification of the transition matrix. In the above instance this took less than two minutes to create and enter into the vector generation tool. The VHDL model, on the other hand, took several hours of text entry, debugging, the inclusion and test of file input and output in addition to the creation of a suitable testbench. While this activity is unavoidable when actually designing the module, the Markov model should provide a more convenient approach to power estimation before any VHDL code has been written. Even if a sequential VHDL circuit is available, the Markov vector generation routine is instantaneous, compared to the time required for a full VHDL simulation to obtain the same amount of vectors.

5.6 Summary and Conclusions

Four models of input data were identified as being of particular relevance to the process of power estimation at the subsystem and system level. They consist of a statistical model based on the use of signal and transition probability, a temporal correlation model, a spatial correlation model and a Markov chain model. The benefits of this approach include the compaction of the data sequence, with resulting savings in simulation time and the ability to generate new sequences whenever required, based on a single original data sequence. In each case, the parameters of the model were extracted from an original sample by estimation. Monte Carlo techniques were shown to be useful in this regard, when a user-specified error was required for the parameters. The statistical model was applied to data signals by determining both the signal probability and the transition probability for the data. Based on these two parameters, the statistical behaviour of the original data is recreated as required. This was shown to be an efficient technique for determining the power dissipation associated with the original sequence. Additionally, the presence of two types of correlation in the input data, temporal and spatial, was also incorporated into the modelling technique. Procedures for generating such correlated sequences were presented. The results obtained were also compared to the power dissipation resulting from UWN inputs. The influence of the model parameters on the power dissipation for this type of data was demonstrated for a number of circuits. The Markov model was used to model the output behaviour of sequential circuits, in particular the finite state machine representation of many controller circuits. Using a minimal amount of matrix manipulation, a data sequence was produced that closely resembled the statistical characteristics of the state machine. Power estimation simulations were undertaken
which indicated the usefulness of this method. The ability of the Markov model to track the VHDL equivalent over several simulations with differing sample size was illustrated. The relative error between the two approaches was less than 5% in most cases. Another feature of the Markov model was the reduced preparation time before the power simulation. The vectors are generated in a few seconds when compared to a VHDL simulation which can take several hours, depending on the length of the simulation. The next chapter will apply some of these techniques to the case study of a complete system, by undertaking the design and power analysis of a processor using a combination method consisting of a Markov model, transition probability sequences and high-quality UWN sources.
6 Power Analysis in a RISC Processor: A Case Study

To verify the techniques developed in the preceding chapters, a complete reduced instruction set processor (RISC) was designed, synthesised and simulated, to act as an architectural vehicle for the application of the data generation routines to a real design. Several software applications were developed using a pseudo-language based on VHDL, to provide meaningful signal activity during program operation. The execution of these programs allows the analysis of real signals, which are then used as reference data for the synthesis routines developed in earlier chapters. Some utilities were written, including an automatic translator for mapping memory contents into a VHDL ROM model and a synthesis tool for synthesising the SPICE file of the ROM. This combination of hardware, software and interface utilities allows the real datapath signals to be captured with relative ease and accuracy, thereby providing a satisfactory method of verifying the work undertaken in previous chapters. Power estimates for the system are obtained using three sets of data. Firstly real signal traces are used to drive the inputs of the system to obtain the actual power dissipation. Secondly, sequences of synthetic input data from a novel data model are applied and a system level power estimate is obtained. Finally, the power dissipation of the system to UWN is acquired as an upper bound to both sets of data. In addition to the system level power estimates obtained with the new model, power analysis of the ALU, the register file, the multiplier subsystem and the combinational control unit are also carried out independently of the system operation using the techniques presented in earlier chapters. The various approaches to synthetic data generation are compared with the results from real program operation, using UWN estimates as a reference.

6.1 RISC Processor Design

A generic RISC processor [Henn96] was designed to allow verification of the synthesis algorithms developed in previous chapters. It operates on a single instruction per cycle, with separate data and instruction memory and a 32-bit wide databus. This approach allows a combinational form of control to be incorporated, which was easily modified to test alternative instruction sets and datapath architectures. The datapath contains a multiplier unit
and a dual-port register file to exercise the datapath modules with realistic data streams. A brief description of the processor is now given, including the datapath-controller structure and the instruction set.

6.1.1 Single Cycle Processor Design

The single cycle approach to processor design requires the controller to issue a new instruction only when the last datapath element has finished processing its inputs. There is therefore a single instruction executed per clock cycle. This method has the advantage of simple controller design, as the controller becomes a combinational module. The disadvantage is that the clock speed is usually much lower than in the equivalent multicycle design, with a minimum clock period of 94ns in the synthesised design in this Chapter for example. Nevertheless, this design could be of use in less demanding applications such as embedded control of consumer electronics, where cost is a higher priority than performance [Burd95]. The block diagram of the version implemented in this work is given in Figure 6.1.

![Figure 6.1: Processor Entity](image-url)
The principal modules of the datapath are the arithmetic-logic unit, the multiplier block, the register file and the controller. The interface with program and data memory is discussed in Section 6.2, where a typical application program is presented. The operation of this processor is briefly summarised as follows. The design is synchronous and positive edge triggered. At initialisation, the processor commences to fetch and execute successive instructions, stored in the instruction memory, which is implemented by a behavioural ROM model. The first clock cycle after reset loads an instruction into the program counter (PC) where it is decoded into a number of fields. This instruction format is described below. Depending on the instruction type, appropriate multiplexors are selected so as to route the data through the associated combinational modules, such as the ALU, to the input of the correct register or data memory location. The data memory is implemented by a behavioural model of a RAM. At the next clock edge the data is latched into a memory location or a register, while the next instruction appears at the PC output. Data may be read from and written to sequential modules simultaneously because of the finite propagation delay through the circuits and the synchronous nature of the design as based on true edge-triggered flip-flops. The clock speed is chosen so that all combinational operations have completed prior to the set-up time preceding the next clock edge. As the clock must wait until signals have settled along the slowest path through the datapath, the speed of the design is limited. A structural view of the datapath tree is provided in Figure 6.2. This shows the hierarchy of modules used to implement the system.

Figure 6.2: Structural View of The Datapath
The instruction set format is described in Table 6.1 and consists of four types of instructions with up to six subgroups of bits or fields in each instruction. R-type instructions are register type instructions such as add, and, etc. that access the ALU and store the result in a register. For this instruction type, for example, field 1 is zero and field 6 selects the particular ALU operation. In general, fields 1 and 6 are used to determine the instruction type while fields 2, 3, and 4 select registers when appropriate. Field 5 represents the number of bits for a shift instruction.

<table>
<thead>
<tr>
<th>Instruction type</th>
<th>field</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-type</td>
<td>rs</td>
<td>rt</td>
<td>rd</td>
<td>shamt</td>
<td>funct</td>
<td></td>
<td></td>
</tr>
<tr>
<td>position</td>
<td>31-26</td>
<td>25-21</td>
<td>20-16</td>
<td>15-11</td>
<td>10-6</td>
<td>5-0</td>
<td></td>
</tr>
<tr>
<td>Load/Store</td>
<td>rs</td>
<td>rt</td>
<td>address</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>position</td>
<td>31-26</td>
<td>25-21</td>
<td>20-16</td>
<td>15-0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Branch</td>
<td>rs</td>
<td>rt</td>
<td>address</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>position</td>
<td>31-26</td>
<td>25-21</td>
<td>20-16</td>
<td>15-0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jump</td>
<td>0</td>
<td>address</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>position</td>
<td>31-26</td>
<td>25-0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Instruction Types

There have been several such generic designs developed for research and teaching purposes [Hamb02], [Darm02], [AMS02]. This design is an extension of that work, with several modifications and enhancements, such as the multiplier unit design, the inclusion of immediate instructions and the behavioural modelling of data and instructions. The instruction set consists of the instructions given in Table 6.2.

<table>
<thead>
<tr>
<th>Instruction op-code</th>
<th>Operation</th>
<th>Function field</th>
</tr>
</thead>
<tbody>
<tr>
<td>lw (load/store type)</td>
<td>load word from memory</td>
<td>1000000</td>
</tr>
<tr>
<td>sw (load/store type)</td>
<td>store word into memory</td>
<td>1000000</td>
</tr>
<tr>
<td>beq (R-type)</td>
<td>Branch when equal</td>
<td>1000010</td>
</tr>
<tr>
<td>add (R-type)</td>
<td>add</td>
<td>1000100</td>
</tr>
<tr>
<td>sub (R-type)</td>
<td>Subtract</td>
<td>1001010</td>
</tr>
<tr>
<td>and (R-type)</td>
<td>Logical and</td>
<td>1001010</td>
</tr>
<tr>
<td>or (R-type)</td>
<td>Logical or</td>
<td>1010100</td>
</tr>
<tr>
<td>slt (R-type)</td>
<td>set on less than</td>
<td>1010100</td>
</tr>
<tr>
<td>Addi</td>
<td>add immediate</td>
<td>1000000</td>
</tr>
<tr>
<td>Mul</td>
<td>Multiply</td>
<td>1000000</td>
</tr>
<tr>
<td>Jmp</td>
<td>Unconditional jump</td>
<td>1000000</td>
</tr>
</tbody>
</table>

Table 6.2: Instruction Set
The controller for this system functions as a decoding block of combinational logic for the various fields of the instruction. It can be decomposed into two submodules as indicated in Figure 6.3.

![Controller Entity Diagram](image)

Figure 6.3: Controller Entity

The structure adopted for the controller allows easy modification to the instruction set and its coding. The single cycle design is used to compare the power dissipation for the datapath and its submodules when driven by signals that occur during the operation of an actual program, with the power estimates obtained when the techniques presented in previous chapters are used. Details of the software application used to capture the real input signals are now given.

6.1.2 Writing an Application

A number of applications of varying complexity were written for the processor. As there is no assembler available, the code was written in a pseudo-code developed for the work. This consisted of VHDL constants, one per instruction. These constants were loaded into a behavioural ROM model, which was then included in a top-level testbench with the processor, together with a RAM model. The laborious nature of this process limits the length
of the programs that may reasonably be developed in the absence of an assembler or other software development tools. However, a simple digital signal processing algorithm based on the Karplus-Strong method for synthesising a plucked string was one of the routines implemented [Karp83]. The block diagram of the algorithm is given in Figure 6.4. It is a comb filter structure, with parameters $L > 1$ and $R < 1$, the values of which determine the pitch and duration respectively of the synthesised note [Stei96]. The input sequence is usually a short burst of noise. The algorithm also functions as a reverberation effect, in which case the input signal is an audio waveform. Both aspects of the algorithm, with both types of input, are employed in this section.

![Block diagram of the Karplus-Strong plucked string algorithm](image)

**Figure 6.4: Karplus-Strong Plucked String Algorithm**

Typically, for plucked string emulation the filter is driven by a short noise burst of approximately 100 samples, followed by a period of silence. The delay $L$ determines the pitch of the sound according to (89), where $F_s$ is the sampling frequency.

\[ f_{\text{sound}} = \frac{F_s}{L} \]  

(89)

The algorithm was initially coded in a high level language, with functionality to allow the processing of real audio samples. Figure 6.5 gives the impulse response for parameter values $L=3$ and $R = 0.8598$. 
Figures 6.6 and 6.7 contain a portion of the output waveforms for an input sample consisting of a short burst of 100 random noise samples. The parameter values were $R=0.9995$, $L=75$ with a sampling frequency of 22.5kHz. A sound of approximately 1s duration was produced. The periodic nature of the sound with a frequency of 300Hz, is evident.

The complete synthesised waveform is given in Figure 6.7, where the envelope of the sound may clearly be seen.
The rich harmonic structure of the waveform is indicated by the components of the spectrogram in Figure 6.8. A qualitative test of the aural properties of the sample indicates a very good approximation to the sound of a real plucked string, with a metallic, harpsichord-like quality.

As the algorithm also functions as a reverberation algorithm when driven by audio data [Ste96], this too was included in the program test, as the data will provide an alternative source of input statistics for the datapath and its modules during program operation. An input signal consisting of an 8-bit recording of a short segment of speech, monophonically sampled at 44.1kHz was applied to the program. It contains 271040 samples and is approximately of 6s duration. Figures 6.9 and 6.10 show the input and output signals respectively.
The reverberant nature of the processed sample may be clearly seen in Figure 6.10, consisting of bursts of dense echoes and an audio tail, which persists after the input ceases. The output sample is otherwise largely unaltered, as the algorithm does not significantly affect the intelligibility or information content of the audio signal. A listening test reveals that a dense reverberation characteristic, similar to that of a large church, has been added to the original segment of speech.

The algorithm was coded for the processor with the instruction set specified in Table 6.2 as a means of exercising the instruction set. It was implemented as a machine language program stored in the instruction memory, coded in VHDL. The impulse response was
obtained first, with program parameters \( L = 3 \) and \( R = 0x6e0f \), which is equivalent to a value \( R = 0.85983467055485 \) in a 32-bit system. The initial impulse amplitude was represented in hexadecimal by 0x7ff ffff, which is equal to a pulse height in a 32-bit system of an amplitude of \( 1-2^{-31} = 0.99999999953434 \). The processor was run for 6,000,000 clock cycles with a 100ns clock period. A tool was written to automatically synthesise the audio signal into a VHDL RAM module and to instantiate it in the system. The processor was then run for the specified number of clock cycles and the memory contents were extracted at the termination of the program. Another utility was written to convert the memory data into a suitable format for graphical output and importing into Matlab for analysis. While the code was running, the bit transition statistics for all signals of interest were also recorded. These will be used to verify the transition and signal probability approach to power estimation, as described in Chapter 5.

A small section of the low-level machine code for the Karplus-Strong program is given in Figure 6.11, as an example of how software and hardware may be integrated in a hardware simulation environment. Each line of the ROM contents corresponds to a 32-bit instruction, which is selected from the memory table by the ROM input address. The use of a library of constants allows a mnemonic form of each instruction code to be specified, rather than the binary value of the instruction code. Thus, the line of code:

```
jmp"00"&To_SldLogicVector(X"00")&For_test1
```

represents a jump to the location For_test1. Each such instruction in the application program takes the form of a 32-bit word in the instruction ROM. The binary values of the constants jmp and For_test1 are substituted for the codes at simulation time by looking up the corresponding values in the design library. This technique allows a degree of flexibility when coding the contents of the ROM.
entity INSTRUC_MEM7 is
port (
    address: in instruc_mem_address;
    instruction: out risc_word
);
end INSTRUC_MEM7;

architecture RTL of INSTRUC_MEM7 is

type rom_table is array (0 to instruc_mem_size-l) of
    std_logic_vector(31 downto 0);
constant L: std_logic_vector(15 downto 0):= To_StdLogicVector(X"0003") ;  
    --L is delay, in samples
constant R_upper: std_logic_vector(15 downto 0):=
    To_StdLogicVector(X"6e0f" );  
    --upper 16 bits of multiplier
constant R_lower: std_logic_vector(15 downto 0):=
    To_StdLogicVector(X"00ff" );  
    --lower 16 bits of multiplier
constant For_testl: std_logic_vector(15 downto 0):=
    To_StdLogicVector(X"0009" );  
    --absolute address of instruction For_testl
constant END_TEST: std_logic_vector(15 downto 0):=
    To_StdLogicVector(X"0017" );  
    --absolute address for jmp

begin
    instruction <= rom(conv_integer(address));
end RTL;

Figure 6.11: Implementation of Karplus-Strong Algorithm in VHDL ROM
The reverberation functionality of the algorithm was also exercised with an audio sample replacing the impulse input. Sample output audio waveforms from the execution of the algorithm on the processor are shown in Figures 6.12 and 6.13. These were obtained by running a VHDL simulation within the Synopsys environment [Syno02] using the Karplus-Strong application program stored in the instruction ROM. The testbench for the design created a number of output signal traces and an image of the final contents of the RAM, using a file-based technique. A utility was written that converted the contents of the RAM into an audio format file and into a form importable by Matlab. This allowed the data to be converted from a sequence of 32-bit binary integers in twos-complement form into real data. Two versions of the program were therefore run with two distinct sets of initial input samples in the RAM at the commencement of each simulation, one for the impulse response, the second for audio reverberation. The first run, with an impulse signal as an input, resulted in the impulse response of Figure 6.12. The second simulation operated on the input audio sequence displayed in Figure 6.9, resulting in the output waveform of Figure 6.13. A sequence of 8000 output samples is given in this figure, where the reverberation effect may be observed in the denser portions of the waveform.
simulation so as to minimise the VHDL simulation time, while verifying the operation of the processor. A delay of $L = 3$ was again chosen for demonstration purposes.

![Figure 6.13: Processor Output Data](image)

In the next section, results for the synthesis of the processor are given, whereby the design is converted into a circuit containing real devices.

### 6.2 Synthesising the Processor

The synthesis procedure, whereby the high-level VHDL code is translated into a network of real logic gates connected by capacitive interconnect, is an important step in the verification of the power estimation model. The inclusion of capacitive nodes in the circuit means that by monitoring the charge and discharge of these nodes during processor operation, an estimate of the power drawn from the supply may be made, as discussed in Chapter 2. When the design is synthesised using a tool such as Synopsys, it is compiled into a netlist from which all hierarchy has been removed. This set of gates is drawn from a library provided by a commercial silicon foundry, where the finished device can be fabricated. For this work the silicon foundry chosen was that of European Silicon Structures (ES2) in Aix-en-Provence, France and their 0.7μm ECPD07 library was selected for the synthesis procedure [ES296].

An incremental approach was taken to this phase of the work, with initial synthesis of submodules such as the control unit, the multiplier, the register file and the ALU, followed by a synthesis of the complete design. The details of the outcome of this step are now reported for each module.
6.2.1 Control Unit

For the combinational control unit, the input to the synthesis procedure was a high level VHDL description of the required functionality. The output netlist resulting from the synthesis process using the ECPD07 library is shown in Figure 6.14. The circuit contains 56 gates using 14 different gate types drawn from the library. The estimated area of this module is $24810 \, \mu m^2$ with a maximum delay of 7.82ns. This critical path is indicated in bold on the schematic.

Figure 6.14: Control Unit Schematic
6.2.2 Register File

The synthesis data for the register file is reported in Table 6.3. The netlist contains 3571 cells and so the schematic is too large for inclusion here. This module contains sequential and combinational modules and the longest combinational path is estimated as 10.82ns.

<table>
<thead>
<tr>
<th>Number of cells</th>
<th>3571</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cell types</td>
<td>18</td>
</tr>
<tr>
<td>Number of ports</td>
<td>247</td>
</tr>
<tr>
<td>Number of nets (nodes)</td>
<td>4101</td>
</tr>
<tr>
<td>Combinational area</td>
<td>1603634(\mu)m(^2)</td>
</tr>
<tr>
<td>Sequential area</td>
<td>1741555(\mu)m(^2)</td>
</tr>
<tr>
<td>Total area</td>
<td>3345189(\mu)m(^2)</td>
</tr>
<tr>
<td>Maximum delay</td>
<td>10.82ns</td>
</tr>
</tbody>
</table>

Table 6.3: Register File Synthesis Results

6.2.3 ALU

The synthesis data for the ALU is given in Table 6.4. The reported sequential area is zero because the module has been implemented entirely with combinational cells.

<table>
<thead>
<tr>
<th>Number of cells</th>
<th>654</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cell types</td>
<td>26</td>
</tr>
<tr>
<td>Number of ports</td>
<td>100</td>
</tr>
<tr>
<td>Number of nets (nodes)</td>
<td>752</td>
</tr>
<tr>
<td>Combinational area</td>
<td>432686(\mu)m(^2)</td>
</tr>
<tr>
<td>Sequential area</td>
<td>0</td>
</tr>
<tr>
<td>Total area</td>
<td>432686(\mu)m(^2)</td>
</tr>
<tr>
<td>Maximum delay</td>
<td>46.9ns</td>
</tr>
</tbody>
</table>

Table 6.4: ALU Synthesis Results

6.2.4 Multiplier

The multiplier was the largest submodule in terms of area while also providing the fastest operation. The speed is due to the short inter-register path lengths in the synthesised module. The data for this circuit is summarised in Table 6.5.
6.2.5 Datapath

The last module to be synthesised was the datapath. This comprised the ALU, register file and multiplier, together with multiplexers, a sign extension unit and some glue logic. The final form of the processor then consisted of the synthesised datapath and controller, together with behavioural models of RAM and ROM, as indicated earlier in Figure 6.1. The implementation data for the datapath are reported in Table 6.6.

<table>
<thead>
<tr>
<th>Number of cells</th>
<th>11248</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cell types</td>
<td>35</td>
</tr>
<tr>
<td>Number of ports</td>
<td>301</td>
</tr>
<tr>
<td>Number of nets (nodes)</td>
<td>12195</td>
</tr>
<tr>
<td>Combinational area</td>
<td>5642578μm²</td>
</tr>
<tr>
<td>Sequential area</td>
<td>1910093μm²</td>
</tr>
<tr>
<td>Total area</td>
<td>7552671μm²</td>
</tr>
<tr>
<td>Maximum delay</td>
<td>96.09ns</td>
</tr>
</tbody>
</table>

Table 6.6: Datapath Synthesis

The maximum delay of 96ns allows a 10MHz clock cycle and confirms the observation made earlier that the absence of pipelining considerably reduces the maximum clock speed. The relative contributions of datapath and control to the processor area and the contribution of each of the modules to the datapath area is indicated in the pie chart of Figure 6.15.

In the next section, the power estimation techniques presented so far are drawn together, to demonstrate how the power dissipation of a complex system may be efficiently estimated using a combination of the methods discussed previously. The synthesised processor is used as the architectural vehicle for verification of the methodology.

In the next section, the power estimation techniques for these submodules are verified in the context of an overall approach to the power estimation of complex systems. Traces of real
signals captured during program operation are used to verify both probabilistic and Markov data synthesis techniques developed in earlier chapters. UWN power estimates of the modules are also provided for reference.

![Figure 6.15: Processor and Datapath Area](image)

### 6.3 Power Estimation in Complex Systems

Just as a digital hardware design may be viewed as a hierarchical structure with a tree-like topology, so too may the signals within a design be considered hierarchically. At the top level of the design, there is the interface between the system and its environment. Below that, there are vertical interface signals between each level of the tree structure, in addition to horizontal signals between each submodule at any given level. VHDL reinforces this notion by giving a limited scope to the data type "signal", which cannot extend above or below its immediate level in the structure.

In the context of this work, the notion of a signal hierarchy provides a convenient framework for the analysis of the data models for power estimation discussed in previous chapters. The system-environment level represents the processor-memory level, the next layer down is the datapath-control interface, and finally the signals between datapath submodules may be considered to be on a third level, for example register file-ALU communication. The models examined in previous chapters are now applied to these layers, to demonstrate the application of the techniques presented to power estimation at each layer in the design tree. A combination model is also proposed for system level power estimation. Figure 6.16 illustrates the proposed relationship between power models and system levels.
At the top level of the design, the processor power during program operation is estimated with a combination model, consisting of contributions from each of the techniques discussed. At the next level down, the datapath control signals may be modelled with a Markov model, as discussed in Chapter 5. At the lowest level, the transition probability model is used to accurately predict the power dissipation of individual submodules, such as the ALU and the register file. In addition, UWN testing of all modules provides a worst-case datum to which power-sensitive architectural modifications are referenced. The results of this approach are now presented bottom up, starting with an analysis of the transition probability model for submodule power estimation.
6.3.1 Submodule Power Analysis

As discussed previously, the ALU, register file, multiplier block, controller and datapath were synthesised with a 0.7μm CMOS technology. For each synthesised module, three power estimates were produced: the actual or real power dissipation for the module recorded during processor operation, the estimated power dissipation of the module due to the application of synthetic probability-based data and the power dissipation with UWN input data. These are subsequently referred to as real power, synthetic power and UWN power, respectively. Power estimates were obtained for all three types of input data using PowerCount, a Monte Carlo power estimation tool for Synopsys developed by A. T. Schwarzbacher [Schw01]. This tool operates on the synthesised netlist of standard cells and produces highly accurate power estimates based on the switched capacitance recorded during each of the three simulations.

To enable meaningful comparisons between the real, synthetic and UWN power estimates, power dissipation was also recorded for a range of input sample sizes. This allows the relationship between power estimate and sample size to be factored out and the ability of the model to accurately track the real power can be better observed. The power results for the ALU are reported in Figure 6.17, for sample sizes of 1 to 750 input vectors. The power was estimated using a single iteration in each case because the data may not be Gaussian and so a Monte Carlo analysis has no significance.
The UWN active capacitance converges to a value of approximately 22pF and represents an upper bound on the likely power dissipation. As discussed in Chapter 2, the power dissipation is obtained from the active capacitance by multiplying it by the clock frequency and the square of the supply voltage. It provides a convenient measure of power dissipation while abstracting from both supply voltage and clock frequency. The real active capacitance, recorded during the execution of the test program is given in Figure 6.18. It converges to approximately 18pF, which is 22% lower than the UWN estimate.
Finally the active capacitance produced by the transition probability model, referred to the synthetic estimate, is given in Figure 6.19, were it can be seen that the synthetic data converges more quickly than the real input data.

![Figure 6.19: ALU Active Capacitance for Synthetic Input Data](image)

The estimate here converges to approximately 19pF, which is in close agreement with the real active capacitance. Similar results are now reported in summary form for the other modules. Figure 6.20, for example, shows three traces, the real capacitance, the UWN capacitance and the synthetic value obtained with the transition probability model. The convergence of the synthetic power and real power with increasing sample size is evident and demonstrates the usefulness of this approach.
Finally the other major component in the datapath is the register file. Power estimates for this component are also adequately determined using the synthetic data sequence. The results are presented in Figure 6.21.

The errors in the power estimate relative to the real power when using UWN and synthetic data are reported in Table 6.7 for the three modules. These were calculated using estimates for the largest sample size in each simulation. The improvement ratio quoted is the relative
improvement in error when comparing UWN and synthetic estimates. For the multiplier, the UWN power estimate is over eight times larger than the real power. This is due to the much larger UWN operands. The real data, in this example, contains much smaller data values and occupies considerably less of the dynamic range. The multiplier is therefore less exercised by the real data compared to the UWN inputs. The synthetic data slightly underestimates the power in each case. The probability model used to obtain the synthetic is however, straightforward and easily implemented and is satisfactory in the context of this work.

<table>
<thead>
<tr>
<th>Module</th>
<th>UWN Error (%)</th>
<th>Synthetic Error (%)</th>
<th>Improvement Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALU</td>
<td>33.2</td>
<td>5.9</td>
<td>4.62</td>
</tr>
<tr>
<td>Register File</td>
<td>141.8</td>
<td>20.9</td>
<td>5.78</td>
</tr>
<tr>
<td>Multiplier</td>
<td>823.5</td>
<td>4.7</td>
<td>174.21</td>
</tr>
</tbody>
</table>

Table 6.7: Module Active Capacitance

The relationship between the three power dissipation evaluation methods is also presented graphically in Figure 6.22. For each datapath module the synthetic power estimate is significantly better than the UWN estimate.

Figure 6.22: Power Estimates of Submodules

6.3.2 Modelling Control Signals

The application of a Markov model to the synthesis of finite state machine output data was discussed in detail in Chapter 5, where results were presented for real, SPICE level circuits. This model, as indicated in Figure 6.16, is used to model the datapath controller interface
when an FSM control circuit is used. Additionally, the Markov model is incorporated into a combination model for modelling the complete processor or datapath as required. Therefore, as the FSM contributes only some of the input signals to the datapath, those results will not be duplicated here but will be utilised in the next section where the combination model is applied to the power estimation of the entire datapath.

6.4 System-level Power Estimation with a Combination Model

At the top level of the system hierarchy as defined in this work, the datapath communicates with instruction and data memory and also receives controller signals. For the system used as the architectural test in this chapter, 70 bits of data are transferred to the datapath each clock cycle comprising a 32b instruction, 32b of data and a 6b control word. Realistic representation of such a complex sequence of vectors requires a correspondingly high level approach. Simple probabilistic patterns, while useful at lower submodule level, are not appropriate at a system level. For example, a synthetic sequence of instructions must still contain only valid patterns to ensure correct system operation. Likewise, bit fields representing register selects are constrained to avoid some values, depending on the context. Additionally, the format of instructions varies from memory accesses to arithmetic operations, to branches and jumps. All these must be realistically represented in an efficient manner to provide realistic and functionally correct input sequences for the datapath. The mixture of instructions also varies with the application. Some instructions, such as add and store, occur far more frequently than for example, jump and shift [Patt98]. There is also correlation between one instruction and the next, as will be demonstrated in this Section. That observation leads to the conclusion that the Markov model, successfully applied to the controller outputs, may also be of relevance in modelling the stream of instructions into the processor. This is demonstrated to be the case and the instruction stream model proposed here provides the cornerstone of a system-level power estimator, which is now described. The model is referred to as the combination model.

The aim of the combination model is to provide realistic system-level datapath input sequences, without the overhead of running a complete software environment around the processor. The relative frequencies and correlation between instructions and data, if any, must also be present and preserved. Data is represented as either correlated or random
patterns, depending on the amount of prior knowledge available about the data. The constraints on the instruction and control sequences are, however, much more onerous. No new instructions are introduced into the synthetic sequence, as this would represent an erroneous processor state. Additionally the format of each instruction must be correctly reconstructed, with valid entries in all bit fields. To produce such a complex sequence, all the models previously discussed are utilised. For example, the 32b *add* instruction has five active fields, reproduced in Table 6.8 for convenience, with an offset of zero.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>op-code</td>
<td>register</td>
<td>register</td>
<td>register</td>
<td>offset</td>
<td>function code</td>
</tr>
</tbody>
</table>

Table 6.8: Add Instruction Format

Each field of this instruction is modelled with one of the techniques presented. The 70-bit datapath input, consisting of instruction, data and control is then formed from an aggregate of the 32-bit Markov instruction model, a 32-bit UWN or correlated data model and a 6-bit control model. The control model is Markov for sequential control or is derived directly from the instruction model for single cycle combinational control. The combination is represented graphically in Figure 6.23.

![Figure 6.23: Combination Power Estimation Model](image)

The instruction synthesis procedure is based on an underlying Markov model present in the instruction stream. The suitability of this procedure was verified as follows. A long system simulation was performed for 5 million clock cycles. The instruction stream was monitored
during the complete simulation. Software was written to extract and test a transition matrix from the instructions recorded. This matrix was then tested for Markov properties, specifically the convergence of the matrix to the relative probabilities, as discussed in Chapter 5. The relative frequencies of the instruction were calculated and were found to be in close agreement with values predicted by the Markov model. An example of a transition matrix obtained by running the Karplus-Strong algorithm is given in (90).

\[
T =\begin{bmatrix}
0.0250 & 0 & 0 & 0 & 0 & 0 & 0 & 0.9750 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.3091 & 0.6909 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.0231 & 0 & 0 & 0 & 0.0564 & 0.8671 & 0.0535 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.0007 & 0.0284 & 0.0007 & 0 & 0.4624 & 0.4539 & 0.0270 & 0.0270 \\
0.0562 & 0 & 0 & 0.0562 & 0 & 0 & 0 & 0 & 0 & 0 & 0.8876 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

Each instruction was assigned a row in the matrix as follows: \(\text{add} = 1\), \(\text{slt} = 2\), \(\text{sl} = 3\), \(\text{mult} = 4\), \(\text{beq} = 5\), \(\text{mfhi} = 6\), \(\text{jmp} = 7\), \(\text{addi} = 8\), \(\text{lw} = 9\) and \(\text{sw} = 10\). Entry \(t_{ij}\) denotes the probability of a transition from instruction \(i\) to instruction \(j\) during program operation. For example, a load \(\text{lw}\) is followed 88% of the time by a save \(\text{sw}\). By forming higher powers of the matrix, \(T^2\), \(T^4\) and so on, the matrix quickly converges to the relative probabilities \(P^n\), given in (91).

\[
P^n =\begin{bmatrix}
0.0080 \\
0.1384 \\
0.0110 \\
0.0108 \\
0.1384 \\
0.0108 \\
0.1304 \\
0.2820 \\
0.1352 \\
0.1350
\end{bmatrix}
\]
This indicates that, for example the most common instruction is the *add immediate* instruction `addi`, with a 28% likelihood of occurrence. Based on this transition matrix, code was written to generate a stream of instructions. This ensures that the same mix of instructions is placed in the data and that no illegal instructions can occur. The register fields of each instruction are filled by bit patterns derived from the transition and signal probabilities of the appropriate signals, while the larger address and constant fields for load, store, branch, etc., are similarly filled. In this manner any constraints on address space, not present in this work, are easily incorporated into the model. The method is demonstrated for an *add* instruction in Figure 6.24.

![Figure 6.24: Instruction Level Model](image)

Power estimates were taken for the synthesised datapath under three conditions: real program execution, operation with data from the combined model and operation with UWN input data. This methodology was applied to a number of programs of varying amounts of code. Each program was developed from sections of the larger audio processing routine previously referred to and consists of a mix of instruction types and operands. For each program a Markov model was developed and the three power estimates, referred to as real power, Markov power and UWN power were obtained. Figure 6.25 shows the results obtained for five such programs of varying length. In each case the model tracks the actual processor power with good accuracy.
The results are summarised in Table 6.9 where a maximum relative error between the Markov and Real estimates of 22% is reported, with satisfactory agreement between the power estimate provided by the model and that of the real data. In all cases the UWN power is less than the real power. This is because a sequence of 32b UWN patterns is unlikely to contain many valid instructions and so the processor is under-exercised by the UWN input, resulting in lower power estimates.

<table>
<thead>
<tr>
<th>Program</th>
<th>Number of Lines of Code</th>
<th>Active Capacitance (pF)</th>
<th>Relative Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>UWN</td>
<td>Real</td>
</tr>
<tr>
<td>1</td>
<td>50</td>
<td>314.6</td>
<td>864.9</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>316.4</td>
<td>538.6</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>417.6</td>
<td>683.9</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>365.5</td>
<td>862.6</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>303.7</td>
<td>640.4</td>
</tr>
</tbody>
</table>

Table 6.9: System-level Power Estimates

Finally the power consumption for the audio application was estimated. This represents the long-term power dissipation of the processor when, for example, it is configured as an embedded system running the algorithm as a real-time application. It also represents a challenging application for the power estimation model for the following reason. The audio application requires tens of thousands of clock cycles to process even a small fragment of a real audio signal. This in turn means that the real program execution also consists of tens of thousands of lines of code, with each line requiring a clock cycle to execute. Thus a VHDL simulation of a significant portion of the real program operation would require months of
simulation which is not feasible. The model must therefore be verified by some means other than a direct comparison with a simulation of real data. The method chosen uses a theoretical calculation of the actual or real processor power, which is used to verify the Markov estimate. This approach is described below. The Markov model parameters for this program are based on a realistically long sample of 5000 lines of code. During such a long sample, all loops in the code are visited and all instruction types are represented in sufficient quantities to provide a meaningful long-term power estimate. The Markov properties are therefore a good reflection of the real program parameters from a power perspective. Simulations of varying lengths, up to the practical limit of the simulation environment, were then performed for the three data types of UWN, real data and Markov data. The power estimates resulting from the inclusion of segments of real data are also given for comparison. The power estimates provided from such a small fraction of the real program completely underestimate the long term power dissipation as provided by the theoretical calculation. This is to be expected as for example after 500 clock cycles of real program operation only a handful of instructions have been used due to a loop at the beginning of the code. The operands too are very small as the first audio samples, representing the initial portion of the sound envelope, are of low magnitude. These factors result in power estimates from the real data, which are of a similar magnitude to the UWN estimates, which possibly may contain no valid instructions at all.

The approximate theoretical estimate of the power consumption was calculated using the relative frequencies of each instruction calculated from a long sample and the power consumption associated with a single execution of each instruction type. This exercise yielded a figure of approximately 1700pF, which will be used as the reference figure for the long term real power dissipation of the processor. Markov, real and UWN estimates were then performed with a typical sample size of 400. The resulting power estimates are indicated in Table 6.9. The theoretical and Markov values agree while the UWN and real values are considerably lower. As indicated above, the real value is such a small fraction of the actual program that it cannot possibly provide a meaningful estimate while the UWN value does not use real instructions and is therefore also invalid.
The Markov model has an error when compared with the theoretical estimate, of approximately 4% which provides sufficiently close agreement. Both the UWN estimate and the real estimate fail to accurately predict the long-term power dissipation because neither adequately reflects the underlying large scale distributions of instructions that appear when sample sizes of tens of thousands are considered.

The behaviour of the model was further explored by varying the sample size up to the limit of practical simulation times. The results are given in Figure 6.26 where it is observed that a minimum sample size of 300 is required for satisfactory results from the Markov model. Below this number of input samples, the error is significant. For both UWN data and real segments of the program the increase in sample size does not improve the estimate, up to the limit of realistic simulation times.

![Figure 6.26: Long-term Processor Power Estimates](image)

While no great significance may be attached to the approximate theoretical calculation of power, it is nonetheless significant that the Markov power is of the same order of magnitude.

A simulation with real data containing 5000 vectors would require approximately 50 days of
simulation time and is therefore not practical. Some suggestions to address this issue in future work are proposed in the next Chapter.

6.5 Summary and Conclusions

A case study in power analysis was performed using a processor design as the vehicle. A number of application programs were written, to allow the collection of samples of real signals during the program operation. The data was then modelled using the various methods discussed in earlier chapters. A combination model employing all earlier work was also presented for capturing the behaviour of the instruction stream. Results for power estimation show that the techniques operate satisfactorily, while providing an efficient method of generating system and module data. The power estimates were taken at three levels of the design hierarchy, the system level, datapath-control level and at the level of datapath submodules. At all levels the appropriate technique was applied to a synthesised circuit with satisfactory and conclusive results. The instruction sequence was shown to be Markov, allowing the characteristics of the instruction memory to datapath interface to be captured and reproduced easily. Three power estimates were taken for the datapath, the actual power recorded during program operation, the synthetic power and a UWN estimate for reference. The synthetic data sequences were synthesised by first recording all relevant signal traces during the execution of the algorithm. This data was then analysed for the statistical information required to construct an appropriate model. Synthetic data streams were used to drive a VHDL simulation while the resulting power dissipation was estimated. The general approach was demonstrated to be a useful technique for efficient power estimation for programs of varying sizes. The ability to include constraints on processor operation, address space limitations and data correlation is easily incorporated into the model. The ability of the model to adequately predict the long-term power dissipation of the processor was indicated by a combination of simulation results and a first order theoretical calculation of the power dissipation.

As the work presented in this Chapter is entirely novel and not a development of other published studies, the overall context of the work and the conclusions to be drawn from it are discussed in the next Chapter.
7 Conclusions

This Chapter presents a synopsis of the work undertaken, a summary of the results and conclusions reached as a consequence. The specific conclusions consist of those findings that may be deduced directly from an analysis of the simulation studies undertaken in earlier chapters. Additionally, general conclusions are drawn from the work, which are intended to be of use to the wider community of researchers currently active in the fields of CMOS power estimation, data modelling and sequence compaction. The final Section addresses those conceptual discontinuities caused by the finite nature of such a thesis by indicating how future research in this area might be directed.

7.1 Specific Conclusions

In Chapter 1, it was stated that this thesis aimed "...to investigate the application of power estimation techniques in a comprehensive and systematic manner, using three stated goals of adaptability, efficiency and relevance". These were defined as the ability to encompass and traverse system hierarchy when estimating power, the compaction of data patterns so as to minimise the computation required to achieve such estimates and the production of models which realistically reflect the circuit conditions under which the system will operate. This latter objective is a key concept which underpins the entire work. The simulation speeds resulting from realising the first two objectives are significant and when incorporated with the production of meaningful sequences of actual code result in a significant development in CMOS power estimation. Therefore, a system model for compacting the input data sequence to a typical processor was developed, without prejudice to the general case. This model provided a sequence of input data for each field of the complete instruction set. Based on the observation that the flow of instructions between memory and processor could be modelled by a Markov process, a synthetic stream of valid instructions may be produced. This has the advantage in the early stages of the system design that no software tools for the new system need to be developed, resulting in useful power estimates early in the design cycle. Other portions of the data flow to the processor were modelled using the statistics of the binary data, specifically the bit transition and signal probabilities. The relevance of this model to real
software applications was demonstrated by the calculation of the long-term power dissipation for the system, which was then accurately obtained using the combined Markov model, while the real data required an unrealistically large sample size to provide the same result. Several smaller programs of varying size were also successfully modelled with power predictions from the model typically within 15% of the actual power dissipation. When no such program data is available the technique allows a general exploration of the likely power dissipation associated with a candidate architecture, rapidly leading to an accurate estimate of the maximum power dissipation together with the instruction mix that produced it. This valuable information may then be employed to selectively minimise the power dissipation of heavily utilised blocks during the most common instructions. Thus the model is of general application for power exploration, becoming an accurate prediction technique with a minimum of information regarding the intended functionality.

To arrive at this outcome several additional concepts were explored. Firstly a reliable reference standard for both the data model and the power estimates was required. The use of uniform white noise in this regard is well established. However, the production of such data was often regarded as a potential source of error. Therefore, a novel method for the production of UWN generators was developed with an \textit{a priori} determination of the data quality. This technique employed a genetic algorithm to produce parameters for the linear congruential equation, with the spectral test as an objective function. The resulting binary vectors were extensively tested and a new measure of data quality, based on the statistical properties of the power spectral density was proposed. The data generation technique was used throughout the work, providing a reference point by which power estimates might be compared. To demonstrate the application of the genetic UWN source and to obtain preliminary power estimates of CMOS circuits at the layout level, a Monte Carlo based tool, llama, was developed. A significant new approach to the monitoring of the power estimates of transistor level circuits was also proposed. This involved the estimation of the energy consumed during each simulation cycle. Simulation studies revealed that the energy dissipated on each cycle is normally distributed when the circuit is driven by UWN. It was also recognised that after the first iteration through a hardware design cycle there is a considerable amount of information regarding the power performance of a submodule. These two observations were combined to provide a novel approach to early power estimation. In
particular, incremental designs were shown to be capable of an efficient and early estimate of power by monitoring the convergence of the confidence intervals for the simulation.

Next the methodology was explored for adaptability, initially with regard to modelling input data streams to processor submodules such as the ALU, multiplier and register file. A model based on the signal statistics of transition and signal probability was found to be sufficient at this level. Power estimates so obtained corresponded closely with those produced from real data and therefore the technique was incorporated into the general model. Results were produced from different stages of the design process, ranging from full custom adder and multiplexer circuits to synthesised standard cell netlists. In all cases the probability model was found to be a useful technique at the lower levels of the system design.

Ascending to the next level of system complexity required a means of dealing with the datapath and control interface of the processor. The Markov process was found to be a very useful approach to modelling this interaction. Analysis of the instruction stream demonstrated that the pattern of instruction execution over time was a Markov process. This allowed the construction of a synthetic model of the instruction sequence for a given set of program statistics. The development of a VHDL testbench based on a real set of assembly language instructions for a new processor was a considerable but necessary undertaking, if the power performance of a processor is to be determined. Therefore, a technique was developed whereby such a set of instructions could be obtained with minimum effort, given the basic instruction set of the processor and some general information about the mix of instructions to be used. Initially simple adder circuits were used as dummy loads for a comparative test of the Markov and the real program data. The results were significant with close agreement between the two sets of input data. This technique was incorporated into the overall strategy for the development of an adaptable efficient power estimation technique, resulting in a combined input data model for the processor.

The final aspect of the work consisted of the development and test of a combined data model for processor power estimation. A RISC processor design was completed and synthesised as a case study for the technique. A prototype instruction set for the processor was developed, based on academic models previously developed. The instruction set was then modelled by a combination of the data models described in previous chapters. For each
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Instruction, bit patterns for the fields of the instruction were provided by one of the methods developed during this work. For example, the 6-bit op-code field was generated by sampling an appropriate Markov process while the 5-bit register fields were represented using an appropriate transition probability or UWN bit stream. Data and address fields were simulated using a statistical model based on a high level model of the processor busses. Testing of this approach took place in two phases. Firstly, Markov models were extracted from sample programs of varying length, representative of embedded processor applications, in that they were short repeating segments of code. Using the extracted model parameters, samples of synthetic code were produced. UWN input data samples were also prepared, giving three different types of input data. For such programs, there was good agreement between the power estimates from the real data and the combined Markov model. As expected, the UWN estimates contained fewer valid instructions and so the resulting power dissipation was considerably lower than for the other two as the processor is under exercised by a sequence of invalid input patterns. An audio processing algorithm was coded to provide a typical example of the system operation. Using a high level model of this program running in RTL-level VHDL, a large sample of code was quickly analysed to produce the required Markov parameters such as the transition matrix and the relative probabilities of the instructions executed. Using the prototype instruction set, three types of input data, real, Markov and UWN were produced. Due to the reduced simulation speed of the synthesised circuit, sample sizes were practically limited to several hundred input samples or lines of code. An approximate theoretical estimate of the long-term power dissipation when running for thousands of cycles was also calculated. There was agreement between the Markov prediction of the power and the theoretical calculation of the dissipation, giving a reasonable estimate of the steady state power dissipation after only several hundred cycles. Simulation with real data would have required thousands of such simulation cycles to adequately provide the processor with the same long-term statistical characteristics. For example, in real program execution, loops may require hundreds of clock cycles, executing only a few instructions during that period. Other less frequent instructions may occur in the instruction stream only after thousands of cycles. These statistical relationships are present in the synthetic data while requiring less cycles. Thus the method also provides a useful speed-up when estimating the steady-state power dissipation of large systems.
7.2 General Conclusions

When considering the important problem of power estimation for CMOS circuits and systems, there are two useful approaches to the task of providing speedy estimates with the required confidence and accuracy. The first focuses on the input sequence to the simulation model and seeks to provide meaningful patterns in an energy sense, such that the power estimate reflects the actual power dissipation under normal operating conditions. The second approach examines the simulation model of the circuit and attempts to minimise the processing required to model the power conscious aspects of the system operation. This work concerns itself mainly with the first aspect, that of the input sequence. As the power dissipation in CMOS circuits is always pattern-dependent, a successfully formulated input sequence captures only those characteristics that determine the long-term or operational power dissipation. The obvious initial choice of input sequence is a sample of real input data from, for example, a high-level functional simulation of the system in its environment. That this choice is often incorrect is a significant, if counter-intuitive, conclusion of this work. It represents the first general conclusion of this work. Such patterns reflect only the transient, local conditions from a power perspective and cannot produce steady state or global estimates of power consumption. The identification and synthesis of appropriate global input characteristics were proposed and verified for a generic processor. The appropriateness of this technique of modelling the instruction flow with a combined Markov and probability model provides a novel approach to the extraction of the most important power characteristics of the input sequence. Its significance therefore represents a second general conclusion to this work.

A second aspect of the input sequence as an important factor in the power estimation process attempts to produce speedier estimates by compacting the sequence. One simple measure of this is to compare the amount of synthetic data required to obtain the estimate produced using real data. In this regard the model proposed in this work incorporates a natural compression by requiring a considerably smaller data set to estimate the operational power dissipation of a processor when compared with the sample of real data that would be needed to get the same result. The conclusion was reached that when a model of input data captures the power performance in the way the combined Markov model was observed to do, time efficiency and sequence compaction result. This is because much larger samples of real
program code are required to provide data with the same global characteristics. In particular, for the case study undertaken, the real data applied to the processor considerably underestimated the power dissipation as verified by a theoretical calculation of power consumption. Additionally, the use of an input data model can result in reduced amounts of development time. To test a processor design requires code typical of the intended application. However, this code need not reflect the functionality of the system when power estimation is the objective. This work also demonstrated that by replacing time consuming software development with a code model targeted at power consumption, the design cycle can be speeded up considerably. This approach also allows the designer to explore architectural alternatives within the system, by observing the effect on power dissipation of altering the model parameters. Thus power intensive code sequences may be identified, enabling a more targeted design of individual modules within the system.

7.3 Future Work

Consideration of future directions for this work fall into two categories according to the scale of the idea. The most significant large scale challenge concerns the development of a high level simulation model for processor systems. The work undertaken in this thesis has underlined the limits of the post-synthesis circuit when estimating power. The amount of time required to simulate such circuits is extremely large due to the nature of event driven functional simulators such as Synopsys. The combination of a compact input data model as developed in this work with a speedy high level system model, represents the next step in the development of power estimation techniques for VLSI systems.

Further enhancements of the Markov approach to data modelling should be possible. In particular, higher order models may be possible that incorporate the interaction between adjacent instructions. By analogy with simple combinational circuits where the transition between input vectors is the prime determinant of power dissipation, so too could the transition between instructions be of importance when estimating the power. Markov models with higher orders are possible, whereas a first order model was applied in this work.
The related systems design issues of hot software, instruction design for low power and low power processor design are currently active research topics that would benefit from the work undertaken here, particularly if a high level processor power model was investigated.

In terms of small scale ideas, the novel application of a genetic algorithm to the production of UWN generators suggests the investigation of other forms of optimisation. In particular, simulated annealing might prove to be an interesting candidate. Other approaches might include the use of cellular automata for pattern generation while the work of the Russian mathematician Illya Sobol [Sobo94], who advocated highly deterministic sequences with a measure termed low-discrepancy, could also be of interest.

At the lower circuit levels of the design, modules such as standard cells and customised modules are routinely tested with UWN sources in a Monte Carlo configuration. The observation made during this thesis that the energy distribution of a single clock cycle is often normally distributed and that the confidence intervals of the simulation follow a dynamic trajectory on an energy axis may allow a speedier approach to this type of power estimation. This aspect of the work could well reward further investigation.

In conclusion, the extent of the overall degree of success of this work in providing a new approach to CMOS power estimation may be critically evaluated in a number of aspects. The application of Markov models to the instruction sequence has proved to be a very interesting approach, which should reward further investigation. In addition, the proposal for a combined model is novel and has given good results for the systems investigated. The work undertaken thus far allows for the inclusion of other possibly more effective components within such a combined model. In particular, this work utilised a first order Markov model while higher orders are possible and might prove useful. The verification of small program sizes was demonstrated adequately while larger programs, given the current speeds of VHDL simulation, were slightly more problematic. A future approach to this issue was suggested, in the form of a high level power estimation tool. Overall, it might be reasonably asserted that a novel and significant new avenue to the goal of fast and accurate high level power estimation has been opened up, leaving it to future researchers to provide a completely smooth surface.
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