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Abstract

The present thesis mainly deals with the implementation of self interaction free density functional methods in a numerically efficient density functional theory code SIESTA and the application of the said methods in \textit{ab-initio} electronic structure calculations. We present calculations on the polarizibility of molecular chains using explicitly orbital dependent density functional methods viz., exact exchange and self interaction corrected (SIC) functionals, which address some long standing issues in the field. We show that SIC functionals in fact perform better than the exact exchange functional at the KLI level of approximation. We discuss the ASIC method which is an approximate self interaction correction scheme that is computationally in-expensive. Results for finite systems as well as extended systems are discussed. We then discuss the electronic and magnetic structure of defective Hafnium Oxide systems where in we show that native Hafnium vacancies exhibit spin polarized ground states with ferromagnetic inter-defect coupling. An extensive study on Co doped ZnO is then presented mainly focusing on the possibility for intrinsic ferromagnetism in the material arising from native defect induced perturbations to the electronic structure of doped Co. We show that a defect-dopant complex center formed form a substitutional Co ion and an Oxygen vacancy can mediate long range ferromagnetic interactions. However we attribute the experimentally observed signatures of ferromagnetism to blocked superparamagnetic clusters. Finally we present \textit{ab-initio} electronic transport calculations on Mn$_{12}$ based single molecule magnets in a two terminal device set up. The current-voltage (I-V) characteristics of the molecule for two different spin configurations of the Mn$_{12}$ center are studied. We show that a change in the local magnetic configuration on the molecule can lead to a detectable change in the I-V characteristics.
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Chapter 1

General Introduction

Over the last two to three decades, the miniaturization of semiconductor based microelectronic devices achieved through advances in device fabrication technology has powered the growth of the information technology industry. Functional elements in state of the art silicon based microchips currently extend a few tens of nanometers in size and even smaller devices are envisaged for the near future. However the current trends in miniaturization cannot be sustained indefinitely. As devices get smaller, stochastic as well as quantum effects would inevitably start to have an increasing effect on the device properties making them less reliable. Problems such as leakage currents due to electron tunneling across ultra-thin SiO₂ layers in sub-10-nm metal-oxide-semiconductor transistors and the superparamagnetic limit in magnetic recording media are well known. While microelectronic devices will continue to improve into the immediate future, alternative paradigms such as spintronics [1, 2, 3] and molecular electronics [4, 5, 6] with the potential to replace conventional silicon based technologies are becoming increasingly more relevant.

The field of spintronics or spin-electronics is based on the idea of a new type of device that relies on the electron’s intrinsic ‘spin’ degree of freedom to perform its function. More generally such devices would exploit both the charge and the spin states of electrons in conjunction to exhibit a whole range of exotic new functionalities. Since its inception in the late 1980s with the discovery of the Giant magnetoresistance (GMR) effect [7, 8], the field of spintronics has grown rapidly and is currently the single most active area of research in solid state physics. The first generation of spintronic devices were based on the giant magnetoresistance (GMR) effect which manifests as a significant change in the electrical resistance of the device in the presence of an applied magnetic field. These GMR based devices form the functional elements of modern hard drives and have revolutionized
1.1 Dilute magnetic semiconductors

In order to be able to realize the wide range of possible spin-dependent phenomena in semiconductor systems, effective and efficient means of electrically injecting strongly spin-polarized currents into semiconductors are needed [3]. *Dilute Magnetic Semiconductors* (DMS), in which a small percentage of magnetic transition metal atoms are introduced into a non-magnetic host semiconductor lattice, are in principle ideally suited as spin-polarized carrier sources for spin injection as they can be easily integrated into semiconductor devices. However, the search for the ideal DMS material that would exhibit a ferro-magnetic Curie temperature ($T_c$) above 300K while simultaneously preserving the desirable properties of the host semiconductor is ongoing [9, 10, 11]. The prototypical (III-V) DMS material GaAs:Mn has been exhaustively studied, but the fact that the $T_c$ in this material could not be pushed up above $\sim 200$ K [12, 13] has led physicists to look towards oxide DMS materials following theoretical predictions [14] that Mn doped p-type ZnO would exhibit a $T_c$ above room temperature. A great amount of experimental and theoretical effort has since been put into studying a wide variety of transition metal (TM) doped oxide semiconductors such as ZnO, TiO$_2$, SnO$_2$, Cu$_2$O, In$_2$O$_3$ etc [11]. In particular, Co doped ZnO (ZnO:Co) has also been investigated actively over the past five to six years following early reports from Ueda *et al.* [15], of above 300K ferromagnetism in the ma-
terial. Unlike GaAs:Mn however, the Oxide based DMS have proven to be a lot more difficult to understand [11]. While signatures of ferromagnetic behaviour at and above 300K have been widely reported, the origin of ferromagnetism in these oxide based DMS is still actively debated. Conflicting reports of paramagnetic or even spinglass behavior in these materials are also abundant (see reviews [9], [10] and references therein). Issues such as in-homogeneity in the distribution of the magnetic dopants, the presence of secondary phases, contaminants and even experimental measurement artefacts have been discussed in this regard [11].

One of the fundamental problems with ferromagnetism in TM doped oxide DMS materials is that the well established models for ferromagnetism in conventional magnetic oxides such as αFe$_2$O$_3$, Y$_3$Fe$_5$O$_{12}$ or DMS materials such as GaAs:Mn or InMn:As cannot be invoked in their case. Within the traditional models for magnetism in solids, ferromagnetism can result via one of two broad mechanisms: (1) In insulating compounds, localized moments arising from partially filled d or f sub-shells of magnetic ions couple via short range super exchange [16] or double exchange [17] type interactions. High temperature magnetic order in this class of materials however requires a high concentration of magnetic ions with strong inter-ion magnetic coupling. (2) In metallic or semi-conducting systems, the interaction between localized spins and itinerant electrons can lead to the formation of narrow spin split bands with the carriers mediating the ferromagnetism as in the RKKY [18] or the mean-field Zener model [19, 14]. In particular, among the well established magnetic semi-conductors, two slightly different classes can be identified. In the \textit{concentrated} magnetic semiconductors such as the Eu monochalcogenides [20] (EuO, EuS, EuSe), the exchange interaction between the localized 4f states and the empty 6s/5d conduction band states, produces an n-type semiconductor with a spin-split conduction band. Meanwhile, in the p-type III-V \textit{dilute} magnetic semiconductor materials [21] such as GaAs:Mn and InAs:Mn, a spin-split valence band is formed because of the interaction between the 3d states of the Mn dopants and the semi-delocalized 4p-hole states at the top of the valence band. Crucially, one hole state is created at the top of the valence band for each Mn dopant and so the carrier concentrations in these materials are enormous by normal semiconductor standards. The dilute TM doped oxides differ from the III-V DMS systems in two aspects. Firstly, the oxides are usually strongly n-type which means the carriers are confined to the conduction band and secondly the introduction of TM dopants by itself does not create extra carriers. Therefore the carriers that interact with the magnetic dopant must be derived from other donor defects in the system. In this scenario the donor impurity band exchange (DIBE) [22] model relevant in highly defective systems was pro-
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posed as a possible mechanism for ferromagnetism in the dilute magnetic oxides. Within this model, hydrogenic donor orbitals overlapping TM dopant cation sites are spin-split forming bound magnetic polarons. As the concentration of the donors is increased beyond a certain critical threshold $x_d$ at which the overlapping polarons percolate throughout the sample, global ferromagnetism results \[23\]. However, the critical temperatures ($T_c$) predicted within this model for realistic parameters are in the range of $\sim 10K$ and therefore cannot account for the observed ferromagnetic signatures above 300K. Still, experimental trends accumulated over the years suggest a correlation between the presence of donor type defects and ferromagnetism in these systems. In particular, annealing in vacuum or oxygen deficient atmospheres \[24\] as well as exposing the samples to Zn vapours \[25\] or even Hydrogen \[26\] is seen to boost the ferromagnetism. In order make sense of the various experimental observations in these dilute TM doped oxides, an indepth investigation of the interaction between the dopant ions and the various donor defects in these oxides needs to be undertaken. If the TM doped oxides are to be established as genuine dilute magnetic semiconductors then a spin-split impurity band with carriers that mediate the ferromagnetism between the TM ions needs to be identified in these materials \[11\].

A different problem closely related to ferromagnetism in dilute TM doped oxides is that of ferromagnetism in semiconductors and insulators without any magnetic ions or dopants. This phenomenon dubbed $d^0$ ferromagnetism \[27\] or phantom ferromagnetism has received wide spread attention in the recent past following numerous reports of above room temperature ferromagnetic signals being detected in systems which should not be ferromagnetic. Materials such as irradiated graphite, nonstoichiometric CaB$_6$ and thin films of HfO$_2$ have been reported in this class of phantom ferromagnetic materials \[27\]. Observed experimental trends point to intrinsic defects in these materials as being responsible for the ferromagnetic signals. However these findings pose a challenge to our fundamental understanding of magnetism as several questions regarding the identity of the intrinsic defects and the mechanisms responsible for creating both the local magnetic moments on the defects as well as the inter defect coupling remain unanswered. In the case of HfO$_2$, a mechanism similar to the DIBE model was proposed where by oxygen vacancies in HfO$_2$ would lead to the formation of partially occupied Hf-5d orbitals in the conduction band which would then spin-split due to inter ionic exchange interactions \[28\]. To date however, no direct experimental evidence of a spin-split conduction band in ferromagnetic HfO$_2$ has emerged. In the absence of any phenomenological model that can readily explain the ferromagnetism in these systems, one can approach the problem in a bottom-up manner within
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the $m - J$ paradigm for ferromagnetism and look for the various individual contributing factors necessary for long range order. Thus defect centres which can give rise to local magnetic moments need to be identified. Then, the sign of the magnetic coupling as well the variation of its strength with the distance between individual defect centres needs to be determined. Last but not least the concentration of the defect centres needed for the magnetic interactions to percolate through out the system needs to be established. In some cases the observed phenomena might arise solely from surface or interfacial regions at which the the defect composition might be different from that in the bulk of the material. The fact that most instances of $d^9$ ferromagnetism occur in thin film samples [27] points to that possibility. Therefore surface sensitive characterization techniques need to be employed in studying these systems.

While careful experiments can indeed lead to a full understand of the materials discussed above, it is often difficult to control and characterize precisely the defect composition as well as the homogeneity of defect distribution in experimental samples. In such a scenario, theoretical first principles electronic structure calculations emerge as a valuable tool to investigate the electronic structure these materials at a very fundamental level. The availability of high speed computers and sophisticated theoretical tools such as Density functional theory (DFT) [29] make realistic simulations of Dilute magnetic semiconductors feasible. The GaAs:Mn DMS system was thoroughly investigated using theoretical DFT simulations and the mechanism for the observed ferromagnetism in GaAs:Mn is now relatively well established (c.f [30] and references therein). However the oxide DMS materials such as ZnO:Co have proven to be problematic even for theoretical studies using conventional Density functional methods. Approximate exchange-correlation (xc) functionals routinely employed in density functional calculations fail to describe the wide-gap transition metal oxides accurately often severely underestimating the band gap in these systems and in some cases even predicting metallic ground states [31]. One of the main reasons for the failure of approximate xc functionals in this regard is the presence of the spurious self interaction error (SIE) [32] which loosely described means that an electron feels part of its own electrostatic potential and repels itself. Thus the energy levels of localized d and f electrons for which the SIE is strongest, are too high resulting in an erroneous description of these systems. Therefore one must employ more sophisticated xc functionals that are free of the SIE in order to be able to adequately describe the oxide based DMS materials. Among the main objectives of the research work presented in this thesis is the investigation of density functional methods capable of describing these problematic DMS systems and
1.2 Electron transport through magnetic molecules

The study of electronic transport through nanoscale devices is a fascinating new branch of modern solid state science. Initiated at the time when the first scanning tunneling microscopes (STMs) [33] appeared this field has seen rapid growth mainly because of its potential relevance to a multitude of technological disciplines such as nano-scale electronics, genetic medicine and chemical/biological detection and sensing. Because of the complexities one encounters at the nanoscale, molecular electronics presents its own set of challenges both form a fundamental theoretical perspective and a device engineering perspective. The rules of Ohmic transport valid in all metallic and semiconductor based devices breakdown at the nanoscopic level and transport across individual molecules or other atomic scale structures is strongly influenced by quantum mechanical effects. Also, device fabrication is only possible under extremely controlled conditions and most experimental setups of today come with a certain degree of uncertainty over the precise geometry of the device. The standard set up for a molecular electronics device is to sandwich either a single molecule or an organic monolayer between metallic electrodes. This setup was first proposed by Aviran and Ratner [4], but was accomplished experimentally only much later by Reed and coworkers [34]. Molecular devices have since been shown to exhibit a multitude of interesting features in their current-voltage characteristics such as negative differential resistance [35] and rectification [36]. Also fully functional molecular transistor type devices [37], logic gates [38, 39] and memories [40] have been realized in experiments and next generation computing and data storage technologies based on such nanoscale devices have been proposed [41, 42]. However, molecular electronics is still very much in its infancy and although the large scale production of fully functional molecular devices remains some time away, there is a growing body of experimental, theoretical and computational work investigating the wide range of challenges posed by the field.

In recent times, the possibility of making electronic devices using organic molecules has been the focus of intense research as the field of molecular electronics [4, 5, 6] aims to provide a viable alternative to conventional semiconductor electronics. Organic electronic devices offer the advantages of low-cost, low-temperature production through chemical methods, instead of expensive high-temperature solid-state growth (e.g. molecular beam epitaxy) and patterning (lithography) techniques. Furthermore, the rich chemistry of or-
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ganic systems affords endless possibilities of chemical synthesis, end-group and side-chain engineering to conceptualize new kinds of devices and tune device properties. Of particular relevance to the data storage industry in the ongoing effort towards ever increasing storage densities are molecular spintronics devices. Prototypical in this class of devices are molecular spin valves [43, 44] which essentially comprise of a non-magnetic organic tunneling layer of molecules sandwiched between magnetic leads. Magnetoresistance effects of up to about 18% have been demonstrated in these devices [43, 44]. However a different type of stand-alone molecular spintronic device based on a novel class of molecules called Single molecule magnets (SMMs) or molecular nanomagnets [45, 46] holds much promise. SMMs are usually formed from a central cluster of transition metal and ligand ions surrounded by carefully engineered organic functional groups and are characterized by a non-zero total spin on the molecule. They exhibit remarkable physical properties such magnetic hysteresis [45] with entirely intra-molecular origins and magnetization reversal in external fields due to quantum tunneling [47] between different spin states of the molecule. A variety of such SMMs have been widely studied since the mid 1990s both from a fundamental theoretical perspective as well as from the point of view of spintronic applications [46]. In particular, molecules formed from a cluster of 12 Mn ions (Mn$_{12}$), have received a lot of attention. These Mn$_{12}$ molecules act as isolated spin systems with a high local spin (S = 10) and a large intrinsic magnetic anisotropy barrier [45]. If such molecules could be engineered so that the blocking temperature for their magnetization is above room temperature, they could potentially be used as individual “bits” for data storage at terabit/in$^2$ densities or by suitably exploiting their exotic spin physics, even as “qubits” for quantum computing. Recently such molecules were successfully deposited as extended arrays on gold surfaces with the possibility of individually addressing them in scanning probe microscopy experiments [48]. One of the questions with direct related to these SMMs being used for data storage is whether the electrical read out from these molecules is different for different spin states of the molecule. Thus if information is written to the molecule in the form of a particular spin state, can it then be “read” as an electrical signal? In this thesis we present the first *ab initio* theoretical electronic transport calculations on these Mn$_{12}$ based SMMs that attempt to answer the question.
1.3 Dissertation layout

The main focus of the work presented in this thesis is to study using first principles theoretical calculations, some problems of current interest in the field of spintronics. Some widely debated issues regarding the phenomenon of ferromagnetism in dilute and disordered wide-gap oxides are addressed. Advanced density functional theory (DFT) based approximations, necessary to accurately model such wide-gap oxides and other materials that are problematic for conventional DFT methods, are introduced and their implementation within an efficient numerical DFT platform is discussed. The electronic transport properties, focusing in particular on the interplay between charge transport and the intra-molecular spin degrees of freedom of a prototypical Mn_{12} molecular magnet are also presented.

For clarity, the thesis is mainly divided into three parts. In part I consisting of chapters 2 to 4, the theoretical tools employed for various first principles calculations carried out during the course of this work are discussed. Most of the computational coding and implementation work carried out during the course of this research work is presented in this part.

In chapter 2 we provide a general introduction to the many electron problem and briefly discuss some of the ways of tackling it. An overview of Kohn-Sham density functional theory [49] is then presented followed by a quick review of some of the more popular numerical approaches to practical density functional calculations. We then discuss in some detail the numerical framework within the density functional code SIESTA. The last section in chapter 2 presents the general scheme for non equilibrium Green’s functions (NEGF) [50] based electronic transport calculations as implemented in the SMEAGOL [51] code.

Chapter 3 presents a discussion on orbital dependent exchange correlation functionals [52]. In particular, the optimized effective potential method is reviewed with emphasis on the Krieger-Li-Iafrate approximation [53]. The exact exchange functional [52] and self interaction corrected (SIC) [52] approximate functionals are discussed in this context and some details of their implementation in the SIESTA [54] code are presented. As an application of the methods developed, the long standing problem of polymer polarizabilities in density functional theory is revisited and the performance of SIC functionals is analyzed in that regard.

In chapter 4, a computationally efficient approximate self interaction correction scheme based on atomic orbital based correction terms is presented. The implementation of this approximate scheme (abbreviated ASIC) [55] within the SIESTA code is also discussed in
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detail. The scheme is also compared to other methods such as the fully self consistent SIC
scheme \[32\] and the LDA+U method \[31\] for treating strongly correlated systems. The
performance of ASIC in describing the electronic structure of various molecular as well as
solid state systems is then analyzed.

Part II of the thesis consisting of chapters 5 and 6, deals mainly with materials simu-
lations investigating ferromagnetism in wide-gap oxide systems.

In chapter 5 the problem of *phantom* ferromagnetism in un-doped Hafnium Oxide
(HfO\(_2\)) \[28\] is investigated. First the electronic structure of oxygen vacancy defects is
discussed and the effect of introducing additional electron or hole doping into n-type HfO\(_2\) is
also studied. Then, the case of p-type HfO\(_2\) is considered by looking at Hafnium vacancies.
Some interesting differences in the electronic structure of Hafnium vacancies in the three
different crystalline phases of HfO\(_2\) are discussed.

Chapter 6 presents a detailed study of the role of native n-type donor defects in the
ferromagnetism of Cobalt doped ZnO (ZnO:Co). The ASIC method developed in chapter 4
is employed. Defects such as oxygen vacancies (V\(_O\)), interstitial Zn (Zn\(_i\)) and Hydrogen
(H\(_i\)) are analyzed for their effect on the electronic structure of substitutional Co ions.
Magnetic interactions between Co ions in clustered as well as spatially well separated
configurations are calculated in the presence of donor defects. A model based on donor
and dopant ion pair complexes capable of explaining the observed experimental trends in
ZnO:Co is proposed.

Part III of the dissertation is still somewhat related to magnetism but in the context
of electronic transport.

In Chapter 7 we study the electronic transport properties of a prototypical Mn\(_{12}\) based
magnetic molecule functionalized by organic thio-ether functional groups \[48\] and attached
to gold electrodes. Firstly the electronic structure of the molecule is studied using a semi-
local approximate GGA exchange correlation functional \[56\] as well as the more advanced
LDA+U method \[31\]. Differences in the electronic structure of the molecule in the two
approaches are discussed. Current-voltage characteristics as well as transmission coeffi-
cients calculated using the SMEAGOL code \[51\] are then presented. In particular, the
question of whether the local spin configuration of the molecule effects its current-voltage
characteristics, is addressed.

Finally, towards the end of the dissertation we draw some general conclusions on the
work presented in this thesis. We also highlight some issues and questions related to the
topics discussed in this work that need further theoretical investigation.
Part I

Theoretical tools
2.1 The Quantum Many body problem

The systems of interest in condensed matter physics and quantum chemistry consist essentially of an ensemble of electrons and nuclei interacting via Coulombic forces. At the molecular level or indeed at the nano-scale in condensed matter, one wishes to describe the collective structure and mechanics of systems typically ranging between a few tens to several hundreds of electrons and nuclei. However, no analytic solution exists for the quantum many body problem involving any more than two particles and one must resort to solving the problem numerically with the aid of high speed computers. Furthermore even exact numerical solutions are computationally prohibitive except in the simplest of cases involving only a few electrons. One is therefore forced to rely upon useful approximations that help to simplify the problem as much as possible while not sacrificing the accuracy of the final solution. Since electrons in most of the lighter elements and the chemically active subset of valence electrons in heavier elements travel at speeds much slower than the speed of light, they can be treated as non-relativistic. The nuclei meanwhile are much slower than the electrons and can in fact be treated as classical particles to a good approximation. When one is interested in the steady state solution of a quantum system one must solve the time independent Schrödinger equation which takes the form of an eigenvalue problem

\[ \hat{H}\psi = E\psi \]  \hspace{1cm} (2.1)
2.1 The Quantum Many body problem

Theoretical and Numerical framework

where in $\hat{H}$ is the Hamiltonian operator, $\Psi$ is the many body wave function and $E$ is the energy of the system. For a non-relativistic Coulomb system consisting of a set of $N_e$ electrons each of mass $m_e$, moving under the influence of $N_N$ nuclei with masses $Z_I$ and position coordinates $R_I$, the full Hamiltonian operator takes the form

$$\hat{H} = \sum_{i}^{N_e} -\frac{\hbar^2}{2m_e} \nabla^2_{r_i} + \sum_{I}^{N_N} -\frac{\hbar^2}{2M_I} \nabla^2_{R_I} + \frac{1}{2} \sum_{i \neq j}^{N_N} \frac{e^2 Z_I Z_J}{|R_I - R_J|}$$

$$- \sum_{i,l}^{N_e, N_N} \frac{e^2 Z_I}{|r_i - R_I|} + \frac{1}{2} \sum_{i \neq j}^{N_e} \frac{e^2}{|r_i - r_j|}$$

(2.2)

where the first and second terms are the electronic and nuclear kinetic energy respectively. The third term is the Coulombic interaction between the nuclei, the fourth term is the Coulombic attraction between the electrons and nuclei while the fifth term is the electron-electron interaction. $r_i$ denotes the position of the $i^{th}$ electron. The many-body wave function $\Psi$ in equation 2.1 is a complex object being a function of the coordinates of all the electrons and nuclei in the system, thus

$$\Psi = \Psi(x_1, x_2, ... x_i, ... x_{N_e}, X_1, X_2, ... X_I, ... X_{N_N})$$

(2.3)

Note that the electronic (nuclear) coordinates $\{x_i\}$ ($\{X_I\}$) include both the position coordinates $\{r_i\}$ ($\{R_I\}$) and the spin coordinates $\{s_i\}$ ($\{S_I\}$). A major step towards simplifying this object is encompassed in the Born-Oppenheimer (BO) approximation [57]. As the nuclear masses are much heavier than the electron mass, and since the nuclei usually move much slower than the electons, nuclear motion occurs over a much longer time scale in comparison to electronic motion. In the reference frame of the electrons, the nuclei are almost stationary and one can therefore separate the electronic and nuclear degrees of freedom.

$$\Psi = \Psi^e(\{x_i\}) \otimes \Psi^N(\{X_I\})$$

(2.4)

Thus one only needs to worry about the electronic degrees of freedom $\{x_i\}$ while the nuclear coordinates $\{X_I\}$ enter merely as parameters in the electronic Hamiltonian.

$$\hat{H}^e = \hat{T}(\{x_i\}) + \hat{V}_{ee}(\{x_i\}) + \hat{V}_{ext}(\{x_i\}; \{X_I\})$$

(2.5)
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where

\[ \hat{T}(\{x_i\}) = \sum_{i}^{N_e} \frac{-\hbar^2}{2m_e} \nabla^2_{r_i} \]  \hspace{1cm} (2.6)

\[ \hat{V}_{ee}(\{x_i\}) = \frac{1}{2} \sum_{i \neq j}^{N_e} \frac{e^2}{|r_i - r_j|} \]  \hspace{1cm} (2.7)

\[ \hat{V}_{ext}(\{x_i\}) = \sum_{i,l}^{N_e,N_N} \frac{e^2 Z_l}{|r_i - R_l|} \]  \hspace{1cm} (2.8)

Note that \( \hat{V}_{ext} \) can be easily generalized to also include additional external electric and magnetic fields. Thus within the BO approximation, the Schrödinger equation for the electronic system reduces to

\[ \hat{H}^e \Psi^e = E(\{X_l\}) \Psi^e \]  \hspace{1cm} (2.9)

and the energy of the electronic system is obtained as a parametric function of the nuclear coordinates.

2.2 Wavefunction methods

In spite of the considerable simplification afforded by the BO approximation, the electronic Hamiltonian in equation (2.5) still represents an interacting many-body problem whose solution is not a trivial task. The presence of the electron-electron interaction \( \hat{V}_{ee} \) couples the coordinates of all the electrons and the many electron wavefunction cannot be decomposed into a product of single particle wavefunctions. Indeed if we consider the special case of non-interacting electrons, the electronic Hamiltonian for \( N \) electrons reduces to a sum of one particle Hamiltonians

\[ \hat{H}_{non} = \sum_{i}^{N} \left[ \frac{-\hbar^2}{2m_e} \nabla^2_{r_i} + \sum_{l}^{N_N} \frac{e^2 Z_l}{|r_i - R_l|} \right] \]  \hspace{1cm} (2.10)

and the eigenfunctions \( \Phi \) of \( \hat{H}_{non} \) satisfying

\[ \hat{H}_{non} \Phi = E_{non} \Phi \]  \hspace{1cm} (2.11)
can be written as an anti-symmetrized product or Slater determinant of single particle wavefunctions $\phi$

$$
\Phi = \frac{1}{\sqrt{N!}} \begin{vmatrix}
\phi_1(x_1) & \phi_2(x_1) & \ldots & \phi_N(x_1) \\
\phi_1(x_2) & \phi_2(x_2) & \ldots & \phi_N(x_2) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_1(x_N) & \phi_2(x_N) & \ldots & \phi_N(x_N)
\end{vmatrix} = \frac{1}{\sqrt{N!}} \det[\phi_i(x_j)]
$$

(2.12)

This takes into account the Pauli exclusion principle as the electrons are fermions. The total energy in this case is simply a sum over the eigenvalues of the $N$ occupied single particle states and the total electron density is given by a sum over the $N$ single particle densities $|\phi'_i(r)|^2$ where $\phi'$ represents the spatial part of the wavefunction $\phi$. For the more general interacting problem the Slater-determinant eigenstates of $\hat{H}_{\text{non}}$ form a complete orthonormal basis in which to expand the many-body wavefunction.

The Schrödinger equation (2.9) for the ground state of a many electron system can be mapped onto the wavefunction variational principle [59] which provides the following prescription: to obtain the ground state energy and wavefunction, find the extremal point of $\langle \Psi | H | \Psi \rangle$ subject to the constraint $\langle \Psi | \Psi \rangle = 1$, i.e., solve the following:

$$
\delta \left\{ \frac{\langle \Psi | H | \Psi \rangle}{\langle \Psi | \Psi \rangle} \right\} = 0
$$

(2.13)

The Rayleigh-Ritz method then attempts to find the extrema of $H$ within a restricted space of wavefunctions. One of the earliest and more popular methods based on the above is the Hartree-Fock (HF) approximation [57, 58] where in a single Slater determinant wavefunction $\Phi$ that minimizes $\langle \Phi | H | \Phi \rangle / \langle \Phi | \Phi \rangle$ is sought. The HF approximation describes light atoms and small molecules adequately well and was widely used in the quantum chemistry community during the early years but falls short of the desired chemical accuracy. Due to the single-determinant nature of the ground state wavefunction, HF theory cannot describe electron correlations and one must seek to incorporate the correlation energy through other means. In quantum chemistry calculations Moller-Plesset perturbation theory (MP2, MP4) [60] and configuration interaction (CI) [60] are among the most commonly used methods to calculate the correlation energy. In solid state physics, strong correlations are handled by Green’s Function (GF) methods. Quantum Monte Carlo [61] also offers an alternate method to directly tackle the many-particle wavefunction. However all of the above methods are computationally demanding and exhibit poor scaling with system
size which makes them prohibitive for large systems. Table 2.1 lists the typical scaling behaviour with number of orbitals $N$ for some commonly used *ab initio* methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Scaling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hartree Fock</td>
<td>$N^3 - N^4$</td>
</tr>
<tr>
<td>MP2</td>
<td>$N^5$</td>
</tr>
<tr>
<td>MP4</td>
<td>$N^6$</td>
</tr>
<tr>
<td>Configuration Interaction</td>
<td>$N^6 - N^{10}$</td>
</tr>
<tr>
<td>Density Functional Theory</td>
<td>$N^2 - N^3$</td>
</tr>
</tbody>
</table>

Table 2.1: The typical scaling behaviour with number of orbitals $N$ for some commonly used *ab initio* methods is listed.

For large scale molecular and solid state calculations where one needs to handle extended systems with hundreds of atoms, a completely different approach that significantly reduces the number of variables involved is required. For the restricted but all important class of ground state properties Density Functional theory (DFT) achieves exactly that by replacing the many-body wavefunction $\Psi(x_1, x_2, \ldots x_N)$ with the electron density $n(r)$ as the basic quantity of interest.

### 2.3 Density Functional theory

The foundations of modern DFT lie in the celebrated theorem of 1964 due to Hohenberg and Kohn (HK) [62] in which they demonstrate that the problem of finding the many electron wavefunction can be reduced to that of calculating just the equilibrium charge density $n(r)$. The charge density $n(r)$ of an $N$ electron system is defined by

$$n^\sigma(r) = N \sum_{\sigma_2, \sigma_3, \ldots, \sigma_N} \int dr_2 dr_3 \ldots dr_N |\Psi(x_1, x_2, \ldots x_N)|^2$$  \hspace{1cm} (2.14)

where $\sigma \in \{\uparrow, \downarrow\}$ indicates the spin-coordinate and

$$n(r) = n^\uparrow(r) + n^\downarrow$$  \hspace{1cm} (2.15)

provided

$$\langle \Psi | \Psi \rangle = \sum_{\sigma_1, \ldots, \sigma_N} \int dr_1, \ldots dr_N |\Psi(x_1, \ldots x_N)|^2 = 1$$  \hspace{1cm} (2.16)

Also

$$\sum_{\sigma} \int n^\sigma(r) dr = N$$  \hspace{1cm} (2.17)
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2.3.1 The Hohenberg-Kohn theorem

The HK theorem can be summarized in the following three statements.

1. The ground-state density \( n_0(\mathbf{r}) \) uniquely determines the external potential \( V = V[n_0] \) as well as the ground-state wave function \( \Psi[n_0] \). Therefore, any ground-state observable of a many-particle system is a functional of its ground-state density.

2. The total energy functional for a given external potential \( V_0 \)

\[
E_{V_0}[n] = \langle \Psi[n]|\hat{T} + \hat{V}_{ee} + \hat{V}_0|\Psi[n]\rangle
\]

(2.18)

is equal to the ground-state energy \( E_0 \) if and only if the ground-state density \( n_0 \) is used in equation 2.18. For all other densities \( n \neq n_0 \) the following holds

\[
E_0 < E_{V_0}[n]
\]

(2.19)

Thus the ground-state energy is variational with respect to the density and the exact ground-state density \( (n_0) \) and energy \( (E_0) \) can be determined by solving the Euler-Lagrange equation

\[
\frac{\delta}{\delta n(\mathbf{r})} E_{V_0}[n] = 0
\]

(2.20)

3. The functional

\[
F[n] = \langle \Psi[n]|\hat{T} + \hat{V}_{ee}|\Psi[n]\rangle
\]

(2.21)

is a universal functional of the density for all systems as it is independent of the external potential defining a particular system and only depends upon the form of the particle-particle interaction \( V_{ee} \). Note that the HK theorem is valid for any given form of the particle-particle interaction \( V_{ee} \) and in particular for the trivial case \( V_{ee} = 0 \) defining non-interacting systems.

2.3.2 The Kohn-Sham scheme

Although the HK theorem establishes a one to one mapping between the external potential \( V_0 \) and the ground state density \( n_0 \), it does not prescribe a way to actually obtain one quantity given the other and vice versa. However, in 1965, Kohn and Sham [63] proposed a clever way of mapping the interacting many body problem onto a system of non-interacting particles moving under the influence of a fictitious effective potential that produces the same ground state density and total energy as the interacting system. It is
this mapping that forms the basis of all modern day practical DFT calculations. Thus in the KS formalism one deals with a non-interacting Hamiltonian of the form

$$\hat{H}^{KS} = \hat{T} + \hat{V}_s$$  \hfill (2.22)

where $V_s(r) = V_s[n](r)$ is the local KS effective single-particle potential that is uniquely determined by the ground state density $n(r)$. The KS orbitals are the one-particle orbitals satisfying a set of one-particle Schrödinger-like equations known as the KS equations

$$\left[ -\frac{\hbar^2}{2m} \nabla^2 + V_s(r) \right] \psi_i = \epsilon_i \psi_i$$  \hfill (2.23)

With $\langle \psi_i | \psi_j \rangle = \delta_{ij}$, the ground state density can be constructed from the occupied subset of KS orbitals as

$$n(r) = \sum_i |\psi_i(r)|^2 f_i$$  \hfill (2.24)

where $f_i \in [0,1]$ is the occupation number usually given by $f_i = F(\epsilon_i - \epsilon_F)$ where $F$ is the Fermi distribution function and $\epsilon_F$ is the Fermi energy or chemical potential chosen so that

$$\int dr \ n(r) = N$$  \hfill (2.25)

is satisfied. The total KS energy can be written as

$$E_{KS} = T_s[n] + \int dr \ n(r)V_{ext}(r) + U_{ee}[n] + E_{xc}[n]$$  \hfill (2.26)

where

$$T_s[n] = \sum_i \langle \psi_i | -\frac{\hbar^2}{2m} \nabla^2 | \psi_i \rangle f_i$$  \hfill (2.27)

is the non-interacting kinetic energy which can be shown to be a functional of the density. The second term represents the interaction of the electrons with the external potential $V_{ext}$. The third term is the electro-static Hartree energy of the electronic density

$$U_{ee}[n] = \frac{1}{2} \int dr \int dr' \frac{n(r)n(r')}{|r - r'|}$$  \hfill (2.28)

The last term is the so-called exchange-correlation (xc) energy $E_{xc}$, whose exact functional dependence on the electronic density is not known and must be approximated. It is defined to include all the remaining contributions to the total energy that are omitted in the first
three terms of equation 2.26. The KS effective potential \( V_s(r) \) is then given by

\[
V_s[n](r) = V_{ext}(r) + \int dr' \frac{n(r')}{|r - r'|} + V_{xc}[n](r) \tag{2.29}
\]

where \( V_{xc}[n](r) \) is the exchange-correlation potential defined as the functional derivative of the exchange-correlation energy with respect to the density

\[
V_{xc}[n](r) = \frac{\delta E_{xc}[n]}{\delta n(r)} \tag{2.30}
\]

Note that the KS ground state energy can also be written as

\[
E_{KS} = \sum_i \epsilon_i f_i + E_{xc}[n] - \int dr V_{xc}[n](r) - \frac{1}{2} \int \frac{n(r)n(r')}{|r - r'|} \tag{2.31}
\]

where in the last three terms are referred to as the double counting corrections to the first term which represents a sum over the eigenvalues. As mentioned earlier the positions of the atomic nuclei enter only as parameters into the electronic Hamiltonian. Once the KS equations have been solved for a given arrangement of the atomic nuclei one can also extract the forces acting on the (static) nuclei in their current configuration using the Hellman-Feynman theorem [59]. Let \( r_i \) be the position of the \( i^{th} \) electron and \( R_j \) the position of the static nucleus \( I \) with atomic number \( Z_j \). The BO Hamiltonian

\[
\hat{H} = \sum_{i=1}^{N} \frac{-\hbar^2}{2m} \nabla^2 r_i + \sum_i \sum_j \frac{-Z_i e^2}{|r_i - R_j|} + \frac{1}{2} \sum_i \sum_{j \neq i} \frac{e^2}{|r_i - r_j|} + \frac{1}{2} \sum_i \sum_{j \neq i} \frac{Z_i Z_j e^2}{|R_i - R_j|} \tag{2.32}
\]

only has a parametric dependence on the positions \( R_j \) and the force on nucleus \( I \) is simply given by

\[
\frac{-\partial E}{\partial R_I} = \left\langle \Psi \left| -\frac{\partial \hat{H}}{\partial R_I} \right| \Psi \right\rangle = \int dr \, n(r) \frac{Z_i e^2(r - R_I)}{|r - R_I|^3} + \sum_{j \neq i} \frac{Z_i Z_j e^2(R_I - R_j)}{|R_I - R_j|^3} \tag{2.33}
\]

Equation (2.33) can be used to calculate equilibrium geometries of molecules and solids on the BO surface by varying all the \( R_I \) until the energy is a minimum or equivalently \( \frac{-\partial E}{\partial R_I} = 0 \).
2.3.3 Approximate density functionals

The KS formalism presented thus far is exact and completely general in that if the exact functional dependence of $E_{xc}$ upon $n(r)$ were known, the method would produce the exact ground-state total energy and density of the interacting $N$ electron problem. However, as the exact form of $E_{xc}$ is unknown we resort to various levels of approximations while incorporating the exchange-correlation energy. In fact one might even choose to use an approximate density functional for the non-interacting kinetic energy $T_s[n]$ as one could then bypass the calculation of the KS orbitals entirely and directly minimize the total energy over $n(r)$. From a historical perspective, the so called first generation density functional calculations approximated both $T_s[n]$ and $E_{xc}[n]$ as in the Thomas-Fermi model \[58\]. Most practical KS calculations carried out these days come under the category of second generation DFT where in one employs the exact functional for the non-interacting kinetic energy (equation 2.27) and an approximate density functional for the xc energy. The total xc energy is usually a fraction (~ 10%) of the total energy and therefore errors made in approximating $E_{xc}$ are expected to be less critical although certain physical quantities such as bond dissociation energies in molecules have a crucial dependence on $E_{xc}$.

Present-day approximate xc functionals provide a satisfactory compromise between accuracy and computational cost for most day to day applications, allowing much larger systems to be treated than traditional \textit{ab initio} methods, while retaining much of their accuracy. The local spin density approximation (LSDA) \[63, 64\] has been very popular among the solid state community over a long period of time. The LSDA xc energy is given by

$$E_{xc}^{LSDA}[n^\uparrow, n^\downarrow] = \int d\mathbf{r} \, n(\mathbf{r}) \, e_{xc}(n^\uparrow, n^\downarrow)$$

(2.34)

where $e_{xc}(n^\uparrow, n^\downarrow)$ is the exactly known \[65\] exchange-correlation energy per particle for a homogenous electron gas of spin densities $n^\uparrow(\mathbf{r}), n^\downarrow(\mathbf{r})$. Note that $e_{xc}$ at any point in space only depends upon the spin densities at that point and $E_{xc}^{LSDA}$ is therefore a local functional. More recently, various flavours of the generalized gradient approximation (GGA) \[66, 67, 68, 69\] have become popular in quantum chemistry:

$$E_{xc}^{GGA}[n^\uparrow, n^\downarrow] = \int d\mathbf{r} \, f(n^\uparrow, n^\downarrow, \nabla n^\uparrow, \nabla n^\downarrow)$$

(2.35)

The GGAs include gradient corrections to the xc energy that are missing in the LSDA and therefore also require as input the density gradients $\nabla n^\uparrow(\mathbf{r}), \nabla n^\downarrow(\mathbf{r})$ at each point in space.
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They fall under the category of semi-local functionals. Both empirical and non-empirical versions of LSDA and GGA exist and the choice of the functional usually varies from application to application. LSDA is known to perform well in the solid state for a number of metallic as well as semiconducting systems and usually reproduces bulk properties such as lattice constants and bulk moduli within a few percent of experiments. GGAs are also sometimes used in simulating bulk materials but are not known to afford any systematic advantages over LSDA with regards to bulk properties and in some cases such as simple metals do not do as well LSDA. However GGAs have had their biggest impact in quantum chemistry in the accurate prediction of bond lengths, molecular geometries and reaction paths in organic systems.

Still, there are several systems both in molecular as well as solid state physics for which LSDA/GGA are either not accurate enough or even fail drastically. Such limitations of LSDA/GGA will be discussed later in the context of orbital-dependent functionals but for now it suffices to note that the search for ever more accurate approximations to $E_{xc}$ is of central importance in DFT. In principle, one way in which to improve over LSDA/GGA is by systematically adding more ingredients to the $E_{xc}^{GGA}$ approximation to produce what are known as meta-GGAs [59]. These are more sophisticated functionals that depend on semi-local and non-local quantities such as the Laplacian of the spin densities $\nabla^2 n^1$, $\nabla^2 n^1$ and the kinetic energy densities $\tau^1, \tau^1$ where

$$\tau^\sigma(r) = \frac{1}{2} \sum_i f_i |\nabla \psi_{i\sigma}(r)|^2$$ (2.36)

The larger the number of such ingredients in a functional, the heavier is its computational cost and in some cases (but not all), the greater is its accuracy. The so called third generation of density functionals however, follow a different approach where in one employs along with the exact expression for $T_x[n]$ also the exact exchange energy expression which is orbital-dependent:

$$E_{xc}^{exact}[n] = -\frac{1}{2} \sum_{\sigma=\uparrow, \downarrow} \sum_{i,j=1}^{N_{occ}} \int dr \int dr' \frac{\psi_{i\sigma}^*(r)\psi_{j\sigma}^*(r')\psi_{j\sigma}(r')\psi_{i\sigma}(r)}{|r - r'|}$$ (2.37)

Thus only the correlation part of $E_{xc}[n]$ needs to be approximated in this approach. Moreover, the third generation functionals allow for both closed form expressions such as the local and semi-local approximations as well as explicitly orbital-dependent functionals for the correlation energy $E_c$ and are thus more flexible in the construction of such approx-
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Approximations. Note that orbital-dependence of $E_{xc}$ in the third generation functionals makes the calculation of the xc potential $V_{xc}[n](r)$ more complicated. The general procedure to construct $V_{xc}[n](r)$ for an orbital-dependent $E_{xc}$ functional is called the optimized effective potential (OEP) [70] method or simply the optimized potential method (OPM) [71]. However, the solution of the full OEP integral equation is rather complicated to be practical, and useful approximations to the OEP need to be considered. One such approximation due to Krieger, Li and Iafrate (KLI) [72] is discussed in a later chapter. One can also envisage hybrid density functionals that include a fraction of the exact exchange energy mixed with GGA exchange and correlation. A simple hybrid functional would takes the form

$$E_{xc}^{hyb} = aE_{x}^{exact} + (1 - a)E_{x}^{GGA} + E_{c}^{GGA}$$  \hspace{1cm} (2.38)

where the constant $a$ is either fitted empirically or estimated theoretically. A value of $a = 1/4$ is commonly employed for molecules. The most popular among such functionals is the B3LYP [73] functional widely used in quantum chemistry and more recently has also found favour among solid state simulators. For a more indepth review of various functional approximations we direct the reader to reference [59]. An alternate approach to improving upon the local approximations LSDA/GGA is to incorporate certain corrections into these functionals tailored to rectify a subset of problems. Thus one might adopt the explicit Self Interaction Correction (SIC) scheme of Perdew and Zunger[65] which seeks to correct for the spurious self interaction error (SIE) inherent to all local/semi-local approximations to $E_{xc}$. This scheme also belongs to the general class of orbital-dependent potentials and is discussed in detail in subsequent chapters. For certain so called "strongly correlated" solids in which localized electrons occupying atomic $d$ and $f$ shells are poorly described in LSDA/GGA, the "Hubbard-U" correction due to Anisimov [74] is also commonly employed. This method commonly referred to as LDA+$U$ is based on the Hubbard model and involves two parameters viz., the on-site coulomb repulsion parameter $U$ and the exchange parameter $J$ which in-principle can be calculated [74]. For an appropriate choice of the parameters this method affords a good description of transition metal and rare-earth oxides.

2.3.4 Interpretation of Kohn Sham eigenvalues

As stated previously, the KS formalism provides a way of mapping an interacting $N$ particle problem onto a ficticious non-interacting problem with the same ground state density.
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and total energy. This process is facilitated by the set of KS equations (2.23) whose eigenvectors \( \psi_i \) produce the exact ground-state density via equation (2.24). Meanwhile the KS eigenvalues \( \varepsilon_i \) are merely the Lagrange multipliers that help to impose the orthonormality of the KS eigenvectors. Therefore the physical significance of the KS orbitals and eigenvalues needs to be established. It can be shown that the KS Slater determinant wavefunction \( \Psi^{KS} \) is not the same as the true \( N \) particle wave function \( \Psi \) and strictly speaking, KS orbitals cannot be equated to the molecular orbitals or the valence and conduction band orbitals of the real physical system [75, 76]. The true meaning of the the KS eigenvalues was first discussed by Janak [77] who showed that the KS eigenvalue \( \varepsilon_i^{KS} \) is equal to the derivative of the total energy \( E \) with respect to the occupation number \( f_i \) of the state \( \psi_i \).

\[
\varepsilon_i^{KS}(f_1, f_2, \ldots, f_N) = \frac{\partial E}{\partial f_i}
\]

(2.39)

In contrast the real eigenvalues \( \varepsilon_i^{real} \) that correspond to the excitation energies of the real system are defined by Koopman’s theorem to be

\[
\varepsilon_i^{real} = E(f_1, f_2, \ldots, f_N) - E(f_1, f_2, \ldots, f_i - 1, f_N)
\]

(2.40)

\[
= \int_0^1 df \frac{\partial E(f_1, f_2, \ldots, f_i - 1 + f, \ldots, f_N)}{\partial f}
\]

(2.41)

\[
= \int_0^1 df \varepsilon_i^{KS}(f_1, f_2, \ldots, f_i - 1 + f, \ldots, f_N)
\]

(2.42)

However, it has also been shown [78] that although the KS eigenvalues in general do not represent the true excitation energies of the system, there exists an exception to the rule in the highest occupied molecular orbital (HOMO) of a finite system whose KS eigenvalue \( \varepsilon^{HOMO} \) must equal the negative of the first ionization energy of the real system. Thus only the highest occupied orbital of a KS system has physical meaning. Nevertheless in practice KS eigenstates and band structures are routinely compared to experiment. Molecular level orderings and orbitals shapes obtained from DFT are usually in agreement with those obtained from wavefunction methods. Similarly valence band widths and band curvatures at high-symmetry points in the Brillouin zone of simple semiconductors usually compare favourably with experiment. From empirical experience, it is fairly well accepted that the KS spectrum especially in the case of simple metals and semiconductors is a reasonably good first approximation to the real excitation spectra. Also, in the case of molecules, the KS eigenvalues predicted in standard semi-local approximations such as LSDA/GGA
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consistently under-estimate the excitation energies but the spectra obtained with more advanced functionals are seen to be in good agreement with experiment. The interpretation of the predicted KS bandgap (HOMO-LUMO gap) in semi-conductors (molecules) is also an issue that needs to be addressed [79]. The real optical bandgap of a semiconductor/molecule is given by

\[
E_{\text{gap}}^{\text{real}} = E(N + 1) - E(N) - [E(N) - E(N - 1)]
\]

where \( \mu \) is the chemical potential and E.A, I.P are the electron affinity and ionization potential respectively. The KS bandgap given by \( E_{\text{gap}}^{KS} = \varepsilon_{N+1}^{KS} - \varepsilon_{N}^{KS} \) differs from the true gap by the derivative discontinuity \( \Delta \) [79] in the xc energy \( E_{xc} \) or equivalently the discontinuity in the xc potential \( V_{xc} \). Thus \( E_{\text{gap}}^{KS} = (E_{\text{gap}}^{\text{real}} - \Delta) \) and \( \Delta \) being a positive quantity, the KS gap is always smaller than the real bandgap. Notably, the size of the derivative discontinuity \( \Delta \) is usually unknown. Therefore one must be careful in DFT calculations while extracting information that depends upon the size of the band gap or the position of the un-occupied KS eigenstates.

2.4 Computational Methods

These days, a wide variety of numerical Kohn-Sham DFT implementations both commercial as well as non-commercial are readily available for carrying out practical electronic structure calculations. The choice of a particular implementation is usually dictated by several factors such as the capabilities of the implementation, the desired level of accuracy and the computational resources at one's disposal. The two most basic features of any numerical DFT code that have a major bearing on its efficiency and accuracy are:

1. The basis set employed over which the KS eigenvectors, density and potential are expanded.
2. The way in which the core electrons which reside in atomic shells close to the nuclei are treated.
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2.4.1 Basis sets

Plane wave basis sets are extremely popular in solid state physics where in the validity of Bloch's theorem in a periodic potential naturally facilitates the expansion of the wave function $\psi_j(r)$ as a Fourier expansion over a set of plane waves [80]

$$\psi_j(r) = \sum_k C^j_k e^{i\mathbf{k}\cdot\mathbf{r}}$$

where the number of $k$ vectors included in the summation is large enough to represent $\psi_j(r)$ to the required degree of accuracy. Usually the quality of a plane wave basis set is determined by a single parameter called the energy cutoff $E_{\text{cut}} = \frac{\hbar^2 k^2}{2m}$ which is equivalent to a cutoff on the highest electronic kinetic energy. Thus if one wishes to describe localized electronic states with large kinetic energies, a sufficiently large value of $E_{\text{cut}}$ is required which translates into an increase in computational cost both in terms of time and memory. However the availability of efficient fast fourier transform (FFT) techniques [81] has made plane wave calculations practicable for relatively large solid state systems. For molecular calculations in quantum chemistry, Gaussian type orbitals (GTOs) have long been very popular for representing molecular wavefunctions and densities [34]. More generally, atom centered analytic functions such as Slater type orbitals (STOs), or numerical atomic orbital basis functions are also employed. Typically, eigenstates are expanded over a finite number of atom centered basis functions

$$\psi_j(r) = \sum_a C^j_a \phi_a$$

where $\phi_a$ can be a GTO, STO or any numerical function that decays radially outwards from the nucleus. For finite systems lacking periodicity such as molecules, the use of planewave basis sets is not computationally efficient. In contrast atom centered basis functions such as GTOs/STOs capture the exponential decay of the electronic wavefunction into the vacuum region much more effectively. Furthermore the quasi-localized nature of these basis functions means that they have a finite effective interaction range. Thus two STOs that are far apart in space have a vanishing interaction and Hamiltonian and overlap matrices represented over such localized basis functions exhibit a great degree of sparsity for large systems which can lead to substantial savings in computational resources. While GTOs have traditionally been popular as most of the integrals involving GTOs are analytic, STOs and numerical orbitals describe atomic wave functions better than GTOs and relatively
fewer such functions are therefore necessary. Recent times have also seen the increased use of direct space methods where in the KS equations are solved directly in real space by expanding the orbitals over a fine numerical grid. Just as in plane wave calculations one single parameter viz., the fineness of the grid determines the accuracy of the calculation. Still a relatively large number of grid points are usually required in any simulation and one has to handle very large matrices as a result. On the bright side these methods are easily implemented on massively parallel architectures.

2.4.2 Pseudopotentials

The chemical behaviour of atoms in molecules and solids is almost exclusively determined by interactions between the outer or valence electrons while the deeper lying core electrons are usually part of closed shells and are chemically inactive. The core electrons are very close to the nucleus and their energy levels are very deep and remain unperturbed in most chemical environments. Therefore it is not necessary to explicitly describe the core region in electronic structure simulations. This is achieved through the pseudopotential [82, 83] method which essentially involves eliminating the individual nuclear and core electron potentials and replacing them by a single effective potential that describes their net effect on the valence electrons. This effective potential is called the pseudopotential and offers massive advantages both in terms of drastically reducing the number of electronic states in the calculation and also reducing the number of basis functions required. This is absolutely unavoidable for heavier elements as describing a large number of core electrons with very high kinetic energies would be prohibitively expensive. Both empirical and ab initio pseudopotentials are commonly employed but in what follows we shall only discuss the latter. A pseudopotential needs to be calculated for each atomic species that one wishes to use in a particular simulation. One starts by solving the atomic radial Schrödinger equation\(^1\) in the spherically symmetric potential \(V[\rho](r)\) for a particular valence shell \((n, l)\)

\[
\left[ -\frac{1}{2} \frac{d^2}{dr^2} + \frac{l(l+1)}{2r^2} + V[\rho](r) \right] r \psi_{nl}^{AE} = \epsilon_{nl} r \psi_{nl}^{AE} \tag{2.47}
\]

where in \(V[\rho](r)\) is the KS effective potential for the density atomic density \(\rho(r)\)

\[
V[\rho](r) = -\frac{Z}{r} + V_H[\rho](r) + V_{xc}[\rho](r) \tag{2.48}
\]

\(^1\)Note that atomic units are employed
The real all-electron (AE) wave function $\psi_{nl}^{AE}$ of valence electrons often fluctuates wildly in the core region to maintain orthogonality with the core states. This is however replaced by a nodeless pseudo (PS) wavefunction $\psi_{nl}^{PS}$ which is smooth throughout but which matches the real wavefunction outside a chosen matching radius $r_c$. In the particular class of norm conserving pseudopotentials, the following conditions are satisfied:

$$\psi_{nl}^{PS}(r) = \psi_{nl}^{AE}(r), \quad r > r_c$$

$$\int_0^{r_c} |\psi_{nl}^{PS}(r)|^2 r^2 dr = \int_0^{r_c} |\psi_{nl}^{AE}(r)|^2 r^2 dr$$

The norm conserving pseudo-wavefunction for the 4s atomic wave function of a Zn atom is shown in figure 2.1. The pseudo-wavefunctions then also reproduce the same eigenvalues $\epsilon_{nl}$ as $\psi_{nl}^{AE}$. Once $\psi_{nl}^{PS}$ is obtained, the pseudopotential is calculated by simply inverting the Schrödinger equation.

$$V_{nl}^{PS}(r) = \epsilon_{nl} - \frac{l(l+1)}{2r^2} + \frac{1}{2r\psi_{nl}^{PS}(r)^2} \frac{d^2}{dr^2} r\psi_{nl}^{PS}(r)$$

However, in this form the pseudopotential includes the screening due to the valence electrons and cannot be used in a solid state or molecular calculation where one needs to treat the valence region self-consistently. Therefore the Hartree and exchange-correlation potential from all of the valence electrons is subtracted from $V_{nl}^{PS}(r)$ to obtain the so called

\[\text{Figure 2.1: The all-electron and pseudo wavefunctions for the 4s atomic state of a Zn atom are shown. The PS wavefunction is constructed so as to match the AE wavefunction outside } r_c \text{ and also to have the same norm.}\]
bare ion pseudopotential.

\[ V_{nl}^{PSJ}(r) = V_{nl}^{PS}(r) - V_{H}^{val}[\rho_{val}](r) - V_{xc}^{val}[\rho_{val}](r) \]  

(2.52)

where \( \rho_{val} \) is the valence electronic density. Note that a different pseudopotential is obtained for each \( \{n,l\} \) shell. In the widely used non-local pseudopotential scheme due to Klienman and Bylander (KB) [84] the different \( V_{nl}^{PSJ}(r) \) are combined into one single pseudopotential with a \( n,l \)-independent part termed the local pseudopotential and a \( n,l \)-dependent part called the non-local part by means of special projector functions called "KB projectors". The scheme offers significant computational advantages by confining the long range interactions in the pseudopotential to the \( n,l \)-independent part as the \( n,l \)-dependent parts are usually short-ranged. Thus a representation such as

\[ V^{PSJ}(r) = V_{local}^{PSJ}(r) + \sum_{n,l} |\chi_{nl}\rangle\langle\chi_{nl}| \]  

(2.53)

where the \( \chi_{nl} \) represent the KB projectors is commonly employed. For some atomic species in which the core shells and valence shells are not well separated leading to a substantial overlap between the core and valence electron density, the subtraction of \( V_{xc}^{val}[\rho_{val}] \) in equation (2.52) is not exact owing to the non-linearity of the xc potential. In such cases one has to carry additional core corrections [85] in the pseudopotential. The quality of a pseudopotential is usually determined by two quantities namely its softness and transferability. Softness refers to the smoothness of a pseudopotential. In general, the softer the pseudopotential the easier it is to describe in planewave calculations. However, a pseudopotential should ideally also be transferable in the sense that it should be accurate in a range of chemical environments. The softness and transferability can usually be tuned by changing the matching radius \( r_c \). Larger \( r_c \)'s tend to produce softer pseudopotentials but it might sometimes be at the cost of transferability. In general, a pseudopotential must be tested for its quality before it is extensively used in material simulations.

2.4.3 The SIESTA code

All of the density functional calculations and methodological implementations presented in this thesis are carried out within the numerical framework of the SIESTA (Spanish Initiative for the Estimation of Systems with Thousands of Atoms) code [86, 87, 88]. SIESTA belongs to the general class of pseudopotential-localized basis orbital implementations and
in particular, uses norm-conserving pseudopotentials similar to the ones described earlier. The main philosophy behind SIESTA was the development of a general purpose DFT platform that makes efficient use of locality i.e., the weak dependence of the properties of a region of the system to perturbations sufficiently far away from it, in order to achieve favourable scaling with increasing system sizes. To this end, SIESTA employs a localized basis set consisting of numerical atomic orbitals which are the product of a numerical radial function and a real spherical harmonic. Thus for an atom $I$ located at $\mathbf{R}_I$,

$$\phi_{lmn}^I(r) = \phi_{ln}^I(r_I) \ Y_{lm}(\hat{r}_I)$$

(2.54)

where $r_I = r - \mathbf{R}_I$, $r = |\mathbf{r}|$ and $\hat{r} = \frac{\mathbf{r}}{r}$. The angular momentum (labelled by $l, m$) may be arbitrarily large and, in general, there will be several orbitals (labelled by index $n$) with the same angular dependence, but a different radial dependence, forming what is conventionally called a multiple-$\zeta$ basis. The first among a group of such basis orbitals termed the first-$\zeta$ orbital is constructed as an eigenfunction of the pseudo-atom within a hard wall spherical potential of chosen radius $r_c$. In other words, it is an angular-momentum dependent numerical eigenfunction $\phi_I(r)$ of the atomic pseudopotential $V_I(r)$, for an energy $\epsilon_I + \delta \epsilon_I$ chosen so that the first node occurs at the desired cutoff radius $r_c$.

$$\left( -\frac{1}{2r} \frac{d^2}{dr^2} + \frac{l(l+1)}{2r^2} + V_I(r) \right) \phi_I(r) = (\epsilon_I + \delta \epsilon_I) \phi_I(r)$$

(2.55)

with the boundary condition $\phi_I(r_c) = 0$. (The indices $I$ and $n = 1$ are omitted here for simplicity). Thus SIESTA basis functions are also called pseudo atomic orbitals (PAOs). Second and higher $\zeta$-functions are constructed in the spirit of the “split valence” scheme. For instance the second-$\zeta$ function $\phi_{I}^{2c}(r)$ has the same tail as the first-$\zeta$ orbital $\phi_{I}^{1c}(r)$ but changes to a simple polynomial behaviour inside a ‘split radius’ $r^*_I$

$$\phi_{I}^{2c}(r) = \begin{cases} 
  r^l \ (a_I - b_I r^2) & \text{if} \quad r < r^*_I \\
  \phi_{I}^{1c}(r) & \text{if} \quad r > r^*_I 
\end{cases}$$

(2.56)

where $a_I$ and $b_I$ are determined by imposing the continuity of value and slope at $r^*_I$. Thus the SIESTA basis functions exhibit the smooth exponential decay of atomic eigenfunctions but are of finite extent being strictly zero beyond the cutoff radius $r_c$. SIESTA also implements polarization orbitals constructed from a perturbed atomic Hamiltonian in order to account for the deformation induced by bond formation. The polarization orbital corresponding to
a given pseudo atomic orbital \( \phi_{l+m}(r) = \phi_l(r)Y_{lm}(\hat{r}) \) is of the form

\[
\phi_{l+1,m}(r) = N\phi_{l+1}(r)Y_{l+1,m}(\hat{r}) \tag{2.57}
\]

where \( N \) is a normalization constant. One of the main advantages of SIESTA is that a relatively small number of basis functions are adequate to accurately describe the charge density. A typical double zeta plus polarization (DZP) basis set might consist of about 16 to 23 PAOs per atom.

SIESTA features the standard KS one-electron Hamiltonian within the non-local pseudopotential approximation

\[
\hat{H} = \hat{T} + \sum_I V_I^{\text{local}}(r) + \sum_I \hat{V}_I^{KB} + V_H[\rho](r) + V_{xc}[\rho](r) \tag{2.58}
\]

where \( \hat{T} = -\frac{1}{2}\nabla^2 \) is the kinetic energy operator, \( I \) is an atom index, \( V_H(r) \) and \( V_{xc}(r) \) are the total Hartree and xc potentials, and \( V_I^{local}(r) \) and \( \hat{V}_I^{KB} \) are the local and non-local (Kleinman-Bylander) parts of the pseudopotential of atom \( I \). The overlap matrix \( S_{\mu\nu} = \langle \phi_\mu | \phi_\nu \rangle \) and several parts of the Hamiltonian viz., kinetic energy and non-local pseudopotential matrix elements are evaluated as two center integrals. A general two center integral is of the form

\[
A(R) \equiv \langle \xi_1 | \xi_2 \rangle = \int \xi_1^*(r)\xi_2(r - R)dr \tag{2.59}
\]

where the integral is over all space and \( \xi_1, \xi_2 \) may be basis functions \( \phi_{l+m} \), KB pseudopotential projectors \( \chi_{l+m} \), or more complicated functions centered on the atoms. The function \( A(R) \) is then treated as a convolution and transformed into reciprocal space

\[
A(R) = \int \varphi_1^*(k)\varphi_2(k)e^{-ik\cdot R} dk \tag{2.60}
\]

where \( \varphi(k) \) is the Fourier transform of \( \xi(r) \). Provided that the functions \( \xi(r) \) can be expanded over a finite number of spherical harmonics,

\[
\xi(r) = \sum_{l=0}^{l_{\text{max}}} \sum_{m=-l}^{l} \xi_{lm}(r)Y_{lm}(\hat{r}) \tag{2.61}
\]
(the above holds true for all the atom centered functions in SIESTA), it can be shown that $A(\mathbf{R})$ may be transformed as

$$A(\mathbf{R}) = \sum_{l=0}^{2l_{\text{max}}} \sum_{m=-l}^{l} A_{lm}(R) Y_{lm}(\mathbf{R})$$  \hspace{1cm} (2.62)

For each pair of functions $\xi_{1,2}(\mathbf{r})$ the functions $A_{lm}(R)$ are calculated numerically on a fine one dimensional grid for all values of $R$ up to $R_{\text{max}} = r_{c}^{1} + r_{c}^{2}$ and stored in memory once and for all. Here $r_{c}^{1,2}$ are the cutoff radii of the two atom centered functions. Values of $S_{lm}(R)$ for $R$ in-between grid points are easily interpolated. The spherical harmonics $Y_{lm}(\mathbf{R})$ are easily obtained using standard special function algorithms.

Integrals involving other parts of the Hamiltonian such as the local pseudopotential $V_{\text{local}}^{\text{local}}(\mathbf{r})$, the Hartree potential $V_{\text{H}}[\rho](\mathbf{r})$ and xc potential $V_{\text{xc}}[\rho](\mathbf{r})$ are efficiently evaluated on a real-space grid. The grid fineness is controlled by a single energy cutoff $E_{\text{cut}}$ which is equivalent to the highest energy of planewaves that can be represented on the same grid. Before the required integrals can be evaluated the electron density first needs to be represented on the grid which is done as follows: Let $\psi_{i}(\mathbf{r})$ be the Hamiltonian eigenstates, expanded in the PAO basis set

$$\psi_{i}(\mathbf{r}) = \sum_{\mu} \phi_{\mu} c_{\mu i}$$  \hspace{1cm} (2.63)

where $c_{\mu i} = \langle \phi_{\mu} | \psi_{i} \rangle$ and $\phi_{\mu}$ is the dual of $\phi_{\mu}$ such that $\langle \phi_{\mu} | \phi_{\nu} \rangle = \delta_{\mu\nu}$. We use the compact notation $\mu = \{ llmn \}$ to index the basis orbitals as defined in equation (2.54). The electron density is then given by

$$\rho(\mathbf{r}) = \sum_{i} f_{i} |\psi_{i}(\mathbf{r})|^{2}$$  \hspace{1cm} (2.64)

where $n_{i}$ is the occupation number of the state $\psi_{i}$. By substituting (2.64) into (2.63) and defining the SIESTA density matrix as

$$\rho_{\mu\nu} = \sum_{i} c_{\mu i} f_{i} c_{\nu i}$$  \hspace{1cm} (2.65)

where $c_{\nu i} \equiv c_{i\nu}^{*}$, the electron density can be written in terms of the basis orbitals as

$$\rho(\mathbf{r}) = \sum_{\mu\nu} \rho_{\mu\nu} \phi_{\nu}^{*}(\mathbf{r}) \phi_{\mu}(\mathbf{r})$$  \hspace{1cm} (2.66)

\footnote{SIESTA actually replaces $V_{\text{local}}^{\text{local}}(\mathbf{r})$ with the so called neutral atom potential via a clever partitioning of the charge density but we neglect that detail during this discussion.}
Note that the conjugate $\phi^*_\nu(r)$ is used for generality although the PAOs are real functions. Thus the density can be expanded on the real-space grid by interpolating the values of the basis functions on grid points. Owing to the locality of the PAOs this operation is relatively inexpensive and scales as $O(N)$. Once the density $\rho(r)$ is available on the grid, the Hartree potential $V_H[\rho](r)$ is calculated by solving the Poisson equation. Note that SIESTA always assumes periodic boundary conditions (PBC) and a FFT Poisson solver is therefore very efficient. For neutral isolated molecules the strictly finite nature of the PAOs ensures minimal interaction between periodic images and the convergence of $V_H[\rho](r)$ with simulation cell size is rapid. For charged molecules and solid state supercells, a uniform neutralizing background charge is applied and appropriate Madelung correction terms are added to the total energy. Similarly, by knowing $\rho(r)$ on the grid, the calculation of $V_{xc}[\rho](r)$ is straightforward especially for local and semi-local xc functionals such as LSDA/GGA. Note that for GGAs, the density gradient at every point on the grid is calculated using finite differences. The local pseudopotential potential $V^{local}_I(r)$ for each atom $I$ can be directly interpolated on the grid from look up tables. Thus the total grid potential $V^g(r) = V^{local}_I(r) + V_H[\rho](r) + V_{xc}[\rho](r)$ is collected and the matrix elements $V^g(r)\phi^*_\nu(r)\phi_\mu(r)\delta r^3$ for each pair of non-zero PAOs $\phi_{\mu,\nu}$ at every grid point are added to the Hamiltonian matrix elements $H_{\mu\nu}$. $\delta r^3$ is the volume element of the grid.

Brillouin zone (BZ) integration over various k-point meshes is necessary in order to treat solid state systems of small and moderately large unitcells and especially metals. As mentioned earlier SIESTA always assumes periodic boundary conditions and therefore finite as well as extended systems are treated on the same footing with regards to the evaluation of matrix elements. For periodic systems the definition of the two and three center integrals is easily generalized to include PAO basis functions outside the unitcell. Thus two and three center integrals of the respective forms $A^{\mathrm{per}}_{\mu\nu'} = \langle \phi_\mu | \phi_{\nu'} \rangle$ and $B^{\mathrm{per}}_{\mu'\nu''} = \langle \phi'_{\mu'} | V^g(r) | \phi''_{\nu''} \rangle$ are evaluated where in the primed quantities indicate PAOs not just centered in the unitcell but over all space. Note however that due to the periodicity of the potential, $r$ in $B^{\mathrm{per}}_{\mu'\nu''}$ only needs to be within the unitcell. Furthermore the finite range of the PAOs means that only a finite number of basis functions situated inside an auxiliary supercell spanning a few lattice vectors in all 3 directions are ever required in the evaluation of $A^{\mathrm{per}}_{\mu\nu'}$ and $B^{\mathrm{per}}_{\mu'\nu''}$. Once all the real matrix elements are thus calculated, the complex Hamiltonian in the Bloch representation at a given k-point $k$ in the BZ is accumulated as:

$$H_{\mu\nu}(k) = \sum_{(\mu' \equiv \nu)} H_{\mu\nu'} e^{ik.(R_\mu - R_\nu)}$$ \hspace{1cm} (2.67)
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where (ν' ≡ ν) indicates that φν' and φν are equivalent orbitals under lattice translation. Note that φμ and φν are centered in the unitcell. This yields a complex N × N matrix eigenvalue problem, N being the number of basis functions in the unitcell, which needs to be solved at every k-point in the sampled BZ. The resulting Bloch state expansion coefficients cμνi(k) are used to construct the wavefunctions

\[ \psi_i(k, r) = \sum_{\mu'} e^{i\mathbf{k} \cdot \mathbf{R}_{\mu'}} \phi_{\mu'}(r) c_{\mu' i}(k) \]  

(2.68)

where \( i \) is the band index and \( c_{\mu' i} = c_{\mu i} \) if \( \nu' \equiv \mu \). The \( \psi_i(k, r) \) are normalized in the unitcell. The periodic electron density is then given by

\[ \rho(r) = \sum_i \int_{BZ} n_i(k)|\psi_i(k, r)|^2 dk \]  

(2.69)

\[ = \sum_{\mu'\nu'} \rho_{\mu'\nu'} \phi_{\mu'}^* \phi_{\nu'} \]  

(2.70)

and the density matrix

\[ \rho_{\mu\nu} = \sum_i \int_{BZ} c_{\mu i}(k) n_i(k) c_{\nu i}(k) e^{i\mathbf{k} \cdot \left( \mathbf{R}_{\nu} - \mathbf{R}_{\mu} \right)} \]  

(2.71)

is real and periodic such that \( \rho_{\mu\nu} = \rho_{\nu'\mu'} \) provided \( \mu \equiv \mu' \) and \( \nu \equiv \nu' \). In practice, the integral in (2.71) is performed in a finite, uniform grid of k-points in the Brillouin zone set up using the Monkhorst-Pack scheme [89]. Thus periodic supercells of bulk type materials as well as systems such as metallic or semiconductor surfaces, nanowires and nanotubes which are periodic in some directions while being finite in others can all be handled conveniently.

Once the KS electronic ground state has been calculated for a given arrangement of the atomic positions, the total energy of a system of electrons and (stationary) nuclei can be calculated. Thus the KS total energy expression in SIESTA takes the form

\[ E^{KS} = \sum_{\mu\nu} H_{\mu\nu} \rho_{\mu\nu} - \frac{1}{2} \int V_H(r) \rho(r) dr \]  

(2.72)

\[ + \int \left( \epsilon_{xc}(r) - V_H(r) \right) \rho(r) dr + \sum_{i<j} \frac{Z_i Z_j}{R_{ij}} \]  

(2.73)
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where \( I, J \) are the atomic indices, \( R_{IJ} = |\mathbf{R}_I - \mathbf{R}_J| \), \( Z_I, Z_J \) are the valence ion pseudo-atom charges and \( \varepsilon_{xc}(\mathbf{r})\rho(\mathbf{r}) \) is the exchange-correlation energy density. The first term is equivalent to a sum over the occupied eigenvalues and is called the band structure (BS) term. Note that in practice, within SIESTA, some of the terms in above expression are re-arranged for the sake computational efficiency and the final energy expression used is a slightly modified form of equation (2.73) [86]. SIESTA also implements standard Hellman-Feynman forces and stress tensors together with a Conjugate-Gradients (CG) [81] scheme for geometry optimizations and fullscale Car-Parinello Molecular dynamics [90]. From the perspective of large scale computation, SIESTA is also parallelized for distributed memory architectures. The main layer of parallelism is over the orbital basis functions which are distributed among different nodes in a multi-processor simulation although certain subroutines also involve parallelism over grid points in the real-space mesh or over \( k \)-points in the BZ. For a more complete description of the capabilities if SIESTA we point the reader to the extensive published literature [86, 87, 88]

### 2.4.4 Additions to SIESTA

During the course of the research work presented in this thesis, we have implemented several new functionalities within a development version of SIESTA, mostly in the context of improved exchange-correlation functionals. Details of some of these additions are presented in later chapters but we briefly list them below.

- Some previously unavailable semi-local LDAs and GGAs such as OLYP [91], LB94 [92] have been added to the xc modules of SIESTA.
- Explicitly orbital-dependent functionals such as the exact exchange functional and the self-interaction corrected LSDA/GGA functionals in the KLI [72] approximation have been incorporated.
- A computationally efficient approximate self interaction correction scheme (ASIC) [94] based on the idea of Fillipetti and Spaldin [93] has been integrated in the code.
- A new level of parallelism has been added in which the code is simultaneously parallelized over both basis orbitals and \( k \)-points which improves the scalability of SIESTA for medium to large scale solid state simulations.
2.5 Electronic transport at the nanoscale

Theoretical calculations of the electronic transport properties of nanoscale devices are at the forefront of modern computational physics. The rules of Ohmic transport valid in all metallic and semi-conductor based devices breakdown at the nanoscopic level and transport across individual molecules or other atomic scale structures is strongly influenced by quantum mechanical effects. Therefore one needs to adopt a fully quantum mechanical description for the electrons in such devices and transport needs to be described in terms of wave function scattering and transmission probabilities. Among the various theoretical treatments of the quantum transport problem the non-equilibrium Green’s function formalism (NEGF) [95, 96, 97, 98, 99] combined with an electronic structure method such as density functional theory [58] is by far the most popular. The electronic transport calculations presented in this work are performed within the framework of the SMEAGOL program [98, 100, 101], in which an efficient NEGF algorithm is interfaced with the DFT platform provided by the SIESTA code [88]. In the following section we present a brief overview of the SMEAGOL algorithm focusing primarily on how a typical transport problem is set up and solved.

2.5.1 NEGF and SMEAGOL

The general set up used in SMEAGOL to model the transport properties of a nanoscale device is presented in figure 2.2. The calculations described in this work consist typically of a molecule sandwiched between two metallic electrodes. However the device region in figure 2.2 could also represent a more general arrangement such as a nano constriction in a metallic or semiconductor nanowire or even a multilayer tunnel junction. The electrodes, usually referred to as leads, are treated as being semi-infinite and periodic in the direction of electronic transport. Therefore the Hamiltonian describing the leads and the device or scattering region is essentially infinite. However, unlike in normal solid state systems, Bloch’s theorem cannot be invoked in this case as the presence of the scattering region between the leads breaks the translational symmetry of the whole system and thus one effectively has to treat an infinite yet non-periodic system. For this problem to be solved numerically, the infinite system has to be mapped onto an effective finite system and this is achieved within the NEGF formalism. As shown in figure 2.2 the whole device is partitioned into three distinct regions viz., the left lead, the scattering region and the right lead. The leads are further partitioned into so called principal layers defined so that each
Figure 2.2: A schematic representation of the device set up in SMEAGOL is presented. The system is partitioned in three distinct regions the left lead, the scattering region and the right lead. The leads are subsequently replaced by effective self energies that act on the finite Hamiltonian $H_M$ of the scattering region.
principal layer only interacts with two other principal layers one on either side of it. In practice a certain number of principal layers on either side of the device are included in the scattering region. Thus the Hamiltonian for the whole system can be written as

\[
H = \begin{pmatrix}
. & . & . & . & . & . & . & . & . & . \\
. & 0 & H_{-1} & H_0 & H_1 & 0 & . & . & . & . \\
. & 0 & H_{-1} & H_0 & H_{LM} & 0 & . & . & . & . \\
. & . & 0 & H_{ML} & H_M & H_{MR} & 0 & . & . & . \\
. & . & 0 & H_{RM} & H_0 & H_1 & 0 & . & . & . \\
. & . & . & 0 & H_{-1} & H_0 & H_1 & 0 & . & . \\
. & . & . & . & . & . & . & . & . & . \\
. & . & . & . & . & . & . & . & . & . \\
. & . & . & . & . & . & . & . & . & . \\
. & . & . & . & . & . & . & . & . & . \\
\end{pmatrix}_{(2.74)}
\]

where in, \(H_0\) is the bulk Hamiltonian of each principal layer in the lead, \(H_{-1}\) represent the interactions between the principal layers, \(H_{ML,LM}\) and \(H_{MR,RM}\) represent the semi-infinite interaction matrices of the scattering region with the left and right leads respectively, \(H_M\) is the finite Hamiltonian of the scattering region. The electronic structure of principal layers deep inside the leads however is the same as that in the bulk metal and is not influenced by perturbations in the device region. Within this assumption, the leads can be re-normalized out of the system and replaced by what are known as \textit{leads self energies} denoted \(\Sigma_L\) and \(\Sigma_R\) for the left and right leads respectively. These self energies which in general can be complex and non-Hermitian matrices encompass all of the information about how the leads effect the scattering region. Note that the self energies are energy dependent quantities and need to be evaluated for different values of the chemical potentials of leads. In SMEAGOL, the scheme proposed by Sanvito \textit{et al} is used to calculate \(\Sigma_L\), \(\Sigma_R\) and we direct the reader to reference [102] for more details. One can then focus ones attention on the region of interest which is the scattering region and in place of the infinite Hamiltonian \(H\) in equation (2.74), consider a finite effective Hamiltonian for the scattering region given by

\[
H_{\text{EFF}} = H_M + \Sigma_L + \Sigma_R \quad (2.75)
\]

However, \(H_{\text{EFF}}\) is in general non-Hermitian as the number of particles inside the scattering region is not conserved due to particale interchange between the scattering region and the leads. As a result, one does not solve an eigenvalue problem but instead calculates the the so called \textit{retarded Green's function} \(G_M\) for the scattering region defined as:

\[
G_M(E) = \lim_{\delta \to 0} (E + i\delta)S_M - H_M - \Sigma_L - \Sigma_R \quad (2.76)
\]
where $S_m$ is the overlap matrix for the scattering region. Having obtained $G_M(E)$ one can then calculate the lesser Green's function $G^<(E)$ given by

$$ G^<(E) = iG_M(\Gamma_L f(E - \mu_L) + \Gamma_R f(E - \mu_R))G_M^\dagger $$

(2.77)

where in $f$ represents the Fermi distribution and $\mu_L(\mu_R)$ is the chemical potential of the left (right) lead and

$$ \Gamma_L = i(\Sigma_L - \Sigma_L^\dagger), \quad \Gamma_R = i(\Sigma_R - \Sigma_R^\dagger) $$

(2.78)

The density matrix of the scattering region is directly obtained from $G^<(E)$ as

$$ \rho = \frac{1}{2\pi i} \int_{-\infty}^{\infty} G^<(E)dE $$

(2.79)

Within a DFT based treatment of the problem, the density $\rho$ obtained in equation (2.79) can be used to calculate a new Hamiltonian for the scattering region $H_M[\rho]$ and one can thus enter a self consistent field (SCF) cycle until a converged solution is obtained. Note that the leads self energies are only calculated at the beginning and do not change during the SCF cycle. With a converged solution for $\rho$ and $G_M(E)$ at hand, quantities of interest such as the current and the transmission coefficients can be obtained. The expression for the current $I$ is

$$ I = \frac{e}{\hbar} \int Tr[\Gamma_L G_M^\dagger \Gamma_R G_M] (f(E - \mu_L) - f(E - \mu_R)) dE $$

(2.80)

and that for the transmission coefficients is

$$ T(E, V) = Tr[\Gamma_L G_M^\dagger \Gamma_R G_M] $$

(2.81)

where $V = (\mu_L - \mu_R)$ is the potential bias applied to the system. From equations (2.80) and (2.81) the current $I$ is simply the integral over energy of the transmission coefficients $T(E, V)$ in the region in which the Fermi functions of the leads are not equal to each other (i.e., the bias window). The transmission coefficients $T(E, V)$ correspond to the probability of an electron being transmitted from one side of the scattering region to the other at an energy $E$.

Thus within the NEGF+DFT framework of SMEAGOL, the effects of finite bias that cannot be deduced from zero bias calculations can be modelled self-consistently and accurate transmission coefficients and I-V curves can be plotted. Furthermore, the SMEAGOL...
code is specifically designed to treat large systems and is also efficiently parallelized to run on distributed memory architectures. For a more detailed discussion about the capabilities of SMEAGOL or indeed the NEGF formalism in general, we point the reader to reference [103]

2.6 Conclusions

Among the various approaches to tackling the many electron problem, density functional theory comes across as the most elegant and practical. The theory is in-principle exact and the accuracy of modern day DFT calculations is only limited by the level of approximation involved in the exchange correlation energy functional $E_{\text{xc}}[\rho(r)]$. LSDA/GGA have been long been the “work horse” functionals in solid state physics and quantum chemistry but more advanced functionals are increasingly being adopted in day to day simulations.

SIESTA is a robust and numerically efficient Kohn-Sham density functional platform ideally suited for large scale materials simulations. It uses a numerical atomic orbital basis set that makes efficient use of locality to achieve favourable scaling. The code is capable of handling both finite as well as periodic systems and is suited to large scale distributed computing.

A combination of the non-equilibrium Green’s functions formalism (NEGF) and DFT is the most commonly used theoretical framework for practical electronic transport calculations. SMEAGOL is an efficient NEGF algorithm that interfaces with the SIESTA code and it can be used to calculate electron transport processes in a variety of systems, from metal-molecule junctions, to nanowires and multilayer devices.
Chapter 3

Orbital dependent functionals

3.1 Introduction

The local spin density approximation (LSDA) and the generalized gradient approximation (GGA) in all its varying forms feature in a vast majority of Density functional theory (DFT) [104] calculations carried out to date. While LSDA has long been the exchange-correlation (xc) functional of choice in solid state physics, the GGAs since they first arrived have rapidly taken over in quantum chemistry. The main reason for the popularity of LSDA/GGA is that they seem to offer a useful compromise between accuracy and computational cost for most day to day calculations such as lattice parameters, bulk moduli and defect formation energies in solids and bond lengths, formation enthalpies in chemistry. These functionals belong to the class of local/semi-local functionals that only need information about the electronic density in the immediate vicinity of the point in question. This feature makes the evaluation of the xc potentials and energies for these functionals trivially easy. However numerous situations in which local functionals fail to be accurate enough or even fail catastrophically can be listed and its a list that keeps growing as physicists and chemists investigate previously unexplored areas. Examples of some scenarios in which LSDA/GGA fail to be accurate include [105]

a) Heavy atoms and large angular momenta such as d and f
b) Negative ions which are almost always predicted to be un-bound
c) Dispersion or van der Waals type forces
d) Strongly correlated oxides with localized 3d transition metal states.

Also quantities such as band gaps in semi-conductors and insulators are routinely under-
estimated\(^1\). The eigenvalues of the highest occupied orbitals of molecules (HOMOs) must equal the negative ionization potential (IP) of the molecule but LSDA/GGA consistently underestimate IPs by about 3 to 4 eV. In most cases the source of the error can be traced to one of two fundamental flaws in the local xc functionals

1. Incorrect asymptotic behaviour. The LSDA/GGA xc potentials decay exponentially instead of as \(-\frac{1}{r}\).

2. Incomplete cancellation of the self interaction in the Hartree energy by its counterpart in the exchange-correlation energy

Note that rectifying the latter usually corrects the former but not necessarily the other way around.

When faced with one of the situations listed above one has to look towards a different class of xc functionals commonly termed orbital dependent functionals (ODF). Orbital dependent functionals come in various forms but if constructed correctly are free of problems (1) and (2) listed above.

3.2 Orbital dependent functionals

As the name suggests, an orbital dependent xc functional in the context of Kohn-Sham (KS) DFT is any functional that is explicitly dependent upon the Kohn-Sham orbitals. The prototypical example of an ODF is the the exact exchange functional \([105]\) of DFT

\[
E_x^{\text{exact}}[\{\phi_{\sigma}\}] = -\frac{1}{2} \sum_{\sigma=\uparrow,\downarrow} \sum_{i,j=1}^{N_{\sigma}} \int dr \int dr' \phi_{\sigma i}(r) \phi_{\sigma j}^*(r') \phi_{\sigma j}(r) \phi_{\sigma i}(r') \frac{1}{|r-r'|} \tag{3.1}
\]

This form for the exchange energy guarantees exact cancellation with the self interaction contained in the Hartree energy.

One of the basic requirements of the KS scheme is that the KS effective single particle potential be a local multiplicative type potential which means a potential of the type \(V_{\text{eff}}^{\text{KS}}(r)\) that depends upon only one coordinate \(r\). Therefore the xc potential in \(V_{\text{eff}}^{\text{KS}}(r)\) must also be local. However, given the expression for the orbital dependent xc energy, the corresponding xc potential is not readily available. This is because

\[
V_{xc}^\sigma(r) \equiv \frac{\delta E_{xc}}{\delta \rho^\sigma(r)} \tag{3.2}
\]

\(^1\)The bandgap error itself is not the problem but the lack of the derivative discontinuity
but unlike LSDA/GGA, $E_{xc}$ is only an implicit functional of the density $\rho^\sigma(r)$ and extracting $V_{xc}^\sigma(r)$ given $E_x^{\text{exact}}[\{\phi_{io}\}]$ is not a trivial task. Nevertheless, there does exist a systematic prescription to construct $V_{xc}^\sigma(r)$ for an orbital dependent $E_{xc}$ and it is called the optimized effective potential (OEP) method [118]. In the following we outline the general OEP approach and a practical approximation to the OEP due to Krieger, Li, and Iafrate (KLI) [119]. We then apply the KLI approximation to two orbital dependent functionals viz., the exact exchange functional and the Self Interaction Correction (SIC) functional.

3.3 The optimized effective potential

The exact total energy within the Kohn-Sham spin density functional formalism can be written as

$$E_{KS}[\rho^l, \rho^\perp] = T_S[\{\phi_{io}\}] + J[\rho] + E_{xc}[\rho^l, \rho^\perp] + \int dr \rho(r) v_{ext}(r)$$

where $T_S$ is the non-interacting kinetic energy, $J$ the Hartree energy and $E_{xc}$ is the xc energy.

$$T_S = \sum_{\sigma=\uparrow,\downarrow} \sum_{i=1}^{N_\sigma} \langle \phi_{io} | -\frac{1}{2} \nabla^2 | \phi_{io} \rangle$$

$$J = \frac{1}{2} \int \int dr \, dr' \rho(r) \rho(r') \frac{1}{|r - r'|}$$

The last term is the interaction energy $E_{ne}$ of the electrons with the external potential (nuclei).

The total electronic density is constructed as

$$\rho(r) = \sum_{\sigma=\uparrow,\downarrow} \sum_{i=1}^{N_\sigma} \phi_{io}^*(r) \phi_{io}(r)$$

where the spin-orbitals $\phi_{io}$ satisfy the KS equation

$$(-\frac{1}{2} \nabla^2 + v_{eff}^\sigma(r)) \phi_{io}(r) = \varepsilon_{io} \phi_{io}(r)$$
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and

\[ v_{\text{eff}}^\sigma(r) = \int dr' \frac{\rho(r')}{|r - r'|} + v_{\text{ext}}(r) + \frac{\delta E_{xc}}{\delta \rho^\sigma(r)} \]  

(3.8)

The basic OEP equation is

\[ \frac{\delta E_{KS}}{\delta V^\sigma} \bigg|_{V_{\text{OEP}}} = 0 \]  

(3.9)

which means that the OEP is obtained when the total energy is minimized. Also \( V_{\text{OEP}}^\sigma \) must satisfy the KS equation i.e.,

\[ (-\frac{1}{2} \nabla^2 + V_{\text{OEP}}^\sigma(r)) \phi_{i\sigma}(r) = \varepsilon_{i\sigma} \phi_{i\sigma}(r) \]  

(3.10)

Using the chain rule arguments from perturbation theory, equation (3.9) can be transformed as

\[ \sum_i \int dr' \frac{\delta E_{KS}}{\delta \phi_{i\sigma}^\dagger (r')} \sum_{k \neq i}^{\infty} \phi_{k\sigma}^* (r) \phi_{k\sigma}^\dagger (r') + c.c = 0 \]  

(3.11)

where c.c indicates the complex conjugate. From equation (3.3), \( \frac{\delta E_{KS}}{\delta \phi_{i\sigma}(r)} \) can be evaluated and we get

\[ \sum_i \int dr' \left[ -\frac{1}{2} \nabla^2 + \int dr'' \frac{\rho(r'')}{|r'' - r'|} + v_{\text{ext}}(r') + \frac{1}{\phi_{i\sigma}^* (r')} \frac{\delta E_{xc}}{\delta \phi_{i\sigma}^* (r')} \right] \times \left[ \sum_{k \neq i}^{\infty} \frac{\phi_{k\sigma}^* (r) \phi_{k\sigma}^\dagger (r')}{\varepsilon_{i\sigma} - \varepsilon_{k\sigma}} \phi_{i\sigma} (r') \phi_{i\sigma} (r) \right] = 0 \]  

(3.12)

Using the KS equation (3.10), the above can be written in terms of \( V_{\text{OEP}}^\sigma \) as

\[ \sum_i \int dr' \left[ V_{\text{OEP}}^\sigma (r') - \int dr'' \frac{\rho(r'')}{|r'' - r'|} - v_{\text{ext}}(r') - \frac{1}{\phi_{i\sigma}^* (r')} \frac{\delta E_{xc}}{\delta \phi_{i\sigma}^* (r')} \right] \times \left[ \sum_{k \neq i}^{\infty} \frac{\phi_{k\sigma}^* (r) \phi_{k\sigma} (r')}{\varepsilon_{k\sigma} - \varepsilon_{i\sigma}} \phi_{i\sigma}^\dagger (r') \phi_{i\sigma} (r) \right] = 0 \]  

(3.13)

We then define the quantities

\[ V_{x\sigma\sigma}^\sigma (r) = V_{\text{OEP}}^\sigma (r) - \int dr'' \frac{\rho(r'')}{|r'' - r|} - v_{\text{ext}}(r) \]  

(3.14)
and
\[ u_{\text{xc}}^{\sigma}(r) = \frac{1}{\phi_{\sigma}^{*}(r)} \frac{\delta E_{\text{xc}}}{\partial \phi_{\sigma}(r)} \]  
(3.15)

which leads us to equations (3.13) and (3.10) in their final form

\[ \sum_{i} \int dr' \left[ \nabla_{\text{xc}}^{OEP}(r') - u_{\text{xc}}^{\sigma}(r') \right] \times \left[ \sum_{k=1}^{\infty} \frac{\phi_{k\sigma}^{*}(r)\phi_{k\sigma}(r')}{\epsilon_{k\sigma} - \epsilon_{\sigma}} \phi_{\sigma}^{*}(r') \phi_{\sigma}(r) \right] = 0 \]  
(3.16)

\[ \left( -\frac{1}{2} \nabla^{2} + \int dr'' \frac{\rho(r'')}{|r'' - r|} + v_{\text{ext}}(r) + V_{\text{xc}}^{OEP}(r) \right) \phi_{\sigma}(r) = \epsilon_{\sigma} \phi_{\sigma}(r) \]  
(3.17)

The Equations (3.16), (3.17) represent the full OEP equations. In principle one can start from a guess for \( V_{\text{xc}}^{OEP}(r) \), obtain a set of orbitals \( \{ \phi_{\sigma} \} \) and then solve equation (3.16) for a new \( V_{\text{xc}}^{OEP}(r) \) and iterate until convergence. However the equation (3.16) is an integral equation whose solution is computationally expensive and only systems with spherical symmetry could be treated until recently. Krieger, Li, and Iafrate put forward a scheme called the KLI approximation [119], in which one avoids the infinite sum in equation (3.16) and the optimized effective KLI potential can in fact be written directly as

\[ V_{\text{xc}}^{\text{KLI}}(r) = \sum_{i=1}^{N_{\sigma}} \rho_{\sigma}(r) \frac{u_{\text{xc}}^{\sigma}(r)}{\rho^{\sigma}(r)} + \sum_{i=1}^{N_{\sigma} - 1} \rho_{\sigma}(r) \left[ V_{\text{xc},i}^{\text{KLI}} - \bar{u}_{\text{xc}}^{\sigma} \right] \]  
(3.18)

The second sum in the above equation is restricted to run over all spin-orbitals except the highest occupied spin-orbital which insures the correct asymptotic behavior of the potential. \( \bar{u}_{\text{xc}}^{\sigma} \) denotes the orbital average

\[ \bar{u}_{\text{xc}}^{\sigma} = \int dr \rho_{\sigma}(r) u_{\text{xc}}^{\sigma}(r) \]  
(3.19)

and \( V_{\text{xc},i}^{\text{KLI}} \) is obtained by solving the system of linear algebraic equations

\[ \sum_{i=1}^{N_{\sigma} - 1} (\delta_{ij} - M_{ij}^{\sigma}) (V_{\text{xc},i}^{\text{KLI}} - \bar{u}_{\text{xc}}^{\sigma}) = \tilde{V}_{\text{xc},j}^{\text{S}} - \bar{u}_{\text{xc}}^{\sigma} \]  
(3.20)
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with \( j = 1, 2, 3, ..., N_{\sigma} - 1 \). Furthermore, \( V_{xc, \sigma}^{S} \) represents the orbital average

\[
V_{xc, \sigma}^{S} = \int dr \rho_{\sigma} \left( \sum_{j=1}^{N_{\sigma}} \frac{\rho_{j\sigma}(r) u_{\sigma}^{ij}(r)}{\rho^\sigma(r)} \right)
\]  

and the quantities \( M_{ij}^\sigma \) are given by

\[
M_{ij}^\sigma = \int dr \frac{\rho_{j\sigma}(r) \rho_{i\sigma}(r)}{\rho^\sigma(r)}
\]

The first term in equation (3.18) is called the Slater term and the second term is referred to as the response or the orbital-shift part. The OEP and KLI equations presented thus far are completely general and can be used with any orbital dependent xc functional.

3.3.1 The exact exchange functional

The exact exchange functional (EXX) defined in equation (3.1) is reproduced here for convenience.

\[
E_{x}^{\text{exact}}[\{\phi_{i\sigma}\}] = -\frac{1}{2} \sum_{\sigma} \sum_{ij=1}^{N_{\sigma}} \int dr \int dr' \frac{\phi_{i\sigma}^*(r) \phi_{j\sigma}^*(r') \phi_{j\sigma}(r) \phi_{i\sigma}(r')}{|r - r'|}
\]

(3.23)

The primary component that goes into building the optimized effective KLI potential is simply \( u_{xc}^{ij}(r) \) defined in equation (3.15). For the EXX functional we drop the subscript \( c \) to indicate an exchange only functional and thus \( u_{x}^{ij}(r) \) is given by

\[
u_{x}^{ij}(r) = \frac{1}{\phi_{i\sigma}^*(r)} \sum_{j} \int dr' \frac{\phi_{i\sigma}^*(r') \phi_{j\sigma}(r') \phi_{j\sigma}^*(r)}{|r - r'|}
\]  

(3.24)

Once \( u_{x}^{ij}(r) \) is calculated, \( V_{x}^{KLI}(r) \) follows from equations (3.18-3.22)

3.3.2 The SIC functional

The methodology for the Self Interaction Corrected functionals is slightly more involved and so we present the SIC functional in more detail. In what follows be briefly discuss the SIC functional as originally proposed by Perdew and Zunger\cite{115} and then explain the generation of the SIC-KLI potential.

In DFT, the total energy functional \( E[\rho^\uparrow, \rho^\downarrow] \) (\( \rho^\sigma, \sigma = \uparrow, \downarrow \) is the spin density, \( \rho = \sum_{\sigma} \rho^\sigma \))
can be written as

\[ E[\rho^\uparrow, \rho^\downarrow] = T_S[\rho] + \int d^3r \rho(r)v(r) + U[\rho] + E_{xc}[\rho^\uparrow, \rho^\downarrow], \quad (3.25) \]

where \( T_S \) is the kinetic energy of the non-interacting system, \( v(r) \) the external potential, \( U \) the Hartree electrostatic energy and \( E_{xc} \) the exchange and correlation (XC) energy. This last term is not known exactly and various semilocal approximations to \( E_{xc} \) are commonly employed. For any such semilocal approximation (SLA) to \( E_{xc} \), the SIC involves subtracting directly the SI energy of all the occupied Kohn-Sham (KS) orbitals from the total XC energy. Thus the SIC energy functional is defined as

\[ E_{xc}^{\text{SIC}}[\{\rho_n^\sigma\}] = E_{xc}^{\text{SLA}}[\rho^\uparrow, \rho^\downarrow] - \sum_{n\sigma} (U[\rho_n^\sigma] + E_{xc}^{\text{SLA}}[\rho_n^\sigma, 0]). \quad (3.26) \]

Employing the above functional and following the Levy minimization scheme, one arrives at a set of single particle Kohn-Sham (KS) like equations for the orbitals \( \phi_n^\sigma \) with corresponding eigenvalues \( \epsilon_n^{\sigma, \text{SIC}} \) and occupation numbers \( p_n^\sigma \)

\[ \left[ -\frac{1}{2} \nabla^2 + v_{\text{eff},n}^\sigma(r) \right] \phi_n^\sigma = \epsilon_n^{\sigma, \text{SIC}} \phi_n^\sigma, \quad (3.27) \]

such that

\[ \rho^\sigma = \sum_{n} p_n^\sigma \rho_n^\sigma = \sum_{n} p_n^\sigma |\phi_n^\sigma|^2 \quad (3.28) \]

The effective potential \( v_{\text{eff},n}^\sigma(r) \) appearing in (3.27) however is orbital dependent and cannot be classified as a Kohn-Sham like potential. Several different approaches have been persued in the literature \[116, 117\] to deal with \( v_{\text{eff},n}^\sigma(r) \). The simplest approach is to solve equation (3.27) directly under a normalization constraint on the orbitals with the resulting non-orthogonal orbitals being subjected to an orthogonalization procedure. Apart from leading to a non KS problem, the orbital dependent \( v_{\text{eff},n}^\sigma(r) \) also leaves the Hamiltonian for the unoccupied states in the system ambiguous as the SIC is only defined for occupied states. Furthermore the SIC energy functional \( E_{xc}^{\text{SIC}}[\{\rho_n^\sigma\}] \) in equation (3.26) is not invariant under unitary transformations of the set \( \{\phi_n^\sigma\} \) of occupied orbitals. To obtain a SIC procedure that is size consistent, one usually has to work with an auxiliary set of localized orbitals \( \{\psi_n^\sigma\} \) in constructing \( v_{\text{eff},n}^\sigma(r) \). The set \( \{\psi_n^\sigma\} \) is related to \( \{\phi_n^\sigma\} \) in (3.27) by a unitary transformation that is chosen so as to minimize \( E_{xc}^{\text{SIC}}[\{\rho_n^\sigma\}] \). However, using the Optimized
Effective Potential (OEP) method[118], the orbital dependent SIC potential \( v_{\text{eff,n}}^\sigma(\mathbf{r}) \) can conveniently be recast into a local multiplicative orbital independent potential with the obvious advantage that the SIC problem can then be solved as a normal KS problem. The Krieger-Li-Iafrate (KLI) approximation [119] to the OEP while being computationally easier to handle, retains most of the advantages of the full OEP and is well suited to the SIC problem[120]. Thus within the KLI framework, the orbital independent effective SIC Kohn Sham potential takes the form

\[
v_{K}\Sigma(\mathbf{r}) = v_{\text{ext}}(\mathbf{r}) + v_{H}(\mathbf{r}) + v_{\text{xc,SLA}}^\sigma(\mathbf{r}) + v_{\text{xc,SIC}}^\sigma(\mathbf{r})
\]

(3.29)

where in \( v_{\text{ext}}(\mathbf{r}), v_{H}(\mathbf{r}), v_{\text{xc,SLA}}^\sigma(\mathbf{r}), v_{\text{xc,SIC}}^\sigma(\mathbf{r}) \) are the external, Hartree, the approximate XC and the SIC potential respectively. Furthermore, \( v_{\text{xc,SIC}}^\sigma(\mathbf{r}) \) can be written as

\[
v_{\text{xc,SIC}}^\sigma(\mathbf{r}) = v_{\text{xc,SIC}}^{S,\sigma}(\mathbf{r}) + \sum_{i=1}^{N^\sigma} \tilde{\rho}_i^\sigma \left[ \frac{\Delta v_{\text{SIC}}^\sigma}{\rho^\sigma(\mathbf{r})} \right]
\]

(3.30)

with

\[
v_{\text{xc,SIC}}^{S,\sigma}(\mathbf{r}) = \sum_{i=1}^{N^\sigma} \frac{\tilde{\rho}_i^\sigma(\mathbf{r}) u_{\text{SIC}}^\sigma(\mathbf{r})}{\rho^\sigma(\mathbf{r})}
\]

(3.31)

being a Slater average over the orbital dependent \( u_{\text{SIC}}^\sigma(\mathbf{r}) \) defined as

\[
u_{\text{SIC}}^{S,\sigma}(\mathbf{r}) = -\frac{\delta E_{\text{SIC}}^{\text{SLA}}[\tilde{\rho}_i^\sigma,0]}{\delta \tilde{\rho}_i^\sigma} - \int d\mathbf{r}' \frac{\tilde{\rho}_i^\sigma(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|}
\]

(3.32)

Note that the orbital density \( \tilde{\rho}_i^\sigma \) appearing in equations (3.30-3.32) is calculated from the auxiliary set of localized orbitals \( \{ \psi_i^\sigma \} \) instead of the canonical \( \{ \phi_i^\sigma \} \). Both sets of orbitals of course give the same total density \( \rho^\sigma \). The orbital shift terms \( \Delta v_{\text{SIC}}^\sigma \) (\( C^\sigma \) being a constant), are obtained by solving the algebraic equation

\[
\sum_{i=1}^{N^\sigma} (\delta_{ij} - M_{ij}^\sigma) \Delta v_{\text{SIC}}^{\sigma,j} = \tilde{v}_{\text{xc,SIC}}^{\sigma,j} - \tilde{v}_{\text{SIC}}^{\sigma,j}, \text{ with } j = 1, 2, ..., N^\sigma
\]

(3.33)

where in

\[
M_{ij}^\sigma = \int d\mathbf{r} \frac{\tilde{\rho}_j^\sigma(\mathbf{r}) \tilde{\rho}_i^\sigma(\mathbf{r})}{\rho^\sigma(\mathbf{r})}
\]

(3.34)

and

\[
\tilde{v}_{\text{SIC}}^{\sigma,j} = \int d\mathbf{r} \tilde{\rho}_j^\sigma(\mathbf{r}) u_{\text{SIC}}^{\sigma,j}(\mathbf{r})
\]

(3.35)
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and

$$\tilde{\tau}_{xc,SIC}^{S,j_\sigma} = \int d\mathbf{r} \tilde{\rho}_j^{\sigma}(\mathbf{r}) \rho_j^{S,\sigma}_{xc,SIC}$$  \hspace{1cm} (3.36)

Furthermore, the following relations hold

$$\sum_{i=1}^{N^\sigma} M_{ij}^{\sigma} = 1$$  \hspace{1cm} (3.37)

$$\sum_{i=1}^{N^\sigma} (\tilde{\tau}_{xc,SIC}^{S,i_\sigma} - \tilde{\tau}_{SIC}^{i_\sigma}) = 0$$  \hspace{1cm} (3.38)

which means that the linear system in (3.33) is of rank \((N^\sigma - 1)\) and must be solved using a least squares approach. Setting the constant \(C^{\sigma} = \Delta \tau_{SIC}^{HO,\sigma}\) (HO stands for the highest occupied orbital) corresponds to the choice where by the HO orbital energy satisfies the Janak theorem.

3.4 Implementation in SIESTA

The optimized effective potential method in the KLI approximation has been implemented in a development version of the SIESTA[121]. In SIESTA, the molecular wave functions \(\phi_{i\sigma}(\mathbf{r})\) are expanded over a localized pseudo-atomic orbital basis set \(\varphi_p\)

$$\psi_{i\sigma}(\mathbf{r}) = \sum_p C_{ip}^{\sigma} \varphi_p(\mathbf{r})$$  \hspace{1cm} (3.39)

where \(C_{ip}^{\sigma} = \langle \hat{\varphi}_p | \psi_{i\sigma} \rangle\) are the expansion coefficients and \(\hat{\varphi}_p\) is the dual of \(\varphi_p\) such that \(\langle \varphi_p | \varphi_q \rangle = \delta_{pq}\). Once the coefficients \(C_{ip}\) are available, the wave functions \(\psi_{i\sigma}(\mathbf{r})\) are directly represented on a real space mesh as the values of the basis functions \(\varphi_p(\mathbf{r})\) in space can be readily interpolated form look-up tables. Potentials of the general form

$$V_{ij}^{\sigma}(\mathbf{r}) = \int d\mathbf{r}' \frac{\psi_{i\sigma}^*(\mathbf{r}') \psi_{j\sigma}(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|}$$  \hspace{1cm} (3.40)

are obtained by solving the Poisson equation for the effective density \(\rho_{ij}(\mathbf{r}) = \psi_{i\sigma}^*(\mathbf{r}') \psi_{j\sigma}(\mathbf{r}')\). Note that an EXX calculation requires \(N(N - 1)/2\) such solutions required to build \(u_{SIC}^{\sigma}\) in equation (3.24) while a KLI-SIC calculation requires only \(N\) such solves to build \(u_{SIC}^{\sigma}\) in
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equation (3.32) where $N$ is the number of occupied orbitals. For the KLI-SIC calculations, the Pipek-Mezey [122] localization measure is employed to obtain the auxiliary set of localized orbitals required to generate the SIC potential. Although strictly speaking, the auxiliary set of orbitals should be chosen to maximize the orbital self-interaction energy, most commonly used localization schemes such as the ones due to Edmiston-Ruedenberg, Boys, von Niessen and Pipek-Mezey give similar results (see [120, 122] and references therein). The Pipek-Mezey (PM) localization procedure in general seeks to minimize the number of atoms over which a molecular orbital extends and is naturally suited to atomic orbital basis sets. Thus, for an atom centered basis set $\{|\mu\}\}$, one can define the Hermitian operators,

$$P_\mu = P_\mu^\dagger = \frac{1}{2}\{|\bar{\mu}\langle \mu | + |\mu \rangle \langle \bar{\mu} |\}$$  \hspace{1cm} (3.41)

where

$$|\bar{\mu} \rangle = \sum_\nu (S^{-1})_{\mu \nu} |\nu \rangle$$  \hspace{1cm} (3.42)

such that $\langle \bar{\mu} |\nu \rangle = \delta_{\mu \nu}$ and $S$ represents the atomic overlap matrix

$$S_{\mu \nu} = \langle \mu |\nu \rangle$$  \hspace{1cm} (3.43)

The atomic population operators for the set of $n$ atoms $\{A\}$ in the molecular system are defined by

$$P_A = P_A^\dagger = \sum_{\mu \in A} P_\mu$$  \hspace{1cm} (3.44)

where the summation is over the atomic orbitals (AO) that belong to the atom $A$. For a set of $N$ molecular orbitals $\{\phi_i\}$, one then seeks the $N \times N$ unitary rotation matrix $U$ that minimizes the population localization functional defined by

$$\mathcal{P}\{\phi_i\} = \sum_{i=1}^N \sum_{A=1}^n |\langle i |P_A|\bar{i}\rangle|^2$$  \hspace{1cm} (3.45)

The minimization is usually carried through a sequence of pairwise two by two rotations [122] over the set of molecular orbitals and the overall procedure scales as $N^3$ with the number of molecular orbitals $N$. Usually, the computational time spent during the PM localization procedure is much smaller than that spent for calculating the orbital wise electrostatic self-repulsion and exchange potentials form equation (3.40). However, the convergence of the pairwise rotation algorithm can be slow for larger systems that exhibit
a complex molecular orbital structure and one might need to employ a more sophisticated unconstrained minimization algorithm.

3.5 Application: Polarizability of molecular chains from SIC functionals

The problem of massive overestimation of the static polarizability and hyperpolarizability of molecular chains in Density Functional calculations using standard LDA and GGA approximations has been the subject of several recent investigations [106, 107, 108, 109, 110, 111, 112, 113, 114]. It has been shown that instrumental to the failure of conventional local and semi-local XC functionals is the absence of a field counteracting term in the response part of the XC potential [107, 108, 111] that ought to be present in the exact XC potential. The Self Interaction error (SIE) inherent to all semi-local functionals is a significant factor behind their poor performance in this regard. One way to improve electrical response prediction within DFT that has been widely investigated thus far is the EXX approach which completely avoids the SI problem by treating exchange exactly. An alternate orbital dependent approach that can potentially tackle the problem is Self Interaction Corrected (SIC) DFT [115], wherein the XC energy functional still employs a semi-local approximate functional but incorporates an explicit correction for the Self Interaction Error (SIE). While SIC-DFT is definitely expected to improve the performance of semi-local functionals to some degree, there exists indirect evidence in the EXX literature which suggests that SIC-DFT may not be quite adequate to match high quality wave function methods. The authors of references [107, 114] have shown that the KLI approximation to exact exchange (X-KLI) which is in principle SI free falls short of matching Hartree Fock (HF) and that a Density Functional treatment at the level of exact OEP exchange (X-OEP) is needed. However, its difficult to predict exactly how well or how poorly SIC-DFT will perform from the above and the quantitative accuracy of SIC-DFT is still worth investigating.

To facilitate easy comparison with previous quantum Chemistry and EXX-DFT calculations [114] in the literature, we chose the widely studied test system consisting of linear hydrogen chains made up of H atoms with alternating H-H distances of 2 and 3 $\alpha_0$. The calculations are carried out using the localized orbital basis set SIESTA. An optimized atomic orbital basis set consisting of double zeta s, triple zeta p and polarized s,p functions was employed. The Pipek-Mezey [122] localization scheme was used to transform the
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Figure 3.1: The Pipek-Mezey localized molecular orbitals (left) and Kohn-Sham orbitals (right) for the occupied subspace of the H\textsubscript{6} chain are shown.

canonical Kohn-Sham orbitals into the Localized Molecular Orbitals (LMOs) required to calculate the SIC potential. The occupied LMOs for the H\textsubscript{6} chain are shown in figure 3.1 along with the occupied KS orbitals. The static polarizability $\alpha = \delta \mu_z / \delta F_z$ was calculated numerically using finite differences.

In Table 3.1 we list the calculated $\alpha$ for various semi-local approximate XC functionals.

Table 3.1: static polarizability $\alpha$ of hydrogen chains calculated using various approximate semi-local XC functionals

<table>
<thead>
<tr>
<th>$N$</th>
<th>LDA</th>
<th>PBE</th>
<th>BLYP</th>
<th>OLYP</th>
<th>LB94</th>
</tr>
</thead>
<tbody>
<tr>
<td>H\textsubscript{4}</td>
<td>37.26</td>
<td>35.62</td>
<td>35.61</td>
<td>34.76</td>
<td>36.27</td>
</tr>
<tr>
<td>H\textsubscript{6}</td>
<td>73.10</td>
<td>69.35</td>
<td>69.20</td>
<td>67.05</td>
<td>72.49</td>
</tr>
<tr>
<td>H\textsubscript{8}</td>
<td>116.58</td>
<td>109.74</td>
<td>109.38</td>
<td>105.31</td>
<td>117.285</td>
</tr>
<tr>
<td>H\textsubscript{10}</td>
<td>166.36</td>
<td>155.31</td>
<td>154.42</td>
<td>148.49</td>
<td>169.46</td>
</tr>
<tr>
<td>H\textsubscript{12}</td>
<td>220.55</td>
<td>204.53</td>
<td>202.95</td>
<td>193.83</td>
<td>226.25</td>
</tr>
</tbody>
</table>

As one would expect the LDA [115] massively over estimates $\alpha$ compared to MP4 results (see Table 3.2 below) with the result worsening with increasing chain length. The GGA functionals such as PBE [123], BLYP [124, 125] and OLYP [126] are seen to marginally improve over the LDA. The OLYP functional which features Handy and Cohen’s optimized exchange functional [127], seems to be the best GGA for electrical response and provides approximately a 5% improvement over the other GGAs. Also the LB94 functional [128] which has built in the right asymptotic $\frac{1}{r}$ behaviour in the tail of the XC potential, is seen to be quite poor in fact performing slightly worse than the LDA. Table 3.2 presents a comparison between $\alpha$ calculated from the KLI-SIC method for various underlying approximate
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Table 3.2: comparison between static polarizability $\alpha$ of hydrogen chains calculated using the KLI-SIC method with different XC functionals, various exact exchange DFT and wavefunction methods

<table>
<thead>
<tr>
<th>$N$</th>
<th>SIC-LDA</th>
<th>SIC-PBE</th>
<th>SIC-BLYP</th>
<th>SIC-OLYP</th>
<th>EXX-KLI</th>
<th>EXX-OEP</th>
<th>HF</th>
<th>MP4</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>33.38</td>
<td>33.14</td>
<td>32.73</td>
<td>32.72</td>
<td>33.11</td>
<td>32.2</td>
<td>32.0</td>
<td>29.5</td>
</tr>
<tr>
<td>He</td>
<td>58.56</td>
<td>58.07</td>
<td>56.99</td>
<td>56.81</td>
<td>60.64</td>
<td>56.6</td>
<td>56.4</td>
<td>51.6</td>
</tr>
<tr>
<td>Ne</td>
<td>86.94</td>
<td>86.48</td>
<td>84.42</td>
<td>83.97</td>
<td>91.56</td>
<td>84.2</td>
<td>82.3</td>
<td>75.9</td>
</tr>
<tr>
<td>N</td>
<td>117.28</td>
<td>116.16</td>
<td>112.64</td>
<td>112.54</td>
<td>124.87</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>O</td>
<td>147.96</td>
<td>145.98</td>
<td>141.75</td>
<td>140.90</td>
<td>159.27</td>
<td>138.1</td>
<td>137.6</td>
<td>126.9</td>
</tr>
</tbody>
</table>

Table 3.3: DFT and SIC-DFT values of the static polarizability $\alpha$ of hydrogen chains for the exchange only (X-only) LDA and OLYP functionals

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\alpha = \delta \mu_x / \delta F_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>SIC-LDAX</td>
</tr>
<tr>
<td>H</td>
<td>38.90</td>
</tr>
<tr>
<td>He</td>
<td>76.16</td>
</tr>
<tr>
<td>Ne</td>
<td>121.64</td>
</tr>
<tr>
<td>N</td>
<td>173.89</td>
</tr>
<tr>
<td>O</td>
<td>231.35</td>
</tr>
</tbody>
</table>

XC functionals and other methods including X-KLI, X-OEP and MP4. The SIC-DFT results for $\alpha$ are clearly much improved in comparison to the conventional LDA/GGA results. Also, the various SIC-GGAs are seen to perform better than SIC-LDA and the same trend that is seen among the conventional GGA's is reproduced for the SIC-GGAs with SIC-OLYP doing better than the others. Overall, the best SIC-DFT results are within 2% of the exact exchange X-OEP result. Surprisingly, all the SIC-DFT results are seen to be slightly better than the KLI exact exchange results (X-KLI). In principle, the X-KLI potential is SI free and there is no reason why it should under perform w.r.t SIC-DFT. Since the X-KLI calculations were calculated at an exchange-only (X-only) level, the we carried out separate X-only calculations for both the normal DFT and SIC-DFT functionals in order to filter out the effect of correlation. Results for the LSDA and OLYP functionals are listed in Table 3.3. Only in the case of conventional LDA does the correlation seem to have a sizeable effect with X-only LDA doing worse than XC-LDA. The X-only OLYP, SIC-LDA and SIC-OLYP results are seen to be very close to the corresponding full XC
results and in fact for the longer chains, the X-only results are slightly better. Its worth mentioning although the data is not presented that the same trend is seen with the other GGAs. This suggests that overall, local correlation both within normal DFT and SIC-DFT has a very minor effect on the polarizability.

At least part of the improvement in the electrical response afforded by orbital dependent methods can be traced to the so called induced depolarization field. Under an applied external electric field the XC potential in exact DFT exhibits a response term whose gradient opposes the external field. However, with semi-local approximate functionals, the gradient of the XC response term erroneously points in the same direction as the external field. Orbital dependent XC potentials on the other hand include relevant non-local information such as orbital polarization effects essential to correctly describe the XC response. Figure 3.2 plots $\Delta V_{XC}(z) = V_{XC}^{F=0.006}(z) - V_{XC}^{F=0}(z)$ is plotted against $z$ for (a) LDA, (b) SIC-LDA, and (c) X-KLI. The applied external field is shown in (d).
Table 3.4: Static polarizability $\alpha$ of hydrogen chains obtained from KLI-SIC and X-KLI calculations where only the Slater term in the KLI potential is used (indicated by the super-script S). Both XC and X-only results are shown for the SIC-LDA$^S$ and SIC-OLYP$^S$ cases.

<table>
<thead>
<tr>
<th>$H_N$</th>
<th>SIC-LDA$^S$</th>
<th>SIC-OLYP$^S$</th>
<th>SIC-LDA$^S_X$</th>
<th>SIC-OLYP$^S_X$</th>
<th>X-KLI$^S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_4$</td>
<td>35.37</td>
<td>35.22</td>
<td>36.25</td>
<td>35.33</td>
<td>35.78</td>
</tr>
<tr>
<td>$H_6$</td>
<td>67.74</td>
<td>66.63</td>
<td>68.92</td>
<td>66.84</td>
<td>69.17</td>
</tr>
<tr>
<td>$H_8$</td>
<td>105.91</td>
<td>103.73</td>
<td>107.57</td>
<td>103.30</td>
<td>108.72</td>
</tr>
<tr>
<td>$H_{10}$</td>
<td>148.64</td>
<td>144.38</td>
<td>150.86</td>
<td>143.93</td>
<td>152.90</td>
</tr>
<tr>
<td>$H_{12}$</td>
<td>193.94</td>
<td>187.08</td>
<td>197.05</td>
<td>186.55</td>
<td>199.91</td>
</tr>
</tbody>
</table>

obtained in both KLI-SIC and X-KLI is due to the orbital shift terms in the potential. However, most of the quantitative difference in $\alpha$ between KLI-SIC and X-KLI is already seems to be present at the level of the Slater potential approximation. Figure 3.3 plots

Figure 3.3: $V_{XC}(z)$ is plotted against $z$ for SIC-OLYP$^S$ (solid line) and X-KLI$^S$. The grey inset plots the difference between the two potentials.

the of XC potential from SIC-OLYP$^S$ and the exchange potential from X-KLI$^S$ when no external field is applied. Its apparent that SIC-OLYP potential exhibits higher peaks in the inter-molecular space between $H_2$ units than X-KLI. This might explain the quantitative difference in $\alpha$ between the two cases. Its worth noting that the improved performance of X-OEP over X-KLI can be attributed [114] to similar barriers in the inter-molecular region which however arise from the response part of the X-OEP potential.
3.6 Conclusions

Orbitals dependent functionals (ODFs) represent a class of advanced density functional approximations usually constructed to overcome some of the shortcomings in local or semi-local xc functionals. ODFs are capable of accurately describing a wider range of physical systems including some where local functionals fail completely. An elegant way to incorporate ODFs into Kohn-Sham density functional schemes is given by the optimized effective potential (OEP) methodology. However, the full OEP equations are numerically intensive to solve and approximations such as the one due to Krieger, Li and Iafrate (KLI) are commonly employed for handling larger physical systems.

We discuss two of the more popular ODFs viz., the exact exchange functional (EXX) and the self interaction correction (SIC) functional and present their implementation within the numerically efficient DFT platform of the SIESTA code. We then study the problem of overestimation of the static polarizability in density functional theory and compare the performance of SIC functionals and EXX functionals at the KLI level of approximation. We find that SIC-DFT functionals do exhibit a field counteracting term in the response part of the XC potential which is missing in LDA/GGA. As a result, the calculated polarizability in SIC-DFT is much improved in comparison to normal LDA/GGA and is found to be within a few percent of exact exchange (EXX) DFT results. The SIC-DFT results also exhibit a systematic dependence on the flavour of the underlying LDA/GGA approximation with the OLYP functional performing best among the various GGA functionals investigated. We demonstrate that SIC functionals at the KLI level, in general, perform better than X-KLI at computing the static polarizability of hydrogenic chains. This is an interesting result in view of the considerably smaller computational overheads involved with the SIC method in comparison to EXX. This work therefore opens the prospect of using SIC for evaluating the electrical response of complex polymeric materials.
Chapter 4

Atomic self-interaction correction for molecules and solids

4.1 Introduction

Density functional theory (DFT), in both its static [130] and time-dependent [131] forms, has become by far the most successful and widely used among all the electronic structure methods. The most obvious reason for this success is that it provides accurate predictions of numerous properties of atoms, inorganic molecules, bio-molecules, nanostructures and solids, thus serving different scientific communities.

In addition DFT has a solid theoretical foundation. The Hohenberg-Kohn theorem [130] establishes the existence of a unique energy functional $E[\rho]$ of the electron density $\rho$ which alone is sufficient to determine the exact ground-state of a $N$-electron system. Although the energy functional itself is not known, several of its general properties can be demonstrated rigorously. These are crucial for constructing increasingly more predictive approximations to the functional and for addressing the failures of such approximations [132].

Finally, but no less important, the Kohn-Sham (KS) formulation of DFT [133] establishes a one to one mapping of the intrinsically many-body problem onto a fictitious single-particle system and offers a convenient way for minimizing $E[\rho]$. The degree of complexity of the Kohn-Sham (KS) problem depends on the approximation chosen for the density functional. In the case of the local density approximation (LDA) [133] the KS problem typically scales as $N^3$, where the scaling is dominated by the diagonalization algorithm. However, clever choices with regards to basis sets and sophisticated numerical methods make order-$N$ scaling a reality [134, 135].
The energy functional $E[\rho^\uparrow, \rho^\downarrow] (\rho^\sigma, \sigma = \uparrow, \downarrow$ is the spin density, $\rho = \sum_\sigma \rho^\sigma$) can be written as

$$E[\rho^\uparrow, \rho^\downarrow] = T_S[\rho] + \int d^3r \rho(r)v(r) + U[\rho] + E_{xc}[\rho^\uparrow, \rho^\downarrow], \tag{4.1}$$

where $T_S$ is the kinetic energy of the non-interacting system, $v(r)$ the external potential, $U$ the Hartree electrostatic energy and $E_{xc}$ the exchange and correlation (XC) energy. This last term is unknown and must be approximated. The construction of an approximated functional follows two strategies: empirical and “constraint satisfaction”.

Empirical XC functionals usually violate some of the constraints imposed by exact DFT, and rely on parameterizations obtained by fitting representative data. One includes in this category, XC functionals which borrow some functional dependence from other theories. This is for instance the case of the celebrated LDA+U scheme [136, 137], where the Hubbard-U energy takes the place of the LDA energy for certain “strongly correlated” atomic orbitals (typically $d$ and $f$ shells). The method however depends on the knowledge of the Coulomb and exchange parameters $U$ and $J$, which vary from material to material, and can also be different for the same ion in different chemical environments [138, 139].

In contrast the construction based on “constraint satisfaction” proceeds by developing increasingly more sophisticated functionals, which nevertheless satisfy most of the properties of exact DFT [140]. It was argued that this method constructs a “Jacob’s ladder” [141], where functionals are assigned to different rungs depending on the number of ingredients they include. Thus the LDA, which depends only on the spin-densities is on the first rung, the generalized gradient approximation (GGA) [142], which depends also on $\nabla \rho^\sigma$, is on the second rung, the so-called meta-GGA functionals [143], which in addition to $\rho^\sigma$ and $\nabla \rho^\sigma$ depend on either the Laplacian $\nabla^2 \rho^\sigma$ or the orbital kinetic energy density, are on the third rung and so on. The higher its position on the ladder the more accurate a functional becomes, but at the price of increasing computational overheads. Therefore its worth investigating corrections to the functionals of the lower rungs, which preserve most of the fundamental properties of DFT and do not generate massive additional numerical overheads.

One of the fundamental problems intrinsic to the semi-local functionals of the first three rungs is the presence of self-interaction (SI) [144]. This is the spurious interaction of an electron in a given KS orbital with the Hartree and XC potential generated by itself. Such an interaction is not present in the Hartree-Fock method, where the Coulomb self-interaction of occupied orbitals is cancelled exactly by the non-local exchange. However when using semi-local functionals such a cancellation is not complete and the rigorous
condition for KS-DFT

\[ U[\rho_n^\sigma] + E_{xc}[\rho_n^\sigma, 0] = 0 \]  \hspace{1cm} (4.2)

for the orbital density \( \rho_n^\sigma = |\psi_n^\sigma|^2 \) of the fully occupied KS orbital \( \psi_n^\sigma \) is not satisfied. A direct consequence of the self-interaction in LDA/GGA is that the KS potential becomes too repulsive and exhibits an incorrect asymptotic behavior [144].

This “schizophrenic” (self-interacting) nature of semi-local KS potentials generates a number of failures in describing elementary properties of atoms, molecules and solids. Negatively charged ions (H\(^-\), O\(^-\), F\(^-\)) and molecules are predicted to be unstable by LDA [145] and transition metal oxides are described as small-gap Mott-Hubbard antiferromagnets (MnO, NiO) [146] or even as ferromagnetic metals (FeO, CoO) [146] instead of charge-transfer insulators. Moreover the KS highest occupied molecular orbital (HOMO), the only KS eigenvalue that can be rigorously associated to a single particle energy [147, 148, 149], is usually nowhere near the actual ionization potential [144].

Finally XC functionals affected by SI do not present a derivative discontinuity as a function of the occupation [147, 148]. Semi-local functionals in fact continuously connect the orbital levels of systems of different integer occupation. This means for instance that when adding an extra electron to an open shell \( N \)-electron system the KS potential does not jump discontinuously by \( I_N - A_N \) where \( I_N \) and \( A_N \) are respectively the ionization potential and the electron affinity for the \( N \)-electron system. This serious drawback is responsible for the incorrect dissociation of heteronuclear molecules into charged ions [150] and for the metallic conductance of insulating molecules [151].

The problem of removing the SI from a semi-local potential was acknowledged a long time ago when Fermi and Amaldi proposed a first crude correction [152]. However the modern theory of self-interaction corrections (SIC) in DFT is due to the original work of Perdew and Zunger from almost three decades ago [144]. Their idea consists in removing directly the self-Hartree and self-XC energy of all the occupied KS orbitals from the LDA XC functional (the same argument is valid for other semi-local functionals), thus defining the SIC functional as

\[ E^{\text{SIC}}_{xc}[\rho^\uparrow, \rho^\downarrow] = E^{\text{LDA}}_{xc}[\rho^\uparrow, \rho^\downarrow] - \sum_{\sigma} (U[\rho_n^\sigma] + E^{\text{LDA}}_{xc}[\rho_n^\sigma, 0]) \cdot \]  \hspace{1cm} (4.3)

Although apparently simple, the SIC method is more involved than standard KS DFT. The theory is still a density functional one, i.e. it satisfies the Hohenberg-Kohn theorem, however it does not fit into the Kohn-Sham scheme, since the one-particle potential is
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orbital-dependent. This means that one cannot define a kinetic energy functional independently from the choice of \( E_{xc} \) [144]. Two immediate consequences are that the \( \psi_n^\sigma \) are not orthogonal, and that the orbital-dependent potential can break the symmetry of the system. This last aspect is particularly important for solids since one has to give up the Bloch representation.

In this work we explore an approximate method for SIC to the LDA, which has the benefit of preserving the local nature of the LDA potential, and therefore maintains all of the system's symmetries. We have followed in the footsteps of Filippetti and Spaldin [129], who extended the original idea of Vogel and co-workers [153, 154, 155] of considering only the atomic contributions to the SIC. We have implemented such a scheme into the localized atomic orbital code SIESTA [156] and applied it to a vast range of molecules and solids. In particular we have investigated in detail how the scheme performs as a single-particle theory, and how the SIC should be rescaled in different chemical environments.

4.2 Review of existing methods

The direct subtraction proposed by Perdew and Zunger is the foundation of the modern SIC method. However the minimization of the SIC functional (4.3) is not trivial, in particular for extended systems. The main problem is that \( E_{xc} \) itself depends on the KS orbitals. Thus it does not fit into the standard KS scheme and a more complicated minimization procedure is needed.

Following the minimization strategy proposed by Levy [157], which prescribes to minimize the functional first with respect to the KS orbitals \( \psi_n^\sigma \) and then with respect to the occupation numbers \( \rho_n^\sigma \), Perdew and Zunger derived a set of single-particle equations

\[
\left[ -\frac{1}{2} \nabla^2 + v_{\text{eff},n}^\sigma (\mathbf{r}) \right] \psi_n^\sigma = \epsilon_n^{\text{SIC}} \psi_n^\sigma ,
\]

where the effective single-particle potential \( v_{\text{eff},n}^\sigma (\mathbf{r}) \) is defined as

\[
v_{\text{eff},n}^\sigma (\mathbf{r}) = u[\rho^\sigma]; \mathbf{r} + v_{xc}^{\sigma,\text{LDA}}(\rho^\sigma, 0^\sigma; \mathbf{r}) - u[\rho_n^\sigma]; \mathbf{r} - v_{xc}^{\sigma,\text{LDA}}(\rho_n^\sigma, 0; \mathbf{r}) ,
\]

where
These are solved in the standard KS way for atoms, with good results in terms of quasi-particle energies [144]. In this particular case the KS orbitals $\psi_n^\sigma$ show only small deviations from orthogonality, which is re-imposed with a standard Schmidt orthogonalization.

The problem of the non-orthogonality of the KS orbitals can be easily solved by imposing the orthogonality condition as a constraint to the energy functional, thus obtaining the following single-particle equation

$$
\frac{1}{2} \nabla^2 + v_{\text{eff},n}^\sigma (\mathbf{r}) \psi_n^\sigma = \sum_m E_{\text{SIC}}^{\sigma \sigma} \psi_m^\sigma.
$$

Even in this case where orthogonality is imposed, two major problems remain: the orbitals minimizing the energy functional are not KS-type and in general do not satisfy the system’s symmetries.

If one insists in minimizing the energy functional in a KS fashion by constructing the orbitals according to the symmetries of the system, the theory will become size-inconsistent, or in other words it will be dependent on the particular representation employed. Thus one might arrive at a paradox, where in the self-interaction of $N$ hydrogen atoms arranged on a regular lattice of large lattice spacing (in such a way that there is no interaction between the atoms) vanishes, since the SIC of a Bloch state vanishes for $N \to \infty$. However the SIC for an individual H atom, when calculated using atomic-like orbitals, accounts for essentially all the ground-state energy error [144]. Therefore a size-consistent theory of SIC DFT must look for a scheme where a unitary transformation of the occupied orbitals, which minimizes the SIC energy is performed. This idea is at the foundation of all modern implementations of SIC.

Significant progress towards the construction of a size-consistent SIC theory was made by Pederson, Heaton and Lin, who introduced two sets of orbitals: localized orbitals $\phi_n^\sigma$ minimizing $E_{\text{xc}}^{\text{SIC}}$ and canonical (Kohn-Sham) de-localized orbitals $\psi_n^\sigma$ [158, 159, 160]. The localized orbitals are used for defining the densities entering into the effective potential (4.5), while the canonical orbitals are used for extracting the Lagrangian multipliers $E_{\text{SIC}}^{\sigma \sigma}$, which are then associated to the KS eigenvalues. The two sets are related by unitary
transformation $\psi_n^\sigma = \sum_m M_{nm}^\sigma \phi_m^\sigma$, and one has two possible strategies for minimizing the total energy.

The first consists in a direct minimization with respect to the localized orbitals $\phi_n^\sigma$, i.e. in solving equation (4.8) when we replace $\psi$ with $\phi$ and the orbital densities entering the definition of the one-particle potential (4.5) are simply $\rho_n^\sigma = |\phi_n^\sigma|^2$. In addition the following minimization condition must be satisfied

$$\langle \phi_n^\sigma | v_n^{\text{SIC}} - v_m^{\text{SIC}} | \phi_m^\sigma \rangle = 0 ,$$

where $v_n^{\text{SIC}} = u([\rho_n]; r) + v_{xc}^{\text{LDA}}([\rho_n]; r)$. An expression for the gradient of the SIC functional, which also constrains the orbitals to be orthogonal has been derived [161] and applied to atoms and molecules with a mixture of successes and bad failures [162, 163, 164].

The second strategy uses the canonical orbitals $\psi$ and seeks the minimization of the SIC energy by varying both the orbitals $\psi$ and the unitary transformation $M$. The corresponding set of equations is

$$H_n^\sigma \psi_n^\sigma = (H_0^\sigma + \Delta v_n^{\text{SIC}})\psi_n^\sigma = \sum_m \epsilon_{nm}^{\text{SIC}} \psi_m^\sigma ,$$

$$\psi_n^\sigma = \sum_m M_{nm} \phi_m^\sigma ,$$

$$\Delta v_n^{\text{SIC}} = \sum_m M_{nm} v_m^{\text{SIC}} \frac{\phi_m^\sigma}{\psi_n^\sigma} ,$$

where $H_0^\sigma$ is the standard LDA Hamiltonian (without SIC). Thus the SIC potential for the canonical orbitals appears as a weighted average of the SIC potential for the localized orbitals. The solutions of the set of equations (4.10) is somehow more appealing than that associated to the localized orbitals since the canonical orbitals can be constructed in a way that preserves the system’s symmetries (for instance translational invariance).

A convenient way for solving the equation (4.10) is that of using the so called “unified Hamiltonian” method [158]. This is defined as (we drop the spin index $\sigma$)

$$H_n = \sum_n \text{occup} \bar{P}_n H_0 \bar{P}_n + \sum_n \text{occup} (\bar{P}_n H_n \hat{Q} + \hat{Q} H_n \bar{P}_n) + \hat{Q} H_0 \hat{Q} ,$$

where $\bar{P}_n = |\psi_n^\sigma\rangle\langle\psi_n^\sigma|$ is the projector over the occupied orbital $\psi_n^\sigma$, and $\hat{Q}$ is the projector
over the unoccupied ones $\hat{Q} = 1 - \sum_n^{\text{occup}} \hat{P}_n$. The crucial point is that the diagonal elements of the matrix $e_{nm}^{SIC}$ and their corresponding orbitals $\psi_n^\sigma$ are respectively eigenvalues and eigenvectors of $H_u$, from which the whole $e_{nm}^{SIC}$ can be constructed. Finally, and perhaps most important, at the minimum of the SIC functional, the canonical orbitals diagonalize the matrix $e_{nm}^{SIC}$, whose eigenvalues can now be interpreted as an analogue of the Kohn-Sham eigenvalues [160].

It is also interesting to note that an alternative way for obtaining orbital energies is that of constructing an effective SI-free local potential using the Krieger-Li-Iafrate method [165]. This has been recently explored by several groups [166, 167, 168].

When applied to extended systems the SIC method demands considerable additional computational overheads over standard LDA. Thus for a long time it has not encountered the favor of the general solid state community. In the case of solids the price to pay for not using canonical orbitals is enormous since the Bloch representation should be abandoned and in principle infinite cells should be considered. For this reason the second minimization scheme, in which the canonical orbitals are in a Bloch form, is more suitable. In this case for each $\mathbf{k}$-vector one can derive an equation identical to equation (4.10), where $e_{nm}^{SIC} = e_{nm}^{SIC}(\mathbf{k})$ and $n$ is simply the band index [169]. The associated localized orbitals $\phi$ for instance can be constructed as Wannier functions and the minimization scheme proceeds in a similar way to that done for molecules.

The problem here is that in practice, the cell needed to describe the localized states $\phi$ may be considerably larger than the primitive unit cell. This is not the case for ionic insulators [169], where the localized orbitals are well approximated by atomic orbitals. Such a simplification is however not valid in general. For example supercells as large as 500 atoms have been considered for describing the localized $d$ shells in transition metals oxides [170, 171, 172]. Despite these difficulties the SIC scheme has been applied to a vast range of solid state systems with systematic improvement over LDA. These include, in addition to transition metals monoxides [170, 172, 173], rare-earth materials [174], diluted magnetic semiconductors [175], Fe$_3$O$_4$ [176], heavy elements compounds [177], just to name a few.

In order to make the SIC method more scalable several approximations have been proposed. One possibility is that of incorporating part of the SIC into the definition of the pseudopotentials [178]. The idea consists in subtracting the atomic SI from the free atom, and then transferring the resulting electronic structure to the definition of a standard norm-conserving pseudopotential. This approximation is sustained by the fact that the
transformation $\mathcal{M}$, which relates canonical and localized orbitals does hardly mix core and valence states [160]. Thus the SIC contribution to the total energy can be separated into the contributions from the core and the valence and in first approximation the latter can be neglected [179]. The benefit of this method is that translational invariance is regained and the complicated procedure of minimizing $\mathcal{M}$ is replaced by a pseudopotential calculation.

A further improvement over the pseudopotential method was recently presented by Vogel and co-workers [153, 154, 155] and then extended by Filippetti and Spaldin [129]. The method still assumes separability between the core and the valence contributions to the SIC, but now the SIC for the valence electrons is approximated by an atomic-like contribution, instead of being neglected. This atomic SIC (ASIC) scheme is certainly a drastic approximation, since it implicitly assumes that the transformation $\mathcal{M}$ minimizing the SIC functional leads to atomic like orbitals.

In the work of Vogel this additional contribution is not evaluated self-consistently for the solid, while the implementation of Filippetti assumes a linear dependance of the SIC over the orbital occupation. In spite of the approximations involved, the method has been applied successfully to a range of solids including II-VI semiconductors and nitrites [153, 154, 129], transition metal monoxides [129, 180], silver halides [155], noble metal oxides [181], ferroelectric materials [129, 182, 183], high-k materials [184] and diluted magnetic semiconductors [185, 186]. Interestingly most of the systems addressed by the ASIC method are characterized by semi-core $d$ orbitals, for which an atomic correction looks appropriate, and a similar argument is probably valid for ionic compounds as recently demonstrated for the case of SiC [187].

Here we further investigate the self-consistent ASIC method [129] by examining both finite and extended systems, and by critically considering whether a scaling factor, additional to the orbital occupation, is needed for reproducing the correct single particle spectrum.

4.3 Formalism and Implementation

In this section we derive the fundamental equations of the ASIC method, while looking closely at the main approximations involved in comparison to the fully self-consistent SIC approach. Our practical implementation is also described.
4.3.1 The ASIC potential

The starting point of our analysis is the SIC Schrödinger-like equation (4.10) for the canonical orbitals. Let us assume, as from reference [179], that the rotation \( \mathcal{M} \) transforming localized orbitals (to be determined) into canonical orbitals (see equation (4.11)) does not mix core and valence states. We also assume that core electrons are well localized into atomic-like wave-functions and that they can be effectively described by a norm-conserving pseudopotential.

Let us now assume that \( \mathcal{M} \) is known and so are the localized orbitals \( \phi_m^\sigma \). In this case the canonical orbitals diagonalize \( \epsilon_{nm}^{\sigma,\text{SIC}} \) and the equation (4.10) simply reduces to

\[
(H_0^\sigma + \Delta v_n^{\text{SIC}}) \psi_n^\sigma = \epsilon_{nm}^{\sigma,\text{SIC}} \psi_n^\sigma,
\]

with \( \Delta v_n^{\text{SIC}} \) defined in equation (4.12). The Hamiltonian \( H_0^\sigma + \Delta v_n^{\text{SIC}} \) can be then re-written in a convenient form as

\[
H_0^\sigma + \Delta v_n^{\text{SIC}} = H_0^\sigma + \sum_m v_m^{\text{SIC}} \hat{P}_m^\phi,
\]

where \( v_m^{\text{SIC}} \) is the self-interaction potential for the localized orbital \( \phi_m^\sigma \) and \( \hat{P}_m^\phi \) is the projector over the same state

\[
\hat{P}_m^\phi \psi_n^\sigma(r) = \phi_m^\sigma(r) \int \! d^3 r' \psi_n^\sigma(r') \phi_m^\sigma(r') = \phi_m^\sigma(r) \langle \phi_m^\sigma | \psi_n^\sigma \rangle.
\]

Two main approximations are then taken in the ASIC approach [153, 129]. First the localized states \( \phi_m^\sigma \) are assumed to be atomic-like orbitals \( \Phi_m^\sigma \) (ASIC orbitals) and the SIC potential is approximated as

\[
\sum_m \tilde{v}_m^{\sigma,\text{SIC}}(r) \hat{P}_m^\phi \rightarrow \alpha \sum_m \tilde{v}_m^{\sigma,\text{SIC}}(r) \hat{P}_m^\phi,
\]

with \( \tilde{v}_m^{\sigma,\text{SIC}}(r) = u(|\rho_m|; r) + v^\text{LDA}_\sigma(|\rho_m^\sigma|; r) \) and \( \rho_m^\sigma = |\Phi_m^\sigma|^2 \), \( \hat{P}_m^\phi \) is the projector of equation (4.16) obtained by replacing the \( \phi \)'s with the ASIC orbitals \( \Phi \), and \( \alpha \) is a scaling factor. Note that the orbitals \( \Phi_m \) are not explicitly spin-dependent and one simply has \( \Phi_m^\sigma = \Phi_m p_m^\sigma \) with \( p_m^\sigma \) the orbital occupation (\( p_m^\sigma = 0, 1 \)). The factor \( \alpha \) is an empirical factor, which accounts for the particular choice of ASIC orbitals. This first approximation is expected to be accurate for systems retaining an atomic-like charge density as in the case of small molecules. It is also formally exact in the one-electron limit (for \( \alpha = 1 \)).
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In the case of extended solids the situation is less transparent, since in general the functions minimizing $E^{\text{SIC}}_{\text{xc}}$ are Wannier-like functions [188].

The second approximation taken in the ASIC method is that of replacing the non-local projector $\hat{P}_m^\Phi$ with its expectation value. The idea is that the SIC potential for the canonical orbitals $\Delta v_m^{\text{SIC}}$ is formally a weighted average of the SIC potential for the localized orbitals $v_m^{\text{SIC}}$. For the exact SIC method the weighting factor is the non-local projector $\mathcal{M}_{nm} \frac{\phi_m^\sigma}{\psi_n^\sigma}$. This means that the SIC potential for a given canonical orbital $\psi_n$ is maximized in those regions where the overlap with some of the localized orbitals $\phi_m$ is maximum. In the ASIC method such non-local projector is replaced more conveniently by a scalar. In the original proposal by Vogel et al. [153, 154, 155] this was simply set to one. Here we consider the orbital occupation $p_n^\sigma$ of the given ASIC orbital $\Phi_m$, i.e. we replace $\hat{P}_m^\Phi$ with its expectation value

$$\hat{P}_m^\Phi \rightarrow \langle \hat{P}_m^\Phi \rangle = p_n^\sigma = \sum_n f_n^\sigma \langle \psi_n^\sigma | \hat{P}_m^\Phi \psi_n^\sigma \rangle,$$  \hspace{2cm} (4.18)

where $f_n^\sigma$ is the occupation number of the Kohn-Sham orbital $\psi_n^\sigma$. The final form of ASIC potential is then

$$v_\text{ASIC}^\sigma(\mathbf{r}) = \alpha \sum_m \hat{v}_m^{\sigma \text{SIC}}(\mathbf{r}) p_m^\sigma.$$  \hspace{2cm} (4.19)

Let us now comment on the empirical scaling factor $\alpha$. In reference [129] $\alpha$ was set to 1/2 in order to capture eigenvalue relaxation. This choice however violates the one-electron limit of the SIC potential, which is correctly reproduced for $\alpha = 1$. We can then interpret $\alpha$ as a measure of the deviation of the ASIC potential from the exact SIC potential. Ultimately $\alpha$ reflects the deviation of the actual ASIC projectors $|\Phi \rangle \langle \Phi|$ from the localized orbitals defining the SI corrected ground state. One then expects $\alpha$ to be close to 1 for systems with an atomic-like charge density, and to vanish for metals, whose valence charge density resembles that of a uniform electron gas [189]. Intermediate values are then expected for situations different from these two extremes, and we will show that a values around 1/2 describe well a vast class of mid- to wide-gap insulators.

4.3.2 Implementation

The final form of the SIC potential to subtract from the LSDA (local spin density approximation) one (equation (4.19)) is that of a linear combination of non-local pseudopotential-like terms. These are uniquely defined by the choice of exchange and correlation potential used and by ASIC orbitals $\Phi_m$. The practical way of constructing such potentials, i.e.
the way of importing the atomic SIC to the solid state, depends on the specific numerical implementation used for the DFT algorithm. At present plane-wave and gaussian orbital implementations are available [129, 153, 154, 155], while here we present our new scheme based on the pseudo atomic orbital (PAO) [193] code SIESTA [156].

We start by solving the atomic all-electron SIC-LSDA equation for all the species involved in the solid state calculation. Here we apply the original Perdew-Zunger (PZ-SIC) formalism [144] and we neglect the small non-orthogonality between the Kohn-Sham orbitals. Thus we obtain a set of SI corrected atomic orbitals \( \Phi_m \), which exactly solve the atomic SIC-LSDA problem. The atomic orbitals \( \Phi_m \) describing the valence electrons are then used to define the ASIC potentials \( \tilde{v}_m^{\text{SIC}} \)

\[
\tilde{v}_m^{\text{SIC}}(r) = u(\rho_m; r) + v_{xc}^{\text{LDA}}(\rho_m; r) \tag{4.20}
\]

with \( \rho_m = |\Phi_m|^2 \).

At the same time a standard LSDA calculation for the same atoms is used to construct the pseudopotentials describing the core electrons. These are standard norm-conserving scalar relativistic Troullier-Martins pseudopotentials [190] with nonlinear core corrections [191]. Thus we usually neglect the SIC over the core states, when constructing the pseudopotentials. This is justified by the fact that the eigenvalues for the SIC-LSDA-pseudoatom, i.e. for the free atom where the effects of core electrons are replaced by LSDA pseudopotentials but SIC is applied to the valence electrons, are in excellent agreement with those obtained by all-electron SIC-LSDA calculations [153].

The final step is that of recasting the ASIC potentials \( \tilde{v}_m^{\text{SIC}}(r) \), which have a \(-2/r\) asymptotic behaviour, in a suitable non-local form. This is obtained with the standard Kleinman-Bylander [192] scheme and the final ASIC potential (equation (4.19)) is written as

\[
v_\sigma^{\text{ASIC}} = \sum_m \frac{|\gamma_m^\sigma \rangle \langle \gamma_m^\sigma |}{C_m^\sigma}, \tag{4.21}
\]

where the ASIC projectors are given by

\[
\gamma_m^\sigma(r) = \alpha p_m^\sigma \tilde{v}_m^{\text{SIC}}(r) \Phi_m'(r). \tag{4.22}
\]

and the normalization factors are

\[
C_m^\sigma = \alpha p_m^\sigma |\Phi_m'| \tilde{v}_m^{\text{SIC}} |\Phi_m'\rangle. \tag{4.23}
\]
The orbital functions $\Phi'_m$ are atomic-like functions with a finite range, which ensure that the ASIC projectors $\gamma_m$ do not extend beyond that range. These are constructed in the same way as the SIESTA basis set orbitals, i.e. as solutions of the pseudo-atomic problem with an additional confining potential at the cutoff radius $r_{\text{cutoff}}$ [193]. The choice of the appropriate cutoff radius for the SIC projectors should take into account the two following requirements. On the one hand it should be sufficiently large to capture most of the SIC corrections. A good criterion [129] is that the SIC-LSDA contribution to the orbital energy of the free atom

$$
\delta \varepsilon_{\text{SIC}}^o = \langle \Phi'_m | \tilde{\rho}_{\text{SIC}}^o | \Phi'_m \rangle
$$

is reproduced within some tolerance. On the other hand the cutoff should be reasonably short so as not to change the connectivity of the matrix elements of the PAO Hamiltonian. In other words we need to ensure that orbitals otherwise considered as disconnected in evaluating the various parts of the Hamiltonian matrix are not considered connected for the $\tilde{\rho}_{\text{ASIC}}^o$ matrix elements alone.

As a practical rule we set the cutoff radius for a particular orbital of a given atom to be either equal to the longest among the cutoff radii of the PAO basis set for that particular atom (typically the first $\zeta$ of the lowest angular momentum), or, if shorter, the radius at which $\delta \varepsilon_{\text{SIC}}^o < 0.1 \text{mRy}$. Typically, when reasonable cutoff radii (6 to 9 Bohr) are used, we find that the atomic SIC-LSDA eigenvalues are reproduced to within 1 to 5 mRy for the most extended shells and to within 0.1 mRy for more confined shells. Thus $\delta \varepsilon_{\text{SIC}}^o$ are rather well converged already for cutoff radii defined by a PAO energies shifts [156] of around 20mRy, although usually smaller PAO energy shifts are necessary for highly converged total energy calculations.

Finally the matrix elements of the SIC potential are calculated as usual over the SIESTA basis set. Additional basis functions $\chi_m$ are constructed from the confined localized atomic orbitals described before using the split-norm scheme [193, 194, 195]. The density matrix $\rho^o$ is represented over such basis $\rho_{\mu\nu}^o$ and the orbital populations are calculated as

$$
p_{m}^o = \sum_{\mu\nu} S_{m\mu} \rho_{\mu\nu}^o S_{\nu m},
$$

where $S_{m\mu}$ is a matrix element of the overlap matrix. Note that in principle the orbital population should be constructed for the atomic SIC orbital $\Phi_m$. However, we notice that $p_{m}^o$ is rather insensitive to the specific choice of orbital, once this has a reasonable radial
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range. For practical numerical reasons in the present implementation, we always use the orbital populations projected onto the basis set sub-space consisting of the most extended first-$\zeta$ orbitals of the atomic species involved. The matrix elements of the SIC potential are simply

$$ (v_{ASIC}^{\sigma})_{m \nu} = \sum_{m} \langle \chi_{m} | v_{m}^{\sigma} | \chi_{\nu} \rangle, $$

and the ASIC-KS equation takes the final form

$$ \left[ -\frac{1}{2} \nabla^2 + v_{pp} + u + v_{xc}^{\sigma,LSDA} - v_{ASIC}^{\sigma} \right] \psi_{n}^{\sigma} = \epsilon_{n}^{\sigma,ASIC} \psi_{n}^{\sigma} . $$

4.3.3 Total Energy

The energy corresponding to the SIC-LSDA functional is given by [144]

$$ E^{\text{SIC}}[\rho^{\uparrow}, \rho^{\downarrow}] = E^{\text{LSDA}}[\rho^{\uparrow}, \rho^{\downarrow}] - \sum_{\text{occ.}} (U[\rho_{n}^{\sigma}] + E_{xc}^{\text{LSDA}}[\rho_{n}^{\sigma}, 0]), $$

where

$$ U[\rho_{n}^{\sigma}] = \int d^{3}r \frac{1}{2} \rho_{n}(r) u(|\rho_{n}|; r), $$

and

$$ E_{xc}^{\text{LSDA}}[\rho_{n}^{\sigma}, 0]) = \int d^{3}r \rho_{n}(r) \epsilon_{xc}^{\text{LSDA}}(|\rho_{n}|; r), $$

with $\epsilon_{xc}^{\text{LSDA}}$ the LSDA exchange and correlation energy density. The orbital densities entering in the SI term are those associated to the local orbitals $\phi$. As we have already mentioned, this functional needs to be minimized with respect to the $\phi$'s, which are an implicit function of the total spin density $\rho^{\sigma}$. In the ASIC approximation these orbitals are not minimized, but taken as atomic functions. This means that in the present form the theory is not variational, in the sense that there is no functional related to the KS equation (4.27) by a variational principle. With this in mind we adopt the expression of equation (4.28) as a suitable energy, where the orbital densities are those given by the ASIC orbitals

$$ \rho_{m}^{\sigma}(r) = p_{m}^{\sigma} |\Phi_{m}|^2. $$

In our implementation the LSDA KS energy $E^{\text{LSDA}}$ is directly available as calculated
in the SIESTA code [156] and thus, only the second term of equation (4.28) needs to be calculated. This is easily done by calculating both $U$ and $E_{xc}^{\text{LSDA}}$ on an atomic radial grid for each atomic orbital in the system.

4.3.4 ASIC and LDA+$U$

We now compare our ASIC method with another atomic-like correction to LSDA, namely the LDA+$U$ method [136, 137]. In LDA+$U$ one replaces the LSDA exchange and correlation energy associated to the "correlated" orbitals (d or f shells), with the Hubbard-$U$ energy. Thus the functional becomes

$$E^{\text{LDA}+U}[\rho(r)] = E^{\text{LSDA}}[\rho(r)] + E^U[p_m^\sigma] - E^{\text{DC}}[p_m^\sigma], \quad (4.32)$$

where the Hubbard energy $E^U$ and the double counting term $E^{\text{DC}}$ depend on the orbital populations $p_m^\sigma$ of the correlated orbitals. Several forms for the LDA+$U$ functional have been proposed to date. A particularly simple and transparent one [138, 196], which is also rotationally invariant, redefines the $U$ parameter as an effective parameter $U_{\text{eff}} = U - J$ and the functional takes the form

$$E^U - E^{\text{DC}} = \frac{U_{\text{eff}}}{2} \sum_I \sum_{\sigma} \left[ \rho_I^\sigma - \sum_m p_m^\sigma \rho_m^\sigma \right] \quad (4.33)$$

where in we separate out the index for the atomic position $I$ from the magnetic quantum number $m$, and introduce the off-diagonal populations $p_{mn}^\sigma = \sum_{\alpha} f_\alpha^\sigma \langle \Psi_\alpha^\sigma | \hat{P}_{mm}^\Phi | \Psi_\alpha^\sigma \rangle$ with $\hat{P}_{mn}^\Phi = |\Phi_m^I\rangle \langle \Phi_n^I|$. Note that the LDA+$U$ functional is SI free for those orbitals that are corrected.

Although a rotationally invariant form of the ASIC potential can be easily derived, we assume here for simplicity that the system under consideration is rotationally invariant, or alternatively that we have carried out a rotation, which diagonalizes the $p_{mn}^\sigma$ matrix. In this case the energy becomes simply

$$E^U - E^{\text{DC}} = \frac{U_{\text{eff}}}{2} \sum_{lm\sigma} p_{lm}^\sigma \left[ 1 - p_{lm}^\sigma \right], \quad (4.34)$$
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with $p^{I\sigma}_m = p^{I\sigma}_{mm}$. It is then easy to compute the KS potential

$$
\epsilon^{\text{LDA+U}} = \epsilon^{\text{LSDA}} + \sum_{m\sigma} U_{\text{eff}} \left[ \frac{1}{2} - p^{I\sigma}_m \right] \hat{p}^{I\sigma}_m,
$$

(4.35)

and the orbital energy

$$
\epsilon^{I\sigma}_m = \frac{\partial E}{\partial \hat{p}^{I\sigma}_m} = \epsilon^{I\sigma}_{\text{LSDA}} + U_{\text{eff}} \left( \frac{1}{2} - p^{I\sigma}_m \right).
$$

(4.36)

These need to be compared with the ASIC potential (equation (4.19)) and orbital energy

$$
\epsilon^{I\sigma}_m = \epsilon^{I\sigma}_{m \text{ LDA}} - \alpha \hat{p}^{I\sigma}_m \langle \Phi^{I\sigma}_m | \tilde{c}^{\sigma \text{SIC}} | \Phi^{I\sigma}_m \rangle,
$$

(4.37)

where the last term follows from $\frac{\partial E}{\partial \hat{p}^{I\sigma}_m} = C^{I\sigma}_m$ and from equation (4.28). The main difference between the ASIC and LDA+U method is in the way in which unoccupied states are handled. In fact, while LDA+U corrects unoccupied states and pushes the orbital energies upwards by $\sim U_{\text{eff}}/2$, ASIC operates only on occupied states, that are shifted towards lower energies by $C^{I\sigma}_m$. This reflects the fact that the SIC is defined only for occupied KS orbitals. An important consequence is that the opening of bandgaps in the electronic structures, one of the main features of both the LDA+U and ASIC schemes, is then driven by two different mechanisms. On the one hand in LDA+U, gaps open up since occupied and unoccupied states are corrected in opposite directions leading to a gap of $\sim U_{\text{eff}}$. On the other hand ASIC is active only over occupied states and gaps open only if occupied and unoccupied bands have large differences in their projected atomic orbital content. Thus one should not expect any corrections for covalent materials where conduction and valence bands are simply bonding and antibonding states formed by the same atomic orbitals. This is for instance the case of Si and Ge. In contrast ASIC will be extremely effective for more ionic situations, where the orbital contents of conduction and valence bands are different.

Finally, by comparing the corrections to the orbital energy of a fully occupied state, one finds

$$
U = 2\alpha \langle \Phi^{I\sigma}_m | \tilde{c}^{\sigma \text{SIC}} | \Phi^{I\sigma}_m \rangle,
$$

(4.38)

which establishes an empirical relation between the Hubbard energy and the ASIC correction. Since $U$ is sensitive to the chemical environment due to screening [138], while all the other quantities are uniquely defined by an atomic calculation, we can re-interpret the parameter $\alpha$ as empirically describing the screening from the chemical environment within
4.4 Results: Extended systems

The test calculations that we present in this work are for two classes of materials: extended and finite. First we investigate how our implementation performs in the solid state. In particular we discuss the role of the parameter $\alpha$ in determining the bandstructure of several semiconductors, considering both the KS band-gap and the position of bands associated with tightly bound electrons.

4.4.1 Estimate of $\alpha$ for semiconductors

The quasi-particle band gap $E_g$ in a semiconductor is defined as the difference between its ionization potential $I$ and electron affinity $A$. These can be rigorously calculated from DFT as the HOMO energy respectively of the neutral and negatively charged systems. This actual gap cannot be directly compared with the KS band-gap $E_g^{KS}$, defined as the difference between the orbital energy of the HOMO and LUMO states of the neutral system. In fact, the presence of a derivative discontinuity in the DFT energy as a function of the electron occupation establishes the following rigorous relation [148, 197]

$$E_g = E_g^{KS} \pm \Delta_{xc},$$

with

$$\Delta_{xc} = \lim_{\omega \to 0^+} \left\{ \frac{\delta E_{xc}[n]}{\delta n} \bigg|_{N+\omega} - \frac{\delta E_{xc}[n]}{\delta n} \bigg|_{N-\omega} \right\}_{n,n}.$$  

This is valid even for the exact XC potential, and therefore in principle one has to give up KS bandstructures as a tool for evaluating semiconductor band-gaps. The size of $\Delta_{xc}$ is however not known for real extended systems and the question of whether most of the error in determining $E_g$ from $E_g^{KS}$ is due to the approximation in the XC potential or due to the intrinsic $\Delta_{xc}$ is a matter of debate.

In general SI-free potentials bind more than LSDA and one expects larger gaps. Surprisingly, functionals based on exact exchange, provide KS gaps rather close to the experimental values [198, 199]. The reason for such a good agreement is not fully understood, but it is believed that the exact KS gaps should be smaller than the actual ones.

With this in mind, we adopt a heuristic approach and we use the KS band-gap as a
quality indicator for interpreting the parameter $\alpha$ and for providing its numerical value for different classes of solids. Here we investigate the dependence of $E_{g}^{KS}$ over $\alpha$ and we determine the value for $\alpha$ yielding the experimental band-gap. Assuming that $\Delta_{xc}$ does not vary considerably across the materials investigated, this will allow us to relate $\alpha$ to the degree of localization in a semiconductor and to extract the value useful for ASIC to be an accurate single-particle theory.

In figure 4.1 we present the band-gap of four representative semiconductors as a function of $\alpha$ together with the value needed to reproduce the experimental band-gap. LSDA corresponds to $\alpha = 0$ and while $\alpha = 1$ accounts for the full ASIC. In general $E_{g}^{KS}$ increases as $\alpha$ increases, as a result of the stronger SIC. The $E_{g}^{KS}(\alpha)$ curve is almost linear with a slope, which appears to be material-specific.

For the most ionic compound, NaCl, the experimental gap is reproduced almost exactly by $\alpha = 1$, i.e. by the full ASIC. This is somehow expected since the charge density of solid NaCl is rather close to a superposition of the $Na^{+}$ and $Cl^{-}$ ionic charge densities. In
this case of strongly localized charge densities the ASIC approximation is rather accurate yielding results substantially identical to those obtained with full self-consistent PZ-SIC [169]. Indeed earlier calculations for LiCl [169] demonstrate that the SIC band-structure is rather insensitive of the localized orbitals $\phi$ once these have an atomic-like form.

For the other compounds the localized orbitals $\phi$'s are not necessarily atomic-like functions and deviations from $\alpha = 1$ are expected. Interestingly we find that, for all the materials investigated, a value of around $1/2$ reproduces the experimental band-gap rather accurately. As an illustration, in table 4.1 we compare the experimental band-gap $E_g^\text{exp}$ to the calculated $E_g^{\text{KS}}$ for ASIC ($\alpha = 1$) and LDA, for several semiconductors ranging from ionic salts to wide-gap II-VI and III-V semiconductors. We also report the value of $\alpha = \alpha^*$ needed for $E_g^\text{exp} = E_g^{\text{KS}}$.

Table 4.1: Experimental $E_g^\text{exp}$ and KS $E_g^{\text{KS}}$ band-gap (in eV) for a number of semiconductors. $E_g^{\text{KS}}$ are calculated with both LSDA and ASIC ($\alpha = 1$). In the last column we report the value of $\alpha = \alpha^*$ needed for $E_g^\text{exp} = E_g^{\text{KS}}$. The lattice parameters used for the calculations are either the equilibrium LSDA or the experimental when available (in Å). RS=rocksalt, WZ=wurtzite, ZB=zincblende. The value for the experimental gaps are from the literature: a [200], b [201], c [202], d [203], e [204], f [205], g [206], h [207], i [208]

<table>
<thead>
<tr>
<th>Solid</th>
<th>Structure</th>
<th>$E_g^\text{exp}$</th>
<th>$E_g^{\text{KS}}$-LSDA</th>
<th>$E_g^{\text{KS}}$-ASIC</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiCl</td>
<td>RS (a=5.13)</td>
<td>9.4$^a$</td>
<td>6.23</td>
<td>9.76</td>
<td>0.89</td>
</tr>
<tr>
<td>NaCl</td>
<td>RS (a=5.63)</td>
<td>8.6$^b$</td>
<td>4.91</td>
<td>8.51</td>
<td>1.02</td>
</tr>
<tr>
<td>KCl</td>
<td>RS (a=6.24)</td>
<td>8.5$^c$</td>
<td>4.90</td>
<td>8.51</td>
<td>0.99</td>
</tr>
<tr>
<td>MgO</td>
<td>RS (a=4.19)</td>
<td>7.8$^d$</td>
<td>4.86</td>
<td>9.36</td>
<td>0.65</td>
</tr>
<tr>
<td>CaO</td>
<td>RS (a=4.74)</td>
<td>7.08$^d$</td>
<td>4.93</td>
<td>9.28</td>
<td>0.49</td>
</tr>
<tr>
<td>SrO</td>
<td>RS (a=5.03)</td>
<td>5.89$^e$</td>
<td>4.20</td>
<td>7.80</td>
<td>0.47</td>
</tr>
<tr>
<td>AlN</td>
<td>WZ (a=3.11, c=4.98)</td>
<td>6.20$^f$</td>
<td>4.47</td>
<td>7.56</td>
<td>0.56</td>
</tr>
<tr>
<td>GaN</td>
<td>WZ (a=3.16, c=5.13)</td>
<td>3.39$^g$</td>
<td>2.21</td>
<td>5.03</td>
<td>0.44</td>
</tr>
<tr>
<td>InN</td>
<td>WZ (a=3.54, c=5.70)</td>
<td>0.7$^h$</td>
<td>0.09</td>
<td>2.09</td>
<td>0.45</td>
</tr>
<tr>
<td>ZnO</td>
<td>WZ (a=3.23, c=5.19)</td>
<td>3.43$^i$</td>
<td>0.85</td>
<td>5.13</td>
<td>0.57</td>
</tr>
<tr>
<td>ZnS</td>
<td>ZB (a=5.40)</td>
<td>3.78$^i$</td>
<td>2.47</td>
<td>4.90</td>
<td>0.53</td>
</tr>
<tr>
<td>ZnSe</td>
<td>ZB (a=5.63)</td>
<td>2.82$^i$</td>
<td>1.77</td>
<td>3.53</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Clearly for all the strongly ionic compounds (LiCl, NaCl and KCl) the full ASIC correction $\alpha = 1$ reproduces quite accurately the experimental gap and agrees with previous self-consistent SIC calculations [209]. For all the other compounds a value of around $1/2$ is always adequate, confirming the initial choice of Filippetti and Spaldin. For these materials we do not find any particular regularity. In general $\alpha$ is large when the experimental gap is large, however there is no direct connection between $\alpha$ and the ionicity or covalency.
of a compound. In fact, the improvement of the band-gap is not simply due to a rigid shift of the valence band, but usually corresponds to a general improvement of the whole quasi-particle spectrum. Examples for ZnO and GaN will be presented in the next section.

As a further proof of this point in table 4.2 we present the valence band-width for the semiconductors investigated as calculated from LSDA $\Delta E_{v}^{\text{LSDA}}$ and ASIC for both $\alpha = 1$ ($\Delta E_{v}^{\text{ASIC}_{1}}$) and $\alpha = \alpha^*$ ($\Delta E_{v}^{\text{ASIC}_{\alpha^*}}$). We also report the experimental values $\Delta E_{v}^{\text{exp}}$ whenever available, although a direct comparison with experiments is difficult, since these values are rather imprecise and sometimes not known. The general feature is that ASIC produces only minor corrections over LSDA, and that these corrections do not follow a generic trend. Thus, while for the nitrites ASIC always increases the band-width, it does just the opposite for KCl, SrO and CaO.

Table 4.2: Valence band experimental bandwidth $\Delta E_{v}^{\text{exp}}$ compared with those obtained from ASIC ($\alpha = 1$) $\Delta E_{v}^{\text{ASIC}_{1}}$, LSDA ($\Delta E_{v}^{\text{LSDA}}$) and ASIC with the optimal $\alpha = \alpha^*$ from table 4.1 $\Delta E_{v}^{\text{ASIC}_{\alpha^*}}$ for a number of semiconductors. The lattice parameters used for the calculations are either the equilibrium LSDA or the experimental when available (in Å). The experimental values are from the literature (last column).

<table>
<thead>
<tr>
<th>Solid</th>
<th>$\Delta E_{v}^{\text{exp}}$</th>
<th>$\Delta E_{v}^{\text{ASIC}_{1}}$</th>
<th>$\Delta E_{v}^{\text{LSDA}}$</th>
<th>$\Delta E_{v}^{\text{ASIC}_{\alpha^*}}$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiCl</td>
<td>4-5</td>
<td>3.52</td>
<td>3.06</td>
<td>3.51</td>
<td>[209]</td>
</tr>
<tr>
<td>NaCl</td>
<td>1.7-4.5</td>
<td>2.11</td>
<td>2.06</td>
<td>2.11</td>
<td>[209]</td>
</tr>
<tr>
<td>KCl</td>
<td>2.3-4.3</td>
<td>1.09</td>
<td>1.21</td>
<td>1.09</td>
<td>[209]</td>
</tr>
<tr>
<td>MgO</td>
<td>3.3-6.7</td>
<td>5.16</td>
<td>4.83</td>
<td>5.06</td>
<td>[210, 211]</td>
</tr>
<tr>
<td>CaO</td>
<td>0.9</td>
<td>2.72</td>
<td>2.89</td>
<td>2.82</td>
<td>[211]</td>
</tr>
<tr>
<td>SrO</td>
<td>2.21</td>
<td>2.53</td>
<td>2.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AlN</td>
<td>6.0</td>
<td>7.44</td>
<td>6.27</td>
<td>6.92</td>
<td>[212]</td>
</tr>
<tr>
<td>GaN</td>
<td>7.4</td>
<td>8.42</td>
<td>7.33</td>
<td>7.85</td>
<td>[213]</td>
</tr>
<tr>
<td>InN</td>
<td>6.0</td>
<td>6.66</td>
<td>6.01</td>
<td>6.34</td>
<td>[214]</td>
</tr>
<tr>
<td>ZnO</td>
<td>~5</td>
<td>5.66</td>
<td>4.77</td>
<td>5.54</td>
<td>[215]</td>
</tr>
<tr>
<td>ZnS</td>
<td>5.5</td>
<td>6.49</td>
<td>5.57</td>
<td>6.05</td>
<td>[216]</td>
</tr>
<tr>
<td>ZnSe</td>
<td>5.6</td>
<td>7.14</td>
<td>5.35</td>
<td>6.38</td>
<td>[216]</td>
</tr>
</tbody>
</table>

### 4.4.2 Wide-gap semiconductors: ZnO and GaN

Having established $\alpha = 1/2$ as an appropriate value for II-VI and III-V semiconductors, we now look at the whole band-structure (not just the fundamental gap) for a few test cases. Here we consider ZnO and GaN for which photo-emission data disagree quite remarkably
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as for molecules and solids

from LSDA calculations. In figure 4.2 we compare the band structure of wurtzite ZnO obtained respectively from LSDA and our ASIC.

![Figure 4.2: Calculated band structure of wurtzite ZnO obtained from LSDA and ASIC. Owing to the ionic character of ZnO each group of bands can be clearly labeled according to a single, dominant orbital character as shown. The VBT is aligned at 0 eV.](image-url)

In ZnO, the valence band top (VBT) is predominantly oxygen 2p in character and the conduction band minimum (CBM) is essentially zinc 4s. With a value of ~ 0.5 for the scaling parameter α, the ASIC band gap closely matches the experimental gap of $E_g=3.43$ eV, whereas the LDA band-gap is very small (~ 0.85 eV). Some part of the LDA band gap error in ZnO can be traced to an underestimation of the semi-core Zn 3d states. The LDA binding energy for the Zn 3d states is ~ 5.5eV while photoemission results place them at around ~ 7.8 eV. ASIC however rectifies the problem and is in very good agreement with experiment. This results furthermore in the removal of the spurious Zn3d-O2p band mixing seen in LDA. An additional feature is that the band-width of the valence band increases considerably as an effect of the downshift of the d manifold. Its worth mentioning that the positions of the Zn 3d levels obtained from ASIC in the case of ZnS, ZnSe, and ZnTe also agree remarkably well with experiment.

The wide-gap III-V semiconductor GaN presents similar phenomenology to that of
ZnO. Figure 4.3 compares the band structure for wurtzite GaN obtained from LSDA and ASIC. When compared to X-ray photoemission spectra [217], the LSDA band structure of GaN has several shortcomings. Firstly, the band-gap between N 2p bands (VBT) and Ga 4s bands (CBM) is underestimated at around 2.2 eV against the experimental value of 3.4 eV. Secondly, the 3d states of Ga are too shallow in LSDA, leading to a spurious 3d-2s hybridization. As a result the Ga 3d states overlap with and split the N 2s bands. ASIC rectifies the picture on both counts by improving the band gap and lowering the position of the Ga 3d bands with respect to the N 2s bands. These results corroborate those of references [129, 153, 154] where in ZnO and GaN have previously been discussed in a pseudo-potential based SIC context.

4.4.3 Transition-metal oxide: MnO

Transition metal oxides like MnO and NiO are characterized by partially filled 3d orbitals and an associated local magnetic structure. In particular the Mn$^{2+}$ ions in MnO are magnetic with a half-filled 3d shell. In the ground state, MnO is an A-type anti-ferromagnetic insulator in the intermediate charge-transfer Mott-Hubbard regime with a band-gap in the...
region of 3.8-4.2 eV. The VBT is expected to be of mixed Mn 3d-O 2p character and the CBM pure Mn 3d in character. However the LSDA description of MnO is flawed in several aspects most notably in describing MnO as a narrow gap (E_g = 0.92 eV) Mott-Hubbard insulator with both the VBT and CBM composed of purely of Mn 3d states. This is due to the severe underestimation of d electron binding-energies in LSDA. The calculated anti-ferromagnetic band-structures of MnO from LSDA and ASIC (α = 1/2) are shown in figure 4.4.

![Figure 4.4](image)

Figure 4.4: Calculated band structure of anti-ferromagnetic MnO obtained from LSDA and ASIC. In our calculation we obtain an LSDA bandgap of ~0.65 eV whereas the ASIC bandgap is much improved at ~3.5 eV. The VBT is aligned at 0 eV.

Note that these are for the rhombohedral unitcell with 4 atoms per cell. The two Mn ions are anti-ferromagnetically aligned and the oxygen ions are non-magnetic. This results in a layered ferromagnetic order of the (111) planes, which in turn are anti-ferromagnetic coupled to each other. Also in this case, ASIC is a considerable improvement over LSDA. The size of the fundamental gap now resembles the experimental one and the VBT recovers some p character. We point the reader once again to reference [129] where in Transition-metal oxides have been discussed in much more detail.
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4.5.1 Ionization potentials

In view of the fact that the ASIC method gives improved eigenvalue spectra for several solid state systems, it is worth taking a cautious look at how it performs with molecules. This is particularly important for assessing whether the ASIC scheme can be adapted to work in DFT electron transport schemes based on the KS spectra [151, 218]. In exact KS DFT only the highest occupied orbital eigenvalue \( \epsilon^{\text{HOMO}} \) has a rigorous physical interpretation and corresponds to the negative of the first ionization potential [147, 148]. More generally, for a \( N \) electron system, the following equations hold in exact KS-DFT

\[
\epsilon^{\text{HOMO}}(M) = -I_N \quad \text{for } (N - 1 < M < N)
\]

(4.41)

\[
\epsilon^{\text{HOMO}}(M) = -A_N \quad \text{for } (N < M < N + 1)
\]

(4.42)

where \(-I_N\) and \(-A_N\) are the ionization potential (IP) and the electron affinity (EA) respectively. Therefore we start our analysis by looking at these quantities as calculated by ASIC. Also in this case we investigate different values of \( \alpha \). However here we limit ourselves only to \( \alpha = 1 \) (ASIC\(_1\)) and \( \alpha = 1/2 \) (ASIC\(_{1/2}\)).

In table 4.3 and figure 4.5 we compare the experimental negative IP for several molecules with the corresponding \( \epsilon^{\text{HOMO}} \) obtained using LSDA and ASIC. It is clear that LSDA largely underestimates the removal energies in all the cases and that the values obtained from ASIC\(_{1/2}\) are also consistently lower than the experimental value. However, as made evident by the figure, the agreement between ASIC\(_1\) and experiments is surprisingly good. In fact the mean deviation \( \delta(X) \) (\( X = \text{LSDA}, \text{ASIC}_{1/2}, \text{ASIC}_1 \)) from experiment

\[
\delta(X) = \sqrt{\frac{\sum_{i=1}^{N} \left( \epsilon^{\text{HOMO},i}_X + |\text{IP}^i_{\text{Expt}}| \right)^2}{N}}
\]

(4.43)

is 3.56 eV for LSDA, 1.69 eV for ASIC\(_{1/2}\) and only 0.58 eV for ASIC\(_1\) (\( N \) runs over the molecules of table 4.3). It is worth noting that we have excellent agreement over the whole range of molecules investigated going from \( \text{N}_2 \) to large fullerenes \( \text{C}_{60} \) and \( \text{C}_{70} \).

For comparison in figure 4.5 we have also included results obtained with a full self-consistent PZ-SIC approach [163]. Surprisingly our atomic approximation seems to pro-
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Table 4.3: Experimental Ionization potential (IP) compared to calculated HOMO eigenvalues for neutral molecules. Columns 3 and 4 present the results from ASIC with respectively $\alpha = 1/2$ and $\alpha = 1$. The experimental data are taken from reference [219].

<table>
<thead>
<tr>
<th>Molecule</th>
<th>$\epsilon_{\text{HOMO}}$ (eV)</th>
<th>-IP(eV)</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_3$</td>
<td>-4.65</td>
<td>-7.34</td>
<td>-10.06</td>
</tr>
<tr>
<td>NH$_3$</td>
<td>-5.74</td>
<td>-8.21</td>
<td>-10.79</td>
</tr>
<tr>
<td>SiH$_4$</td>
<td>-7.95</td>
<td>-10.14</td>
<td>-12.41</td>
</tr>
<tr>
<td>C$_2$H$_4$</td>
<td>-6.28</td>
<td>-8.00</td>
<td>-9.74</td>
</tr>
<tr>
<td>SiCH$_4$</td>
<td>-5.89</td>
<td>-7.57</td>
<td>-9.35</td>
</tr>
<tr>
<td>C$_2$H$_4$Cl$_2$</td>
<td>-7.23</td>
<td>-8.97</td>
<td>-10.72</td>
</tr>
<tr>
<td>C$_2$H$_6$S</td>
<td>-5.95</td>
<td>-7.65</td>
<td>-9.35</td>
</tr>
<tr>
<td>C$_2$H$_6$S$_2$</td>
<td>-5.56</td>
<td>-7.54</td>
<td>-9.53</td>
</tr>
<tr>
<td>Pyridine</td>
<td>-4.83</td>
<td>-6.57</td>
<td>-8.31</td>
</tr>
<tr>
<td>Iso-butene</td>
<td>-5.39</td>
<td>-6.98</td>
<td>-8.6</td>
</tr>
<tr>
<td>Nitrobenzene</td>
<td>-6.49</td>
<td>-8.76</td>
<td>-10.67</td>
</tr>
<tr>
<td>Naphthalene</td>
<td>-5.49</td>
<td>-7.04</td>
<td>-8.59</td>
</tr>
<tr>
<td>C$_{60}$</td>
<td>-5.06</td>
<td>-6.53</td>
<td>-8.02</td>
</tr>
<tr>
<td>C$_{70}$</td>
<td>-4.92</td>
<td>-6.40</td>
<td>-7.89</td>
</tr>
</tbody>
</table>

ASIC for molecules and solids
duce a better agreement with experiments than the self-consistent scheme, which generally overcorrects the energy levels. This is a rather general feature of the PZ-SIC scheme and it is generally acknowledged that some re-scaling procedure is needed [220, 221].

![Figure 4.5: Experimental negative ionization potential IP compared to the calculated HOMO eigenvalues for molecules. The experimental data are from reference [219], while the star symbol represents full PZ-SIC calculations from reference [163].](image)

4.5.2 Electron affinities

In Hartree Fock theory where Koopmans' theorem holds [222], the lowest unoccupied molecular orbital (LUMO) energy ($\epsilon_{\text{LUMO}}$), corresponds to the vertical EA of the $N$ electron system, if one neglects electronic relaxation. No such interpretation exists for ($\epsilon_{\text{LUMO}}$) in DFT and so the EA is not directly accessible from the ground state spectrum of the $N$ electron system. However, as equation (4.42) indicates, the EA is in principle accessible from the ground state spectrum of the $N+1-f$ ($0 < f < 1$) electron system and asserts in particular that it must be relaxation free through non-integer occupation. Unfortunately, the LSDA/GGA approximate functionals usually perform rather poorly in this regard as
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Table 4.4: Calculated HOMO eigenvalues for singly negatively charged molecules compared to experimental negative electron affinities (-EA). Columns 6, 7 and 8 present the LUMO eigenvalues for the corresponding neutral species.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>( \epsilon_{N+1}^{\text{HOMO}} ) (eV)</th>
<th>Exp. -EA (eV)</th>
<th>( \epsilon_{N}^{\text{LUMO}} ) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN(^-)</td>
<td>0.84</td>
<td>-3.86</td>
<td>LSDA</td>
</tr>
<tr>
<td>C(_2)H(^-)</td>
<td>0.94</td>
<td>-2.97</td>
<td>LSDA</td>
</tr>
<tr>
<td>CH(_3)S(^-)</td>
<td>2.42</td>
<td>-1.87</td>
<td>LSDA</td>
</tr>
<tr>
<td>OH(^-)</td>
<td>3.82</td>
<td>-1.83</td>
<td>LSDA</td>
</tr>
<tr>
<td>SiH(_3)(^-)</td>
<td>4.61</td>
<td>-1.41</td>
<td>LSDA</td>
</tr>
<tr>
<td>HOO(^-)</td>
<td>3.10</td>
<td>-1.08</td>
<td>LSDA</td>
</tr>
<tr>
<td>NH(_2)(^-)</td>
<td>3.83</td>
<td>-0.77</td>
<td>LSDA</td>
</tr>
<tr>
<td>CH(_2)(^-)</td>
<td>3.07</td>
<td>-0.65</td>
<td>LSDA</td>
</tr>
<tr>
<td>CH(_3)CO(^-)</td>
<td>2.90</td>
<td>-0.42</td>
<td>LSDA</td>
</tr>
<tr>
<td>CHO(^-)</td>
<td>3.55</td>
<td>-0.31</td>
<td>LSDA</td>
</tr>
<tr>
<td>CH(_5)(^-)</td>
<td>4.15</td>
<td>-0.08</td>
<td>LSDA</td>
</tr>
<tr>
<td>C(_{60})</td>
<td>0.03</td>
<td>-2.65</td>
<td>LSDA</td>
</tr>
<tr>
<td>C(_{70})</td>
<td>0.00</td>
<td>-2.73</td>
<td>LSDA</td>
</tr>
</tbody>
</table>

the \( N + 1 \) electron state is unbound with a positive eigenvalue. So one resorts instead to extracting electron affinities from more accurate total energy differences [223], or by extrapolating them from LSDA calculations for the \( N \) electron system [224]. This failing of approximate functionals has been traced in most part to the SI error and so SIC schemes are expected to be more successful in describing the \( N + 1 \) electron spectrum.

In table 4.4 we compare HOMO energies (denoted as \( \epsilon_{N+1}^{\text{HOMO}} \)) of several singly negatively charged molecules with the experimental electron affinities. We also report the LUMO energies for the corresponding neutral species (denoted as \( \epsilon_{N}^{\text{LUMO}} \)). LSDA relaxed geometries for the neutral molecule are used for both the neutral and charged cases. We find that various \( \epsilon_{N+1}^{\text{HOMO}} \) obtained from ASIC\(_1\) once again are in reasonably good agreement with corresponding experimental electron affinities while LSDA and ASIC\(_{1/2}\) continue to be poor even in this regard. In this case \( \delta(X) \) stands at 4.1 eV, 2.31 eV and 0.83 eV for LSDA, ASIC\(_{1/2}\) and ASIC\(_1\) respectively. Notice that \( \epsilon_{N+1}^{\text{HOMO}} \) from LSDA is positive in most cases as the states are unbound.

In figure 4.6 we present our data together with \( \epsilon_{N+1}^{\text{HOMO}} \) as calculated using the PZ-SIC [163]. Again ASIC\(_1\) performs better than PZ-SIC, that also for the EA systematically overcorrects.
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**Figure 4.6:** Experimental negative electron affinities (-EA) compared to calculated HOMO eigenvalues of negative radicals.

### 4.5.3 Vertical excitations

Having shown that ASIC offers a good description of both IP and EA for a broad range of molecules, we turn our attention to the remaining vertical ionization potentials. As mentioned before, KS-DFT lacks of Koopmans theorem, and therefore the KS energies are not expected to be close to the negative of the vertical ionization potentials. However, at least for atoms, the introduction of SIC brings a remarkable cancellation between the negative relaxation energy and the positive non-Koopmans corrections [144]. For this reason the SIC KS eigenvalues are a good approximation to the relaxed excitation energies. As an example, in table 4.5 we present the orbital energies calculated with ASIC$_1$ and ASIC$_{1/2}$ for the N$_2$ molecule. These are compared with experimental data [225] and orbital energies obtained respectively with Hartree-Fock (HF), self-consistent SIC, and SIC where molecular orbitals are used instead of localized orbitals (D-SIC) [159].

Remarkably ASIC$_1$ seems to offer good agreement over the whole spectrum, improving considerably over LSDA and in some cases even over SIC and HF results. This improvement is not just quantitative, but also qualitative. For instance while rectifying the LSDA
Table 4.5: Orbital energies of N\textsubscript{2} calculated with various methods. The results for Hartree-Fock and SIC are from reference [159]. Experimental results are from reference [225].

<table>
<thead>
<tr>
<th>Orbital</th>
<th>HF</th>
<th>SIC</th>
<th>D-SIC</th>
<th>ASIC\textsubscript{1}</th>
<th>ASIC\textsubscript{1/2}</th>
<th>LSDA</th>
<th>Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2\sigma\textsubscript{g}</td>
<td>-41.49</td>
<td>-38.86</td>
<td>-37.85</td>
<td>-38.29</td>
<td>-33.22</td>
<td>-28.16</td>
<td></td>
</tr>
<tr>
<td>2\sigma\textsubscript{u}</td>
<td>-21.09</td>
<td>-20.27</td>
<td>-16.44</td>
<td>-18.42</td>
<td>-15.64</td>
<td>-12.93</td>
<td>-18.75</td>
</tr>
<tr>
<td>3\sigma\textsubscript{g}</td>
<td>-17.17</td>
<td>-17.39</td>
<td>-13.88</td>
<td>-14.01</td>
<td>-11.70</td>
<td>-9.90</td>
<td>-15.58</td>
</tr>
<tr>
<td>1\pi\textsubscript{u}</td>
<td>-16.98</td>
<td>-16.33</td>
<td>-16.68</td>
<td>-15.97</td>
<td>-13.74</td>
<td>-11.54</td>
<td>-16.93</td>
</tr>
</tbody>
</table>

Table 4.6: Orbital energies for CO, HF and H\textsubscript{2}O calculated with LSDA and ASIC\textsubscript{1}. The experimental results are from reference [226] and references therein.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Orbital</th>
<th>LSDA</th>
<th>ASIC\textsubscript{1}</th>
<th>Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>5\sigma</td>
<td>-8.74</td>
<td>-12.85</td>
<td>-14.01</td>
</tr>
<tr>
<td></td>
<td>1\pi</td>
<td>-11.54</td>
<td>-16.64</td>
<td>-16.91</td>
</tr>
<tr>
<td></td>
<td>4\sigma</td>
<td>-13.97</td>
<td>-19.36</td>
<td>-19.72</td>
</tr>
<tr>
<td>HF</td>
<td>1\pi</td>
<td>-9.83</td>
<td>-16.96</td>
<td>-16.19</td>
</tr>
<tr>
<td></td>
<td>3\sigma</td>
<td>-13.61</td>
<td>-19.68</td>
<td>-19.90</td>
</tr>
<tr>
<td>H\textsubscript{2}O</td>
<td>1b\textsubscript{1}</td>
<td>-7.32</td>
<td>-13.38</td>
<td>-12.62</td>
</tr>
<tr>
<td></td>
<td>3a\textsubscript{1}</td>
<td>-9.32</td>
<td>-14.66</td>
<td>-14.74</td>
</tr>
<tr>
<td></td>
<td>1b\textsubscript{2}</td>
<td>-13.33</td>
<td>-18.03</td>
<td>-18.55</td>
</tr>
</tbody>
</table>

spectrum of the N\textsubscript{2} molecule, ASIC\textsubscript{1} preserves the correct order between 3\sigma\textsubscript{g} and 1\pi\textsubscript{u} orbitals, which are erroneously inverted by both SIC and HF. So why does ASIC perform better than the other methods with regards to removal energies? In LSDA, electron relaxation typically cancels only half of the non-Koopmans contributions, resulting in energies that are too shallow [144]. In contrast HF lacks energy relaxation and the orbital energies are too deep. The reason why ASIC\textsubscript{1} performs better than self-consistent SIC is less clear. As a general consideration, also for the case of vertical ionization energies self-consistent SIC seems to overcorrect the actual values. Thus the SIC potential appears too deep, and the averaging procedure behind the ASIC approximation is likely to make it more shallow.

As a further test we calculated the orbital energies for a few other molecules and compared them both with LSDA and experiment [226]. These are presented in table 4.6. Again the ASIC\textsubscript{1} results compare rather well with experiment, and we can conclude that the ASIC method offers a rather efficient and inexpensive theory for single particle vertical excitations.
4.5.4 HOMO-LUMO gap and discontinuity of the exchange and correlation potential

We are now in a position to discuss the HOMO-LUMO gap in ASIC. As already mentioned, even for the exact XC functional, the KS gap \( E_{g}^{KS} = \epsilon_{LUMO}^{HOMO} - \epsilon_{LUMO}^{HOMO} \) does not account for the actual quasi-particle gap \( E_{g} = I_{N} - A_{N} \). This in turn is the sum of \( E_{g}^{KS} \) and the discontinuity of the exchange and correlation potential \( \Delta_{xc} \). Equivalently

\[
\Delta_{xc} = \lim_{f \to 0^+} \epsilon_{N+f}^{HOMO} - \epsilon_{N}^{LUMO}
\]

(4.44)

i.e. \( \Delta_{xc} \) is the discontinuity in the eigenvalue of the LUMO state at \( N \). Therefore, in order to extract the actual gap from the KS gap, provided that the spectrum is reasonably well described at integer electron numbers \( N \), what remains is to model the derivative discontinuity at \( N \) and ensure that \( \epsilon_{N+f}^{HOMO} \) is relaxation free for \( (0 < f < 1) \). Local and semi-local (LSDA/GGA) XC functionals lack such a discontinuity, while self-interaction corrections are able to restore it, at least in part. For instance the PZ-SIC scheme is successful in this regard.

In figure 4.7 we illustrate the ionization curve for the ethylene \((C_{2}H_{4})\) molecule as the occupation of the HOMO state is varied from 0 to 1 in going from the ionized \( C_{2}H_{4}^{+} \) to the netural \( C_{2}H_{4} \) state.

Figure 4.7: Ionization curve for the ethylene \((C_{2}H_{4})\) molecule as the occupation of the HOMO state is varied from 0 to 1 in going from the ionized \( C_{2}H_{4}^{+} \) to the netural \( C_{2}H_{4} \) state.

In figure 4.7 we illustrate the ionization curve for the ethylene \((C_{2}H_{4})\) molecule as the
occupation of the HOMO state is varied from 0 to 1 in going from the ionized C$_2$H$_4^+$ to the neutral C$_2$H$_4$ configuration. It is seen that among the three schemes presented, only the PZ-SIC scheme approximately models the behaviour required by the equation (4.41). The ASIC HOMO eigenvalue roughly agrees with the PZ-SIC eigenvalue at integer occupation but behaves linearly through non-integer values. Thus we find that the derivative discontinuity for the molecule is smoothed out in ASIC, which still connects continuously different integer occupations. This is one of the limitations of the atomic representation employed in ASIC.

In view of the foregoing discussion, the actual size of the HOMO-LUMO gap in ASIC becomes significant with a direct bearing on the physics described. Ideally, we want $\epsilon^{\text{LUMO}}(N)$ (LUMO for the $N$-electron system) to be as close to $\epsilon^{\text{HOMO}}(N + 1)$ so that the range of eigenvalue relaxation through fractional occupation numbers $M \in (N, N + 1)$ is minimized. Looking at columns 6, 7 and 8 in table 4.4 however, we see that for almost all the molecules, this is hardly the case. The agreement between $\epsilon^{\text{LUMO}}(N)$ and $\epsilon - \epsilon_A$ from experiment ($\simeq \epsilon^{\text{HOMO}}(N + 1)$) for ASIC$_1$ is quite poor implying a considerable energy range spanning fractional particle number. We still expect this energy range to be smaller for ASIC$_1$ than LSDA. It is also apparent from the table 4.4 that $\epsilon^{\text{ASIC}}_1(N)$ usually differs from $\epsilon^{\text{LUMO}}_{\text{LSDA}}(N)$ and in fact by considerable magnitudes in some cases. Thus the ASIC$_1$ “correction” to the empty LUMO state does not vanish in contrast to the PZ-SIC scheme where, by definition, the empty eigenstates are SIC free.

Since the SIC operator $v_\sigma^{ASIC}$ is constructed in an atomic orbital representation, the correction to any KS eigenstate $\psi_n^\sigma$ either filled or empty

$$\delta E^{\sigma}_{\text{ASIC}} = \langle \psi_n^\sigma | v_\sigma^{ASIC} | \psi_n^\sigma \rangle$$

is not necessarily zero unless $\psi_n^\sigma$ only projects onto empty atomic orbitals. Also this correction to the LUMO with respect to the LSDA is negative in most cases, exceptions being NH$_2$ and CH$_3$ where it is desirably positive. Thus the fundamental HOMO-LUMO gap in ASIC is a combination of both the HOMO and LUMO corrections. Table 4.7 shows how this combination works out in ASIC$_{1/2}$ and ASIC$_1$ when compared to LSDA. The molecular test set is the same as that in table 4.3.

We see in almost all cases the ASIC gap is systematically larger than the LSDA one. This is expected because the correction to the HOMO is usually much stronger than that to the LUMO. In general, ASIC is expected to work well for systems where the occupied and un-occupied KS eigenstates of the extended system have markedly different atomic orbital
Table 4.7: HOMO-LUMO gap obtained from ASIC compared to the LSDA value. The values marked with * correspond to unbound LUMO levels.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>$\epsilon_{\text{LUMO}} - \epsilon_{\text{HOMO}}$ (eV)</th>
<th>LSDA</th>
<th>ASIC$_{1/2}$</th>
<th>ASIC$_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_3$</td>
<td>1.92</td>
<td>4.75</td>
<td>7.59</td>
<td></td>
</tr>
<tr>
<td>NH$_3$</td>
<td>7.1*</td>
<td>9.29*</td>
<td>11.61*</td>
<td></td>
</tr>
<tr>
<td>SiH$_4$</td>
<td>8.44*</td>
<td>9.68</td>
<td>10.94</td>
<td></td>
</tr>
<tr>
<td>C$_2$H$_4$</td>
<td>5.81</td>
<td>6.59</td>
<td>7.38</td>
<td></td>
</tr>
<tr>
<td>SiCH$_4$</td>
<td>6.19</td>
<td>7.07</td>
<td>8.06</td>
<td></td>
</tr>
<tr>
<td>CH$_3$CHCl$_2$</td>
<td>5.79</td>
<td>6.84</td>
<td>7.88</td>
<td></td>
</tr>
<tr>
<td>C$_4$H$_6$S</td>
<td>4.46</td>
<td>5.13</td>
<td>5.8</td>
<td></td>
</tr>
<tr>
<td>C$_2$H$_6$S$_2$</td>
<td>4.44</td>
<td>6.02</td>
<td>7.6</td>
<td></td>
</tr>
<tr>
<td>Pyridine</td>
<td>3.85</td>
<td>4.56</td>
<td>5.26</td>
<td></td>
</tr>
<tr>
<td>Benzene</td>
<td>5.22</td>
<td>5.9</td>
<td>6.59</td>
<td></td>
</tr>
<tr>
<td>Iso-butene</td>
<td>4.88</td>
<td>5.56</td>
<td>6.26</td>
<td></td>
</tr>
<tr>
<td>Nitrobenzene</td>
<td>3.25</td>
<td>4.03</td>
<td>4.42</td>
<td></td>
</tr>
<tr>
<td>Naphthalene</td>
<td>3.36</td>
<td>3.83</td>
<td>4.29</td>
<td></td>
</tr>
<tr>
<td>C$_{60}$</td>
<td>1.62</td>
<td>1.87</td>
<td>2.12</td>
<td></td>
</tr>
<tr>
<td>C$_{70}$</td>
<td>1.75</td>
<td>1.99</td>
<td>2.23</td>
<td></td>
</tr>
</tbody>
</table>
signatures being derived predominantly from filled and empty atomic orbitals respectively. In such a case, the ASIC correction to the empty states would be nullified in being scaled by near-zero atomic orbital populations. In some cases, provided phase factors combine suitably, the correction to the empty states can even be positive with respect to the same in LSDA.

4.5.5 Final Remarks

Before we conclude, we discuss some general properties of the ASIC method which are relevant to any orbital dependent SIC implementation and also some possible pitfalls. As with other SIC schemes, ASIC is not invariant under unitary transformations of the orbitals used in constructing the SIC potential. Thus the ASIC correction is likely to change as the atomic orbitals used for projecting onto the KS eigenstates of the system are rotated or transformed otherwise. Unlike the Perdew-Zunger method however, there can be no variational principle over all possible unitary transformations of the atomic orbitals because in the general case they do not represent the Hamiltonian of the system under consideration. This also implies that if the scheme is used with a system that is already well described by LSDA, the “correction” additional to the LSDA result does not necessarily vanish. Simple metals and narrow gap systems are likely candidates for this scenario.

Furthermore, its pertinent to mention that ASIC becomes ineffective if not counterproductive for materials with homonuclear bonding, in which valence and conduction bands have the same atomic orbital character. In this situation the ASIC potential will shift the bands in an almost identical way, without producing any quantitative changes, such as the opening up of the KS gap. Note that this is a pitfall of the ASIC approximation, which distinguishes occupied from empty states only through their projected atomic orbital occupation, but not of the SIC in general. Typical cases are those of Si and Ge. The KS gap in Si goes from 0.48 eV in LSDA to only 0.57 eV for ASIC$_{1/2}$, while Ge is a metal in both cases. In addition the LSDA calculated valence bandwidths of 12.2 eV for Si and 12.8 eV for Ge, in good agreement with experiments, are erroneously broadened to 14.3 eV and 14.8 eV respectively.
4.6 Conclusions

In conclusion, we have implemented the ASIC scheme proposed by Filipetti and Spaldin within the pseudopotential and localized orbital framework of the SIESTA code. We have then investigated a broad range of semiconductors and molecules, with the aim of providing a reasonable estimate for the scaling parameter $\alpha$. We found that $\alpha = 1$, which accounts for the full atomic SI, describes surprisingly well ionic semiconductors and molecules. In particular for molecules, both the IP and the EA can be obtained with good accuracy from the HOMO KS eigenvalues respectively for the neutral and singly charged molecule. This makes the ASIC scheme particularly suited for application such as quantum transport, where the position of the HOMO level determines most of the $I-V$ curve.

In contrast III-V and II-VI semiconductors are better described by $\alpha = 1/2$, which corrects the atomic SI for screening. This makes ASIC$_{1/2}$ an interesting effective band theory for semiconductors. The relation of the present scheme with the fully self-consistent SIC methods has been emphasized, and so has been that with LDA+$U$. 
4.6 Conclusions
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Ferromagnetism driven by intrinsic point defects in HfO$_2$

5.1 Introduction

HfO$_2$ (Hafnia) is a well known wide band gap insulator (Eg $\approx$ 5.8 eV) with a high dielectric constant. It also exhibits high thermal stability and is commonly used in optical and protective coatings. HfO$_2$ occurs in three different bulk crystalline phases at atmospheric pressure, the monoclinic C$_{2h}$ phase (space group P2$_1$/c) is predominant at low temperatures while the tetragonal D$_{4h}^{15}$ phase (space group P4$_2$/nmc), and the cubic fluorite O$_h^5$ phase (space group Fm3m) are high temperature phases stable above 2000 K and 2870 K respectively. As a member of the family of high-k dielectrics, HfO$_2$ has been extensively studied in recent times both experimentally and theoretically [227, 228] because of its potential for substituting SiO$_2$ as a gate dielectric in microelectronic devices. First-principles investigations of the physics of defects in Hafnia [229, 230] also reflect this trend.

In its stoichiometric bulk phase, HfO$_2$ is diamagnetic with susceptibility $\chi = -1.6 \times 10^{-9}$ m$^3$kg$^{-1}$ and presents no evidence of any long range magnetic order. However in recent experimental studies [231, 232], it was observed that heating HfO$_2$ powders in a reducing atmosphere, gives rise to a small but detectable ferromagnetic moment, which can then be reversibly removed by annealing in an oxygen rich atmosphere. The effects were also observed to be more substantial in HfO$_2$ thin films grown by pulsed-laser deposition on various substrates [232]. Furthermore, the magnetic moment appeared to show no systematic dependence on thin-film thickness and moments in the range of 300 ± 150 $\mu_B$/nm$^2$, which corresponds roughly to 0.1 $\mu_B$/Hf, were observed for film thicknesses in the range of 45–300 nm. Sig-
significantly, the Curie temperature was reported to be well above 500 K. These observations suggest that the detected ferromagnetic moments are somehow driven by the presence of lattice defects in the material whose concentration can vary significantly depending upon several factors such as grown conditions, post growth treatment, thin-film texture and morphology. Also the possibility of rogue impurity phases of magnetic materials such as Iron although cannot be completely ruled out, is rather unlikely as the magnetic moments were detected in highly pure samples. Interestingly, the magnetism detected on oriented thin-films was also found to exhibit significant anisotropy with the saturation moment being roughly three times larger when the field is applied perpendicular to the film than when the field is in-plane. This suggests that there might be an orbital contribution to the magnetic moment in these systems. However, in spite of the large anisotropy, the hysteresis is found to be small at any temperature with only a tiny remanence and a weak coercivity of the order of a few millitesla.

With most of the experimental evidence pointing towards intrinsic defects as the likely source behind the observed ferromagnetic moments, the defect physics of Hafnium Oxide needs to be re-visited in an effort to establish the identity and the electronic structure of the lattice defects capable of producing ferromagnetism. First principles density functional theory (DFT) investigations are well suited to addressing this problem as relevant information such as the energetics of defect formation, the structure of impurity bands, the spin state of localized defect states and magnetic coupling energies between defects can be readily obtained from supercell calculations. In fact, theoretical investigations into the possibility of intrinsic point defect driven ferromagnetism in otherwise non magnetic compounds have been previously carried out for several systems such as CaB$_6$ [233], CaO [234]. The spin states of point defects in semi-conductors are determined by several competing factors such as symmetry driven orbital degeneracy, the possibility of Jahn-Teller distortions and coulomb interactions between localized electrons. For example, vacancy sites in systems such as CaB$_6$, CaO or SiC, are characterized by the high symmetry, either octahedral or tetrahedral around the vacancy site. This invariably leads to a highly degenerate single particle spectrum, which may then present high spin states. In CaO for instance Coulomb repulsion stabilizes the two holes occupying the degenerate molecular orbital associated to the Calcium vacancy $V_{Ca}$ in a triplet ground state [234]. However, for a Si vacancy in cubic SiC, the occurrence of a magnetic Jahn-Teller distortion stabilizes the spin singlet relative to the triplet state otherwise expected from the $T_d$ symmetry and the degenerate single particle spectrum [235]. Once it is ascertained that a certain point defect
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within the material under investigation indeed exhibits a spin polarized ground state, the question of inter-defect magnetic coupling can then be addressed.

In the case of HfO₂, it was initially suggested that the detected magnetic moments probably arose from partially filled d-orbitals derived from Hafnium atoms coordinating Oxygen vacancies (V₀) in the system. Since the nominal valence of Hf in HfO₂ is 4+, which leaves Hf atoms with an empty d-shell, the name “d⁰ magnetism” fits the case in question rather well. However, upon testing the above conjecture using DFT electronic structure calculations, we find that Oxygen vacancies in monoclinic HfO₂ exhibit a doubly occupied singlet ground state that cannot support a magnetic moment. Further investigations reveal that the observed ferromagnetism is most likely due to the presence of Hafnium (cation) vacancy sites (Vₜₚ) that form high spin states derived mainly from the Oxygen 2p orbitals coordinating the Vₜₚ. Interestingly, Hafnium vacancies in monoclinic HfO₂, are radically set apart from cation vacancies in systems such as CaO, by the complete lack of symmetry around the vacancy site. The defect single particle spectrum is completely non-degenerate and yet, as our DFT calculations show, they exhibit magnetic ground states. In what follows, we present a detailed account of our DFT calculations that investigate both the local electronic structure of the relevant point-defects and the inter-defect magnetic couplings needed to produce a ferro-magnetic ground state in HfO₂. After a brief glance first at the ground state electronic structure of stoichiometric HfO₂ in the monoclinic phase, we look at the nature of Oxygen vacancies in HfO₂. We then present results for the case of Hafnium vacancies and also investigate some interesting differences between the Vₜₚ in monoclinic, tetragonal and cubic HfO₂.

5.2 Computational Details

The DFT calculations are carried out using the LCAO electronic structure code SIESTA [236]. The local spin density approximation (LSDA) is chosen as the approximate exchange-correlation (XC) potential and in particular, the Ceperly-Alder [237] parameterization of the XC potential is employed. Test calculations using the generalized gradient approximation (GGA), are seen to yield qualitatively similar results. We use the numerical localized atomic orbital basis set implemented in SIESTA including polarized orbitals with an energy shift of 0.01 eV [236]. Standard norm-conserving scalar relativistic pseudo-potentials generated using the Troullier-Martins scheme [238] are employed. The pseudo-atomic orbital (PAO) basis set and pseudo-potential configurations employed for each of the atomic
species involved in the calculations are listed in table 5.1. Note that the Hf-4f states are included in the core. \(k\)-point sampling is done over a 6x6x6 Monkhorst-Pack (MP) mesh for the twelve atom monoclinic unit cell and the mesh is scaled appropriately for larger cells. For instance, a 3x3x3 MP mesh is used for a 2x2x2 supercell containing 96 atoms. The energy cutoff defining the equivalent planewave cutoff for the numerical integration grid is set at a value of 250.0 Rydbergs. In all cases, the atoms in the supercell are relaxed until all the forces are smaller than 0.05 eV/Å.

<table>
<thead>
<tr>
<th>Atomic Species</th>
<th>Electronic Configuration</th>
<th>Basis set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hf</td>
<td>[Xe 4f14] 6s^25d^2</td>
<td>6s-DZP,5d-DZ</td>
</tr>
<tr>
<td>O</td>
<td>[He]2s^22p^4</td>
<td>2s-DZ,2p-DZP</td>
</tr>
<tr>
<td>N</td>
<td>[He]2s^22p^3</td>
<td>2s-DZ,2p-DZP</td>
</tr>
</tbody>
</table>

Table 5.1: The electronic configuration used for the generation of the pseudo-potentials and the PAO basis sets employed for various atomic species are shown. SZ - single zeta, DZ - double zeta, DZP - double zeta plus polarization

5.3 Defect free HfO\(_2\)

Monoclinic HfO\(_2\) crystallizes in the Baddeleyite structure with 12 atoms or 4 formula units in the primitive unit cell (Fig. 5.1(a)). Within this structure, each Hf cation is coordinated by 7 O ions, while two non-equivalent O ion sites coordinated respectively by 3 or 4 Hf ions can be identified. Henceforth in the text, the O ions surrounded by 3 nearest neighbour (NN) Hf ions are labeled as O3 and the ones surrounded by 4 NN Hf ions are labeled O4. Each Hf ion therefore has 3 O3 and 4 O4 nearest neighbours. Some calculated and experimental structural parameters for the bulk unit-cell of monoclinic Hafnia are shown in table 5.2. As is usually the case, LDA is seen to slightly under-estimate the lattice constant in comparison to experiment. The LDA band structure of stoichiometric HfO\(_2\) is shown in Fig. 5.1(b). The band gap \(E_g\) although under-estimated in comparison to the experimental value of 5.8 eV, is still substantially large at \(\sim 3.6\) eV. One would therefore expect the position of various mid-gap defect states to be relatively insensitive to the band gap error and the defect physics to be accurately described within LDA/LSDA for a range of Fermi energies. The top of the valence band (VB) in HfO\(_2\) is composed predominantly of O-2p states while the conduction band (CB) is chiefly Hf-5d in character. Also, the O-2s states are seen to be very deep in energy and do not hybridize strongly with any of
Figure 5.1: (a) The bulk unit-cell of monoclinic HfO$_2$ is shown with the larger Hf ions shown in blue and O ions in red. Panel (b) shows the LDA band structure of monoclinic HfO$_2$. The Fermi level at 0 eV, is aligned with the top of the valence band. In (c1) the total density of states corresponding to the band structure shown in Fig. 5.1(b) is plotted. (c2) PDOS for the Hf–5d states (c3) PDOS for the O–2p states (c4) PDOS for the O-2s states. Clearly the top of the VB of HfO$_2$ is composed mostly of O-2p orbitals while the bottom of the CB is Hf-5d in character.
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Calculated</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td>a (Å)</td>
<td>5.103</td>
<td>5.1187</td>
</tr>
<tr>
<td>b/a</td>
<td>1.018</td>
<td>1.010</td>
</tr>
<tr>
<td>c/a</td>
<td>1.032</td>
<td>1.035</td>
</tr>
<tr>
<td>β (degrees)</td>
<td>99.29</td>
<td>99.18</td>
</tr>
<tr>
<td>Volume (Å³)</td>
<td>34.44</td>
<td>34.62</td>
</tr>
</tbody>
</table>

Table 5.2: Comparison between calculated and experimental parameters [229] for the bulk unit-cell of monoclinic HfO₂. a,b,c are the lengths of the 3 cell vectors while β is the angle between cell vectors a and c. The volume indicated is the volume per formula unit.

To test the hypothesis that partially occupied Hf-5d states centered around VO sites could support ferromagnetism [231], we investigate first the electronic structure of Oxygen vacancies (VO) in HfO₂. The local geometry around both kinds of VO sites is shown in Fig. 5.2. A description of the various defect formation energetics is outside the scope of our work (see reference [229]), as our main focus is on the electronic and magnetic structure of the defects. However it's worth noting that VO₃ is stabler than VO₄ by about 62 meV suggesting that the former might be the slightly more predominant form of VO.

Figure 5.2: The geometries around Oxygen vacancies VO₃, VO₄ are shown. The dummy atom at the site of the O vacancy is included for clarity and shown in green. The VO₄ site forms an imperfect tetrahedron while the VO₃ site forms an almost planar trigonal structure with the coordinating Hf atoms.
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Figure 5.3: Spin resolved total DOS for Oxygen deficient HfO$_2$. The defect states are labeled according to figure 5.2 based on the type of VO they represent. VO$_3$ and VO$_4$ represent occupied mid-gap states while VO$_4^*$ and VO$_3^*$ denote the empty anti-bonding type states at the bottom of the conduction band. The vertical line indicates the position of the Fermi level ($E_F = 0$ eV). Note that both VO$_3$ and VO$_4$ are doubly occupied in their neutral ground state and are non-magnetic.

An Oxygen vacancy in both the three and four fold coordinated case leads to the formation of a set of impurity levels, with a low lying level in the HfO$_2$ band gap (labeled VO$_3$ and VO$_4$) and a set of higher lying levels just below the conduction band (labeled VO$_3^*$ and VO$_4^*$, see figure 5.3). These impurity levels are formed from a re-hybridization of the dangling 6s and 5d orbitals of Hf atoms coordinating the vacancy site. Of these states, the lower lying one in the band gap is filled by two electrons while the higher lying states are empty. Thus VO is an n-type defect as it results in two electrons occupying conduction band derived cation orbitals. These electrons in the perfect crystal would nominally occupy O-2p orbitals which form part of the valence band. The LDOS shown in Fig. 5.4 provide a view of the charge density distribution of the various VO states in space. Its interesting to note that the doubly occupied mid-gap states (VO$_3$ and VO$_4$) are localized in the interstitial region of the vacancy with lobes pointing towards the dangling Hf ions. The higher lying empty defect states (VO$_3^*$ and VO$_4^*$) meanwhile are localized on the Hf ions around the vacancy and the Hf-5d contribution to the charge density is also apparent.

The non-magnetic nature of the ground state for both VO$_3$ and VO$_4$ is apparent from the the PDOS in Fig. 5.3 wherein the doubly occupied defect state is seen to be completely non-spinpolarized. Furthermore, the system remains effectively semiconducting and the
Figure 5.4: Iso-surfaces showing the spatial distribution of the charge density for the $V_O$ derived defect states are shown. Panels (a) and (c) show the density iso-surfaces for the low lying mid-gap states $V_{O3}$ and $V_{O4}$ respectively. Panels (b) and (d) present the density iso-surfaces for the higher lying sub-CB states $V_{O3}^*$ and $V_{O4}^*$ respectively. Clearly the bonding states $V_{O3}$ and $V_{O4}$ are well localized within the interstitial region at the vacancy site while the anti-bonding type $V_{O3}^*$ and $V_{O4}^*$ show significant amplitude on the Hf ions directly coordinating the vacancy.
V\textsubscript{O}s are unlikely to contribute any free carries to the system. It is worth analyzing the orbital symmetry of the V\textsubscript{O} states in order to understand why they do not lead to a magnetic ground state. If we assume for the moment that the Hf atoms coordinating the V\textsubscript{O4} and the V\textsubscript{O3} sites form a perfect tetrahedron and a perfect trigonal plane respectively, resulting in local $T_d$ and $C_{3v}$ symmetries, then the single particle molecular orbital ground state in each case would be a completely symmetric and non-degenerate $a_1$ and $a_1'$ singlet respectively. Similarly the higher lying $\sigma$-bonding single particle states would be a $t_2$ triplet in the V\textsubscript{O4} case and a $e'$ doublet in the V\textsubscript{O3} case. Deviation from perfect symmetry, as in the actual case, of course means that the degeneracies of the higher lying states are lifted and the energy levels suitably reordered. Nevertheless, the ground state remains an orbital singlet. The higher lying states (labeled V\textsuperscript{*}\textsubscript{O3}, V\textsuperscript{*}\textsubscript{O4} in either case) are well separated in energy from the low-lying singlet level. Configurations with one electron promoted to the higher lying states lie prohibitively higher in energy relative to the ground state thus ruling out electron promotion. Since two electrons occupying an orbital singlet anti-align their spins, the resulting ground state is non-magnetic.

![Graph](image)

Figure 5.5: Spin resolved total DOS for Oxygen deficient HfO\textsubscript{2} under additional $p$ and $n$ doping is presented. (a) Calculated DOS in the $p$-doping case for a (V\textsubscript{O3}, N\textsubscript{O}) system in a 48 atom supercell. The V\textsubscript{O3} state is singly ionized and spin-splits with a magnetic moment of 1$\mu$\textsubscript{B}. The N-2p states are also indicated. (b) Calculated DOS in the n-doped scenario for a V\textsubscript{O4} type vacancy in a 48 atom supercell. The higher lying V\textsuperscript{*}\textsubscript{O4} state is now partially occupied and exhibits a weak spin-polarization. The Fermi level is set at 0.0 eV.

We then investigate the effect of additional doping of the Oxygen deficient system starting with partial $p$-doping achieved by substituting an electron acceptor like N at an
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O site \((N_0)\). In figure 5.5(a) we present the DOS for a \((V_{O3}, N_0)\) system, bearing in mind that the situation for a \((V_{O4}, N_0)\) system is qualitatively the same. In this case one electron is removed from the \(V_O\) level, and it compensates the hole in the N-2p states. This therefore represents the oxygen vacancy state in its singly ionized \((V^+_O)\) configuration. The \(V^+_O\) configuration would be stable in real samples when the Fermi level occupies a mid-gap position between 1 eV to 0.5 eV from the conduction band minimum (CBM). Owing to its localized nature, the defect level spin splits with a magnetic moment of \(1 \mu_B\) per vacancy. We then check whether these localized moments on the \(V^+_O\) interact with each other by considering a larger supercell containing two \(V_{O3}\) and two \(N_0\) and comparing total energies for ferromagnetic and anti-ferromagnetic alignment of the magnetic moments on the two \(V_{O3}\) sites. We find very little difference in the total energy irrespective of the \(V_{O3}-V_{O3}\) separation and so we conclude that the isolated moments are not magnetically coupled. Thus the mid gap \(V_O\) states cannot support ferromagnetism either at double or single occupation and the system can at best be paramagnetic.

Although HfO\(_2\) is a wide gap dielectric material with very low n-type carrier concentrations in the conduction band, we study the prospect of additional n-doping in Oxygen deficient HfO\(_2\) in order to investigate the effect of occupying the higher lying \(V^*_{O3}\) and \(V^*_{O4}\) states. We consider 48 atom supercells containing one \(V_O\) site with an extra electron added to the supercell. A neutralizing positive background charge is also applied. Since the \(V^*_{O3}\) and \(V^*_{O4}\) states are situated just below the conduction band the extra electron occupies these states. Interestingly both the \(V^*_{O3}\) and \(V^*_{O4}\) states exhibit some degree of spin-polarization with a magnetic moment of \(\sim 0.04 \mu_B\) and \(\sim 0.4 \mu_B\) per cell for \(V^*_{O3}\) and \(V^*_{O4}\) respectively. Figure 5.5(b) presents the calculated DOS for one \(V_{O4}\) with additional electron doping. Therefore even the higher-lying \(V_O\) derived states seem capable of supporting local moments provided they are fractionally occupied. To check however, if these defect states are capable of giving rise to ferromagnetism, we consider a 96 atom supercell with two \(V_{O4}\) defects and introduce two extra electrons into the cell. We compare the total energies of the parallel and anti-parallel configurations of the local moments around each vacancy site. In the parallel configuration, the total magnetic moment on the supercell is \(\sim 0.6 \mu_B\) and in the anti-parallel case the total moment is seen to be \(\sim 0 \mu_B\). This indicates that the two electrons added are approximately localized one on either \(V_O\) site with a moment of \(\sim 0.3 \mu_B\) per site. However the magnetic coupling between the two \(V_O\) sites is seen to rather small at \(\sim 1\) meV. Hence it seems that none of the defect states associated to Oxygen vacancies in Hafnia are capable of producing long range ferro-magnetism.
5.5 Hafnium Vacancies

In this section we present the electronic structure of Hafnium vacancies (V_{HF}) in monoclinic HfO$_2$ and investigate whether V$_{HF}$ derived defect states can lead to ferromagnetic order. In monoclinic HfO$_2$, each Hf atom is coordinated by seven O atoms three of which are of type O3 and the remaining four of type O4. The two types of O ions differ in their Hf coordination number in the crystal as described previously. For the purposes of the following discussion, around a given Hf ion site, we label the 3 first NN O3 type ions around the site as O$_A$ and the 4 NN O4 type ions by O$_B$. O ions beyond a first NN distance from the Hf site under consideration are labeled as O$_C$ regardless of their local coordination. The local geometry around a Hf site is shown in Fig.5.6(a). In the perfect crystal, the O-2p levels are fully filled and form the bulk of the valence band. Since Hf is a cation with a 4+ valence, the removal of a neutral Hf atom introduces four empty states among the O-2p levels. The spin occupation of these four states establishes whether or not the V$_{HF}$ system is magnetic.

At this point we present our LSDA results for the ground state of Hf deficient HfO$_2$. We consider a 2x2x2 supercell containing 96 atoms. Only one Hf vacancy is introduced in the supercell and upon relaxation the O atoms are seen to move outwards around the vacancy site by about 0.15 Å. In figure. 5.6(b) we present the DOS for the supercell in the fully re-

Figure 5.6: (a) Local geometry at a Hf site in monoclinic HfO$_2$ is shown. The two types of O ions directly coordinating a Hf site (see text) are indicated with the O$_A$ type ions shown in red and the O$_B$ type ions in green. The larger Hf ion is shown in blue. (b) Spin resolved DOS for one V$_{HF}$ is a 96 atom HfO$_2$ supercell. The top of the VB is spin-polarized with hole states mostly confined to the minority spin. E$_F$ is set at 0.0 eV.
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laxed geometry. The valence band is clearly spin split, with the compensating holes mostly confined to the down spin states resulting in an almost half metallic ground state with a magnetic moment of 3.52 $\mu_B$ per vacancy. Prior to relaxation the system is completely half metallic with an integer magnetic moment of 4 $\mu_B$ per vacancy. The relaxation involves a considerable redistribution of the hole density over the O atoms around the vacancy site as shown in figure 5.7, with the magnetism coming predominantly from the O_A type atoms. The observed charge re-ordering is driven by large scale re-hybridization, upon relaxation,

Figure 5.7: (a) Density iso-surface (in green) for the highest, minority-spin $V_{HF}$ derived hole state in the fully relaxed geometry is shown. In panles (b) and (c), the hole density before (b) and after (c) geometric relaxation is presented. For clarity only the O ions directly surrounding the $V_{HF}$ site are shown. During the course of relaxation the charge density (hole density) is re-distributed clumping mainly on the three O_A type O atoms. As a result the O_B type atoms lose most of their spin polarization. The central atom is a dummy atom included only for clarity.

of the orbitals constituting the impurity levels with the crystalline surroundings. We find that the holes clump together on and around the O_A atoms and their nearest O_C type neighbours. Figure 5.8 shows the localization of the magnetic moment around the vacancy site, where this outward spread in the spin polarization during the course of relaxation is
Having studied the real space distribution of the magnetic moment, we now look at the symmetry aspect of the defect states. Looking at the local symmetry around the \( V_{\text{Hf}} \) site, in the spirit of a defect molecule model, we find a trivial \( C_1 \) point group for the seven coordinating \( O \) ions. Thus the localized defect orbitals generated from combining the dangling \( O-2p \) orbitals form a set of non-degenerate levels, and the high spin state arises from single occupation of the four topmost defect levels (insets of figure 5.9). Interestingly the calculated magnetic moment \((\sim 4\mu_B)\) cannot originate from a single set of orbitally degenerate defect levels even in the most symmetric octahedral coordination. In fact the largest orbital degeneracy allowed is just three fold, and a total spin \( S=2 \) for a configuration of four spin \( 1/2 \) particles is ruled out by the Pauli principle. This means that in any case a set of non degenerate orbitals must be involved in the high spin configuration. As non-degenerate orbitals differ in single particle properties (kinetic and ionic energies), the final configuration of the four spin \( 1/2 \) particles is decided not just by mutual Coulomb repulsion or exchange energy but by an interplay between all contributions in the Hamiltonian.

Looking at the relative energetics of different possible electronic configurations of the defect levels helps to see what stabilizes the high spin ground state. To this end, we perform fixed spin moment calculations, for the two limiting cases of \( S=2 \) and \( S=0 \) (see table 5.3).
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Figure 5.9: Magnetic moment per $V_\text{Hf}$ as a function of the average distance from the vacancy site of the seven coordinating Oxygen ions. If the O ions are artificially forced to move inwards towards the $V_\text{Hf}$ center, the magnetic moment is seen to decay. In the two insets, schematic representations of the high spin $S=2$, and non-magnetic $S=0$ state are depicted.

From the calculations it emerges that the high spin configuration is expensive with regards to kinetic energy but favourable exchange and Coulomb energy stabilize it. It is likely that the higher lying orbitals are anti-bonding in character with larger kinetic energies. In fact, one expects that analogous to what happens in molecules, if the O ions around the vacancy (in the crystal) are artificially squeezed in towards the vacancy, thus driving the system highly kinetic, the higher lying defect levels would be emptied out accompanied by a fall in the magnetic moment. This is indeed seen to be the case as shown in figure 5.9.

<table>
<thead>
<tr>
<th></th>
<th>$\Delta E_{FS}$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Un-relaxed</td>
</tr>
<tr>
<td>Kinetic</td>
<td>440.79</td>
</tr>
<tr>
<td>Electrostatic</td>
<td>-435.59</td>
</tr>
<tr>
<td>Exch-corr</td>
<td>-176.57</td>
</tr>
<tr>
<td>Total</td>
<td>-171.38</td>
</tr>
</tbody>
</table>

Table 5.3: Energy differences $\Delta E_{FS} = E_{S=2} - E_{S=0}$ between the fixed-spin configurations $S=2$ and $S=0$ for various contributing terms in the Hamiltonian are shown. Both the relaxed and un-relaxed geometries around the $V_\text{Hf}$ site are considered. The kinetic energy terms favour the low-spin $S=0$ configuration while the electrostatic and exchange-correlation energies favour the high-spin $S=2$ state.
As it turns out, at the equilibrium distance in the crystal (~2.28Å), the magnetic moment is close to $4\mu_B$.

Next we address the question of the magnetic coupling between isolated vacancies, by calculating the total energy of a supercell containing two $V_{\text{Hf}}$ and comparing the energy between the ferromagnetic ($E_{\text{FM}}$) and antiferromagnetic ($E_{\text{AF}}$) alignments of the local moments on the two $V_{\text{Hf}}$ sites. We consider 96, 144 and 192 atom supercells corresponding to $V_{\text{Hf}}$ concentrations of 6.25%, 4.16% and 3.12% respectively. The strength of the calculated magnetic coupling as a function of the nominal $V_{\text{Hf}}$ concentration is presented in table 5.4. Clearly the ferromagnetic alignment is always energetically favorable, and most remarkably the coupling appears rather strong, in particular for short $V_{\text{Hf}}-V_{\text{Hf}}$ distances. This leads us to attribute the observed ferromagnetism in HfO$_2$ thin-films [231] to Hf vacancies. Mapping the calculated values of $\Delta E$ onto a simple first neighbour Heisenberg model suggests Curie temperatures above room temperature for concentrations above 6.25%.

In order to achieve a better understanding of the origin of this ferromagnetic ordering we perform an extensive study of the charge distribution by means of Mulliken population analysis. The main features are: (a) the O ions in the cell are polarized to different degrees depending on their orientation and distance relative to the vacancy site but always with the same sign, (b) the Hf ions in the cell are also polarized but importantly, the sign of polarization is opposite to that of the O, and (c) the total polarization of all the O ions in the cell is $3.92\mu_B$ and that for the Hf ions is $-0.40\mu_B$, leaving a moment of the cell of $3.52\mu_B$. This suggests that the magnetic coupling between the O ions in the cell is mediated by minority spin electron delocalization across the Hf bridge connecting the O ions. This applies also to O ions belonging to two different $V_{\text{Hf}}$ sites. The delocalization is larger when local moments on the two $V_{\text{Hf}}$ are ferromagnetically aligned resulting in lower kinetic and exchange energies relative to the anti-ferromagnetic case.

<table>
<thead>
<tr>
<th>$V_{\text{Hf}}$ concentration</th>
<th>$\Delta E$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.25% (1)</td>
<td>-113.66</td>
</tr>
<tr>
<td>4.16% (2)</td>
<td>-50.56</td>
</tr>
<tr>
<td>3.12% (3)</td>
<td>-13.81</td>
</tr>
</tbody>
</table>

Table 5.4: Energy differences $\Delta E = E_{\text{FM}} - E_{\text{AF}}$ between ferromagnetic and antiferromagnetic alignment of the magnetic moments of two different vacancy sites. The first column indicates the defect concentration and the number in bracket the number of Hf sites separating the two vacancies.
5.6 $V_{\text{Hf}}$ in cubic and tetragonal Hafnia

Figure 5.10: Schematic showing the spin occupation of defect molecular orbitals formed at cation vacancies under different symmetries as predicted by simple molecular theory. In the cubic $O_h$ symmetry a high-spin $S=1$ ground state is expected while a low-spin $S=0$ configuration is expected for the less symmetric $T_d$ and $C_1$ geometries.

Having looked at the electronic structure of Hafnium Vacancies in monoclinic Hafnia in some detail, we now study some interesting differences between $V_{\text{Hf}}$S in the monoclinic phase and the more symmetric tetragonal and cubic phases. Although the tetragonal and cubic phases occur at very high temperatures where ferromagnetism is not an issue, the local magnetic structure of the $V_{\text{Hf}}$S in these phases is still worth investigating especially to see how the higher symmetry effects the results. Note that the Hf ion coordination number in the tetragonal and cubic phases is eight as opposed to seven in the monoclinic phase. In the cubic phase all of the eight O ions are equivalent because of the $O_h$ symmetry while in the tetragonal phase with $T_d$ symmetry around a Hf ion, the eight O ions form two groups of four equivalent O ions. The two sets of four O ions differ in their Hf-O bond distance by about ~ 0.2Å. However, in all three phases the formation of a $V_{\text{Hf}}$ leads to the creation of four hole states at the top of the O-2p valence band. In a simple defect molecule model, the spin-occupation of the four hole states is determined simply by the local symmetry around the defect. Thus a $S=1$ high-spin ground state is predicted for the $O_h$ symmetry in the cubic phase while a $S=0$ low spin state is predicted for the $T_d$
and $C_1$ symmetries of the tetragonal and monoclinic phases as illustrated schematically in Fig. 5.10. However, as seen earlier for $V_{\text{Hf}}$ in the monoclinic phase, the localized nature of the defect states invariably brings electron-electron interaction into play which might lead

and $C_1$ symmetries of the tetragonal and monoclinic phases as illustrated schematically in Fig. 5.10. However, as seen earlier for $V_{\text{Hf}}$ in the monoclinic phase, the localized nature of the defect states invariably brings electron-electron interaction into play which might lead

![Figure 5.11: Calculated density of states for a 108 atom supercell of tetragonal Hafnia with one $V_{\text{Hf}}$ (left panel). The top of the VB is spin polarized with the hole density confined to down-spin states. In the right panel, the spatial distribution of the charge density for the $V_{\text{Hf}}$ derived hole states. The holes are seen to be mostly localized on the eight O ions directly coordinating the $V_{\text{Hf}}$ site.](image)

DOS for a 108 atom supercell of tetragonal Hafnia with one $V_{\text{Hf}}$ is shown in Fig. 5.11. The supercell exhibits and integer magnetic moment of 4.0$\mu_B$ and is half metallic with the holes confined to the minority spin channel. The hole density is also seen to be localized on the eight O ions coordinating the $V_{\text{Hf}}$ with a slightly larger contribution coming from the four O ions that are closer to the vacancy site. Note that the eight O ions relax outwards by $\sim 0.11\text{Å}$. In the case of cubic Hafnia, one would expect a similar high-spin ground state for $V_{\text{Hf}}$ this time also aided by the higher $O_h$ symmetry. However, rather counter-intuitively, the ground state is seen to be a low-spin state driven by a localized to delocalized transition of the hole charge density. We consider an 81 atom supercell of cubic Hafnia containing one $V_{\text{Hf}}$. Prior to geometric relaxation around the vacancy site, a high-spin $S=2$ configuration is obtained for the $V_{\text{Hf}}$ derived hole states with a magnetic moment of 4.0$\mu_B$ on the supercell. Furthermore the hole density is seen to be localized on the eight O ions coordinating the $V_{\text{Hf}}$ site. When the geometry around the $V_{\text{Hf}}$ is allowed to relax
Figure 5.12: Calculated DOS for an 81 atom supercell of cubic Fluorite Hafnia containing one $V_{\text{Hf}}$ site. In the un-relaxed geometry, the $V_{\text{Hf}}$ derived hole states are fully spin polarized (a). Post geometric relaxation around the $V_{\text{Hf}}$ site, the hole density is no longer spin polarized (b). The corresponding charge density iso-surfaces (in green) for the $V_{\text{Hf}}$ derived hole states before (c) and after (d) relaxation are presented. The delocalization of the hole density over the supercell is apparent in (d).
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however, the magnetic moment on the cell vanishes and a S=0 low-spin configuration is stabilized. It is seen that the magnetic moment on the cell decreases during the process of geometric relaxation as the O ions coordinating the V₇ move outwards by \( \sim 0.15\text{Å} \) as shown in Fig.5.13. The relaxation is also seen to be symmetric with no distortion of the octahedral cage formed by the O ions. In the relaxed configuration, the hole density in real space is found to be delocalized over almost all of the O ions in the supercell (see Fig.5.12). A Mülliken population analysis of the atomic charge on representative O ions situated at first and third NN separation from the V₇ site is presented in table 5.5. The changes in the atomic charge and local spin-polarization on the two O ions considered clearly bring out the delocalization of the hole density with relaxation. One might understand the reason for this localized to delocalized transition as follows. In all of the three crystalline phases considered, the geometric relaxation of the O ion cage around the V₇ is outwards from the center of the V₇ site as if in a breathing mode. Thus the overlap between the dangling O-2p orbitals decreases as the O ions move away from the V₇ center and away from each other. This in turn leads to a decrease in amplitude of the defect molecular orbitals in the interstitial regions and the holes are effectively forced to localize in more atomic-like orbitals. In the monoclinic and cubic phases where all the O ions are not equivalent the hole density is able to re-distribute itself amongst a subset of the O ions whose 2p orbitals still over-lap to a sufficient degree. Thus in the monoclinic phase about 80% the hole density post relaxation is found on the O₄ type ions. In the cubic phase however, in the absence of any distortion, all the eight O ions are equivalent and the increased confinement of the hole density around the ions is energetically unfavourable owing to an increase in coulomb-repulsion most of which comes from self-interaction. Thus the holes delocalize

![Figure 5.13: Decay of the magnetic moment on the V₇ center with geometric relaxation around the site. The average distance from the vacancy site of the eight coordinating O ions (R₀) serves as a measure of the degree of relaxation.](image)
5.7 Conclusions

In summary we perform DFT calculations investigating the possibility of intrinsic defect driven ferromagnetism in HfO₂. We find that Oxygen vacancies as such form non-magnetic impurity levels unless p-type co-dopants are present. The presence of a sub CBM resonance state also leads to the formation of weak local moments on Vₐ sites in the presence of extra electron doping when the Fermi-level is just above the CBM. However, in both cases the Vₐ derived states are rather localized and show little magnetic interaction, ruling out the hypothesis of dⁿ ferromagnetism [231] in bulk HfO₂. In contrast Hf vacancies show a high spin state with an associated magnetic moment of ~3.5 µₜ. In contrast to cation vacancies in highly symmetric lattices, Vₐ centers in monoclinic Hafnia offer a more general mechanism for a magnetic ground state based on two facts: (1) symmetry driven orbital degeneracy is not a pre-requisite for the existence of a high-spin defect ground state
(2) a set of closely spaced single particle levels together with strong exchange might be sufficient for the same. These findings suggest that a wider class of systems, not restricted by symmetry and free from the possibility of Jahn-Teller like distortions, might actually be open to the possibility of intrinsic defect ferromagnetism. Significantly, the $V_{HH}$ centers are also ferromagnetically coupled via minority spin electron delocalization across the bridging Hf sites, with a large coupling strength at short inter-defect distances. However, while the magnetic coupling strength in itself is strong enough to sustain Curie temperatures above room temperature, the short range of the interaction requires rather large $V_{HH}$ concentrations. Recent calculations by Osorio-Guillén et al. [239] show that the equilibrium concentration of $V_{HH}$ defects in bulk Hafnia are several orders of magnitude lower than that required for magnetic percolation. On the other hand, ferromagnetic response is experimentally detected only in badly treated and highly granular thin-film samples and never in the bulk crystalline phase. Furthermore, the magnetic moment in the thin-film samples is seen to decay with time [232]. These observations in turn suggest that there might be significant out-of-equilibrium contributions to the defect concentration in the as grown thin-film samples. Nevertheless given the lack of systematic controlled experiments and indeed detailed experimental characterization of such “ferromagnetic” thin-film samples, theoretical calculations [240, 241] on the subject carried out to date remain speculative.
Chapter 6

Investigation of n-type donor defects in Co doped ZnO

6.1 Introduction

ZnO is a piezoelectric [242] transparent conductive oxide [243], in which free-carriers coexist with optical transparency [244]. If magnetism could also be successfully incorporated through transition metal ion doping, ZnO would become the ultimate multifunctional material, with semiconducting, magnetic, optical and mechanical properties. This would indeed have a profound impact on the emerging field of spintronics [245] with applications in optoelectronics [246] and quantum computing [247]. Moreover it would allow us to go beyond the (Ga,Mn)As paradigm [248], whose practical use is severely hampered by the low ferromagnetic critical temperature. This is why Co doped ZnO (ZnO:Co) is perhaps the most studied among all the dilute magnetic oxides. Since room-temperature ferromagnetism (RTF) in ZnO:Co thin films, was first demonstrated in 2001 by Ueda et al. [249], a number of experimental groups have reported similar findings [250, 251, 252, 253]. However, over the same period, several other groups have also reported the absence of ferro-magnetism in ZnO:Co thin-films [254, 255, 259, 257, 260] detecting either paramagnetism or spin-glass behaviour in some cases while in others the ferro-magnetic response was attributed to metallic Co nano-particles. While it has not been possible to reach a universal consensus on the problem in the face of several conflicting reports, numerous trends systematically linking the presence or absence of ferro-magnetic response in these thin-films to the experimental growth and processing conditions have nevertheless emerged. In what follows we list some of the more commonly reported experimental findings that
help to clarify the current state of affairs with regards to ZnO:Co.

i) Spectroscopy confirms that Co$^{2+}$ substituting Zn is the center responsible for all the different magnetic phases found experimentally. These include RTF [256, 257, 258], paramagnetism [259, 257] and spin-glasses [260].

ii) RTF is detected experimentally from magnetometry [249, 251, 252, 253] or from magnetic circular dichroism [261, 250]. The critical temperature ($T_C$) is not usually measured and magnetic hysteresis at room temperature is taken as the smoking gun for RTF.

iii) The saturation magnetization ($M_s$) and the remanence ($M_r$) are always small. Hence a secondary phase as the source of RTF is often difficult to rule out. However, except for metallic Co, the phase diagram of ZnO:Co is populated only by non-magnetic materials or antiferromagnets with low Neél temperatures (CoO, Co$_2$O$_3$, Co$_3$O$_4$, ZnCo$_2$O$_4$). The coercive field is typically small ($\sim 100$ Oe) and weakly temperature dependent.

iv) $M_s$ is usually smaller than $3\mu_B$/Co expected for Co$^{2+}$, with values as low as 0.01 $\mu_B$/Co [257]. This suggests antiferromagnetic interaction among Co$^{2+}$ leading to spin-compensation [259, 258, 262]. Notably there are reports of moments exceeding the spin-only value [253, 263, 264].

v) Growth conditions and post-growth processing are crucial for the magnetic state. Chemical methods [250, 259, 262] and molecular beam epitaxy [265] generally lead to paramagnetism, while pulse laser deposition produces RTF films [249, 251, 252, 253]. Typically oxygen deficient growth [253] at tuned substrate temperatures [266, 267, 268] promotes the RTF. Similarly annealing in vacuum enhances the magnetic moment and produces ferromagnetism [257, 268, 269, 270], while annealing in oxygen has the opposite effect [270, 271]. Clearly sample morphology and intrinsic defects are important for the magnetic state.

vi) The role of free carriers is unclear. Exposure to Zn vapors, supposed to produce free carriers via the generation of interstitial Zn (Zn$_i$) donors, turns paramagnetic samples into ferromagnets [272]. However, measurements on samples sequentially annealed in reducing and oxidizing atmospheres, reveal little correlation between the electrical conductivity and the magnetic state [273]. Similar conclusions are valid for Al- and H-doping [274].

vii) Recent experimental [275] and theoretical [276, 277] evidence on ZnO points to oxygen vacancies ($V_O$) as the main source of oxygen deficiency but not of free carriers. These instead are attributed to unintentional H-doping. Exposure of ZnO to Zn increases the $V_O$ concentration but not that of Zn$_i$. Thus the promotion of RTF due to Zn vapour exposure [272] must be re-attributed to an increase of the $V_O$ and not of the free carriers.

viii) Electron paramagnetic resonance [278] suggests the presence of two magnetic cen-
ters. These are both related to Co\(^{2+}\), although they present fine differences in the signal. Interestingly for a nominal Co concentration in the region of 5% the two centers appear with similar abundance.

Existing mechanisms for ferromagnetism in the diluted limit cannot explain this complex collection of phenomena. The Zener model, remarkably effective for dilute magnetism in the III-Vs \cite{279}, lacks of its foundations when applied to Zn\(_{1-x}\)Co\(_x\)O. First, there is little correlation between carriers and magnetism \cite{273, 274}, and, when present, carriers are electrons and not holes. The exchange coupling between electrons and local spins is about five times smaller than that for holes \cite{279} and typical \(T_C\)'s are tiny at realistic carrier densities. Similarly super-exchange must be ruled out \cite{280}. This produces only short range coupling and RTF can be obtained only for a Co concentration, \(x\), above the nearest neighbour (NN) percolation threshold. For the wurtzite lattice this is 20%, much greater than the typical experimental concentration.

Finally a modification of the Zener scheme, where the magnetic interaction is mediated by large hydrogenic orbitals associated to intrinsic defects was recently proposed \cite{281}. This “donor impurity band exchange” (DIBE) model predicts ferromagnetism below the donor percolation threshold and therefore does not need free carriers. Although the mean field \(T_C\) obtained with realistic parameters for Zn\(_{1-x}\)Co\(_x\)O is extremely small (\(\sim\)10 K) \cite{281}, the model is frequently used to justify the experimental results.

Thus, we turn to atomistic density functional theory (DFT) simulations in order to investigate in detail the electronic structure of Co doped ZnO at the microscopic level with the eventual aim of proposing a mechanism capable of explaining the myriad experimental observations.

## 6.2 Computational setup

Our DFT calculations are carried out within the LCAO basis set and pseudo-potential framework implemented in the SIESTA \cite{282} code. Standard norm-conserving pseudopotentials constructed using the Troullier-Martins \cite{283} scheme are employed. The electronic-configuration used in constructing the various pseudo-potentials and the basis set employed for each atomic species are listed in table 6.1 The basis set is specially optimized for bulk ZnO and extra “ghost” basis functions \cite{282} are included at vacancy sites to accurately describe the charge density in empty regions. Nonlinear core corrections are included in the pseudo-potential for the transition metal atoms viz., Zn and Co. k-point sampling
Table 6.1: The electronic configuration used for the generation of the pseudo-potentials and the pseudo-atomic orbital (PAO) basis sets employed for various atomic species are shown. SZ - single zeta, DZ - Double zeta, DZP - double zeta plus polarization

<table>
<thead>
<tr>
<th>Atomic Species</th>
<th>Electronic Configuration</th>
<th>Basis set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn</td>
<td>[Ar]4s²3d¹⁰</td>
<td>4s-DZ,4p-DZ,3d-SZ</td>
</tr>
<tr>
<td>O</td>
<td>[He]2s²2p⁴</td>
<td>2s-DZ,2p-DZ,3d-SZ</td>
</tr>
<tr>
<td>Co</td>
<td>[Ar]4s¹4p⁰.⁵3d⁷.⁵</td>
<td>4s-DZ,4p-DZP,3d-DZ</td>
</tr>
<tr>
<td>H</td>
<td>1s¹</td>
<td>1s-DZP,2p-DZ</td>
</tr>
</tbody>
</table>

for Brillouin zone integration is done using a k-grid cutoff of 16 Å which translates to a 10x10x6 Monkhorst-Pack mesh for the primitive ZnO unitcell and a 3x3x3 mesh for a 128 atom supercell. The k-point grids for other supercell sizes are scaled appropriately. For the real space integrations involved in the solution of the Poisson equation and the estimation of the exchange-correlation potential, a grid cutoff (equivalent to plane wave-cutoff) of 650 Ry is chosen. Note that the use of core-corrections in the pseudo-potentials necessitates the use of a large real space cutoff to ensure proper convergence of total energy and forces. Geometrical relaxations are performed using standard conjugate gradient minimization until all the Hellmann-Feynman forces are smaller than 0.04 eV/Å. For supercell geometry relaxations, the cell volume is held fixed at the equilibrium volume of a pure ZnO supercell of the same size. Thus the volume relaxation due to the presence of dopants and defects which is usually expected to be rather small is neglected and only the internal degrees of freedom are allowed to relax. The exchange-correlation (XC) potential is treated within our approximate self interaction correction scheme (ASIC) previously introduced (see chapter 4). The $\alpha$ parameter in ASIC is set to a value of 0.5 which is appropriate for wide-gap semiconductor systems [285, 286]. For the LSDA component of the XC potential, the Ceperley-Alder [284] parameterization of the correlation energy functional is used. As discussed earlier, local and semi-local XC potentials such as LSDA/GGA are found to be severely inadequate in their description of strongly-corellated and magnetic systems such as transition metal oxides that contain localized d-electrons. In addition to overcoming most of the problems with LSDA/GGA in the electronic structure, the ASIC scheme also improves on the exchange parameters for the magnetic transition metal oxides [286].
6.3 Defect free ZnO

In this section we briefly review the ground state electronic structure of pure un-doped ZnO, focussing in particular on the shortcomings of the LSDA approximation and the improvements afforded by the ASIC scheme. ZnO crystallizes in the wurtzite structure where in each Zn and O ion is tetrahedrally coordinated by 4 O and Zn ions respectively. Table 6.2 shows some of the calculated (LSDA) and experimental cell parameters for the primitive unit cell of ZnO. Note that since the ASIC energy functional strictly speaking is not variational and thus does not satisfy the Hellman-Feynman theorem, for consistency we carry out all geometry optimizations using the LSDA energy functional. In spite of several shortcomings in describing the electronic spectrum of transition metal oxides, the LSDA geometries are usually accurate to within a few percent of experiment. The error made in the lattice constant of ZnO is seen to be less than 1% with the LSDA slightly overbinding the structure. Also structural relaxations around various defect centers in ZnO are expected to be qualitatively accurate within LSDA. The ground state band-structures

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Calculated</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td>a(Å)</td>
<td>3.23</td>
<td>3.25</td>
</tr>
<tr>
<td>c(Å)</td>
<td>5.18</td>
<td>5.21</td>
</tr>
<tr>
<td>u</td>
<td>0.380</td>
<td>0.382</td>
</tr>
<tr>
<td>Volume(A$^3$)</td>
<td>23.39</td>
<td>23.83</td>
</tr>
</tbody>
</table>

Table 6.2: Comparison between calculated and experimental parameters [287] for the bulk unit-cell of wurtzite ZnO. The parameters a and c respectively are the lattice vectors lying in and perpendicular to the hexagonal plane while u is the internal parameter of the wurtzite structure. The volume indicated is the volume per formula unit.

of perfect ZnO calculated within LSDA and ASIC are shown in Fig. 6.1(a) together with the corresponding DOS. The top of the valence band (VBT) in ZnO is primarily O-2p in character while the bottom of the conduction band (CBM) is mainly composed of empty Zn-4s states. One of the main shortcomings of LSDA is the severe underestimation of the band-gap $E_g$ in ZnO. The predicted LSDA gap in our calculation is $\sim 0.96$ eV well below the experimental gap of $\sim 3.4$ eV. The band gap error in LSDA although not critical for the description of pure ZnO itself, has major implications for the electronic structure of ZnO when defects and dopants, which might exhibit mid-gap states, are introduced. Thus formation energies of various native defects in ZnO as a function of the chemical potential calculated using LSDA must be corrected for the error in $E_g$ [276, 288]. Furthermore, due to the small value of $E_g$, deep donor (acceptor) states derived from conduction (valence)
6.3 Defect free ZnO

Figure 6.1: The calculated ground state band-structures of defect free ZnO from both LDA and ASIC are shown (panel a). ZnO exhibits a 2p-4s gap with the CBM being primarily Zn-4s in character while the VBT is built mainly from O-2p states. The Zn-3d manifold occurs at about 7-8 eV below the VBT while the O-2s states are very deep. In (b) valence band PDOS for ZnO from LSDA and ASIC showing the inter-mixing between the Zn-3d and O-2p states is presented. ASIC lowers the energy of the localized Zn-3d states and reduces the amount of Zn-3d+O-2p mixing in comparison with LDA. The Fermi level aligned to the VBT is set at 0.0 eV.
6.4 Co in ZnO

We now look at the electronic structure of ZnO both in LSDA and ASIC when a small percentage of Co is substituted at the Zn site. For this purpose we consider a 128 atom supercell of ZnO in which two Zn ions are replaced by Co, which translates to a Co concentration of \( \sim 3.0\% \). The two Co ions are well separated to minimize Co-Co interaction. The valency of Co in ZnO:Co is nominally Co\(^{2+}\). Since the ionic radii of Zn\(^{2+}\) (0.74 Å) and Co\(^{2+}\) (0.72Å) are quite similar, there is only a rather small relaxation of the geometry around the Co site with the coordinating O ions relaxing inwards by \( \sim 0.01\)Å. However, the shortcomings in the LSDA spectrum of ZnO carry over into the description of ZnO:Co and are further compounded by the presence of Co states in the gap. As the local symmetry of the ligand field around substitutional Co is tetrahedral, the Co-3d orbitals split into a set of \( e \) and \( t_2 \) states in the crystal. Note that the symmetry of the states is not strictly \( e \) and \( t_2 \) as the tetrahedral symmetry is not perfect in ZnO and the degeneracy of the two \( e \) and three \( t_2 \) states is thus slightly lifted. However the \( e \) and \( t_2 \) labels provide a useful way to group the two well separated sets of states. Furthermore the exchange splitting is larger than the crystal field and Co\(^{2+}\) stabilizes in a high-spin state with 5 up-spin and 2 down-spin electrons resulting in a local moment of 3\( \mu_B \) per ion. The 2 down-spin electrons occupy the two \( e \) derived states which are lower in energy leaving a set of 3 empty \( t_2 \) states. Experimental X-ray photoemission spectra (XPS) measurements on ZnO:Co thin films [289, 258] exhibit two main Co derived features (1) a peak in the
Figure 6.2: Spin resolved density of states for ~3% Co doped ZnO calculated from LSDA (a) and ASIC (b) are shown. The green and blue shaded regions indicate up-spin and down-spin Co PDOS respectively. Panels (c) and (d) present a magnified view of the PDOS for Co. LSDA underbinds the Co-3d states and incorrectly places the occupied down-spin 3d states just at the conduction band minimum (CBM). ASIC rectifies the problem by lowering the energy of the occupied Co-3d manifold. Accordingly the first primary Co-3d peak occurs at a binding energy of ~2.5 eV in good agreement with experiment.
Co-3d partial density of states (PDOS) near the top of the valence band (VB) at a binding energy $E_B$ of $\sim 2.0 - 3.0$ eV and (2) a broad secondary peak at around an $E_B$ of 7.0-8.0 eV with a diffuse tail due to hybridization with O-2p states from the VB. However, as evident from Fig 6.2 and also supported by earlier literature [290], the binding energy of the electrons in the partially filled Co-3d orbitals is underestimated in LSDA and the minority $e$ states of Co$^{2+}$ are placed incorrectly at the Fermi level virtually pinned at the CBM. In fact a slight charge transfer between the $e$ states and the conduction band results in a magnetic moment of $\sim 3.1\mu_B$ per Co in LSDA. ASIC rectifies this erroneous description by lowering the energy of the Co states and seems to be in remarkably good agreement with experimental spectra. Firstly, the minority spin $e$ states are placed at about $\sim 2.5$ eV from the CBM. Secondly, the fully filled majority Co-3d states exhibit a strong hybridization with the O-2p valence band states but show two prominent peaks at an $E_B$ of $\sim 3.0$ eV and $\sim 8.0 - 9.0$ eV. The calculated magnetic moment per supercell is exactly $3.0\mu_B$ and the system remains semi-conducting. The local magnetic moment on the Co$^{2+}$ ion calculated from a Mülliken population analysis is found to be $2.7\mu_B$. Its also worth noting the position of the empty minority $t_2$ states that are placed roughly about 1.0 eV above the CBM. Thus, as neither the occupied nor the empty Co derived states are close to the CBM, the electronic structure of Co in ZnO is somewhat incompatible with a carrier mediated picture of ferromagnetism in the DIBE form. Carriers introduced by hydrogenic donors typically occupy states very close to the CBM and its difficult to envis­age the charge transfer necessary for strong exchange coupling [281] between such donor states and the Co derived states. Nevertheless, in order to investigate the feasibility of the DIBE model in closer detail, one needs to look at how the introduction of various intrinsic defects alters the electronic structure of ZnO:Co. Several n-type intrinsic donor defects most notably Oxygen vacancies ($V_O$), Zinc interstitials ($Zn_i$) and incorporated Hydrogen ($H_i$) have recently been proposed in the experimental literature [253, 272, 274] as being responsible for introducing the carriers mediating the ferromagnetic interaction between Co$^{2+}$ sites in ZnO:Co. In the following section, we present the electronic structure of defective ZnO containing each of the above three native defects before we go on to look at the effect that each defect individually has on ZnO:Co.
6.5 Native defects in ZnO

We consider first the electronic structure of the Oxygen vacancy \((V_0)\) in ZnO. \(V_0\) has a relatively small formation energy \([276, 288]\) and is expected to be present in abundance in defective ZnO samples. Experimentally, concentrations of the order of \(\sim 10^{20} \text{ cm}^{-3}\) are achievable which translates to roughly about 1%. Although there has been some debate until recently in the experimental literature on the role of \(V_0\) in the observed conductivity of ZnO, it is now widely accepted that \(V_0\) is a deep lying donor state that does not contribute any free carriers to the system at room temperature. It has also been shown theoretically that \(V_0\) is likely to be responsible for the persistent photo-conductivity in ZnO \([291]\). The energetics of formation of \(V_0\) under various conditions have been widely addressed in the theoretical literature and are not discussed in this work. To model Oxygen deficient ZnO, we consider a 128 atom supercell with one Oxygen atom removed. In the neutral configuration the 4 nearest neighbour (NN) Zn ions around the \(V_0\) site relax inwards towards the center of the vacancy by \(\sim 0.23\) Å. The \(V_0\) defect state is formed from the re-hybridization of the dangling Zn-4s orbitals around the site and at neutrality is occupied by two electrons thus making it a double donor impurity. In Fig. 6.4(a) the ASIC band structure of Oxygen deficient ZnO is shown. \(V_0\) exhibits a deep defect state in the band gap at about \(\sim 2.2\) eV below the CBM. This is in good agreement with experimental deep level non-linear spectroscopy data \([292]\) that place the \(V_0\) state at 2.1 eV below the CBM. Furthermore the defect state is spatially localized around the vacancy site extending out as far as the next nearest shell of O ions.

Fig. 6.3 shows the spatial distribution of the charge density for the doubly occupied mid-gap \(V_0\) state (see also Fig. 6.4(a)). For clarity, Fig 6.4(b) also shows the density of states (DOS) around the CBM for ZnO with \(V_0\).

Zinc interstitials \((\text{Zn}_I)\) in ZnO are characterized by large formation energies \([276, 288]\) and under equilibrium conditions are formed in much lower concentrations compared to \(V_0\). There has been some debate in the literature as to the identity of the native shallow donor in ZnO that is responsible for the high n-type conductivity at room temperature. This shallow donor has a small binding energy \((\text{E}_B)\) of \(\sim 30\) meV and both \(\text{Zn}_I\) and \(\text{H}_I\) have been proposed as possible candidates. It has been shown recently \([293]\) that \(\text{Zn}_I\) can be stabilized in irradiated ZnO in special Nitrogen rich atmospheres in the form of a \(\text{Zn}_I+\text{N}_O\) complex, \(\text{N}_O\) being a Nitrogen impurity substituting an Oxygen site. However, under standard growth conditions, the formation energy of \(\text{Zn}_I\) is quite large \([276, 293]\) and it is unlikely to be present in concentrations high enough to explain the measured carrier
Figure 6.3: Isosurface (in green) depicting the spatial extent of the doubly occupied $V_\text{O}$ defect state is shown. This corresponds to the mid-gap state seen in Fig. 6.4(a). Clearly most of the charge density is localized at the vacancy site between the 4 coordinating Zn ions. However there are significant contributions from the next nearset shell of O ions. The Zn ions are shown in grey, O ions in red.

concentrations in n-type ZnO. There are two possible interstitial sites in the ZnO lattice, one with octahedral coordination and the other with tetrahedral coordination. Among the two, the octahedral site is energetically much lower and we consider Zn$_\text{i}$ only in this position. Due to the relatively large size of Zn atom, there is substantial lattice relaxation around the Zn$_\text{i}$ site. The Zn$_\text{i}$ ion stabilizes off the centroid of the octahedral cage closer to the three O ions while the three Zn ions forming the octahedral cage are pushed farther away from the Zn$_\text{i}$ ion. Fig.6.5(a) shows the local geometry around Zn$_\text{i}$. In terms of electronic structure, as is the case with $V_\text{O}$, the Zn$_\text{i}$ is also a double donor in that the defect state is occupied by two electrons in its neutral state. However, unlike $V_\text{O}$, the Zn$_\text{i}$ defect state is not a mid-gap state but is resonant in the conduction band above the CBM and therefore ionizes spontaneously with the electrons dropping down into states at the CBM in the ground state. Thus Zn$_\text{i}$ acts as a shallow Hydrogenic donor as it produces electrons in states close to the CBM which contribute to the electrical conductivity in ZnO. The band structure and DOS of ZnO with Zn$_\text{i}$ are shown in Fig.6.4(c,d). The Fermi level ($E_F$) now lies in the conduction band as states near the CBM are occupied with the electrons from Zn$_\text{i}$.

Hydrogen is always incorporated into ZnO during growth and because of its low formation energy can be present in substantial amounts. It is most likely to be the shallow
Figure 6.4: Calculated band structures of ZnO with \( \sim 1.5\% \) V\(_O\) (panel a), Zn\(_{ii}\) (panel c) and H\(_{i}\) (panel e) are presented. V\(_O\) exhibits a deep donor state while Zn\(_{ii}\) and H\(_{i}\) exhibit defect states that resonate in the conduction band. These states are spontaneously ionized with the electrons occupying states at the CBM. Thus Zn\(_{ii}\) and H\(_{i}\) act as shallow donors. The DOS corresponding to the band structures are also shown in panels (b), (d) and (f) for V\(_O\), Zn\(_{ii}\) and H\(_{i}\) respectively. The Fermi level is set at 0.0 eV.
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Figure 6.5: (a) The local geometry around the Zn$_i$ in the octahedral position is shown. The Zn$_i$ is highlighted in magenta. Due to the large size of Zn, substantial geometric relaxation occurs around Zn$_i$. (b) The local geometry at the H$_i$ site is shown. The H ion (shown in blue) is incorporated in the middle of a Zn-O bond. As a result, the Zn ion is pushed outwards increasing the Zn-O distance to $\sim 3.0\,\text{Å}$. The H ion itself is located $\sim 1.0\,\text{Å}$ from the O ion.

donor responsible for the n-type conductivity of ZnO. There are several possible sites for H$_i$ in the ZnO lattice and its energetics at various sites have been previously discussed [294]. In this work we consider H$_i$ at two of the possible sites where the formation energy is low and the resulting electronic structure is that of a shallow donor. The first of these sites commonly referred to as the bond-center (BC) site, has the Hydrogen located in the middle of a Zn-O bond. H$_i$ is incorporated between the O ion and the Zn ion and the subsequent geometric relaxation increases the Zn-O bond length to $\sim 3.0\,\text{Å}$ with the equilibrium position for the H ion a third of the way between O and Zn. The local geometry around this H$_i$ site is shown in Fig.6.5(b). A second site where H is easily accommodated in ZnO is at an Oxygen vacancy site. This is equivalent to substituting an O ion with H. We therefore label this defect H$_O$ for clarity. Both H$_i$ and H$_O$ are effectively shallow single donor defects as they produce one extra electron to occupy states near the CBM in the ground state. Qualitatively the electronic structure of H$_i$ and H$_O$ is similar to that of Zn$_i$ except that for a given defect concentration the Fermi level is set lower in the conduction band as they produce only one electron where as Zn$_i$ produces two. This is apparent from the band structure and DOS shown in Fig. 6.4(e,f).

Although other n-type donors such as Al, Ga have been doped into ZnO:Co in an attempt to boost the observed ferro-magnetism, we do not study such extrinsic donors in our work. It seems reasonable to expect that qualitatively, the mechanisms responsible for
6.6 Donor-Co interactions

the observed trends in the ferromagnetism when intrinsic donors are introduced must still be valid in the case of extrinsic donors.

6.6 Donor-dopant interactions

The basic premise of the DIBE model is that the introduction of native shallow donors into ZnO:Co gives rise to an exchange interaction between the Co-3d states and the hydrogenic defect states resulting in a spin-split impurity band. When the concentration of the native donors is large enough so that the overlapping defect states percolate through the system, global ferromagnetism results. Thus in order for the system to exhibit long range ferromagnetism the defect-dopant system must essentially satisfy two requirements: (1) The exchange-interaction between Co and the defect states must be strong as it is the strength of the exchange interaction that determines $T_C$ and (2) the defect states must have a sufficiently large spatial extent enough to achieve percolation at realistic experimental concentrations typically ≤ 1%. In this section we look specifically at requirement (1) by studying the electronic structure of ZnO:Co in the presence of various native defects. Of particular interest would be the identification of a spin-split defect band if at all present and the relative spatial arrangements of Co and the defect center in the ZnO lattice that are energetically favourable.

6.6.1 Zn$_{17}$-Co interaction

We consider a 128 atom supercell containing one Zn$_{17}$ and one substitutional Co. Several different relative spatial arrangements of the Co ion and Zn$_{17}$ are studied in order to gauge the range of Co-Zn$_{17}$ interaction and to extract the binding energy for Co+Zn$_{17}$ pairs. We find that the range of Co-Zn$_{17}$ interaction is rather short extending no farther than a second nearest neighbour distance (~ 2.65Å) from the Zn$_{17}$ position. However there is a relatively strong binding energy of ~ 292 meV stabilizing the formation of Co+Zn$_{17}$ pairs with respect to separated Co and Zn$_{17}$ configurations. Therefore, if both Co and Zn$_{17}$ are incorporated during high temperature film-growth, Co+Zn$_{17}$ pairs are more likely to be formed. However, the normally achievable experimental concentrations of Zn$_{17}$ (~ $10^{17}$cm$^{-3}$) and Co (~ $10^{21}$cm$^{-3}$) are vastly different and the amount of Co+Zn$_{17}$ is expected to be negligibly small compared to the amount of Co. In Fig. 6.6(c,d) we show two different supercell arrangements one in which the Co is at a third NN separation from the Zn$_{17}$ (Fig. 6.6(c)) and a second in which the Co is part of the octahedral cage directly coordinating the Zn$_{17}$.
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Figure 6.6: In (a) & (b) spin resolved DOS calculated from supercells containing one substitutional Co and one Zn\textsubscript{I} are presented. The shaded regions indicate the Co contributions to the DOS. The vertical line in indigo indicates the Fermi-level. In the far configuration (panel a), the PDOS is simply a super-position of the PDOS for an isolated Co ion and Zn\textsubscript{I} as interaction is minimal. In the near configuration (panel b), substantial charge transfer occurs from the CB states onto the spin-down Co-\textit{t}_2 states. The resulting on-site repulsion between the Co-3d states increases the energy of the occupied up-spin Co-3d manifold which now lies in the band gap. However, the CB states themselves show little spin-splitting. Panels (c) and (d) show the supercell arrangements used for the far (a) and near (b) configurations respectively. The Zn ions are shown in grey, O ions in red and Co ions in blue. The Zn\textsubscript{I} is highlighted in magenta. The same color code is used for Zn,O,Co and Zn\textsubscript{I} from here on in unless specified otherwise.
(Fig. 6.6(d)). The former configuration is labelled *far* and the latter *near*. Note that in the *near* configuration, the Co ion sits closer to the Zn₁ after geometric relaxation by about \( \sim 0.06\text{Å} \) compared to the other two Zn ions that form part of the octahedral cage around the Zn₁ site. The PDOS corresponding to both the configurations are shown in Fig. 6.6(a,b). It is apparent that in the *far* configuration, the combined PDOS is essentially a superposition of the PDOS for the isolated Co and Zn₁ species. Furthermore, there seems to be little exchange-interaction between the conduction band states near the Fermi level and the Co derived states with the former showing no spin-polarization. The local electronic structure of the Co ion is also found to be almost identical to that of an isolated substitutional Co. The total magnetic moment on the simulation cell is still 3.0\( \mu_B \). The local magnetic moment on the Co\(^{2+} \) ion calculated from a mülliken analysis is found to be 2.73\( \mu_B \) as compared to 2.71\( \mu_B \) for an isolated Co\(^{2+} \) when no Zn₁ is present in the supercell. The situation is markedly different however for the *near* configuration. The proximity of the Co ion to the Zn₁ results in substantial charge transfer from the CB states to some of the otherwise empty minority spin \( t_2 \) states of Co and the local magnetic moment on the Co ion drops to \( \sim 2.0\mu_B \). The on-site repulsion resulting from an increase in the Co-3d occupation moves upwards in energy all the Co-3d manifold and now the majority \( t_2 \) levels occupy the ZnO bandgap. The total moment per supercell also decreases from 3.0\( \mu_B \) to 2.1\( \mu_B \) which shows that both majority and minority CB states are involved in the charge transfer to the minority spin Co-\( t_2 \) states. Crucially however, there is only a very weak spin-splitting of the CB states which one would expect from their delocalized nature and thus the spin-polarization of the CB electrons is negligible. It therefore seems that in spite of its charge transfer interaction with the Co ion, the Zn₁ does not lead the formation of a spin-split impurity band with carriers capable of mediating long range ferromagnetism.

### 6.6.2 V\(_{O}\)-Co interaction

The V\(_{O}\)-Co interaction is studied by considering once again a 128 atom supercell containing one substitutional Co and one V\(_{O}\) in various relative spatial arrangements. Given that the V\(_{O}\) state itself is rather localized in space, the V\(_{O}\)-Co interaction cannot be expected to be of very long range. Accordingly, we find negligible interaction except when the Co substitutes one of the four Zn sites directly coordinating the V\(_{O}\). However, there is a substantial pairing energy of \( \sim 340 \text{meV} \) favouring V\(_{O}\)+Co pairs over well separated V\(_{O}\) and Co arrangements. Two different supercell arrangements one in which the V\(_{O}\) and Co are separated (*far*) and the other with a V\(_{O}\)+Co pair (*near*) are shown in Fig.6.7(c,d).
The separation between the $V_O$ and Co in the two cases is 7.20 Å and 1.72 Å respectively. A small degree of geometric relaxation occurs in the *near* configuration placing the Co ion closer towards the vacancy site by about 0.01 Å compared to the three remaining Zn ions. The PDOS corresponding to the supercells of Fig.6.7(c) and Fig.6.7(d) are shown in figures 6.7(a) and 6.7(b) respectively. Clearly the PDOS for the *far* configuration is just a superposition of the PDOS for isolated $V_O$ and Co$^{2+}$. In this arrangement, the calculated magnetic moment per cell is also 3.0$\mu_B$ as one would expect for Co$^{2+}$ and the
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local magnetic moment on the Co ion is also identical to that of isolated Co$^{2+}$ in ZnO. Meanwhile the V$_{O}$ mid-gap defect state remains un-perturbed by the presence of Co in the cell and shows no spin-splitting. In contrast the near configuration presents a much more interesting picture. The hybrid V$_{O}$+Co state is clearly spin-split by $\sim 0.5$ eV in a direction opposite to that of the 3d states in Co$^{2+}$. However, unlike in the case of the Zn$_{1}$+Co pair, no charge is transfered to the 3d states in the Co ion. The excess of electrons on the Co ion that results from it being a part of the V$_{O}$ site, is seen to reside in the 4s and 4p states of the Co. The total magnetic moment on the supercell remains 3.0$\mu_B$ and the local magnetic moment on the Co ion at 2.63$\mu_B$ is very similar to the moment on isolated Co$^{2+}$(2.71$\mu_B$). Interestingly, the Co-3d manifold is actually slightly lowered in energy as a result of re-hybridization and the change in the ligand field due to the missing Oxygen ion. The empty $t_{2g}$ subset of states are in fact shifted downward and a part of them is now seen to lie just at the CBM. A closer look at the spatial distribution of the charge density of this new $t_{2g}$ derived sub-CBM state (see Fig.6.8) shows that it is in fact a hybrid state that is mainly Co-3d in character but also with some contribution from the neighbouring O ions. This re-arrangement of the Co-$t_{2g}$ states is significant as these states are now accessible to electrons produced at the CBM from shallow donor like defects.

Figure 6.8: Spatial distributions of the hybrid Co+V$_{O}$ states formed in the near configuration are presented. On the left, the minority spin component of the spin-split mid-gap V$_{O}$ state is depicted. The up-spin component has a similar spatial distribution. Most of the charge density resides at the V$_{O}$ site but the next nearest shell of O ions also contribute. On the right, the Co-$t_{2g}$ derived state at the CBM is shown. The $d_{xy}$ character of the charge around the Co ion is apparent but the orbitals on the O-ions surrounding the Co also make significant contributions to the density.
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6.6.3 H₁-Co interaction

Figure 6.9: In (a) & (b) spin resolved DOS calculated from supercells containing one substitutional Co and one H₁ are presented. The shaded regions indicate the Co contributions to the DOS. The vertical line in indigo indicates the Fermi-level. (a) In the far configuration, the PDOS is almost a superposition of that obtained for isolated Co²⁺ and H₁. (b) In the near configuration, substantial charge is transferred onto the empty Co-t₂ states and the resulting on-site repulsion on the Co ion, increases the energy of the majority Co-3d states. (c) and (d) show the supercell arrangements used for the far (a) and near (b) configurations respectively. The H₁ site is shown in green.

As H₁ is also a shallow donor type defect, its interaction with substitutional Co is qualitatively similar to that of Zn₁. As before, both far and near spatial arrangements are setup in a 128 atom supercell with one substitutional Co and one H₁. The PDOS and supercell configurations for the far and near cases are shown in figures 6.9(a-d). There is negligible interaction once again in the far configuration and the local electronic structure and geometry around both H₁ and Co is virtually identical to that of the corresponding
isolated species. The *near* configuration is created by replacing with Co, the Zn ion of the Zn-O bond in which the H\textsubscript{i} is incorporated. This configuration is favoured by a substantial pairing energy of \( \sim 487 \text{ meV} \) and the resulting geometric relaxation involves a shrinking of the equilibrium bond length between Co and H\textsubscript{i} to \( \sim 1.75 \text{ Å} \) as compared to what was originally \( \sim 2.0 \text{ Å} \) between Zn and H\textsubscript{i}. The electronic occupation of the Co is also substantially altered as almost a full electron is transferred into one of the Co-\( t_2 \) states effectively changing the valence of the Co ion from Co\textsuperscript{2+} to Co\textsuperscript{+}. The states at the CBM as a result are now almost emptied out. Also the on-site repulsion among the localized Co-3d states from the extra electron increases the energy of the occupied Co-3d manifold and the majority Co-3d states now sit in the middle of the band gap. The total magnetic moment on the supercell falls to \( 2.1\mu_B \) and the local moment on the Co site to \( \sim 2.0\mu_B \). Interestingly, the states at the CBM exhibit a weak spin-split of \( \sim 0.05 \text{ eV} \) in the same direction as the Co-3d states. Therefore additional carriers introduced into states at the CBM might be capable of mediating weak ferro-magnetism in this case.

Before we conclude this section it is worth emphasizing that although defect-dopant pair formation is favoured in all of the three cases studied above, only V\textsubscript{O}+Co pairs are compatible with spectroscopical evidence available thus far. Zn\textsubscript{i}+Co and H\textsubscript{i}+Co pairs if present in abundance must be spectroscopically visible from the substantial increase in Co-3d PDOS in the gap. In contrast the spectroscopic signature of the Co ion in V\textsubscript{O}+Co pairs is still very similar to Co\textsuperscript{2+} which is expected to constitute a major fraction of all the Co present in any sample.
Table 6.3: Calculated magnetic energy $E_M$ for various magnetic centers and different dopants configurations. C1 and C2 are the two magnetic centers included in the simulation cell and their relative concentration (concentration of each center), D is the dopant with its concentration $y$, $d_{C1-C2}$ is the distance between the two magnetic centers expressed both in Å and in NN shells (in parenthesis). Some of the supercell configurations for which Figures are provided are also referenced in the last column.

<table>
<thead>
<tr>
<th>C1 (x)</th>
<th>C2 (x)</th>
<th>D (y)</th>
<th>$d_{C1-C2}$ (Å)</th>
<th>Position D</th>
<th>$E_M$ (meV)</th>
<th>Fig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co (0.015)</td>
<td>Co (0.015)</td>
<td>–</td>
<td>3.19 (1)</td>
<td>–</td>
<td>-38</td>
<td>6.10</td>
</tr>
<tr>
<td>Co (0.015)</td>
<td>Co (0.015)</td>
<td>–</td>
<td>3.11 (1)</td>
<td>–</td>
<td>62</td>
<td>6.10</td>
</tr>
<tr>
<td>Co (0.015)</td>
<td>Co (0.015)</td>
<td>–</td>
<td>4.54 (2)</td>
<td>–</td>
<td>-1</td>
<td>-</td>
</tr>
<tr>
<td>Co (0.010)</td>
<td>Co (0.010)</td>
<td>ZnI (0.010)</td>
<td>8.01 (3)</td>
<td>far</td>
<td>-1</td>
<td>-</td>
</tr>
<tr>
<td>Co (0.010)</td>
<td>Co (0.010)</td>
<td>ZnI (0.010)</td>
<td>8.01 (3)</td>
<td>far</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Co (0.010)</td>
<td>Co (0.010)</td>
<td>H (0.010)</td>
<td>8.01 (3)</td>
<td>far</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Co (0.010)</td>
<td>Co (0.010)</td>
<td>V (0.010)</td>
<td>8.01 (3)</td>
<td>far</td>
<td>-1</td>
<td>-</td>
</tr>
<tr>
<td>Co (0.015)</td>
<td>Co (0.015)</td>
<td>ZnI (0.015)</td>
<td>3.180 (1)</td>
<td>near</td>
<td>629</td>
<td>6.12(a)</td>
</tr>
<tr>
<td>Co (0.015)</td>
<td>Co (0.015)</td>
<td>Ghost-ZnI (0.015)</td>
<td>3.180 (1)</td>
<td>near</td>
<td>-77</td>
<td>6.12(a)</td>
</tr>
<tr>
<td>Co (0.015)</td>
<td>Co (0.015)</td>
<td>ZnI (0.015)</td>
<td>3.551 (1)</td>
<td>near</td>
<td>3</td>
<td>6.12(b)</td>
</tr>
<tr>
<td>Co (0.015)</td>
<td>Co (0.015)</td>
<td>ZnI (0.015)</td>
<td>2.914 (1)</td>
<td>near</td>
<td>512</td>
<td>6.12(c)</td>
</tr>
<tr>
<td>Co (0.015)</td>
<td>Co (0.015)</td>
<td>ZnI (0.015)</td>
<td>2.557 (1)</td>
<td>near</td>
<td>731</td>
<td>6.12(d)</td>
</tr>
<tr>
<td>Co (0.015)</td>
<td>Co (0.015)</td>
<td>V (0.010)</td>
<td>2.585 (1)</td>
<td>near</td>
<td>10</td>
<td>6.13(c)</td>
</tr>
<tr>
<td>Co (0.015)</td>
<td>Co (0.015)</td>
<td>V (0.010)</td>
<td>2.795 (1)</td>
<td>near</td>
<td>-103</td>
<td>6.13(d)</td>
</tr>
<tr>
<td>Co (0.015)</td>
<td>Co (0.015)</td>
<td>V (0.010) &amp; ZnI(far)</td>
<td>2.315 (1)</td>
<td>near</td>
<td>899</td>
<td>-</td>
</tr>
<tr>
<td>Co (0.015)</td>
<td>Co (0.015)</td>
<td>H (0.010)</td>
<td>3.829 (1)</td>
<td>near</td>
<td>12</td>
<td>6.13(a)</td>
</tr>
<tr>
<td>Co (0.015)</td>
<td>Co (0.015)</td>
<td>H (0.010)</td>
<td>2.713 (1)</td>
<td>near</td>
<td>296</td>
<td>6.13(b)</td>
</tr>
<tr>
<td>CoV (0.015)</td>
<td>CoV (0.015)</td>
<td>–</td>
<td>5.55 (2)</td>
<td>–</td>
<td>-6</td>
<td>-</td>
</tr>
<tr>
<td>CoV (0.015)</td>
<td>CoV (0.015)</td>
<td>H (0.010)</td>
<td>2.30 (1)</td>
<td>far</td>
<td>423</td>
<td>-</td>
</tr>
<tr>
<td>CoV (0.015)</td>
<td>CoV (0.015)</td>
<td>H (0.010)</td>
<td>2.27 (1)</td>
<td>far</td>
<td>614</td>
<td>-</td>
</tr>
<tr>
<td>CoV (0.015)</td>
<td>CoV (0.015)</td>
<td>H (0.010)</td>
<td>5.55 (2)</td>
<td>far</td>
<td>84</td>
<td>-</td>
</tr>
<tr>
<td>CoV (0.015)</td>
<td>CoV (0.015)</td>
<td>H (0.010)</td>
<td>4.51 (2)</td>
<td>far</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td>CoV (0.015)</td>
<td>CoV (0.015)</td>
<td>H (0.010)</td>
<td>6.94 (3)</td>
<td>far</td>
<td>20</td>
<td>-</td>
</tr>
</tbody>
</table>

6.7 Magnetic coupling Interactions

Having looked at the electronic structure of the dopants (Co) and some of the defects that are likely to have a bearing on the ferromagnetism in ZnO:Co, we are now in a position to address the question of magnetic coupling. The approach is to consider supercells of various sizes containing two substitutional Co ions and possibly some donor defects in a variety of relative spatial arrangements. For each supercell arrangement, the total energies of two configurations $E_{↑↑}$ and $E_{↑↓}$ where the local spin moments on the two Co$^{2+}$ ions are aligned respectively parallel ($↑↑$) and anti-parallel ($↑↓$) are calculated. The difference $E_M=E_{↑↑}-E_{↑↓}$ is a measure of the magnetic coupling energy. For the sake of clarity we
classify various supercell calculations as belonging to one of two categories based on the relative spatial arrangement of the donor defects and the Co ions in the system. In the first category donor defects if present in the supercell are always placed beyond a second NN distance from the nearest substitutional Co ion. Thus slightly generalizing the far and near classification discussed in the previous section, only arrangements of the far kind are used in such supercells. In the second category of supercells, only arrangements of the near kind are used where in substitutional Co ions always occur together with donor defects situated no farther than a second NN distance. A summary of the calculated magnetic coupling energies for various supercell configurations if presented in table 6.3.

6.7.1 far Configurations

First the case of two Co$^{2+}$ ions in the supercell with no other donor defect present is considered using 128 atom supercell setups. These may be looked at as trivial far type configurations with donor defects situated at infinity. As Co$^{2+}$ in ZnO does not create any carriers on its own, the only possible mechanism in this case is super-exchange which tends to be very short-ranged. Accordingly, we find negligible magnetic coupling except at first NN separation. In Fig. 6.10 we show the two possible arrangements in which two Co$^{2+}$ ions can be a first NN distance apart. We find that the coupling is anti-ferromagnetic (38 meV) for the in-plane arrangement and ferro-magnetic (62 meV) for the out of plane arrangement. At second NN and beyond the magnetic interaction is virtually zero (\(< -1 \text{ meV}\)). Furthermore, we find that the first NN configuration for the two Co$^{2+}$ ions is favoured over the separated configurations by a substantial pairing energy of \(\sim 210 \text{ meV}\). Thus a certain degree of clustering of the substitutional Co is likely under high temperature growth conditions. Next we look at the case where additional donor defects are introduced into 192 atom supercells containing two Co ions as before so that the donors are far from either Co. This kind of arrangement reproduces the general scenario proposed by the DIBE model wherein a hydrogenic donor orbital centered on a defect site is presumed to interact with multiple Co ions located inside a characteristic effective radius causing them to line up ferromagnetically. However, as described in the previous section, none of the most commonly formed native defects have a strong enough interaction with substitutional Co except when they happen to be located directly next to the Co. As a result the magnetic coupling between the Co ions in the far configurations remains essentially unchanged with respect to the case with no donor defect in the supercell, as evident from rows 4 to 7 in table 6.3. The results of this sub-section are schematically summarized in Fig. 6.11.
Figure 6.10: The two different arrangements possible for two substitutional Co ions at a first NN separation are shown. Left panel: the “in-plane” configuration wherein the two Co ions lie in the hexagonal plane is shown. The magnetic coupling is AF for this case. Right panel: the “out of plane” arrangement in which the two Co ions sit in adjacent hexagonal planes is presented. In this case the coupling is FM.

Figure 6.11: The general physical scenario modelled by the far category of supercell calculations is schematically described. In the absence of any donor defects, substitutional Co ions in any sample are either locked in AF or FM alignment (pairs (b) and (c)) at first NN separation or un-coupled otherwise (pair (a)). The scenario remains unchanged if donor defects are introduced homogeneously and at random locations in the crystal with no preference for sites close to substitutional Co. Thus the system is likely to be globally paramagnetic with some quenching of the measured saturation magnetic moment due to local AF interactions.
6.7.2 *near* Configurations

From the evidence presented in the previous section, random and homogeneous distributions of Co$^{2+}$ and donor defects clearly cannot produce ferro-magnetism in ZnO:Co. A certain degree of aggregation between Co$^{2+}$ and the donor defects seems necessary in order to activate the localized Co-3d states either by charge-transfer or direct hybridization. This implies that in real samples, the number of Co ions that can possibly take part in long range ferromagnetism would also be limited by the defect concentration. As the achievable defect concentrations ($x^d$) are typically an order of magnitude smaller than the Co doping concentration ($x^{Co}$), only a fraction of the Co ions can find themselves in close proximity to donor defects. In this sub-section magnetic interactions between Co ions located in *near* type configurations with respect to donor defects are considered. First we look at clustered configurations where the Co ions themselves are at first NN separation. Then we consider the magnetic interaction between distinct Co+donor pair complexes such that the Co ions are separated by several NN distances.

![Figure 6.12](image)

**Figure 6.12:** Four different supercell arrangements in which one Zn$_I$ is placed in a *near* type configuration (see text) with respect to two Co ions are shown. Note that the large geometric relaxation around the Zn$_I$ can significantly alter the distance between the two Co ions either increasing or decreasing the Co-Co separation.

In Fig. 6.12 sections of 128 atom supercells showing different arrangements of two Co ions and a Zn$_I$ next to them are presented. The corresponding coupling energies are presented in Table 6.3. Clearly the presence of Zn$_I$ next to either or both the Co when the two Co themselves are at first NN separation drastically increases the magnetic coupling strength and the FM alignment is favoured. For the case of the setup in Fig. 6.12(b), the calculated coupling energy is small as the distance between the two Co ions is increased drastically by the geometric relaxation around the Zn$_I$ and only one of the two Co ions has charge transferred into its minority $t_2$ states. In Fig. 6.13 configurations where two Co ions
are in close proximity to a Hydrogen and a V$_{O}$ are shown and the corresponding magnetic coupling energies are reported in Table 6.3. Once again, in the case where the H$_{1}$ is directly attached to both the Co ions, the magnetic coupling is very large and ferro-magnetic. It therefore seems that at first NN separation between the Co ions, the charge-transfer into the Co-$t_2$ states from donor defects, as in the case of both Zn$_{I}$ and H$_{1}$, has a drastic influence on the magnetic interaction. To test this conjecture, the Zn$_{I}$ atom in the supercell of Fig. 6.12(a) is replaced by a set of ghost orbitals but retaining the same geometry so that the system is the same as that of Fig. 6.12(a) except that the extra electrons introduced into the minority Co-$t_2$ states are now absent. In this case the coupling is seen to drop to 77 meV and is also anti-ferromagnetic (row 9 of Table 6.3).

Meanwhile in the case of the V$_{O}$ directly coordinating the Co ions where no charge-transfer on the Co-$t_2$ sub-set occurs, only the in-plane (Fig. 6.13(d)) AF interaction between the Co ions is strengthened (relative to the corresponding case in Fig. 6.10) while the out of plane (Fig. 6.13(c)) FM interaction is in fact weakened. Note however that as shown previously, the V$_{O}$-Co interaction lowers the energy of the minority Co-$t_2$ states so that they lie just at the CBM (see Fig. 6.7) and are accessible to electrons introduced by shallow donors. To test whether the charging of the Co-$t_2$ states boosts the strong FM coupling even in this case, an extra Zn$_{I}$ is introduced into the supercell of Fig. 6.13(d) such that it is located far from both the Co ions. Still, some of the electrons introduced at the CBM by the Zn$_{I}$ are transfered onto the minority Co-$t_2$ states and the sign of the magnetic coupling is seen to change from AF (-103 meV) to FM (899 meV). Thus, strong FM interactions can be realized in clustered arrangements of Co ions when the minority Co-$t_2$ states are
activated by charge transfer from shallow donor defects. However, this mechanism is not very relevant to long range ferro-magnetism as it requires percolation of Co ions through out the system which is only possible for large Co doping concentrations ($x^{Co} > 20\%$).

We now investigate if the FM interactions activated by donor to Co-$t_2$ charge transfer persist at longer Co-Co separations. Since donor-Co interactions themselves are significant only at first NN separation, we consider donor+Co complexes as the effective magnetic centers during this discussion. Thus 192 atom supercells are setup in which two substitutional Co ions are placed beyond a first NN separation. Also a donor defect is placed next to each Co ion forming a complex. The magnetic coupling energy between Co-Zn$_i$ and Co+H$_i$ is reported in table 6.3 and is seen to be negligible. This result however is not surprising if one looks back at the electronic structure of Co+Zn$_i$ and Co+H$_i$ presented earlier (see Figs.6.6 and 6.9). Although these complexes involve local charge transfer onto Co-$t_2$ states, they do not lead to the formation a spin-polarized hybrid state with a sufficiently large spatial extent. The delocalized states at the CBM are partially emptied out but exhibit no spin polarization as the s-d exchange interaction between the CB states and localized Co-$t_2$ states is negligible. Thus it seems that charge transfer from Zn$_i$ and H$_i$ derived states is ineffective with regards to boosting the FM interaction except when there is direct overlap between the Co-$t_2$ orbitals which happens only at first NN separation.

The magnetic coupling energies between Co+V$_O$ centres (abbreviated as CoV) at various distances are also reported in table 6.3. In the case where there are just two CoV units separated by a second NN distance in the supercell with no other shallow donors present, the magnetic coupling is very weak and anti-ferromagnetic (Table 6.3). Note that in this configuration, the minority Co-$t_2$ derived states are empty although they reside just below the CBM. However when additional carriers are introduced by adding an extra Hydrogen atom to the supercell, reasonable FM coupling is obtained for Co-Co separations extending to a third NN distance. Recall that hybridization between the Co-3d orbitals and the defect state from V$_O$, leads to the formation of a set of localized and spin-split hybrid states in the band gap. Fig. 6.14 shows the PDOS calculated for a supercell with two CoV centres separated by a second NN distance and with some additional electron doping. The extra electrons introduced now occupy the hybrid CoV state just under the CBM. The spatial distribution of the charge density at the Fermi level is also depicted in the right panel of Fig. 6.14 which shows that the density is mainly localized on the Co ions and some of the O ions surrounding them. Thus it seems that the impurity band formed from the overlap of such hybrid CoV states is able to mediate ferromagnetic interaction between Co ions.
Figure 6.14: (Left panel) Calculated DOS for a supercell with two CoV centres and some additional electron doping is presented. The PDOS form the two Co ions in the supercell are plotted in red and green. The spin on the two Co ions is set parallel in this case. The Fermi-level (vertical indigo line) is seen to cut through the partially occupied hybrid CoV states just below the CBM. (Right panel) The spatial density distribution of the hybrid states at the Fermi level is depicted. A top-view of the supercell is shown with the c-axis pointing out of the page. The density is seen to be localized on the Co ions with a \( d_{xy} \) like symmetry but with some contributions from neighbouring O ions.
6.7 Magnetic coupling

across a few NN distances. The formation of this CoV impurity band in an energy range that is easily n-dopable is schematically described in Fig. 6.15(a). We also studied the evolution of the magnetic coupling strength as a function of the occupation of the impurity band. This is done by artificially adding or removing electrons to the supercell so that the position of the Fermi level is swept across the band. Clearly, the coupling is weak-AF when the band is empty but turns FM and increases almost linearly as it starts to be occupied. The coupling strength shows a maximum at an optimal electron concentration \( n_{opt} \) which is equal to half that of the CoV concentration \( x^{CoV} \). Beyond \( n_{opt} \) the coupling strength decreases. It is also seen to flatten-out in some cases. This is because as electrons are added to the CoV hybrid states forming the impurity band, their energy increases and they eventually merge with the states at the CBM. After this happens, any further charge added preferably goes into CB states and the occupancy of the impurity band stays constant and so does the magnetic coupling strength. The general conclusions of this sub-section are summarized in Fig. 6.16.

Figure 6.15: (a) A schematic level diagram for \( Co^{2+}, V_o \) and CoV is presented. Crucially the CoV center exhibits a defect state in the “n-doping” region, something not possible for \( Co^{2+} \) alone. (b) The magnetic coupling energy \( E_M \) for two 2nd NN CoV centers as a function of the defect band electron density is shown. The electron density \( 6.7 \times 10^{20} \text{cm}^{-3} \) corresponds to one electron every two CoV.
Figure 6.16: The general physical scenario modelled by the near type supercell configurations is schematically described. Left panel: donor defects situated close to Co-Co pairs (such as (c)) promote strong local ferromagnetic coupling between such pairs. Meanwhile other Co ions in the system are unaffected and pairs such as (b) are still locked in AF coupling while pairs such as (a) are uncoupled. Right panel: Co ions otherwise isolated can interact via Co+donor hybrid defect states that extend over a few NN shells (represented by the yellow shaded region). The CoV complexes form such a system that can couple ferromagnetically over a 3rd NN separation. This is equivalent to a modified DIBE mechanism wherein the active Co dopants occur together with defect centers.
6.8 Implications for Room Temperature Ferromagnetism

Taking stock of the DFT results presented in the previous sections, we now discuss the implications for room temperature ferro-magnetism (RTF) in ZnO:Co. We consider a mechanism which aims at explaining the experimentally observed trends in ZnO:Co based on two magnetic centers viz., substitutional Co$^{2+}$ ions and CoV complexes. The first of these centers is responsible only for short range coupling, while the second can instead sustain relatively long range interaction via a fractionally filled impurity band. Can this alone produce RTF? As with other diluted systems, percolation theory [295] sets a strict condition for a magnetic ground state in the thermodynamic limit, that is, the concentration of the relevant magnetic impurity should exceed the percolation threshold $x_c$. This threshold depends on the range of the interaction and for the fcc lattice $x_c$ is 19.8%, 13.7%, 6.2%, 4.9% and 3.4% for magnetic interaction ranges extending respectively to 1st, 2nd, 3rd, 4th and 5th NN distances [296]. Thus, the percolation threshold for Co$^{2+}$ with a first NN interaction range in ZnO:Co is $x_c^{Co} \sim 20\%$. On the other hand, since the range of the magnetic interaction between CoV complexes extends as far out as a 3rd NN separation, our two-center model predicts long range RTF if $x_{CoV} > x_c^{CoV} (= 6\%)$. However, to obtain a global CoV concentration of $\sim 6\%$ experimentally in macroscopic samples is a near impossible task. The $V_O$ concentrations that can be achieved experimentally are of the order of $\sim 1\%$ at best and even if we assume that a majority of VO are likely to form CoV complexes driven by the favourable pairing energy, $x_{CoV}$ measured over the entire sample cannot be expected to be very different from $\sim 1\%$. Therefore long range RTF from a globally percolating structure of CoV complexes is unlikely.

However, we do not need such a large $x_{CoV}$ in order to explain most of the experimental magnetometry results such as the observed hysteresis in the M-H curve at room temperature. Magnetic hysteresis can be achieved for the global $x_{CoV}$ well below $x_c$ since one just needs a number of percolating clusters of CoV large enough to be superparamagnetically blocked. We define an active cluster of CoV as a region in the sample where locally, $x_{CoV}$ is larger than $x_c^{CoV}$. There exists therefore a second global concentration threshold, that we call the measurability threshold $x_m$, setting the limit of what can be detected experimentally as RTF. The required size of the CoV clusters can be estimated by considering coherent rotation of the magnetization over an anisotropy barrier $D N_B S^2$ (D is the zero-field split, $N_B$ the number of magnetic ions magnetically blocked and $S$ the Co$^{2+}$ spin).
By taking $D = 2.76 \text{ cm}^1$ from EPR measurements [265] we obtain an estimate $N_B = 800$ for a blocking temperature $T_B = 300 \text{ K}$. This however is rather conservative. In granular magnets random dipolar interaction [297] or random magnetic anisotropy [298] can push $T_B$ to values considerably larger than those predicted for single particle coherent rotation (by up to a factor 5). A similar effect can be also found in magnetic clusters arranging according to spinodal decomposition [299]. Thus an estimate for $N_B$ in the range of 250 magnetic ions is more realistic. This implies that, in order to measure hysteresis at room temperature, one needs to find regions where around 250 CoV complexes interacting at 3rd NN exist at concentrations larger than 6%. This seems a rather modest requirement and calculations presented in [300] show that even for a completely homogenous and random distribution of CoV neglecting the tendency for Co ions to aggregate, large clusters with more than $10^4$ CoV units can be formed at $x^{CoV} \sim 2\%$. Thus the measurability threshold $x^{CoV}_m$ can be expected to be of the order of 1-2%. Reference [300] also presents Monte Carlo simulations investigating the evolution of the thermodynamic properties of CoV clusters as the concentrations of Co$^{2+}$ and CoV are varied. We are now in a position to propose

![Figure 6.17: Proposed phase diagram for ZnO:Co as a function of the relative concentrations of Co$^{2+}$ and CoV. The yellow area is the blocked superparamagnetic (SPM) region, where both magnetic moment and hysteresis can be detected. The dashed line at small x marks the region where most of the experiments are conducted. Finally the FM region is partition into two regions depending on whether or not anomalous Hall effect can be detected.](image)

a phase diagram (see Fig.6.17) for ZnO:Co based on the relative concentration of Co$^{2+}$ and CoV. At low $x^{Co}$ and $x^{CoV}$ the system is paramagnetic. As $x^{CoV}$ is increased, the system evolves into what we call a blocked superparamagnetic phase which is the most
important feature of the phase diagram as it is the region relevant to most experimental observations. This occurs for $x^{\text{CoV}} < x^{c}_{\text{CoV}}$ and $x^{\text{Co}} < x^{c}_{\text{Co}}$, but nevertheless allows one the detection of both a net magnetic moment and hysteresis at room-temperature. For larger $x^{\text{CoV}}$ ($\geq 6\%$) a global thermodynamic FM ground state emerges. Importantly bulk measurements (hysteresis or magnetization) can hardly distinguish between the FM and the blocked superparamagnetic phase, and more local probes are needed. In particular we believe that a thorough analysis of neutron scattering data [298] would be highly desirable.

On the other hand as $x^{\text{Co}}$ is increased, the short range AFM interactions between the Co ions become more relevant. Therefore we predict either a frustrated antiferromagnet or a spin-glass for $x^{\text{Co}} > x^{c}_{\text{Co}}$ and $x^{\text{CoV}} \ll x^{\text{Co}}$. Finally we partition the thermodynamic FM region into two regions separated by the CoV percolation threshold $x^{c}_{\text{CoV}}$. For $x^{\text{CoV}} > x^{c}_{\text{CoV}}$ percolation among CoV is achieved and one expects measurable conductivity from the impurity band. Since this is strongly exchanged an anomalous Hall effect (AHE) should be detected. This is not expected for ferromagnetism below $x^{c}_{\text{CoV}}$ since the conductivity is then dominated by band conductivity which is only weakly affected by Co$^{2+}$ since the exchange is small. Note that this phase diagram says little about the overall conductivity of ZnO:Co which in turn can be determined by electrons in the conduction band, which contribute little to the magnetism. Moreover the boundary between the different phases are somehow arbitrary and depend critically on the presence of electron donors. For instance the blocked superparamagnetic region can disappear entirely for fully compensated samples, since the long range interaction between CoVs vanishes.

6.9 Conclusions

In conclusion, using DFT calculations incorporating self interaction correction, we have investigated the electronic structure of ZnO:Co in the presence of commonly occurring n-type donor defects in an effort to explain the experimentally reported ferromagnetism and related trends in thin-films of ZnO:Co. We attribute the observed room temperature ferromagnetism in ZnO:Co to blocked superparamagnetism. This superparamagnetic phase develops at Co concentrations below those required for ferromagnetism in the thermodynamical limit. However, in order to explain the widely observed enhancement in room-temperature magnetization and hysteresis in ZnO:Co thin-films upon post growth processing under Oxygen deficient conditions, we invoke a second active magnetic center in ZnO:Co namely the Co+$V_{O}$ (CoV) complex in addition to substitutional Co$^{2+}$. Ferro-
magnetic interactions between these CoV complexes extend over a few nearest neighbour distances in the presence of additional electron doping and are strong enough to persist up to room-temperature. This is in stark contrast to the magnetic interactions between \( \text{Co}^{2+} \) which are extremely short range and can also be antiferromagnetic. We show that the introduction of CoV centres into the system can lead to the formation of ferromagnetic clusters with a high blocking temperature. These findings draw a new roadmap for designing diluted magnetic oxides, where the engineering of intrinsic defects plays the leading role. For instance paramagnetic samples can be turned ferromagnetic by prolonged exposure to Ti vapours, which produce high concentration of \( V_\text{o} \) [275].
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Electronic transport calculations
Chapter 7

Electronic transport properties of Mn$_{12}$ single molecule magnets

7.1 Introduction

Single-molecule magnets (SMMs) often also called molecular nanomagnets, represent a novel class of magnetic materials, wherein each individual molecule is a self contained spin system whose magnetic properties are determined solely by intra-molecular exchange interactions. Such magnetic molecules usually contain one or more transition metal centers or rare-earth ions or even just organic radicals and occur as molecular crystals wherein they are locked in their lattice positions by a careful chemistry of surrounding organic fragments. Interactions between the individual molecular entities in these crystals are however weak, and the magnetic behavior probed by experiments is often governed by intramolecular effects. The discovery of the Mn$_{12}$ class of magnetic molecules [301] that exhibit a magnetic ground state of $S = 10$ with a characteristic magnetic hysteresis [301] has boosted interest in this field enormously. The observed hysteresis in molecular magnets unlike in conventional ferromagnets is not due to re-magnetization of domains, but arises due to magnetization tunneling [302] between quantum spin states of the molecule, as the external magnetic field realigns the degeneracies of different states. This remarkable phenomenon can be observed in these SMMs as they have a very long spin relaxation time, which is much larger compared to the measurement time. Indeed relaxation times of the order of several months have been observed at very low temperatures (~ 2K). A single molecule therefore effectively behaves like a single domain and is relatively independent of the magnetization of its neighboring molecules. These properties make SMMs
very attractive for a host of technological applications such as single molecule "bits" for magnetic storage, working units “qubits” in quantum computing or as magnetic switches which exhibit spin cross-over behaviour under external impulses such as light. The first of these possibilities viz., the potential for use in information storage has mainly driven research in the field over the past decade. These molecules have been successfully fabricated in single-molecule transistor geometries [303, 304, 305] and phenomena such as Coulomb blockade and the Kondo effect have been demonstrated. More recently signatures of the magnetic properties of these SMMs have been reported in transport measurements through these molecules [306, 307]. Regions of negative differential conductance (NDC) and complete current suppression in low energy excited states of these Mn$_{12}$ molecules were also observed [306]. To date however, there have been no ab initio theoretical investigations of the transport properties of these Mn$_{12}$ based magnetic molecules. In fact, the investigation of the coupling between charge transport and the molecular spin degrees of freedom presents a fascinating and challenging problem for first principles theoretical methods, but the large system sizes (typically hundreds of atoms) that are needed to model SMMs have made such calculations impractical. Nevertheless, with the availability in recent times, of efficient numerical transport codes such as SMEAGOL [317], an ab initio treatment of transport through Mn$_{12}$ SMMs can be undertaken. In this work we study the steady state transport properties of Mn$_{12}$ molecules attached to gold electrodes, within the non equilibrium green’s functions (NEGF) formalism. One of the questions we wish to answer is whether a static change in the potential in the region of the molecule due to a change in its local spin configuration can be detected in a transport measurement.

### 7.2 Structural properties of Mn$_{12}$ clusters

The prototype SMM of the Mn$_{12}$ class is the so called Mn$_{12}$Ac with molecular formula Mn$_{12}$O$_{12}$(CH$_3$COO)$_{16}$(H$_2$O)$_4$ and is the most intensively studied among all SMMs. However, a more recently synthesized Mn$_{12}$ based molecule abbreviated Mn$_{12}$TE has been shown [308] to be stable on gold surfaces with the potential to self organize into extended arrays and thus facilitate the individual addressing of molecules in scanning probe microscopy (SPM) type experiments. In figure 7.1, two different views of the Mn$_{12}$TE molecule are presented. The full chemical formula of the Mn$_{12}$TE single-molecule magnet is [Mn$_{12}$O$_{12}$(L)$_{16}$(H$_2$O)$_4$] where L = 4-(methylthio)benzoate. This system basically consists of a Manganese-Oxygen core (Mn$_{12}$O$_{12}$) with 12 Mn ions and 12 O ions. The Mn
ions in the core are arranged in an almost planar geometry with 4 of the Mn ions in a central oxide cube and the remaining 8 Mn ions forming an outer ring. The core region is surrounded by organic dendrimers which are essential for keeping the molecule stable in solution and more so on metallic surfaces. However, they do not directly influence the electronic structure of the Mn$_{12}$ core and as such play no role in the magnetic properties of these systems. Each of the sixteen 4-(methylthio)benzoate dendrimers has a sulphur atom at one end that provides the necessary bonding with gold surfaces. Mn$_{12}$ clusters are usually synthesized as molecular crystals made of weakly interacting individual molecules. The crystal exhibits a tetragonal symmetry (space group I4) while individual clusters such as Mn$_{12}$TE possess an S$_4$ symmetry axis perpendicular to the plane formed by the Mn ions. In all, this Mn$_{12}$ system consists of 12 Mn atoms, 48 O atoms and including all of the organic functional groups has a total of 324 atoms.

For a preliminary investigation of the basic electronic structure of a free standing Mn$_{12}$ core, one does not need to consider the organic thio-benzoate functional groups. Thus we strip off the thio-ether(TE) groups and replace them by much simpler COOH groups.
on the periphery of the Mn\(_{12}\) core. Thus we are left with a [Mn\(_{12}\)O\(_{12}\)(COOH)\(_{16}\)(H\(_2\)O)\(_4\)] molecule. Note that the prototypical Mn\(_{12}\)Ac cluster can simply be obtained by replacing the H ions in the (COOH) groups with methyl groups. The resulting bare bones Mn\(_{12}\) system which now contains only 100 atoms is shown in figure 7.3. The Mn ions in these clusters are six-fold coordinated by O ions but exhibit a significant Jahn-Teller distortion which lowers the local \(O_h\) symmetry. From here on we label this stripped down version of the molecule Mn\(_{12}\)f where "f" indicates the formate (COOH) groups surrounding the Mn\(_{12}\) core.

### 7.3 Computational setup

To study the electronic structure of the Mn\(_{12}\) system we use the DFT implementation within the SIESTA package [309] which employs a numerical pseudo-atomic orbital (PAO) basis set and standard norm-conserving [310] pseudopotentials. The electronic-configuration used in constructing the various pseudopotentials and the basis set employed for each atomic species are listed in table 7.1. GGA pseudopotentials generated using the PBE [311]

<table>
<thead>
<tr>
<th>Atomic Species</th>
<th>Electronic Configuration</th>
<th>Basis set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mn</td>
<td>[Ar]4s(^1)4p(^1)3d(^5)</td>
<td>4s-DZP,4p-SZP,3d-DZ</td>
</tr>
<tr>
<td>O</td>
<td>[He]2s(^2)2p(^2)</td>
<td>2s-DZ,2p-DZP,3d-SZ</td>
</tr>
<tr>
<td>C</td>
<td>[He]2s(^2)2p(^2)</td>
<td>2s-DZ,2p-DZP</td>
</tr>
<tr>
<td>H</td>
<td>1s(^1)</td>
<td>1s-DZP,2p-SZ</td>
</tr>
<tr>
<td>S</td>
<td>[Ne]3s(^2)3p(^4)</td>
<td>3s-DZ,3p-DZP,3d-SZ</td>
</tr>
<tr>
<td>Au</td>
<td>[Xe 4f14 5d10] 6s(^1)</td>
<td>6s-DZ</td>
</tr>
</tbody>
</table>

Table 7.1: The Electronic Configuration used for the generation of the pseudopotentials and the pseudo-atomic orbital (PAO) basis sets employed for various atomic species are shown. SZ - single zeta, DZ - Double zeta, DZP - double zeta plus polarization.

Functional are employed for most of the ground state DFT calculations presented as well as the transport calculations. LDA pseudopotentials are used for test calculations with the LSDA+\(U\) method. Scalar relativistic pseudopotentials are used for S, Mn and Au. Non-linear core corrections are also included in the case of Mn and Au. Note that fully filled the 4f and 5d states of Au are included in the core and only the 6s electrons are explicitly described. Although the 5d states in Au are relatively shallow and need to be treated in the valence for describing structural properties of Au, the density of states at the Fermi level of Au is dominated by 6s electrons and for transport calculations at low
bias ($V < 1$ eV), this minimal description of Au is mostly adequate. Since the Mn-O sub system is the main region of interest in these molecules, the Mn and O basis functions are based on an optimized basis set for bulk MnO and extra polarization orbitals are added for increased variational freedom. For representing the charge density in real space, a uniform mesh with a grid cutoff of 450 Ry (equivalent to plane wave-cutoff) is used. For both the Mn$_{12}$TE and Mn$_{12}$f systems geometrical optimizations are performed using standard conjugate gradient minimization of forces until all the Hellmann-Feynman forces are smaller than 0.04 eV/Å. Most of the calculations presented in this work are carried out using the PBE-GGA exchange-correlation functional. Since the environment in the Mn-O core of the Mn$_{12}$ system is similar to that in the strongly correlated oxide MnO, one generally needs to employ extra corrections to LSDA/GGA functionals to obtain a proper description of the system especially while calculating quantities such as exchange parameters and anisotropy barriers which depend upon accurate total energies. Form the point of view of electronic transport calculations, for a quantitatively accurate description of the I-V characteristics, the level alignments of the various molecular states and especially of the highest occupied (HOMO) and lowest un-occupied (LUMO) molecular orbitals relative to the chemical potential of the metallic leads must be correct. With these issues in mind, we carry out both GGA and LSDA+$U$ calculations of the static ground state of the Mn$_{12}$f system. We then discuss some implications for GGA based transport calculations on Mn$_{12}$ in terms of the qualitative and quantitative differences one might expect with respect to a LSDA+$U$ description.

### 7.4 Ground state properties

The overall ground state electronic properties of Mn$_{12}$ clusters are relatively well known and several theoretical works have addressed the magnetic properties of these systems in detail [313]. In the Mn$_{12}$f cluster shown in figure 7.3 two different kinds of Mn ions are indicated (blue and grey shading). The four inner Mn ions (shaded grey) which form a slightly distorted cube with 4 O ions, have a charge state closer to Mn$^{4+}$ with a total spin ($s=3/2$) while the eight outer Mn ions have a Mn$^{3+}$ charge state with total spin ($s=2$). Furthermore, the inner Mn$^{4+}$ ions are coupled anti-ferromagnetically to the Mn$^{3+}$ ions which results in a ferrimagnetic ground state for the whole molecule with a net spin of $S = 8 \times 2 - 4 \times (3/2) = 10$. The $M_S = 10$ ground state has been detected experimentally while the grouping of the Mn ions into Mn$^{3+}$ and Mn$^{4+}$ can be inferred from structural data.
7.4 Ground state properties

as the outer Mn$^{3+}$ have partially occupied $e_g$ states and undergo significant Jahn-Teller distortions that are typical of Mn(III) systems.

7.4.1 Electronic structure of Mn$_{12}$f

In figure 7.2 we present the partial density of states (PDOS) for Mn$_{12}$f calculated both with the GGA and LSDA+$U$ functionals. Values of $U=6$ eV and $J=1$ eV are chosen for the Hubbard-$U$ parameter and exchange parameter $J$ respectively. Recent photoemission results on Mn$_{12}$ systems [314] place the HOMO-LUMO gap of these molecules in the region of $\sim 2$ eV. In comparison, the GGA gap is rather small at $\sim 0.5$ eV. LSDA+$U$ opens up the gap as one would expect and for a value of $U = 6$, the HOMO-LUMO gap is 1.92 eV. From the PDOS in figure 7.2 is apparent that the molecular orbitals on either side of the Fermi level are made up mostly of Mn derived orbitals with some contributions from O due to hybridization. In particular the HOMO level seen in the PDOS is actually a collection of closely spaced Mn-$e_g$ states and this description is the qualitatively the same both in GGA and LDA+$U$. Furthermore there is very little PDOS near the Fermi level coming from C atoms and the HOMO-states are therefore expected to be well localized on the Mn-O core. A closer look at the nature of the HOMO-LUMO gap is presented in right hand side panel of figure 7.3 where in the contributions of the Mn$^{3+}$ and Mn$^{4+}$ ions to the Mn-PDOS are shown separately. It is clear that the HOMO-LUMO gap in this system is a essentially a distortion induced gap in a partially occupied manifold of $e_g$ states whose degeneracy has been lifted.

A Mulliken analysis of the local magnetic moment of representative Mn$^{3+}$ and Mn$^{4+}$ ions is presented in table 7.2. Two slightly different Mn$^{3+}$ ions can be identified which have different bond-lengths to the coordinating O ions. For clarity, we label them Mn$^{3+}_1$ and Mn$^{3+}_2$ in the table. The local magnetic moments predicted in both GGA and LSDA+$U$ are quite similar. Although the theoretical moments seem consistently larger than the experimental ones, a Mulliken analysis is in general, strongly basis set dependent and calculated local moments cannot strictly be compared to experiment. However both GGA and LSDA+$U$ rightly predict the total moment to be 20.0. Thus one might conclude that GGA and LSDA+$U$ descriptions of the ground state of Mn$_{12}$ are qualitatively similar.
Figure 7.2: GGA and LSDA+U partial density of states are shown for the Mn$_{12}$f cluster. PDOS around the Fermi level is mainly Mn-O in character. The HOMO-LUMO gap is underestimated in GGA at $\sim$ 0.5 eV while LSDA+U predicts a gap of $\sim$ 1.9 eV ($U = 6$, $J = 1$). Also C atoms in the molecule show very little PDOS around the Fermi level (vertical indigo line) and do not seem to interact strongly with the d states on the Mn ions.

Table 7.2: A Mülliken analysis of the local magnetic moments of the Mn ions in the Mn$_{12}$f system is presented. GGA and LSDA+U moments are very similar although over-estimated with respect to experiment [315]

<table>
<thead>
<tr>
<th></th>
<th>GGA</th>
<th>LSDA+U</th>
<th>Expt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mn$^{3+}$</td>
<td>3.90</td>
<td>3.87</td>
<td>3.69</td>
</tr>
<tr>
<td>Mn$^{3+}$</td>
<td>3.93</td>
<td>3.99</td>
<td>3.79</td>
</tr>
<tr>
<td>Mn$^{4+}$</td>
<td>-2.89</td>
<td>-3.02</td>
<td>-2.34</td>
</tr>
<tr>
<td>Total</td>
<td>20.0</td>
<td>20.0</td>
<td>20.56</td>
</tr>
</tbody>
</table>
Figure 7.3: (left) The geometry of the Mn$_{12}$f cluster is shown. The 4 inner Mn ions (shaded grey) are closer to a Mn$^{4+}$ valence while the outer 8 ions (blue) are closer to Mn$^{3+}$. (right) The PDOS for Mn$^{3+}$ (lower-right) and Mn$^{4+}$ (upper-right) ions, as calculated within GGA, are shown separately. The total Mn PDOS is shown as a brown background. The occupied and empty subsets of the $e_g$ states of the Mn$^{3+}$ ions form the highest occupied and lowest un-occupied molecular orbitals in the system and there is very little Mn$^{4+}$ contribution to the PDOS around the Fermi level.
7.4.2 Electronic structure of $\text{Mn}_{12}\text{TE}$

We now consider the full $\text{Mn}_{12}\text{TE}$ molecule (see figure 7.1) to analyze the effects of attaching the organic functional groups. In figure 7.4(a) we present the calculated GGA PDOS for the $\text{Mn}_{12}\text{TE}$ molecule. Clearly the organic TE groups have little effect on the Mn-O derived states around the Fermi level. The HOMO-LUMO gap is still $\sim 0.5\ \text{eV}$ as before and retains its $\text{Mn}^{3+} - e_g$ character. A set of C and S derived states lie about $\sim 1\ \text{eV}$ below the Fermi level and show little mixing with any of the Mn states. Similarly, there are no C and S derived states immediately above the Fermi level. The $\text{Mn}_{12}\text{TE}$ molecule also has a total magnetic moment of $20\mu_B$ corresponding to a $M_S = 10$ ground state. The next issue to address is the interaction of the $\text{Mn}_{12}\text{TE}$ molecule with a gold surface.

![Figure 7.4: In panel (a), the PDOS (GGA) for a free standing $\text{Mn}_{12}\text{TE}$ molecule is shown. The electronic structure of the Mn-O sub-system in $\text{Mn}_{12}\text{TE}$ is identical to that in $\text{Mn}_{12}\text{f}$. The only effect of the additional C and S atoms are a set of states about 1 eV below the Fermi level which show little mixing with the Mn-O system. The total DOS for the molecule is shown as a grey background. In panel (b), the PDOS for the device region in 7.5 is shown. A small charge transfer from the $\text{Mn}_{12}\text{TE}$ molecule to the Au contacts pins the Fermi level (set at 0 eV) to the HOMO of $\text{Mn}_{12}\text{TE}$.](image)

It has been assumed in recent transport experiments [306] that the rather long organic functional groups act to shield the $\text{Mn}_{12}\text{O}_{12}$ core from metallic surfaces and that therefore the molecule retains its magnetic properties in the vicinity of gold. In our simulations
we assume that the overall structure of Mn$_{12}$TE remains the same when anchored to gold surfaces through the thiol groups at the periphery of the molecule. Therefore we do not perform molecular dynamic simulations for the Mn$_{12}$TE and gold system and restrict our DFT study to an investigation of the static charging or discharging behavior of the molecule on gold. The geometrical setup of the Mn$_{12}$TE-Au system studied is shown in figure 7.5 which is the same as the setup to be used for transport calculations. The molecule is arranged in between two gold surfaces with the anchoring groups roughly perpendicular to the surfaces. Periodic boundary conditions are applied in the transverse direction to minimize finite size effects. Since the organic TE groups act only as spacers while providing anchorage, those TE groups that do not make direct contact with the gold can be left out of the simulation. This affords considerable savings in the computational resources as otherwise, the lateral dimensions of the simulation cells employed would have to be much bigger. Therefore we retain only 4 of the 16 TE groups and replace the rest by (COOH)

Figure 7.5: The set up of the scattering region used in the transport calculations is shown. Note that 12 out of the 16 TE groups have been replaced by (COOH) groups keeping only those TE that bond to the surface. Because of the low symmetry at the periphery Mn12TE, it is not possible for all the 4 surface bonding S atoms to make identical contact. The two Mn ions shaded light-purple represent the two ions whose local magnetic moments are flipped to make the $M_S = 9$ spin configuration. The transport ($z$) direction is parallel to the page from left to right.

groups as before. It is not known from experiments exactly how many of the S atoms on TE groups make strong contact with gold surfaces. We orient the molecule so that
two S atoms are anchored to the gold surface on either side. As the TE groups are not exactly parallel to each other, it is not possible to obtain perfect hollow site positions for all 4 of the S atoms. Therefore we place one of the S atoms at a hollow site and adjust the orientation of the molecule so that the other three are as close to hollow sites on the Au surface as possible. We then keep the orientation of the molecule with respect to the surface fixed and vary the S-Au distance by rigidly moving the Au surfaces along the z-direction. The calculated PDOS for this "device region" is shown in figure 7.4. It is apparent that the HOMO of the Mn$_{12}$TE molecule is now pinned at the Fermi-level and is in fact slightly discharged. The magnetic moment of the cell is found to be $\sim 19.7\mu_B$ which means about $\sim 0.3$ electrons are transferred from the molecule to the gold. Still, this is a relatively small perturbation and the overall magnetic structure of the molecule is retained. Also, the PDOS from the S and some of the C atoms is seen to be broadened out because of their strong interaction with the gold surface. Since we are interested in studying the effect of the local magnetic structure of the Mn$_{12}$TE molecule on its electrical transport properties, we need to consider the Mn$_{12}$ core in alternate spin configuration and compare the I-V characteristics for the two different configurations. Although "pure" spin excitations of the real Mn$_{12}$ system that are eigenfunctions of the total spin operator $\mathbf{S}$ are different from spin configurations wherein the local moments on some of the Mn ions are flipped with respect to the ground state configuration, in spin DFT, one only has access to "impure" single-determinant states that are only eigenfunctions of $\mathbf{S}_z$. In principle one has to consider many such spin-flip configurations to extract properties of real spin excitations [316]. However, since we are only concerned with an investigation of principle, we consider just one such spin flip configuration in which the local moments on one of the Mn$^{3+}$ and one of the Mn$^{4+}$ ions are flipped with respect to the ground state. These two ions are shaded light-purple in the figure 7.5. Such a configuration results in a total spin of $M_S = 9$ for the Mn$_{12}$TE molecule and is $\sim 150$ meV higher in energy than the ground state configuration with $M_S = 10$. The PDOS around the Fermi level for the $M_S = 9$ configuration is plotted in figure 7.6. In this case, two $e_g$ derived peaks, one occupied and one empty, in the minority-spin PDOS are apparent. These arise from the spin on one of the Mn$^{3+}$ ions being flipped.
7.5 Transport properties

In this section we present the results for both the zero bias and finite bias transport properties of the Mn$_{12}$TE-Au setup of figure 7.5. The calculations are carried out using the NEGF transport code SMEAGOL [317]. Figure 7.5 shows the main device or scattering region and the infinite leads attached on either side of the device are described by effective self energies [317]. Bias voltages of up to 0.4 eV are considered. The basis sets, pseudopotentials and real space mesh parameters used are exactly the same as used with SIESTA for the DFT electronic structure calculations. For integration along the real energy axis [317], a uniform mesh of 1536 energy points is employed over a 0.4 V bias window which translates to an energy resolution of $\sim 0.26$ meV per energy point. Before we move on to the results, we discuss some of the implications that the GGA electronic structure holds, for a description of the electronic transport. Firstly, as the HOMO of the Mn$_{12}$TE molecule is located at the Fermi level set by the gold surface, this system cannot exhibit a conductance gap close to zero bias even though the molecule is effectively very weakly coupled to the Au surface. One would expect that a method such as LSDA+U where the HOMO-LUMO gap is bigger, might predict a mid-gap position for the Fermi-level of gold and therefore also a conductance gap. However, in experiments one is often interested in not just the two terminal transport properties of these magnetic molecules but more in the interplay between the magnetism and the transport properties. Therefore one might consider a three terminal device configuration in which the HOMO level of the molecule is gated up or down to be level with the chemical potential of the Au surface and then study the low bias transport properties. The GGA electronic structure is effectively equivalent to such a gated setup. A second issue one must consider at finite bias is the position of the unoccupied molecular states. Since the GGA gap at $\sim 0.5$ eV is underestimated with respect to the experimental gap, the empty LUMO states would enter the bias window at a much smaller value of the bias in the GGA description. Furthermore as local xc functionals are not capable of describing Coulomb blockade type behaviour [318] in weakly coupled systems, the LUMO states would also effect the total current as soon as they enter the bias window. These issues should be borne in mind while interpreting the GGA results.

7.5.1 Zero bias transmission

In figure 7.6(b) the zero bias transmission-coefficient is plotted as a function of the energy for both the $M_s = 10$ and $M_s = 9$ configurations. We focus on a narrow energy window
Figure 7.6: Panel (a) shows the PDOS of the device region for a narrow energy range around the Fermi level. Panel (b) plots the zero-bias transmission coefficients. The transmission peaks appear as sharp resonances with little broadening. Also the peaks correspond well to the Mn PDOS in panel (a).
of \( \sim 0.8 \) eV around the Fermi level as it is the only one relevant at low bias. In figure 7.6(a) the PDOS for the device region (figure 7.5) in the same energy range is presented. In the \( M_S = 9 \) configuration, two \( e_g \) type states one filled and one empty belonging to the flipped Mn\(^{3+} \) ion appear in the minority spin PDOS. The transmission peaks in figure 7.6(b) appear as very sharp resonances with very little broadening. This shows that the Mn\(_{12}\) core is effectively very weakly coupled to the electrodes and electron tunneling as opposed to ballistic conduction through a single molecular level is the main mechanism. Also transmission peaks map neatly onto the Mn-O derived molecular states in the PDOS of figure 7.6(a). As discussed earlier, the molecular orbitals of Mn\(_{12}\)TE are either purely Mn-O derived or Carbon-Sulphur hybrids but there is no one molecular state that extends over the entire Mn\(_{12}\)TE molecule. Therefore the system is essentially composed of individual impedances in series viz., the TE groups on one side, the Mn\(_{12}\) core and the TE groups on the other side through which electrons have to sequentially tunnel through. This tunneling behaviour is indeed observed experimentally [307] where currents of the order of tenths of nano-Amperes are recorded.

### 7.5.2 I-V Characteristics

In figure the 7.7 current-voltage characteristics of Mn\(_{12}\)TE for both the spin-configurations studied are presented. The calculated current is of the order of a few nano-Amperes. Figure 7.7(a, b) plot the spin-resolved current and the total current against the voltage respectively. The following features emerge:

The current in the \( M_S = 10 \) configuration is completely spin-polarized with the minority-spin current being virtually zero. This is expected as one can see from the zero-bias transmission in figure 7.6(b) that there are no transmission peaks in the down-spin channel for \( M_S = 10 \).

The current for the \( M_S = 9 \) configuration is not perfectly spin polarized and the transmission peak in the minority-spin seen in figure 7.6(b) duly conducts. However the total current (see figure 7.7(b)) is different for the \( M_S = 10 \) and \( M_S = 9 \) configurations and markedly so in some bias regions. In fact in the range between 100 meV and 200 meV positive bias, the current for the \( M_S = 10 \) case flattens out while the current for the \( M_S = 9 \) configuration actually decreases with bias. Also in both spin configurations, the current for negative bias is substantially smaller from that for positive bias and the device therefore exhibits rectification.

The differential conductance(DC) corresponding to the I-V curves in figure 7.7(b) is plot-
Figure 7.7: Panel (a) shows the spin-resolved I-V curves for the Mn_{12}TE molecule between gold electrodes (see figure 7.5). The current for the $M_S = 10$ configuration is completely spin polarized while the current for the $M_S = 9$ is only partially spin-polarized. Panel (b) shows the total currents for both spin configurations and regions where the two differ substantially are obvious. Panel (c) plots the differential conductance corresponding to the currents in (b). The $M_S=9$ configuration shows NDC between $\sim 100 - 200$ meV.
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ted in figure 7.7(c). Because of the flat regions observed in both the I-V curves, the DC is close to zero over a range of positive and negative bias for both spin configurations. In the 100-200 positive bias range, the DC is in fact negative for $M_S = 9$. In order to understand some of these observations, we look at the evolution of the transmission coefficients under bias. The transmissions for various positive bias voltages are plotted in figure 7.8 for both $M_S = 10$ (left panel) and $M_S = 9$ (right panel). What is immediately apparent is right-ward drift of all the transmission peaks towards higher energies as the bias is increased from 0 to 300 meV. This is a clear sign that the Mn$_{12}$TE molecule is not only
weakly coupled but also asymmetrically coupled to the leads and in this particular case relatively more strongly to the left electrode than to the right. Therefore as the chemical potential of the left lead ($\mu_L$) is increased with respect to the right lead, the molecular states just follow the left chemical potential as they try to equilibrate with it. Given the complicated geometry of the TE groups that anchor the Mn$_{12}$TE molecule to the surface this kind of asymmetric coupling is indeed possible even in reality and often likely in typical experimental situations. The decreasing DC and flattening out of the current between 100-250 meV seen for the $M_S = 10$ case is also relatively easily explained. Between 75 meV and 225 meV no new transmission peaks enter the bias window and the current therefore remains constant. However even when some new peaks enter the bias window at around 200-225 meV, the current does not immediately increase. This might be explained by the fact that some of the transmission peaks already inside the bias window are seen to shrink in amplitude and therefore their contribution is simultaneously decreasing. These features are even more pronounced in the case of the $M_S = 9$ configuration. Once the bias reaches 75-100 meV, the first set of transmission peaks are all inside the bias window and the DC starts to decrease towards zero. However between 150-225 meV, some of the right most peaks inside the bias window are seen to decay in amplitude substantially and although a new set of states start to conduct the current actually decreases resulting in the negative DC. Beyond 250 meV however, the size of the peaks remains constant in both the cases and the current once again rises as new states enter the bias window. Yet another subtle feature that comes out from comparing the motion of the transmission peaks for the $M_S = 10$ and $M_S = 9$ configurations is that in the $M_S = 9$ case, while all the states are dragged along by $\mu_L$, they do so at different speeds and states that are farther away from $\mu_L$ tend to lag behind as the bias is increased. This does not seem to be case for the $M_S = 10$ configuration in which the states seem to move more as a group. The reason for this complicated behaviour of the states is not presently clear. One can however infer from the different rates of motion of the peaks and the decrease in amplitude of some of them that the coupling to the leads is changing dynamically under bias. The amplitude of the transmission scales as the product of the coupling strengths $\Gamma_L$ and $\Gamma_R$ to the left and right leads respectively as given by

$$T(E, V) = Tr[\Gamma_L G_M^R \Gamma_R G_M]$$  \hspace{1cm} (7.1)$$

where $G_M$ is the retarded Green’s function for the scattering region. Therefore a change in the effective coupling to either lead as a result of charge density redistribution under bias
Figure 7.9: The spatial charge distribution of some representative Mn$_{12}$TE molecular states close to the Fermi energy are plotted. The organic functional groups are not included for clarity. The S1 state is the HOMO for the $M_S = 10$ spin-configuration and is seen to be spread over the Mn$^{3+}$ ring. The electron in the S2 state however is forced to localize. The HOMO for the $M_S = 9$ configuration is the S3 state and the $e_g$ contribution from the spin-flipped ion is notably missing. The different spatial charge density distributions of the state might cause their effective coupling to the leads to be different. Furthermore the states states might also have different charging/discharging behaviour under bias.
can lead to a decay of the transmission amplitudes. Also a closer look at the distribution in space of the charge density of some of the Mn-O derived states in the static case might offer some clues towards understanding the mechanism. In figure 7.9 we plot the charge density distribution in space for some of the molecular states of Mn$_{12}$TE around the Fermi level. The states plotted are indicated in the accompanying PDOS. The S1 state is the HOMO of the $M_S = 10$ configuration and its apparent that the charge density is rather uniformly spread over the ring of eight Mn$^{4+}$ ions. However, the S2 state which corresponds to one of the two peaks in the minority-spin channel for the $M_S = 9$ configuration is seen to be essentially localized on a single Mn$^{3+}$ ion, viz., the one whose spin is reversed in

Figure 7.10: Evolution of the transmission coefficients with applied negative bias is shown for both the $M_S = 10$ (left) and $M_S = 9$ (right) spin configurations. The bias window is indicated by the two vertical indigo lines. The transmission peaks clearly show a leftward drift as the bias is increased and the chemical potential of the left lead is lowered. Since the states are coupled more strongly to the left they follow $\mu_L$ and in doing so avoid the bias window. Thus the current in the negative bias case is suppressed.
setting up the \(M_S = 9\) configuration. Thus when the local moment on one of the \(\text{Mn}^{3+}\) ions is flipped, the electron in the \(e_g\) orbital of that ion is forced to localize as there are no other \(e_g\) states in the same energy range in the minority-spin channel between which the electron can hop. The state plotted as S3 is the majority-spin HOMO of the \(M_S = 9\) configuration and the missing charge at the spin-flipped \(\text{Mn}^{3+}\) site is strikingly apparent. Therefore, given their different geometries, the couplings to the leads of the S1, S2 and S3 states are likely to be different. It is in general difficult to precisely quantify the effective coupling to the leads of individual molecular states but a newly developed method due to Rungger \(\text{et. al.,})[319\) valid in the weakly coupled limit is currently being used to currently investigate the problem. Finally we look at the evolution of the transmission peaks under negative applied bias. This is plotted in figure 7.10. As seen in the positive bias case the molecular states are coupled preferentially towards the left lead. Therefore as the chemical potential of the left lead \(\mu_L\) is now lowered to apply a negative bias, the states once again try to equilibrate with the left lead and thus follow \(\mu_L\). In this case however, in doing so they effectively stay outside the bias window and the current as a result is much smaller. Note that effective bias window in the calculations is wider by about \(\sim kT\) where \(k\) is the Boltzmann constant, because of the Fermi smearing applied to the distribution functions of the leads. The increase in current that one sees after the negative bias goes past -200 meV is essentially due to a set of originally un-occupied states entering the bias window from above.

Before we conclude, a few comments on the quantitative accuracy of the calculations are pertinent. One of the major issues for theoretical simulations of molecular transport experiments is the uncertainty involved in the device geometry. In the case of small molecules and devices with a limited parameter space, several different calculations in varying geometries can be carried out and the results compared to experimental data. However, such an approach is a lot more demanding in the case of systems such as \(\text{Mn}_{12}\) TE on gold surfaces due to the large size of the system and more importantly the complexity of the geometry. The fact that these molecules are also tunnel devices only compounds the problem as small changes in geometry can lead to sizeable differences in the calculated current. On top of the uncertainties about device geometry, there are other issues such as the approximations made with regards to \(xc\) functionals or even limitations at the theoretical level. For instance, whether manybody effects such as Coulomb blockade and the Kondo effect observed in these SMMs can be described within the framework of the NEGF formalism combined with DFT is still an open question. Therefore, a fully quantitative theoretical
description of the transport properties of these SMMs presents itself as a very challenging problem in the field for the near future.

### 7.6 Conclusions

In conclusion, the electronic structure and transport properties of a functionalized Mn$_{12}$ single molecule magnet Mn$_{12}$TE are investigated in order to test whether a change in the magnetic environment within such a molecule can lead to detectable changes in its I-V characteristics. We ascertain that the GGA electronic structure of Mn$_{12}$TE is qualitatively accurate both for the free standing molecule as well as the molecule in contact with a gold surface. Then, the I-V characteristics between 0 to 400 meV for two different spin configurations of the molecule $M_S = 10$ and $M_S = 9$ are calculated using the NEGF transport code SMEAGOL in a two terminal device setup. We find that the transport is mainly via sequential tunneling which leads to currents of the order of nano Amperes. Furthermore the device exhibits rectification properties because of weak asymmetric coupling to the leads. The total current in the two spin configurations studied is found to be different driven mainly by differences in wave function localization and charging effects. Regions of negative differential conductance are also observed for the $M_S = 9$ configuration. These results therefore suggest that information about the local spin state of such single molecule magnets can indeed be identified from a detailed knowledge of the I-V characteristics.
Chapter 8

Conclusions and future work

In summary, we have discussed the implementation of “beyond-LDA” density functional approaches viz., orbital dependent functionals [52] and the ASIC approximation [55], into the efficient numerical DFT framework of the SIESTA [54] program and presented their application to some topics of current interest.

We began in chapter 2 by providing an overview of the underlying theoretical framework upon which most of the work presented in this thesis is based. We summarized Kohn-Sham density functional theory [49] and introduced the SIESTA code which is a versatile and efficient platform well suited to DFT simulations of large electronic systems ranging in size from several hundred to thousands of atoms. We also presented some salient features of the SMEAGOL code [51] which implements a numerically efficient non-equilibrium Green’s functions (NEGF) [95] based algorithm for first principles electronic transport calculations.

In chapter 3, an overview of orbital dependent functionals and the optimized effective potential (OEP) method [52] was presented. Two different orbital dependent exchange-correlation functionals viz., the exact exchange (EXX) and self interaction corrected functionals (SIC) were discussed in the context of the Krieger-Li-Lafrate (KLI) approximation [119] to the OEP. Subsequently, their implementation in the SIESTA code was also outlined. As an application of these orbital dependent functionals, the long standing problem of overestimation of polymer polarizabilities in DFT was revisited and the performance of SIC functionals in this regard was analyzed. Using a test system consisting of chains of hydrogen molecules, we showed that at the level of the KLI approximation, SIC functionals afford major improvements over conventional LSDA/GGA approximations in predicting the polarizabilities of molecular chains. Interestingly, we find that SIC functionals also out perform the exact exchange functional at the KLI level, predicting polarizabilities accu-
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Torquato to within 10-15% of quantum chemistry approaches such as MP4 [118]. Orbital dependent functionals are increasingly being used to address a variety of problems for which LSDA/GGA are inadequate. In particular, the importance of such functionals in electronic transport calculations has been recently discussed [320, 321, 322]. We are currently in the process of implementing these functionals into the SMEAGOL code firstly for calculating zero-bias transport properties and subsequently for calculations at low-bias in the weakly coupled regime.

Chapter 4 presented a detailed discussion on the atomic self interaction correction (ASIC) approximation. This method, based on the work of Filippetti and Spaldin [129], comes across as a computationally efficient way to rectify the shortcomings of conventional LSDA in predicting the electronic structure and spectra of strongly correlated solids as well as molecules. The implementation of the method within the SIESTA code was also described and its performance over a wide variety of molecular and solid state test systems was analyzed. In particular the scaling parameter $\alpha$ that accounts for screening effects was discussed. Because the ASIC method predicts molecular ionization potentials and removal energies accurately, it has immediate relevance in molecular electronic transport calculations where the correct placement of the eigenvalues of highest occupied molecular orbitals is crucial [321]. Thus, we have also implemented the ASIC method within the SMEAGOL code and electronic transport calculations using ASIC by Toher et al, are soon to be published [323]. In terms of future improvements to the ASIC method, we are currently investigating two main aspects. Firstly, in order to avoid the scaling parameter $\alpha$, we are studying the possibility of employing semi-local quantities such as the Laplacian of the density $\nabla^2 n$, kinetic energy density $\tau$ (see equation 2.36 in chapter 2) etc to derive a more natural and self-consistent way to scale the ASIC potential in various systems. Secondly, although strictly speaking the ASIC total energy is not variational, one might want to calculate forces within ASIC assuming that the system is not too far away from the Born-Oppenheimer surface. We are currently testing forces and stress calculations within ASIC for various systems.

DFT calculations investigating the phenomenon of $d^0$ ferromagnetism in HfO$_2$ were presented in chapter 5. Since native defects in HfO$_2$ are the most likely cause behind the experimentally observed ferromagnetic signatures [27], we investigated the electronic structure of both oxygen vacancies ($V_O$) which are n-type dopants and Hf vacancies ($V_{HF}$) which are p-type dopants in HfO$_2$. We showed that $V_O$ centers form doubly occupied deep donor states and are non-magnetic in their neutral ground state. Also, additional electron
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doping or partial hole doping of the VO defect states gives rise to local moments on the VO centres but does not lead to long range ferromagnetism. We showed that Hf vacancies on the other hand, spontaneously exhibit a spin-polarized ground state driven by strong exchange among the O-2p orbitals that form the defect molecular orbitals. Furthermore, individual V_{Hf} centers also couple ferromagnetically and can lead to ferromagnetism in highly defective samples. Since the initial reports of ferromagnetism in un-doped HfO2, similar experimental reports of high temperature ferromagnetism in un-doped thin-films of a variety of wide-gap oxides such as TiO2, In2O3 [324] and ZnO [325] have emerged. While some of these experimental findings have been received with scepticism in the community, there are also other reports of ferromagnetism in oxides that have been doped with non-magnetic impurities. For example Carbon and Copper doped ZnO thin-films have recently been reported as being ferromagnetic [326, 327] at room temperature. Theoretical calculations on these wide-gap oxide systems seem to suggest that hole states localized on O-2p orbitals at the top of the valence band generally lead to ferromagnetism if p-type defect or dopant concentrations are sufficiently high [326, 328]. However, the question of whether most of these wide-gap oxides can be doped p-type in the first place is widely debated in the experimental community. Ferromagnetic signatures in HfO2, TiO2 and In2O3 are observed in oxygen deficient growth or treatment conditions [324] which must lead to the formation of n-type and not p-type defects. Oxides such as ZnO are also strongly n-type and reports of p-doping in ZnO are generally looked at with suspicion. On the other hand, there is also some experimental evidence suggesting that the magnetic signatures observed mostly arise from grain boundaries or thin-film interfaces and not from the bulk layers in these samples [11, 27, 324, 325]. Thus the current scenario in this field of d^0 ferromagnetism is one of confusion and detailed theoretical investigations of these systems, focussing on the electronic structure of native defects at interfaces and surfaces and their interactions with bulk defects, are necessary in order to resolve some of the conflicting issues.

In chapter 6 a detailed investigation of the magnetism in Co doped ZnO (ZnO:Co) was presented emphasizing in particular the role played by native n-type defects. We showed that substitutional Co ions only interact at first nearest neighbour (NN) separation and by themselves cannot lead to long range order in ZnO:Co. We also showed that a random and homogenous distribution of n-type donor defects such as oxygen vacancies (V_O), Zinc interstitials (Zn_I) and hydrogen (H_I) does not in any way enhance ferromagnetism in this system as defect and dopant interactions are short ranged. We identified instead, Co and V_O pair complexxes as the most likely candidates that can lead to ferromagnetism in
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ZnO:Co. Furthermore, we attributed the experimentally observed ferromagnetic signatures in ZnO:Co to blocked superparamagnetism and proposed a phase diagram for the material. While experimental research work on transition metal doped ZnO continues in an effort to realize high-$T_c$ ferromagnetism in these materials, it is becoming increasingly apparent that these systems are unlikely to form ideal magnetic semiconductors [11]. Recently, it has even been suggested that the observed ferromagnetism in some transition metal doped oxides might not be related to the transition metal dopant at all but might instead be a phenomenon closely related to $d^0$ ferromagnetism [11]. This debate is therefore likely to continue into the near future. Nevertheless, the presence of local antiferromagnetic interactions and the major role played by native defects which are inherently difficult to control, is likely to severely diminish the utility of these materials to spintronics.

Finally, in chapter 7 we studied the electronic transport properties of a prototypical Mn$_{12}$ based magnetic molecule functionalized by organic thio-ether functional groups [48] and attached to gold electrodes. We investigated the DFT electronic structure of the Mn$_{12}$ single molecule magnet (SMM) using both the GGA exchange-correlation functional and the LDA+$U$ method. We showed that the GGA and LDA+$U$ description of the system was qualitatively similar. We then presented the transport properties of the SMM calculated using the non-equilibrium Green’s functions formalism implemented in the SMEAGOL code [51]. In particular, the dependence of current-voltage (I-V) characteristics of the SMM on its local magnetic configuration was investigated. We found the transport properties of the molecule to be dominated by tunneling type behaviour across the organic functional groups and asymmetric coupling to the leads. We observed asymmetric I-V curves under positive and negative bias as well as localization driven changes in the current for different spin configurations of the Mn$_{12}$ cluster on the molecule. Thus we show that information about the local spin-state of the molecule can be inferred from a detailed knowledge of the (I-V) characteristics. While the results of this work serve to illustrate the feasibility of first principles theoretical transport calculations on these relatively large molecular systems, a more quantitative description of the transport properties of these SMMs requires the use of more sophisticated theoretical tools. Firstly, advanced density functionals capable of accurately describing the strongly correlated electronic structure of the Mn$_{12}$ core in these molecules need to be employed. Secondly, the spin-orbit (SO) [329] interaction needs to be included self-consistently into the calculations in order to investigate the interplay between charge transport and the magnetic anisotropy in these molecules. Thirdly, time dependence also needs to be explicitly incorporated into the calculations via
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time dependent density functional theory (TD-DFT) [330], in order to model effects such as current induced local spin excitations or magnetic relaxation within the molecule. Some of these theoretical developments within ab initio electronic transport codes have only become available recently while others are still being developed. Thus, transport calculations on these Mn$_{12}$ molecular magnets represent a very challenging and exciting problem in the field for the near future.
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