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Abstract

The market price of any stock or financial instrument listed on an exchange would be assumed

to be observed price, though we believe there is always a true price (or fair market value) of

any. The market value and market price are identical only under conditions of market efficiency,

equilibrium, and rational expectations. According to the theory of efficient market, if the ob-

served price of a stock is beyond the market value, the price is expected to drop and vice versa.

This is consistent with one of the properties of stock returns - mean reversion. However, the

market doesn’t always reverse. Although the long-term mean of returns tends towards zero, if we

look at the small proportion of the entire market movements, some show extreme up/downwards

movements. We believe sentiment takes place if the market is not reversing. In this thesis, I

have used a systemic approach with two parts of the basic regression models to explore market

behaviour: first, I have applied parametric models to check whether investor sentiment exists

at both market- and firm-level. Second, we focused on whether we can find a non-parametric

method to visualise the relationship between return/residual and sentiment. There are mainly

five case studies in this thesis. The first case study confirmed the relationship between the proxy

of sentiment (extracted from the textual corpus) and DJIA market returns using linear regression

models. The second and the third case studies used the same method to observe the relationship

between sentiment and index returns in Danish and Chinese markets. The fourth study visu-

alised the relationship between the proxy of sentiment and the return residual (error term from

the linear models) using a LOWESS model. In the fifth case study, we test all the procedures

using the firm-level stock returns (23 top companies in Fortune 500) into the same model instead

of the market-level returns, revealing the impact of investor sentiment on the firm-level stock re-

turns. Results have shown that although impact of sentiment is always observed at market-level

(because the coverage of market-level sentiment is better as any news of the companies included

in the index can be regarded to the market news), it is not always obvious at the firm-level (with

difficulties in availability of data and limitation of method).
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Chapter 1

Introduction

1.1 Motivation and Background

1.1.1 Introduction

In fundamental finance theories, it is believed that the market is efficient and that an asset’s

prices fully reflect all available information. Market prices should only react to new information

or changes in discount rates. However, in recent years, some researchers started to insist that

investing behaviours are a social activity and it is possible that these behaviours could be affected

by speculation and overreaction to events (Shiller, Fischer, & Friedman, 1984)[82]. Attitudes or

fashions may influence stock prices. These trends tend to vary in different markets and appear

without rational explanations. As a consequence, a boom time may be led by the irrational

herding behaviour among a large number of investors and large bubbles can be created during

these times (Shiller, 2000)[83]. In this sense, asset pricing is broadened by the methods based

on the psychology of investors instead of the more rational way the asset prices are determined

by both risks and misevaluation (Hirshleifer, 2001)[43].
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The price of a financial asset has an intrinsic value1, including the cost of discovering, han-

dling, delivery and profit margins. If the asset is scarce or demand is strong, the intrinsic price

will increase the premium; if the commodity is rich or low demand, the loss will incur during

the sale. At other times, some buyers may guess what the intrinsic value of the commodity is

and offer a higher price, while others may cut prices, and observing may lead to equilibrium.

The transaction which triggered the price fluctuation will eventually break-even and the buyer

‘discovers’ a true or intrinsic price. However, irrational buyers and sellers may misinterpret each

other and under- or over-estimate the commodity price.

A simple equation focuses on the above discussion: Let Pt be observed at time t, P T
t is the

intrinsic price then

Pt = P T
t + εt (1.1)

And let εt be the fluctuation.

It is believed the value of the variable εt will be zero if the buyers and sellers are observing

each other and are ‘discovering’ the intrinsic price. This can be denoted as the expectation value

of εt:

< εt >= 0 (1.2)

At the end of the 19th century, Louis Bachelier[9] observed the bond price for a period in the

Paris exchange market, the fluctuation εt is a distribution according to Gaussian distribution and

the expectation is zero. He was credited with being the first person to model the stochastic pro-

cess which was part of his erudite and multidisciplinary PhD thesis “The Theory of Speculation”

(translated from the original French).

1Also called a perceived or true value, which is calculated using fundamental analysis including the
tangible and intangible value of an asset, which is the inherent worth of an asset. It may or may not be
the same as the current market value. The opposite of intrinsic value is extrinsic value, which measures
the difference between the market price of an asset and its intrinsic value.

4



For more than half a century, scholars have been trying to prove the existence of Efficient

Market Hypothesis (EMH). The purpose of this hypothesis is to understand the instinct value

of assets, commodities, stocks, bonds and so on in the market, and the impact of the buying and

selling behaviours on this value.

The argument of the hypothesis is that the price has all the information that needs to be

known when judging the true value of the asset. However, as mentioned earlier, that is, the

market cannot control the moods and sentiment, and one can see more and more frequent

prosperity and depression.

1.1.2 Markets and Calendar Effects

The invention of the market is an opportunity that helps buyers and sellers to discover the true

price of goods and services: if the seller overprices the goods, they will be rejected by the buyer;

if the goods are under-priced, the price is likely to raise. If the buyer and the seller cannot judge

the correct price, then the market has actors, who are neither buyers nor sellers. These people

rely on experience to judge the temporary malfunction of the market and these arbitrageurs

quickly buy undervalued assets and sell on overvalued. Arbitrageur behaviour is an indication

of the valuation strategy that will help to find the true value of the asset. There are other ways

and techniques to ensure that buyers and sellers will be protected if market forces fail against

the multiplicity of human behaviour with paying additional costs (also known as a premium) to

purchase assets. There is also a market for insurance policies for buyers and sellers, which are

buyers and sellers who need to pay the premium.

Pt = α1Pt−1 + α2Pt−2 + + αnPt−n + εt (1.3)

where αi is the weight of the prices in the previous i periods where (i = 1, n).

Hereafter, one can estimate the value of the weighting parameter of an asset using regression

techniques as the intrinsic price of it is the weighted average of its historical prices (so long

as the price does not have extreme rises and falls)(Equation 1.3). Other behaviours impact on
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the prediction of stock prices using the above technique and lead to an unfair estimation of the

intrinsic price of an asset such as calendar effect - the calendar effect is any market anomaly or

economic effect that seems to be related to the calendar2. Weekends and holidays are commonly

believed to have an impact as prices fall before a break and rise after it. A valuation strategy

should always consider this aspect that is rooted in the calendar effects. A proxy value of 1 for

the beginning and end of the week and 0 for all other days have been set to include the day-of-

the-week effect, and a similar proxy has also been set for major holidays (e.g. Christmas./New

year). The effect of public holidays on market share price returns are usually lower return on

Fridays and higher on Mondays has been discussed widely in the literature (Taylor, 2011)[90].

Also, the impact of the loss of daylight hours and long holidays (Christmas, Easter, etc.) is also

regarded as negative on price return. The calendar effect is cited as one of the key effects where

the efficient market hypothesis was challenged. These holidays should not have any bearing on

the price of the asset. The impact of the holidays was included in the regression equations as a

dummy variable in the equation.

Pt = α1Pt−1 + α2Pt−2 + + αnPt−n + λCALENDARt + εt (1.4)

where CALENDARt = 1 if any calendar effect; CALENDARt = 0 otherwise. λ is the

weight of these proxies for calendar effect.

Systematic indicators of market volatility and depression are described in the history of long

asset value as a term: business cycles that range in length from 3 to 5 years, 7 to 11 years, 15 to

25 years, and 45 to 60 years. Recently, the date of the market’s ups and downs cycles has been

measured and published in the main statistical authority (NBER3, 2010)[69], and the impact of

these cycles are reflected in the valuation of the value. The proxy for the crisis is set to 1 when

2This effect includes the distinct behaviour of the stock market on different days of the week, different
times of the month, and different times of the year (seasonal trends).

3The National Bureau of Economic Research (NBER) announces business cycle dates with peaks and
troughs on a monthly basis.
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the date is in the crisis or 0 when the date is not in crisis and is added to Equation 1.4 and

shown in Equation 1.5.

Pt = α1Pt−1 + α2Pt−2 + + αnPt−n + λCALENDARt + κNBER(t) + εt (1.5)

NBER(t) = 1, during or on the date of a crisis;

NBER(t) = 0, otherwise;

where κ is the weighting factor for the proxy for business cycles.

1.1.3 Market and Firm Sentiment

When companies list on the stock exchange, their stock prices fluctuate accordingly. It has been

previously discussed that many variables for the method of discovering the intrinsic value of the

stock, combined with the valuation of the intrinsic value of the asset.

Many economists (Sims, 1980; etc.)[86] have studied unforeseen events and the impact of

policy changes on the economic market. The Sims method is mainly tested in a multivariate

time series, where the independent variables in the equation are used to interpret the dependent

variable and its linear relationship. In this method, independence and dependent variables are

interchangeable, while statistical tests give significance to their correlations (Granger, 1977)[41].

There are many variables (exchange rates and interest rates, commodity prices, inflation and

volatility) that will or will not affect large economies. Based on the macroeconomic approach,

sentiment proxy variables can be used as independent or dependent variables for asset prices.

With this vector autoregressive model, statistical tests can determine whether asset prices depend

on market sentiment and vice versa. In the recent past, many economists have been trying to use

a proxy to estimate market sentiment. Market sentiment usually causes asset prices to fluctuate

according to their intrinsic prices. When new stocks are listed, people are uncertain about the

value of new assets, so asset prices fluctuate. In addition, this uncertainty is likely to spread to

other assets and other markets (Baker and Wurgler, 2006)[10].
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This method is also used in the past decades for elections and voting results in the Western

countries. The uncertainty of polls in such elections is very large, and the voting result is often

an indication of the intention of the voters. Political parties and leaders can observe voters’

sentiment by observing public opinion polls. Second, the leader also used public opinion polls

to revise his speeches and performance to try to guide voters’ intentions. This kind of reference

index to measure public sentiment is often considered to be easier to observe and analyse than

the public opinion itself.

There are macro and micro entry points for market research. The market level is a compre-

hensive study. The index is a particularly useful proxy for market movements. It smoothes the

movement of each stock and spreads outliers. When one or two stocks fail, it is safe to use the

Vector Autoregression (VAR) model to study the market; but when 100 stocks fail, this example

does not hold. From the formulas provided by the Standard & Poor 500 (S&P 500) and Dow

Jones Industrial Average (DJIA), it is clear that the index price is the geometric mean of the

price of all participating stocks, which is an aggregation of various types of companies that are

scattered. Media content reflects the company’s fundamentals and is quickly incorporated into

stock prices by investors (Tetlock, 2007; Tetlock, SaarTsechansky, & Macskassy, 2008).

1.1.4 Proxy of Sentiment

Over the last two decades, researchers investigating complex political, economic and financial sys-

tems have discovered that sentiment is an important measuring tool. In this thesis, it is focused

on financial systems. Investor sentiment is the general prevailing attitude of investors as to antic-

ipated price movements in the market. However, it is not directly quantifiable. Most researchers

have carefully sourced and elaborately constructed proxies representing investor sentiment and

eventually used these as measures for analysing variations in stock market prices.

Previous studies computed the so-called investor sentiment by investigating the number of

messages in a message board or the frequency count of pre-selected words in newspaper texts.

The market movement is proxied using an aggregate index which is a measure of the value of a
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section of a stock market; the assumption here is that the aggregate index will reflect a consensus

about the state of the market. Recently, many studies have focused on investor sentiment in

media sources (including traditional and social media) and its effect on the changes in the indices.

Negative sentiment has been found to significantly influence stock market movements.

However, despite the volume of behavioural finance studies over the last few decades, there

are some questions (problems) that remain unsolved. Firstly, most researchers have worked on

the US markets and have rarely been concerned about the role that investor sentiment plays in

other markets. Secondly, although researchers have successfully detected the impact of investor

sentiment on the stock market, most of these studies are historical with low-frequency data.

Thirdly, in textual sentiment analysis, English is the most used language, and studies conducted

in other languages are uncommon. This research attempts to address each of these three largely

unexplored problems.

The potential contributions of this research are 1) universality of investor sentiment and its

impact that are tested on the US market using Wall Street Journal ’s “Abreast of the Markets”

column and further extended to Danish and Chinese markets using news reports from newspapers

and news agencies and to confirm whether investor sentiment affects price returns on a regional,

macro and data diversity basis; 2) analysis of the sentiment and its impact is extended to carefully

selected top US companies; 3) analysis of residuals of multivariate regression are conducted

to observe and confirm the nonlinear relationship between investor sentiment (extracted from

stock indices and top companies) and return residuals by locally weighted regression and 4) the

development of a system for financial investors/researchers to get a deep understanding of the

relationship between sentiment proxies and financial returns.

1.2 Research Questions

A market can be viewed at different levels of description: one could look at aggregating the

indices carrying all or part of the market (SP500, DJIA); or a firm grain view will be to look
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at individual companies or for multinationals, like IBM, Shell, and BP which are in different

markets, one can look at the same company in different markets.

Markets as a whole can be viewed in terms of scale, New York market vs Copenhagen market;

or an established vs emerging markets, again New York vs Shanghai; or Shanghai vs Copenhagen.

The question arises whether sentiment is of significance at the company level, or at the market

level.

Sentiment is supposed to be included in texts of a newspaper and there is some evidence for

this at the market level. However, the texts are usually a commentary or opinion. But there are

different types of texts - the so-called news cline.

The principal question this thesis attempts to answer is:

• Can a method be developed to systematically detect the existence and impact of investor

sentiment at different levels of market (aggregate and firm levels)?

1.3 Key Conclusions

The focus of this thesis is to create a computational solution for calculating the proxy of the

information contained in the news content and to evaluate the influence of this proxy on changes

in the financial market (including the index level and the firm level). In past literature, methods

of text and sentiment analysis have been used in financial literature to generate such proxies

from news. Research and systems developed to accomplish this task first selected a financial

market for analysis, with stocks and indices being the most widely studied. This thesis first

reproduces the results of Tetlock (2007) sentiment analysis of DJIA (using the Abreast of the

Market (AofM) column in Wall Street Journal from 1984-1999 as a text source). This research

was in-depth and the data was extended to 2015 (AofM column was redesigned as a weekly

column in 2007. This thesis replaces the post-2007 period with the Wall Street Journal and

the New York Times’ commercial and economic news.) to verify the dependency of using such

method. From a different perspective, a similar study was also conducted on a small European

economy (Denmark) and an emerging economy (China). The business and economic news was
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obtained from local newspapers in Denmark and China from 2000 to 2015 (an English translation

of the local language) to extract sentiment and conduct sentiment analysis. This multi-market

study has advanced the understanding of the effects of sentiment in different markets. Few

studies in the previous literature have conducted time series analysis of company-specific text

sentiments, and few have studied the time-varying model of its role in the stock market. This is

because it is difficult to obtain continuous sentiments for individual companies. This thesis has

created a series of sentiment proxies time series with daily frequency for 23 large companies for

15 consecutive years.

The prototype developed in this thesis includes a series of tasks, including data acquisition

and collection, data processing and aggregation, content analysis, time series modelling, model

diagnosis and hypothesis testing, and result visualisation. The content analysis method and

framework chosen for implementation allows the collection of any text corpora and financial

time series data and its introduction to estimating the impact of news on financial returns.

The contribution of this thesis can be summarised as follows: First, this thesis has formed

a process to analyse sentiment impact through well-designed methods and procedures. Second,

this thesis collected a data set to see the aggregate index - sentiment on all. Third, this thesis

provides a collection of search strategies - recommendations for keywords and company search

methods. Fourth, a method has been designed for classifying sentiment behaviours. Fifth,

the results have been categorised arranging different indices and companies according to the

size of the capital (confirmed that the size of the index does not matter, the sentiment impact

remains stable; but there will be deviations at the company level). Sixth, this thesis studies the

contribution of the preparation of the corpus (the Bag of Words (BoW) model cannot fully cope

with the company-level sentiment analysis, company news has overlapping within the industry,

and the current technology is very hard to accurately separate them).
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1.5 Thesis Structure

A review and discussion of the literature using text analysis methods with particular attention

given to content analysis is presented first. Time series models used in this thesis are also

described with their application in econometric models. Finally, studies and systems combining

methods of text analysis and financial analysis and prediction are then discussed (Chapter 2).

A detailed description of all methodologies, an analysing approach and its implementation

is described (Chapter 3). The main components of the approach, the text analysis component

and the statistical modelling component and the necessary data harvesting and preprocessing

functionality are described.

The computational approach is then evaluated by conducting five case studies with text and

time series data for market- and firm-level price returns(Chapter 4). By employing parametric

12



statistical methods such as vector autoregression, rolling window regression, locally weighted re-

gression and hypothesis testing, the explanatory information of the sentiment variable computed

by the approach from the text corpus for the different financial assets is assessed. How this sen-

timent variable impacts financial returns is investigated in different indices, equities, commodity

markets and firm level stocks. The influence that different text types and text corpora have on

the content analysis method are also evaluated by looking at the role different text sources and

news article types play on the computation of the sentiment time series variable. An investi-

gation into the changing influence of sentiment over time and in different market conditions is

examined for each financial market in the case studies. Lastly, a semi-parametric approach4 is

conducted to observe the relationship between negative sentiment and return residuals at both

market and firm levels.

The final chapter of the thesis summarises the work presented giving a brief discussion and

commentary, concluding with a discussion of future work (Chapter 5).

4An approach consists with two stages - a parametric approach to generate return residuals followed
by a non-parametric to test the relationship between residuals and sentiments.

13



Chapter 2

Related Work

2.1 Quantitative Awareness

2.1.1 Behaviour of Matter

The history of financial mathematics can be traced back to the 1900’s French mathematician

Louis Bachelier’s defended his doctoral thesis “The Theory of Speculation”. In the text, he first

used Brownian motion to describe the change in the stock price. He thought that, because there

is both a buy and a sell in the capital market, the buyer was bullish and the seller was bearish,

and that the price fluctuation was Brown’s movement and the distribution was normal. The

beginning of modern finance followed two major revolutions, the first in 1952. That year, 25-year-

old Markowitz published his doctoral thesis, proposing the theory of mean-variance of portfolio

selection1. Its meaning is to guide the idea that people are looking for “best” stocks to understand

the quantification and balance of risks and profits. Given the risk level maximises the expected

return (or given the level of income minimises the risk) is the main idea of the above mean-

variance theory. Later, Sharpe[81] and Lintner[57] further expanded the work of Markowitz,

proposed the Capital Asset Pricing Model (CAPM), followed by Miller’s presentation[63] of the

1Also known as the Modern Portfolio Theory, is a process to weight risk (or variance) and maximise
return by diversification in investment.
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company’s financial theory (MM theory) that sparked the first “Wall Street Revolution” in the

1970s, which is the beginning of financial mathematics. Markowitz and Sharpe also won the

1990 Nobel Prize in Economics for their pioneering contributions to financial mathematics.

2.1.2 Dealing with Returns

In the 1960s, based on Markowitz’s mean-variance model, Sharpe (1964)[81], Linter (1965)[57],

and Mossin (1966)[64] independently proposed the well-known Capital Assets Pricing Model

(CAPM), that is, in the capital market equilibrium, any securities or portfolio of securities and

the risk of the following linear relationship:

r − rf = β(rM − rf ) (2.1)

where r is the securities or the expected rate of return of the portfolio, rf is the risk-free rate

of return, rM is the expected rate of return for the market portfolio, and β is the systemic risk

measure for the portfolio of securities. CAPM is considered to be the backbone of the modern

financial market price theory, and is widely used in the determination of portfolio performance,

securities valuation and capital cost calculation. Sharp won the 1990 Nobel Prize in Economics

for his pioneering achievements in this field.

The CAPM model, when considering the factors that determine the rate of return on assets,

only analyses one factor, the impact of the market mix, and the assumptions required by the

CAPM model are too strong. In view of this, Roll and Ross (1980)[73] proposed an Arbitrage

Pricing Theory (APT) from the development of the capital asset pricing model. APT is based

on a monopolistic law, and its theoretical point is that the yield of securities is linearly related

to a set of factors that affect it, ie

Ri = a+ baF1 + baF2 + ...+ bqFj + gi (2.2)
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where Ri is the ith stock Fj is the jth factor that affects the yield of the securities, bq is the

sensitivity of the yield i of the securities i to the element j, and gi is the random error term.

2.1.3 Random Motion of Financial Market and its Volatility

The random error term has been properly investigated by researchers starting with its un-

predictable nature using the famous physical theory - Brownian Motion. In 1973, Black and

Scholes[17] introduced the option pricing formula using mathematical methods. Furthermore,

Morton[61] developed and deepened the formula. The option pricing formula brings convenience

to financial traders and bankers in the transaction of derivative financial assets, which promotes

the development of option transactions. Option trading quickly becomes the main content of

world financial markets and becomes the second “Wall Street Revolution” in the 1970s.

Two “revolutions” to avoid the general economic equilibrium of the theoretical framework

of finance, formed a new interdisciplinary area. The Markowitz-Sharpe theory and the Black-

Scholes (B-S) formula together constitute the new subject of vigorous development - the main

content of financial mathematics, but also the new theoretical study of new derivative securities

- the theoretical basis of financial engineering. The pioneers of the revolution won the Nobel

Prize in Economics in 1990 and 1997 respectively. American economist Robert Engle and British

economist Clive Granger[34] on the time series theory in economic and financial research achieved

remarkable results further in 2003 they won the Nobel Prize in Economics, and it is worth noting

that this is the third time that mathematical financial research has won the Nobel Prize in

Economics. This emerging discipline, Financial Mathematics, has become a magnificent work of

the international financial community.

Since the option pricing model gives the quantitative relationship between the option price

and the five basic parameters (St, K, r, T − t and σ), one can substitute the first four basic

parameters and the actual market price of the option as the known quantity in the option pricing

model. One can then solve the only unknowns parameter σ and its value is the implied volatility.

Therefore, the implied volatility can be understood as the expectation of the actual volatility of
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the market. The option pricing model requires the actual volatility of the price of the underlying

asset over the life of the option.

C(St, t) = N(d1)St −N(d2)Ke
−r(T−t) (6)

d1 = 1/σ
√
T − t[ln(St/K) + (r + σ2/2)(T − t)]

d2 = d1 − σ
√
T − t

P (St, t) = Ke−r(T−t) − St + C(St, t)

= N(−d2)Ke−r(T−t) −N(−d1)St (7)

The above are formulas for calculating call and put option price, respectively, given by the

B-S formula where

T − t represents the maturity to the present time interval;

St denotes the price at time t (at present);

K is the strike price;

r stands for the risk-free interest rates;

σ is the volatility of return.

It is an unknown quantity relative to the current period. Therefore, it needs to be replaced by

forecasting volatility. Historical volatility estimation can be simply used as forecasting volatility.

However, it is necessary to use quantitative analysis and qualitative analysis combined with the

historical volatility as the initial forecast value, continue to adjust the correction, to determine

the volatility based on quantitative data and the new actual price information.

Volatility is the fluctuation of the price of a financial asset and is a measure of the uncertainty

of the return on assets and is used to reflect the level of risk in a financial asset. The higher the

volatility, the more volatile the price of financial assets, the greater the uncertainty of a return

on assets; the lower the volatility, the more stable fluctuations in the prices of financial assets,

the greater the certainty of a return on assets. In the sense of economics, the main reason for

such volatility existing comes from the following three aspects:

1. the impact of macroeconomic factors on an industry sector, namely system risk;
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2. the impact of a particular event on a single business, called non-system risk;

3. the effect on changes of psychological status or expectation of investors in the stock price.

The existence of volatility has been proved by a number of studies (Taylor, 2011; Bartram, Brown

& Stulz, 2012)[90][13]. Volatility describes the standard deviation of returns over some period

of time (Taylor, 2011)[90]. There are two types of volatility, one is backwards-looking, and the

other is forward-looking. The former is calculated using the historical data of volatility. The

latter is based on the current option price, using the B-S option pricing model to derive the

volatility. The former is a history of price fluctuations that have taken place and from which is

calculated a volatility. The latter is a prediction of the volatility of a price in the future and may

not be accurate.

2.1.4 Calendar Effects

The average stock return varies significantly over time. This difference depends very much on

the day of the week, on the day of the month, in the month of the year and/or on holidays.

The difference is even related to the location of the Sun, Earth and the Moon. In the past

decade, many scholars have studied such calendar effects, including the Monday effect (Rubin-

stein, 2001; Sullivan, Timmermann and White, 2001; Schwert, 2003)[75][88][79], the Day-of-the-

Week effect (Fields, 1931; Cross, 1973;French, 1980)[37][26][38], the Month-of-the-Year effect

(Rozeff and Kinney, 1976; Praetz,1973;Officer, 1975; Gultekin and Gultekin, 1983)[74][71] and

the Holidays effect (Ariel, 1990; Lakonishok and Smidt, 1988; Ziemba, 1991; Kim and Park,

1994)[8][54][106][50].

The finance literature (Damodaran, 1989)[30] has discussed the calendar effects, but mainly in

regard to data mining (Sullivan et al., 2001)[88]. Although studies showed that the ‘Monday

effect’ is statistically significant. However, it ‘disappeared’ after 1980’s (Alt et al., 2011)[3].

Calendars affect the new market relatively. For instance, there is evidence that the day of the

week and seasonal holidays in East Asia (except January) have an impact (Seif et al., 2017)[80];

China’s New Year has a major impact on the Chinese stock market (Yuan and Gupta, 2014)[101].
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Holiday influence (including the regional holidays in Europe and the United States) is often

mentioned in recent years and is thought to have an impact on the stock market. It seems that

this effect also occurs in other regions of the world (Lu et al., 2016)[60].

These calendar implications have important implications for the economic/financial markets in

China and East Asia. Another common phenomenon is that the market will fluctuate sharply

before key policies and regulatory or statistical data (directly or indirectly related to prices)

concerning different economic aspects are announced (Andersen and Bollerslev, 1998, Chan et

al., 2017, Birz and Dutta, 2016)[4][22][15]. The buyers or sellers will have more difficulties on

the announced policy and its impact on the price of the asset, which makes the valuation more

difficult.

2.2 Information Revolution

2.2.1 More Information, More Problems

Prior to the advent of modern presswork in the 14th century, the reproductive cycle of handmade

papers restricted the accumulation and transportation of knowledge. The cost of reproduction

of information decreased by about three hundred times when the printing press was introduced

and then further reduced when online press became popular since the late 1990s. Data mining

mechanisms expressed the option to gather substantial information in the “Big-Data” age. The

question that this thesis explores is where is the sentiment and what is the evidence of its

existence.

“The original revolution in information technology came not with the microchip, but with the

printing press.” (Silver, 2012)[85] Scribes used to produce a copy of a book at a time. The

cost for reproducing a single copy was about one florin per five pages, so a normal book (with

around 500 pages) people are reading today would cost around $20,000. Due to unavoidable

human mistakes, many of them carry transcription errors from one copy to another. The cost of

pursuing knowledge was exorbitant with uncertainties. This has been changed since a system of
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Figure 2.1: European Book Production (Silver, 2012)[85].

printing and typography that uses movable components to reproduce the elements of a document

on the medium of paper was first invented by Bi Sheng in China around 1040 (Tsuen-Hsuin and

Needham, 1985)[95] and then the metal movable-type printing press was introduced by Johannes

Gutenberg in Europe around 1450 (Lehmann-Haupt, 1966))[55]. As a consequence, the cost of

book transcription was reduced to less than half a percent as of what it was (instead of $20,000

today it’s around $70) (See Figure 2.1). This technology hence dramatically enhanced the ability

to carry or share data and guided the modern digital data evolution.

2.2.2 “Big Data”: Advantage and Disadvantage

The emerging discipline of behavioural finance is not only used to explain the psychological and

behaviour of micro-individuals, but also the study of the financial market where it has a very

wide range of applications. For example, many hedge funds adopt “inertial strategy”, which
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Figure 2.2: The Growth of the Index Fund.(Bogle, 2016)[18]

takes advantage of the fact that investors do not reflect enough market information to make

profits.

Artificial intelligence has begun to take the place of artificial labour in the financial industry.

The BlackRock, the world’s largest asset manager, has recently laid off seven pro-active fund

managers and replaced them with a quantitative investment strategy. Larry Fink, the founder

of BlackRock, said in an interview (Toonkel, 2015)[94] that future investments will rely more on

big data, artificial intelligence, quantification and factors and models in traditional investment

strategies. Over the past decade, the growth of index funds and Exchange Traded Funds (ETFs)

(Bogle, 2016)[18] has far outstripped that of actively managed funds. From this point of view,

raised fund managers are facing the fact that they are being gradually replaced. Perhaps before

the advent of the true artificial intelligence era, many financial practitioners will have been

replaced by quantitative or indexed funds and ETFs (See Figure 2.2).

There are two very obvious advantages to using a machine or artificial intelligence. First, it

is less likely to make some very simple mistakes. Second, it should not be affected by the

human emotions that can affect the investment decision-making process. If artificial intelligence

is trained in the field of behavioural finance, the most important application direction is to avoid

the mistakes that human investors often make such as overconfidence, mental account, aversion

loss, herding effect and so on. More importantly, machines can be trained to take advantage of

the weaknesses of human nature to profit for themselves.
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Will the application of artificial intelligence bring the market risk? Thirty years ago, in 1987,

the largest financial calamity in history - “Black Friday” - took place in the United States. One

of the important reasons for the stock market crash was the heavily used programmatic trading

on Wall Street: the “portfolio insurance” strategy. When the price spread2 expanded, the spot

arbitrage3 mechanism was triggered automatically to buy the futures and sell the spot goods4.

It also shows the consistency of programmatic transactions, so that the collapse became more

violent and spread rapidly. If at a particular point in time, all artificial intelligence make the

same judgement that all stocks are sold during the centralised time, it will not lead to a stock

market crash that should not have occurred.

2.2.3 The Prediction

In the finance community there exist different theories and assumptions about market sentiment,

investor behaviour, and its role in financial markets. Traditional beliefs held in finance of an

efficient market with rational participants are not as forthwith as initially theorised. The strict

idea of an efficient market, that all information is incorporated into price at all times, would lead

investors to believe that news and exogenous information would have no impact on the markets,

having already absorbed any and all possible innovations. The limits of the Efficient Market

Hypothesis have since been accepted since the idea that a market contains all relevant information

seemed unfeasible, with evidence against the theory supported by irrational market behaviour

(Black, 1986)[16]. The theory was revised to include additional forms of market efficiency namely

strong, semi-strong and weak forms of efficiency (Fama, 1970)[35]. The limits and doubts of the

efficient market hypothesis were also posed by Kahneman and Tversky (1986)[96] who highlighted

the importance of the behavioural aspects of financial markets and the role investor sentiment

plays, specifically investors ability to overreact to events.

2The different between the price and the market value.
3An opportunity to profit from the mispricing between the spot and future price of the underlying

assets.
4Spot price is the current market value of an asset; future price is the price at which the asset can be

bought or sold in the future under a contract/agreement.
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Studies in the finance community have attempted to measure and create a proxy for sentiment

contained in financial markets in an attempt to detect the onset of irrational behaviour or

unfounded speculation. The issue becomes how to measure sentiment and incorporate it into a

model that can reliably explain changes in the price of an asset. A number of different proxies

for investor sentiment have been proposed and studied in financial literature including surveys,

trading volume, order flow, dividend premiums, among others (Baker and Wurgler, 2006)[10].

More recently, content and text analysis methods have been used to extract sentiment from news

and text published online in an attempt to summarise the mood of investors towards changing

markets (Tetlock, 2007; Garcia, 2013; and Kelly and Ahmad, 2015)[92][40][48].

Using content analysis methods to analyse text means a large volume of qualitative information

can now be incorporated into a quantitative model. Sentiment analysis applied to news means the

tone of the text can be summarised and this may influence a wide readership invoking a response

that might be reflected in asset prices. Previous studies that have relied on sentiment analysis to

summarise sentiment from text have found that negative sentiment can reliably predict changes

in market indices (Schumaker and Chen, 2009; Tetlock, 2007; Garcia, 2013)[76][92][40], stock

prices (Jegadeesh and Titman, 1993; Tetlock, Saar-Tsechansky, and Macskassy, 2008)[44][93],

and commodity markets (Feuerverger, Yu, Khatri, et al., 2012; Kelly, 2016)[36][47]. These studies

have identified a linear relationship between their measure of news sentiment and financial returns

for a range of different assets. The work presented here follows from these studies to identify

this linear relationship between sentiment and financial assets in the Chinese and Dutch equity

markets. One shortfall of these studies is the lack of identifying potential non-linear effects. In

this thesis, the non-linear effects have been inspected by examining the residual series produced

from incorporating news sentiment and returns together into a single explanatory regression-

based model. Following from Tetlock (2007)[92] a consistent non-linear relationship at the index

level and selective relationship at the firm level between the residual and sentiment have been

identified. It is found that this relationship is across a number of different financial markets

showing sentiment to have had an influence on returns in certain periods.
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2.2.4 Efficient Market Hypothesis and Behavioural Finance

In 1970, Fama[35] came up with the efficient markets hypothesis (EMH), which defines the

efficient market as such: If the price in the stock market completely reflects all the available

information then such a market is said to be an efficient market.

There are three forms of valid capital market hypothesis: Weakly efficient markets, which com-

pletely contain information about past prices, make technical analysis useless. Semi-strong,

efficient market with all publicly available information, making most financial analysis useless.

A strong, efficient market that contains all the public and inside information and no one in the

market can take advantage of early information anymore.

There are two signs to judge whether the stock market has extrinsic efficiency: First, whether

the price can be freely changed according to relevant information; Second, whether the relevant

information of the securities can be fully disclosed and evenly distributed to each investor at the

same time.

The conditions for becoming an efficient market are:

(1) Investors all use available information to seek higher profit;

(2) The stock market’s response to new market information is rapid and accurate, the price of

securities can fully reflect all the information;

(3) Market competition makes the price of securities transition from old equilibrium to new

equilibrium, and the price changes corresponding to new information are independent or random.

The theory includes the following points:

First, everyone in the market is rational. Every company represented by each stock in the

financial market is under the rigorous surveillance of these rational people. They conduct a basic

analysis of the company’s future profitability to evaluate a company’s share price, convert future

value to the present value on the day, and carefully weigh trade-offs between risk and return.

Second, the price of the stock reflects the balance between the supply and the demand of these

rational persons. The person who wants to buy is exactly equal to the person who wants to sell.

That is, the person who believes the stock price is overvalued equals the person who believes the
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stock price is undervalued. When the two are not equal, there is a possibility of arbitrage, they

immediately change their stock price to the same price by buying or selling the stock.

Thirdly, the price of the stock also fully reflects all the available information of the asset, namely,

“information is valid.” When the information changes, the price of the stock will certainly change.

When good or bad news emerges, the price of the stock starts to shift, and when the good/bad

news was well known, the price of the stock had risen or dropped to the proper price.

Behavioural finance is an interdisciplinary discipline of finance, psychology, behaviour and soci-

ology, trying to reveal the irrational behaviour and decision-making rules of financial markets.

Behavioural finance theory holds that the market price of securities is not only determined by

the intrinsic value of securities, but also largely influenced by the behaviour of investors, that is,

the psychology and behaviour of investors have a significant influence on the price decision of se-

curities markets and its changes. It is a theory corresponding to the efficient market hypothesis.

The main contents can be divided into arbitrage restrictions and psychology.

The traditional efficient market hypothesis holds that the price in the financial market contains

all the information, and at any time the price of securities can be regarded as the best estimate of

the investment value. According to the theory of behavioural finance, there are two assumptions

about the behaviour of investors in the EMH: First, there is no deviation in the behaviour

patterns investors take when maximising the value of the portfolios they own. Second, investors

always aim to maximise their own interests.

Behavioural finance believes that the efficient market hypothesis itself does not guarantee that

these two premises must be established. On the contrary, behavioural finance has questioned the

correctness and rationality of these two hypothetical premises based on an analysis of the actual

situation and believes that investors often violate these two hypothetical premises because of

psychological factors. Traditional theory failed to take into account the subjective errors caused

by the psychological factors of fund managers and investment mistakes is the obvious flaw, the

psychological factors should be the choice of funds to invest and selecting fund managers is a

very important consideration.
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In summary, the efficient market hypothesis is the foundation of classical economics as a hypoth-

esis that reflects the ideal state that economists and financial economists dream of. Although

there are all kinds of visions in reality that challenge the Efficient Market Hypothesis, they re-

flect the deviation of the real state from the ideal state. The challenge does not fundamentally

deny the efficient market hypothesis. Behavioural finance seems to help us to explain the vi-

sions of efficient market assumptions, but only partially explain the paradox of efficient market

assumptions from the actual psychological activity of people, with too many uncertain variables.

2.3 Note on Behavioural Finance

In fundamental finance theories, it is believed that the market is efficient and that an asset’s

prices fully reflect all available information. Market prices should only react to new information

or changes in discount rates. However, in recent years, some started to insist that investing

behaviours is a social activity and it is possible that these behaviours could be affected by

speculation and overreaction to events (Shiller, Fischer and Friedman, 1984)[82]. Attitudes or

fashions may influence stock prices. These trends tend to vary in different markets and appear

without rational explanations. As a consequence, a boom time may be led by irrational herding

behaviour among a large number of investors and large bubbles can be created during these

times (Shiller, 2000)[83]. In this sense, asset pricing is broadened by the methods based on the

psychology of investors instead of the true rational way the asset prices are determined by both

risks and misevaluation (Hirshleifer, 2001)[43].

An investigation into how a cross-section of stock returns have been affected by investor sentiment

was carried out in (Baker and Wurgler, 2006)[10] using different proxies for market sentiment. It

was found that returns, including small stocks, young stocks, high volatility stocks, unprofitable

stocks, non-dividend-paying stocks, extreme growth stocks, and distressed stocks, are propor-

tional to beginning-of-period proxies for sentiment. Their investigation demonstrated the value

of adding a proxy for sentiment in explaining and accounting for temporary variation in prices.
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The impact of country-specific news on the closed-end country fund prices to asset value was

tested (Klibanoff, Lamont and Wizman, 1998)[51]. The results indicate that news events evoke

quick reactions from investors. Prices are impacted much more by news appearing on the front

page of the New York Times than stories appearing throughout the paper. This demonstrates

that investor and market participants attention is fixated and influenced by news while their

reactions have not fully been incorporated into price.

Several studies in recent times have relied on a quantitative measure of sentiment that is extracted

from text and news using text analysis techniques. Many of these studies relied on using content

analysis programs such as the General Inquirer (Stone, et al., 1966)[87] to track the frequency of

sentiment laden words as they appear in a collection of news. The collection of news articles, or

corpus, was constructed to have a unifying theme such as financial news or oil news. Other text

types were used such as 10-Ks (Loughran and McDonald, 2011)[58], online messages boards, and

more recently social media (Bollen, Mao and Pepe, 2011)[19]. In many of these studies sentiment

extracted from relevant news and text was seen to have predictive power for financial returns

and determining price trends.

In many of the main studies from the domain of finance, negative sentiment is seen to have the

strongest influence on market prices (Tetlock, 2007)[92]. Tetlock defines a pessimism parameter

based on the presence of negative news and finds it predicts a 4 basis point change (0.04%) in

the Dow Jones Industrial Average. Following this study, the effect of investor sentiment on asset

prices is examined in Garcia (2013)[40] for the period between 1905 and 2005. Garcia looks at

DJIA returns and controls for some factors that may be a source of sentiment in a time-series

regression model. It has been found that stock returns are better explained when sentiment is

incorporated into the model. A one standard deviation news sentiment impact causes 12 basis

points decrease in DJIA returns during recessionary periods.

A more recent study that looked at national newspaper strikes in several countries, modelled

using regression based analysis, showed that the dissemination of information among investors

improved when media content was incorporated into stock prices (Peress, 2014)[70].
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News effects are not consistent with the Efficient Market Hypothesis (EMH) in the long-term.

Evidence for this has been seen in the US, the UK and Dutch markets incorporating national

news, and with three Dutch banks during the financial crisis (Schumaker, et al., 2012)[77].

Greater transparency may help in order to limit panic caused by news announcements in the

global financial market.

Many studies have relied on linear regression based models to aggregate and model sentiment with

financial returns. One can take this approach and use Vector Autoregression (VAR) to estimate

the linear relationship between the sentiment measure and returns in several different financial

markets. Taking this approach allows a model that is easy to estimate and interpret, that gives

an indication of the statistical significance of the impact of sentiment on returns. The work was

extended from these studies and in particular in Tetlock (2007)[92] to examine the potential

non-linear relationship between sentiment and returns. The variance that is not accounted for

by this linear model may be contained in the residual of the model such as non-linear effects. By

examining this residual, one can determine further relationships with the sentiment variable.

Price return of an asset at time, (rt), has a number of interesting properties, including the auto-

regressive nature of dependence of prices at one moment in time with an n past price returns; the

weighted average of lagged returns, denoted symbolically as a lagged operator Lnrt, and denotes

the symbolic weight:

αLnrt = α1rt−1 + α2rt−2 + ...+ αnrt−n + εt (2.3)

can help in the estimation of forecast return (rt). The error in the estimation is denoted as εt;

the error is generally assumed to be normally distributed in time and has a zero mean and unit

standard deviation (NID(0, 1)). This model is based on a number of assumptions one of which

relates to the closed nature of the model-forecast return which depends only upon returns. This

notion of using other correlated variables has been advocated by leading econometricians (e.g.

Sims (1980)[86]) for macroeconomic analysis in general. Sims asserts that the other variables

may be used in detecting the influence of the public’s change of taste, a subjective argument
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at its best one may argue, and this change introduces what he calls ’disequilibrium economics’:

This disequilibrium idea is one of the fore-runners of modern sentiment analysis. More of this

shortly. It has been argued that changes of taste/fashion are indicated by initial public offerings

(IPO) on the market, especially the short-term and large scale fluctuations in price returns of an

existing asset due to unrealistic demands for the IPO firm (cf. Dotcom boom/bust in 2000); a

number of IPOs has been cited as a proxy for investor sentiment, and following Sims have been

added to a model of asset returns to forecast future returns of an asset (Baker and Wurgler,

2006)[10]. Business cycle fluctuations may also be due to calendar effects - asset trading is

pursued mainly on weekdays and during daylight hours (the average volume of assets traded at

other times is generally rising but still is small in comparison to the normal Monday-to-Friday,

0900-1700 turnovers), trading is impacted by public holidays, especially before and after long

holidays - January trading volumes are lower due to the post end-of-Gregorian calendar a month

previously. These fluctuations can be added into Equation 2.3 as dummy exogenous variables -

the inclusion of exogenous variables in forecasting returns has a rich history of arguments of pros

and cons of including these variables and have been discussed since the introduction of these

variables about 50 years ago (Balestra and Nerlove, 1966)[11].

Sentiment analysis focuses on how the basic market dictum, that price (return) of an asset con-

tains all the necessary information relevant to its potential for buying/selling, breaks down and

one has to rely on other sources of data. For example, a new invention related to (an individual

or) a firm may lead to a mispricing of the asset; during wars and periods of economic boom and

bust there are many instances of over- and under-pricing, or in anticipation of a central bank

announcement or before/after a summit meeting asset prices change irrespective of other critical

economic performance data (Engle, 2003)[33]. These three instances, that of high-frequency,

medium frequency, and low frequency respectively, show that one has to rely on other sources

of data. It has been suggested that one has to assume that the key stylised facts, especially

first and second moments of return will show a time-dependence; one theoretically well-founded

model for dealing with this heteroskedastic behaviour is the generalised auto-regressive model

that will relate the asset price returns to volatility measures like mean and standard deviation.
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Alternatively, other empirical volatility measures can be added on to Equation 2.3 for a well-

grounded estimate of the forecast return: lagged squared returns (Lnr
2
t ), lagged (detrended)

volume (ρLnV lmt), or other option-traded volatility indices are used as like V IXt are used in an

empirical fashion and added to Equation 2.3 above. Other historic indicators of volatility, espe-

cially dates of market crashes, include major non-forecasted upturns and downturns in financial

and/or commodity markets. The vocabulary of papers in econometrics and finance repeatedly

used the terms news arrivals, inventions, innovations, news flow that can be broadly associated

with a larger than expected value of the residual εt. This, in turn, implies that at these instances

in time the forecasted value of return (equation 2.3) was not accurate. The addition of the

exogenous variables of different hues, including in some cases lagged values of other variables, is

ostensibly designed to minimise the value of the residual terms and thereby improve the accuracy

of the forecast return.

The 1990s innovation, based on the earlier work of Philip Stone and his predecessor Harold

Laswell in political science in the 1940s (Stone et al., 1966)[87], led to the harvesting of sentiment

from opinion pieces published in upmarket and business oriented (daily) newspapers like The

Wall Street Journal (Tetlock, 2007; Garcia, 2013)[92][40] and sometimes the New York Times.

The phrases like news arrivals etc., were closer to their everyday meaning. The choice of opinion

pieces, comprising often unattributed remarks on the behaviour of an individual or a firm, is an

interesting one as these near-gossip column factoids were expected to influence investor sentiment.

Furthermore, until the 1990s sentiment harvesting was conducted by a bag-of-words (BoW)

model that uses a thesaurus of emotions created by Stone et al.[87] that is essentially a word

list classified (simultaneously) according to many emotion categories - sentiment being a sub-

category of emotion and in Stone and Laswell’s world sentiment was an evaluative word indicating

positive or negative evaluation; and there are other emotional dimensions including strength and

activity.

The other evolution on harvesting investor sentiment has come from scholars who have opted

for a lower frequency harvesting of sentiment from documents generated by a firm to report on

its own health and well-being. Scholars have used newer specialised thesauri (Ahmad, Daly and
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Liston, 2011; Ahmad et al., 2014; Zhao and Ahmad, 2015)[1] [2] [104] on sentiment harvesting

from news reports and opinion pieces, whilst others have used the low-frequency documents

(Form 10-K in the USA filed every six months by individual firms) together with an up-to-date

thesaurus (Da, Engelberg and Gao, 2014)[29]. The impact of negative sentiment on return prices

is of the order of 5-10 basis points for stocks and indices, and an even greater impact of sentiment

has been reported on commodity prices (Kelly, 2016; Murphy, Kelly and Ahmad, 2015)[47][66].

The information is tabulated (see in Table 2.1) with the regression schemes used by the various

authors discussed above and this show that (i) following Sims (1980)[86] these authors have added

more and more correlated variables; (ii) following Balestra and Nerlove (1966)[11] have added

interesting exogenous variables as new vectors to an existing auto-regression scheme; and (iii)

following Engle (2003)[33] either second moment of the price return, option price index volatility,

or a heteroskedastic measure of volatility has been used.

Table 2.1: Inclusion of sentiment and volatility: E denotes exogenous variables,
S denotes sentiment variables, V1 denotes volatility-covariant measure and V2 denotes
implied volatility measure; DW, J, 1987, NBER, EP and BC shorts for the Day of the Week
dummy, the January dummy, the 1987 crash index dummy, the NBER recession dates
dummy, the Economic Policy News proxy and Business Conditions Index respectively.

Return Regression scheme Eq# Reference Exogenous
(2.4) variable

rt = αL5rt + εt (2.4a)
E rt = αL5rt + λ1Exogt + εit (2.4b) [11] NA
S+E rt = αL5rt + βL5st + 1Exogt + εiit (2.4c) [92][93] DW+J+1987
S+E+V1 rt = αL5rt + ξL5r

2
t + L5st (2.4d) [40] DW+NBER

+1Exogt + εiiit
S+E+V2 rt = αL5rt + ξV IXt + st (2.4e) [29][98] EP+BC

+1Exogt + εivt
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2.4 Fusion of Sentiment and Return

2.4.1 Sampling Uncertainty

One way to reduce sampling uncertainty is by looking at data availability. The approach is de-

signed to continuously monitor the markets. Different types of data will be acquired and trans-

formed into a time series format. Firstly, the discussion of the globalised markets – economies all

over the world takes place. Secondly, the news sources that are used to extract investor sentiment

will be introduced.

Although stock markets only work approximately 4 – 7 hours daily, and considering that each of

them is located in a different time zone (Asia across UTC+2 to UTC+12, Europe covers UTC-1

to UTC+3, and America is within UTC-10 to UTC-2), one need to construct an approach that

monitors all the stock markets 24 hours a day.

The quantitative data, particularly high-frequency data, which represents the complex mar-

kets, tends to be lacking in information when stockholders face irrational fear or unfounded

hope and change their usual behaviours (Mügge and Stellinga, 2015; Mian and Sankaragu-

ruswamy, 2012)[65][62], or because of changes in fashion and/or technology (Hardie and MacKen-

zie, 2007)[42]. A similar study of this kind of behaviour has been mentioned in the economics of

climate change (Lovell, 2014)[59].

It was intended to explore market data at different frequencies including annually, monthly, daily

and higher-frequency. Nowadays, data sources are comprehensive including equity exchanges

(NYSE, OMX etc.), financial analysts (Bloomberg, Thomson Reuters, Moody’s Analytics etc.),

information websites (Google Finance, Yahoo Finance, etc.) and data aggregators (Datastream,

Quandl etc.). It is free to access most low-frequency data and some of the high-frequency

data (Google Finance and Yahoo finance) provide ticker data for several stock markets for free.

However, real-time quotes are not freely and easily available on the web. Some websites offer

one real-time quote at a time, but typically only after one has enrolled in a service and/or

signed a complicated legal agreement. Other sites approach the problem differently and show
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the streaming delayed data. To the best of the author’s knowledge, Google Finance offers access

to real-time prices from the New York Stock Exchange (NYSE).

Investor behaviour is expected to be that of a rational person – neither risk-averse nor risk

seeking. However, it has been argued that during times of market volatility, the investor behaves

irrationally and is driven by sentiment, expressed in terms of unjustified fear or blatant optimism.

Sentiment proxies are then used in mathematical equations as external factors for testing the

auto-regression of market returns – this leads to an estimation of the impact of a sentiment

proxy. To identify investor sentiment, the approach connects to the real-time news flow from

different news sources. Typically, one can identify two types of media: legacy and social media.

Legacy media is the traditional way that people use to gain information including news agencies,

newspapers and television programmes; social media is a newer method which allows users to

share their opinions, comments, feelings, emotions and moods by posting messages online.

In financial sentiment analysis, the focus recently has been on sentiment that may be implicit

in commentary columns (Tetlock, 2007; Garcia, 2013)[92][40], in filings of company reports

(Loughran and McDonald)[58], or in the measure of what is known as social media (Antweiller

and Frank)[6]. There are commercially available platforms that tend to relate positive attitude

by the so-called “likes” on platforms like Facebook, or by a bag-of-words or decontextualised

count of negative/positive words on platforms like Twitter. The specialised sections of digital

media, where one can see investor-mentor newsletters or commodity “news”, comprise news re-

ports and the blogged views of a specialised commodity. Murphy et al. (2015)[66] worked on

crude oil prices using shale-oil related news and comments together with commodity news in

financial newspapers have shown differences in negative sentiment in these different text types

and the effect on oil prices of these different sources. Kelly and Ahmad (2015)[48], explored the

effect of crude oil related news on a key market index (S&P 500), and showed that the source of

news and commentary is paramount in composing a reliable sentiment proxy. The news sources

are summarised in a so-called “news cline” and the components are discussed that comprise this

news cline. Zhao and Ahmad (2015a, 2015b)[103][104] have interpreted the impact of negative

sentiment in news and wires on both Danish and Chinese stock markets. (see Table 2.2).
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Figure 2.3: The News Cline

The news cline (Figure 2.3) explains how news travels from when the event occurs to news

releases, along with published news reports and peoples’ comments. The facts of any event

are reported most accurately in blogs, text, speech or images of the event. Seconds or minutes

after the event, users of social media post their initial thoughts about the event to platforms

like blogs, Facebook or Twitter. Later on, news wire service providers release news reports

through wire services (originally telegraphy was used; today the Internet is frequently used).

Newspaper organisations source news reports from newswire providers (in fact, nearly every

newspaper company is a member of news wire (or wire service)) and then (re-write and) publish

the stories after a time-lag of one day. News reports in daily newspapers are usually published

on the following day. These news reports still present a high proportion of facts with some

background knowledge and explanation added by editors. However, journalists and analysts will

make comments and forecasts based on the published facts and typically use some sentiment-

laden phrases and opinions into the “editorial” or “commentary” sections in newspapers. All of

these commented columns are expressing affect/sentiment in newspapers rather than only stating

the fact of the event.

Availability of media data becomes crucial in the case of systems which extract sentiment proxies

from these data. There are APIs offered by Facebook and Twitter that allow a system to capture

the relevant posts and tweets continuously in real-time. Comparably, there are news aggregators,
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such as LexisNexis and ProQuest, which provide daily text contents of news wires and newspapers

(including news releases, news articles, op-eds and commentaries). Both the social and legacy

media providers mentioned above also offer official translation services.

2.4.2 Modelling Uncertainty

The integration of qualitative and quantitative data has been made plausible by computing

systems for acquiring and storing both types of data. A key methodological question has been

raised after the data evolution: “Conventional statistical and econometric techniques such as

regression often work well, but there are issues unique to big datasets that may require different

tools.” (Varian, 2014)[97].

In this research, the following models are applied to reduce the modelling uncertainty in the ap-

proach: regression models to detect quantitative proxies – calendar effects and signalling crash

periods; the bag-of-words (BoW) model to extract textual sentiment proxies; Vector Autore-

gression (VAR) models to integrate quantitative and qualitative data and test the interaction

between markets and the sentiment causal impact on stock markets; Generalised Autoregressive

Conditional Heteroskedasticity (GARCH) models to measure market volatility and calculate risk

evaluations; and machine learning models to help investors in decision-making.

The average value of stock returns has a significant difference according to the day-of-the-week,

the month-of-the-year and holidays (Taylor, 2011)[90]. French (1980)[38] analysed the mean and

standard deviation for daily Standard & Poor Composite index returns between 1953 and 1977.

In general, returns on Mondays have a lower mean value and higher standard deviation than

other days. Rozeff and Kinney (1976)[74] states that the US market returns are significantly

higher in January just after the New Year than in other months during the period from 1904 to

1974. Furthermore, Ariel (1990)[7] shows that the average returns of days before holidays are 10

times higher than other days during the period from 1963 to 1982. In sentiment analysis, Tetlock

(2007)[92] considers the calendar effects by using dummy variables of Mondays and Januarys in

his models to control the effects of these abnormal days.
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Many researchers, like Schwert (1989)[78] and Taylor (2011)[90], confirm that during recessions,

the volatility of returns is unusually high. Evidence shows that, similarly to calendar effects,

returns seem to follow patterns rather than go on a random walk during particular periods.

During recessionary periods, the news flow about market pessimism increases, and at the same

time market trading volume is surprisingly high (Garcia, 2013)[40]. It is assumed that during re-

cessions, markets will be temporarily inefficient, affected by extremely high pessimism sentiment

of investors and causing an unusual change in trading behaviours. Previous studies support the

notion that markets have irregular movements during recessions; Tetlock (2007)[92] proxies the

volatility of returns using VIX index and Garcia (2013)[40] directly measures the impact of news

measures during recessions with reference to NBER recession periods.

SENTIMENTT = −0.241CEFDt + 0.242TURNt−1 + 0.253NIOPt

+0.257RIPOt−1 + 0.112St − 0.283PD−ND
t−1 (2.5)

There are so-called indicators showing a market or a company’s financial performance. Investors

usually look at these indicators to help them making buy/sell calls. Baker and Wurgler (2006)[10]

constructed an estimated proxy using a combination of closed-end fund discount (CEFDt),

detrended log turnover (TURNt−1), the number of IPOs (NIPOt), the first-day return on IPOs

(RIPOt), the dividend premium (PD−ND
t−1 ), and the equity share in new issues (St) of selected

companies (Equation 2.5). They subsequently used this proxy to test the impact of sentiment on

10 equal-weighted stock portfolios comprising different industry sectors and/or firm sizes. Their

main finding is that mature/large size stocks are affected by high (positive) sentiment, however,

younger/smaller stocks with high volatilities are likely to be affected by low (negative) sentiment.

Kumar and Lee (2006)[53] used around two million retail investor transactions over five years in

the 1990s to show that small/low price stocks are highly correlated to retail transactions.

Macro-economical factors such as monetary demand and supply, currencies, consumer confidence

and GDP/GNP have been analysed in both economics and finance for several decades. Previous

studies included macro variables as proxies of sentiment; for example, Siegel (1992)[84] analysed

37



the 1987 stock market crash in detail with efforts on testing macroeconomic indicators’ impact.

The chosen indicators, consensus corporate profit forecasts and interest rates were completely

unable to explain the stock price movements during the crash. However, Bergman and Roy-

chowdhury (2008)[14] investigated how the Michigan Consumer Confidence Index, a monthly

survey which based scores on a linear combination of the responders, affect the companies’ dis-

closure policies. During pessimistic periods, the companies increase the frequency of earnings

forecasts, while during optimistic periods, they behave the opposite way. In addition, there are

other macroeconomic factors that may affect sentiment analysis in the stock market such as the

Purchasing Manager Index (PMI), Dollar Index, Commodity Index and Volatility Index.

Sentiment proxies

The use of quantitative data introduced in the previous section is knowledge driven (e.g. finan-

cial reports require accounting skills and technical analysis need quantitative training). In this

section, sentiment proxies is discussed which do not require users to have specialised knowledge

or training. Text content from news articles and social media messages are easy to understand

and the analysis based on these sources are sensible to non-professionals.

There are some noteworthy studies in relation to gathering qualitative sentiment proxies: Cutler

et al. (1989)[28] is one of the earliest studies involved in textual sentiment analysis. They found

that macroeconomic news is difficult to explain stock market price movements. Andersen et al.

(2002)[5] found that the market reacts to macroeconomic realisations (announcements) in an

asymmetric fashion. As discussed above, Tetlock (2007)[92] generated his sentiment proxy from

the word count of negative and weak affect words in a comment column in the Wall Street Journal.

Then, using principal components factor analysis, he generated a media pessimism factor. He

tested the media pessimism against market price and found that a high pessimism measure

leads to price decreasing. He also concluded that unusually high or low pessimism measures

result in high trading volume. Garcia (2013)[40] counted the affect5 words of two commentary

columns in the New York Times, over a period of 100 years (1905-2005) and extracted negative

5Emotion or desire as influencing behaviour.

38



polarity words from the columns and used the frequency as the proxy for investor sentiment.

Garcia showed that negative sentiment has a greater impact during recessionary periods (12

basis points) when compared to expansionary periods (3.5 basis points). Ahmad et al. (2015)[2]

built a corpus comprising over 5 million news articles. They selected and analysed 20 large US

firms over a 10-year period. Distinguishing between English language news and newswire, they

employed time-varying regression models and concluded that sentiment analysis on firm-level

returns can sometimes be relevant.

Use of multiple models

It is not stable to rely on a single statistical model (noted over 50 years ago in the analysis of

airline safety (Barnard, 1963)[12] and in the recent 2008 financial crisis that affected the European

markets (Cuaresma et al., 2014)[27]). Having discussed the methods of getting investor sentiment

proxies, it has been started looking at how to merge the financial and sentiment data and measure

their interaction. Most of the previously mentioned studies applied statistical models to calculate

the impact of sentiment and discussed these models in greater depth now.

Statisticians such as Udny Yule (1922)[102] and Maurice Kendall (1976)[49] started studying

equities and commodities using regression models. Autoregressive models, where the output

variable depends linearly on its own previous values and on an error term, have been used to

explore fluctuations in a variety of time series, especially in economics and finance; usually, this

dependence is linear in nature. Any deviation from the model can be attributed to a number of

causes: for example, there is a steady growth in the value of stock prices or there may be events

that are external to the approach that may have a disruptive influence on the values of stock

prices – this disruption may be due to changing fashions, market sentiment, extreme weather,

disasters or discoveries of many kinds.

Charles Sims (1980)[86] extended the scope of regression analysis considerably by specifying a

framework where a regressand (say, today’s stock price return) may be regressed against its past

values and against any number of other regressors – including traded volume and indeed sen-

timent. Sims’s framework[86] allows us to look at the simultaneous, interdependent analysis of
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how a sentiment variable is influenced by the changes in an equity time series. This kind of anal-

ysis helps to answer basic questions of causality. There are statistical tests of the directionality

of causality, attributable to Clive Granger (see Granger and Newbold, 1977)[41].

Market volatility probably plays another role in the interaction between these markets and there

are some studies that have looked at market volatility. Schwert (1989)[78] examined the monthly

stock returns data from 1857 to 1987 and found that the stock market is relatively volatile

during recessions (e.g. Great Depression) but not everywhere. Koutmos and Booth (1995)[52]

studied the transmission mechanism in stock markets. They found that before and after the

recession periods, markets are more volatile than average and that the arrival of bad news and

the interactions among markets are increased. Kearney and Patton (2000)[46] used conditional

variance (GARCH model) as their volatility measure and observed that among French franc,

German mark, Italian lira and the European Currency Unit, the German mark plays the main

role in volatility transmission.

In addition to statistical/econometric methods researchers have used machine learning techniques

like Naive Bayes, Support Vector Machines, Classifier ensembles and neural networks to train

a system to learn investor behaviours in conjunction with their text content analysis results

(Antweiler and Frank, 2004; Schumaker et al., 2012; Das and Chen, 2007; Bollen et al., 2011;

and Yu et al., 2013 [6][77][31][20][100]). A summary of the various econometrics and machine

learning methods are summarised in Table 2.3. The approach will choose which model to use.

2.5 Empirical evidence

One of the most popular theories in finance is the Efficient Markets Hypothesis, also known as

the Random Walk Theory. The assumption is that if the market is efficient (Fama, 1970)[35],

share price movements (returns), which follow a random walk, always incorporate and reflect

all relevant information in the price series. In an “efficient market”, none of the techniques

which are trying to identify the undervalued securities and gain profits from them are effective,

and therefore, it is not possible to outperform the market. Most empirical evidence supports
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the idea that the market is weak or semi-strong form efficient. The approach will first test the

market efficiency using the stock returns before taking into account any external factors. This

step happens in the modelling process to ensure the correct model, with relevant data, is being

used to do the analysis. Some case studies have been conducted during the research to support

the approach design. Below a brief introduction is given to some of the tests used in these case

studies, specifically to market correlations, calendar effects and sentiment matters.

As mentioned, stock returns are assumed to follow a random walk – that is that stock re-

turns should be independent of each other and have no significant serial correlations and inter-

correlations (Taylor, 2011)[90]. The correlations have been tested between market and firm stock

returns, the volatility index (VIX) and macroeconomic indicators. Most indices are correlated

to each other (with lagged returns) and firms listed on the NYSE are highly correlated to US

indices. The volatility index shows a significant negative correlation with most index and firm

returns (except Shanghai stock index). The Dollar index unsurprisingly has negative correlations

with indices and most exporters (with the exception of positive correlation with Wal-Mart who is

a goods importer from all over the world). The purchasing index correlates to indices and most

producers (with the exception of one service provider, one pharmaceutical company and one

distributor). The commodity index generally correlates to oil companies and energy consumers.

One aim of the approach in the pre-processing stage is to select the correct variables to put

into analytic models. If time series are highly correlated (either positively or negatively), it

means that some information in these time series is overlapped. This overlapping will discount

the forecasting power of the approach. Therefore, the approach decides whether or not to use

variables when they are correlated. For example, the Dow Jones Industrial Average (DJIA) index

is highly correlated to the Standard & Poor 500 (SP500), Financial Times Stock Exchange 100

(FTSE) and OMX Copenhagen (OMXC) indices perhaps because of close relationships between

each country and the US leading effects in the world. However, the DJIA is mildly correlated

with the Shanghai Stock Exchange Composite (SHCOMP) index (4%). The user may decide

to include the SHCOMP index in the model to test any interaction between markets. However,

if the time zone difference is taken into account, the US market does not start their trading
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Table 2.4: Market correlations (with 1st and 2nd lags)

DJIA SP500 FTSE OMXC SHCOMP

SP500 97%
FTSE 53% 54%
OMXC 39% 40% 68%
SHCOMP 4% 4% 10% 12%
DJIA 1 -9% -9% 26% 31% 11%
SP500 1 -9% -9% 27% 32% 12%
FTSE 1 -4% -4% -5% 8% 12%
OMXC 1 -5% -4% -5% 4% 11%
SHCOMP 1 0% -1% -4% -3% 1%
DJIA 2 -4% -5% -5% -2% 2%
SP500 2 -4% -4% -5% -2% 1%
FTSE 2 -4% -5% -5% -2% -4%
OMXC 2 -4% -5% -3% -3% -3%
SHCOMP 2 -2% -2% 0% 1% -2%

until after the closing bell of the Chinese market. Therefore, it is possible that the information

from the US market will be enclosed into tomorrow’s Shanghai index prices. The approach will

test lagged correlations between markets to ensure that selection of variables is sensible. (Table

2.4 shows market correlations with 1st and 2nd lags6; detailed correlations and analysis are in

Chapter 4).

2.5.1 Calendar Effects

Day-of-the-week, month-of-the-year and holidays are significant factors in most empirical studies

and dummy variables are included in the models to account for these calendar effects. The

data sample period in the case studies is 2000 to 2015. During this period, the January dummy

variable is significant at the 0.1 significance level. The Monday dummy variable is not significant,

perhaps because of the inclusion of the volatility proxies which account for the past 5 days unusual

movements of prices. This information could have incorporated the day-of-the-week effects. The

61st (or 2nd) lag denotes that the time base of the observations in the lagged return time series is
shifted back by one day (or two days) compare to the original return time series.

43



standard deviations7 of returns of different indices are plotted in Table 2.5 to show that returns

on Mondays are more volatile.

Table 2.5: Calendar effects: day-of-the-week standard deviations

DJIA SP500 FTSE OMXC SHCOMP

Monday 1.30 1.39 1.32 1.44 1.93
Tuesday 1.19 1.31 1.17 1.24 1.50
Wednesday 1.16 1.24 1.20 1.34 1.53
Thursday 1.21 1.28 1.20 1.25 1.55
Friday 1.07 1.11 1.15 1.23 1.44

2.5.2 Sentiment Matters

Sentiment analysis has been popular in the past two decades, and there has been much research

on extracting sentiment from texts. Antweiler and Frank (2004)[6], Tetlock (2007)[92], Loughran

and McDonald (2011)[58], Garcia (2013)[40], Yu et al. (2013)[100], Murphy et al. (2015)[66],

Zhao and Ahmad (2015a, 2015b)’s[103][104] recent findings use news sources from blogs, Twitter

tweets, Facebook posts, news wires, news reports, ed-ops, and commentaries. The impact of

sentiment proxied from these news sources has proved significant on financial markets. Some

case studies have been carried out involving US, Danish and Chinese markets (Table 2.6), and

found that negative sentiment has a significant impact on indices that represent these markets.

Generally, if the negative sentiment increases by one standard deviation, the index returns will

drop 5 to 10 basis points over one day. However, after the initial negative impact, the markets

generally recover (albeit in different time periods). The Chinese market recovers after one day,

and the US and Danish markets recover after four to five days8.

7The difference between the returns on each day of the week and the average of the returns in the
sample period. The high the standard deviation the more volatile return a stock has on a day.

8A detailed analysis is in Chapter 4
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Table 2.6: Sentiment impact: negative tone on different markets

Dependent variable: returnt

Coef. DJIA OMXC SHCOMP

Negative t− 1 -4.8 *** -6.0 ** -9.5 ***
t− 2 2.2 0.9 7 ***
t− 3 -1.0 0.6 -0.5
t− 4 4.9 *** -0.7 1.8
t− 5 2.5 4.4 * -0.6

Negative χ2(5)[joint] 20.20 *** 5.13 15.50 ***

2.6 Visualising Investor Sentiment

Previous studies have commonly used regression models (including simple regression, Vector Au-

toregression, GARCH, etc.) to compute investor sentiment analysis. In regression models, a

coefficient of any variable denotes the correlation of movements between dependent and inde-

pendent variables in standard deviations. Therefore, one of the most popular ways to interpret

the impact of investor sentiment is to show how much change in basis points an independent

variable causes (Tetlock, 2007; Garcia, 2013)[92][40]. Conditional volatility is computed using

the GARCH model to estimate the stochastic risk scores of the stock returns (Taylor, 1994)[91].

Recently, rolling regression (regressions with rolling windows, say 1-year moving regression) has

been used in representing the periodical impact of any independent variable in a rolling window

(Murphy et al., 2015; Ahmad et al., 2015)[66][2]. With this technique, the model shows the

year on year impact (using previous year’s empirical evidence as the current year’s reference) of

investor sentiment on stock markets.

It has been argued that “the visual information on a plot can be greatly enhanced [...] by

computing and plotting smoothed points” (Cleveland, 1981)[24] under the rubric of robust locally

weighted regression that essentially does piece-wise regression.

A time-ordered plot of the residuals obtained from the Equation 2.4b in Table 2.1 and the

newspaper sourced sentiment shows two noisy time series superposed on another (Figure 2.4a).

A relationship between the two time series was expected to be depicted, however, is not clearly
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Figure 2.4: a (left): time varying behaviour of residuals as extracted from Eq
1b and sentiment harvested from WSJ AofM; b (right): relationship between
sentiment and residuals using DJIA and WSJ between 1984 and 2007

shown on a simple plotting figure. If sentiment is plotted against the residual and then do a

simple regression on the two, one sees a sort of relationship between them (Figure 2.4b) possibly

obscured.

2.7 Summary

Investor behaviour is expected to be that of a rational person neither unduly risk averse nor

excessively risk seeking. However, it has been argued that during times of market volatility, the

investor behaves irrationally and is driven by sentiment, expressed in terms of unjustified fear or

blatant optimism.

Previous studies have been summarised in data mining, financial econometrics and sentiment

analysis. To reduce sampling uncertainty, quantitative and qualitative data should be obtained

from the globalised markets in real-time. Researchers measure quantitative data using financial

reports, market prices and economic indicators and qualitative data using sentiment proxies,
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especially the sentiment extracted from textual sources. Some useful models have also been de-

scribed in data analysis - simple regression, vector autoregression, GARCH and machine learning.

With multi-model analysis, researchers are able to test the impact of multi-variables (quantita-

tive and qualitative sentiments) on the target variable (stock market data). Market volatility

has been discussed where researchers have been using it as a transmission factor to test the in-

teraction between different markets. LOWESS model has been used to analyse the relationship

between return residuals and negative sentiment and these models serve as a visualisation tool

of investor sentiment. In Chapter 3, the methods in use will be discussed in order to build the

approach.
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Chapter 3

Methods

3.1 Introduction

This chapter outlines the method developed in this thesis. The method achieves the following

three tasks:

1. Data harvesting

2. Sentiment analysing

3. Relationship visualising

The approach will collect a variety of financial and textual data from data providers and aggre-

gators. A Multi-model design will allow the approach to choose the best technique to support

the user’s decision making.

The approach requires quantitative and qualitative data as input in the form of both historical

and real-time data. One use historical data to calculate the results that help detect risk-level

in the real-time analysing process. In practice, the approach analyses live data and generates a

sort of risk indicator to alert investors that the market is facing unexpected movements.
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3.1.1 Quantitative Data

All macroeconomic indicators, market performance ratios, and stock price movements are con-

sidered to be quantitative data. A number of data providers (or aggregators) provide access

to financial data, which is composed of different types (financial statements, economic indica-

tor announcements, stock prices, etc.) and frequencies (annually, quarterly, monthly, daily and

high-frequency). The approach collects economic indicators and stock prices as time-series in

different frequencies.

3.1.2 Qualitative Data

The investor sentiment is articulated through news and opinions that are made available to

other investors, either as the report of events related to an unexpected market downturn or

upturn or the expectation of such events. The former is typically published in newspapers or

online media as reportage, and expectation is usually in opinion columns. The approach collects

historical news articles from some major content providers (i.e., LexisNexis and ProQuest) and

real-time news from live information providers (i.e., Twitter tweets, Facebook posts, RSS feeds

and newspaper websites).

3.2 Autocorrelation of Returns

3.2.1 Linear Model

A linear regression model is used to explore the relationship between a dependent variable and an

independent variable. Scientifically, a regression model helps one to understand how a dependent

variable changes when the independent variable is varied.

In this case, a linear regression model relates a time series Yt to a function of Xt and β:

Yt = α+ βXt + ε, t = 1, . . . , T (3.1)
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where the unknown parameter, denoted as β, may represent a scalar or a vector, the independent

variable is denoted by X and the dependent variable is denoted by Y .

Vector Autoregression Model

In econometrics, and to a lesser extent in finance, the tendency until the late 1980s, was to

use regression for a key variable, for example, gross domestic product or share price return, to

estimate the impact of the variable. Charles Sims pointed out this focus on a simple variable

does not reflect an economy or a market - where there are many other independent variables

(Sims, 1980)[86]. Charles Sims proposed the vector autoregression (VAR) - the ‘vector’ was a

vector of key variables: GDP plus import/export data, a share price, market holiday variable,

and so on.

Similar to simple regression, Vector Autoregression (multiple regression) has the following input:

((x1)1, (x2)1, (x3)1, ..., (xK)1, Y1

((x1)2, (x2)2, (x3)2, ..., (xK)2, Y2

((x1)3, (x2)3, (x3)3, ..., (xK)3, Y3

...,

((x1)n, (x2)n, (x3)n, ..., (xK)n, Yn

(3.2)

where variable Y is defined as the “dependent variable.” There are many independent variables

in VAR denoted by x.

The output from a VAR is also a “fitted regression model”. A VAR model implies that Y is a

linear function of the predictors (with n different lags of each predictor), plus statistical noise:

Yi = β0 + β1Lnx1i + β2Lnx2i + β3Lnx3i + ...+ βkLnxKi + εi (3.3)
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Many statistical summaries can also be produced including R2, standard error of estimate, t

statistics for the β’s, an F statistic for the whole regression and so on ...

The coefficients (the β’s) are not random but unknown quantities. The noise terms εi are random

and unobserved. The assumption these errors are that they are statistically independent with

a mean (µ) equal to 0 and a standard deviation (σ) equal to 1. One look at the significance of

coefficients and F− statistics1 to discover the predictive information of the independent variables.

3.2.2 Volatility Model

Conditional volatility, together with the stylised facts of returns, helps indicate whether a market

is efficient. In simple regression models, it is assumed that the variance of the error term

remains constant over time. It has been suggested that most of the key indices, firm stocks

and commodities show a degree of volatility clustering: high variance during extreme periods

and low variance during normal periods. In order to understand the extent to which the returns

are impacted by volatility, generalised autoregressive conditional heteroskedasticity (GARCH)

models are typically used to compute the conditional variance (ht). The GARCH models is used

for generating the variance of the error terms - ht (Bollerslev, 1986; Taylor, 1986)[21][89]:

ht = ω + α
′
(rt−1 − µ)2 + β

′
ht−1 (3.4)

The model produces ht, the conditional variance, a one-period ahead estimate based on the past

standardised return rt. This equation explains high volatility begetting high volatility and vice

versa: α
′

contains the information about asset risk during the previous period and β
′

interprets

dependency on variance during the previous period for the daily log returns.

1The ratio of the mean regression sum of squares divided by the mean error sum of squares. The value
of Prob(F ) is the probability that the null hypothesis for the full model is true.
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Figure 3.1: Rolling regression illustration

3.2.3 Rolling Model

Suppose that one has data for all periods in the sample. To back-test the data is to check the

predictive performance of several time intervals using a rolling window.

First, it is important to choose a rolling window size, m, i.e., the number of consecutive ob-

servations per rolling window. The size of the rolling window depends on the sample size, T,

and periodicity of the data. In general, a one-year (250 days) rolling window is used for daily

frequency financial data. If the number of increments between successive rolling windows is 1

period, then the entire data set is partitioned into N = T m + 1. The first rolling window

contains observations for period 1 through m, the second rolling window contains observations

for the period 2 through m + 1, and so on. In the one-year rolling window case, the first rolling

window contains observations for period 1 through 250 and the second contains observations for

the period 2 through 251. The Figure 3.1 illustrates the partitions.
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3.3 Content Analysis

A text corpus is downloaded from multiple sources including news agencies, newspapers, blogs,

editorials and commentaries. The affect analysis approach stores the collection of the captured

news which, in turn, can be used to conduct a historical analysis over a selected period of time.

Affect words are used to express the evaluation of an event with negative or positive sentiment;

affect words are used to estimate a person on being active or passive in a situation; and affect

words are used to express depth of emotion - strong or weak emotion. Affect words are used in

human relationships and many other instances where one express emotion, activity, human ethical

value. Stone et al. (1966)[87] extended the use of such tagged glossary to texts in sociology,

human relations and many other areas. They created a system called the General Inquirer (GI)2

and the dictionary used in GI is referred to as GI dictionary. Many studies have used machine

learning methods in sentiment analysis using textual data. In supervised learning, the main part

of the learning algorithm is the use of tagged examples, often referred to as “training sets,” which

are distinguished from a separate set of tagged examples “test sets” for evaluating the classifier’s

accuracy. The simpler dictionary-based method, together with the Harvard GI dictionary, is

used to extract sentiment term frequencies from the corpus. The sentiment time series are used

to construct the investor sentiment proxies. The following section introduces the models to be

applied to proxy the investor sentiment.

3.3.1 Dictionary-based Analysis - General Inquirer

The most popular word list was originally developed by a group of social psychologists at Har-

vard University in the 1960s. The primary goal in this section of the thesis is to provide a

computational method for content analysis, defined by the author as any research technique

that is reasoned in a systematic and objective way to identify particular features in the text.

The General Inquirer (GI) used a built-in dictionary (Stone et al., 1966)[87]. In this dictionary,

words are mapped to one or more content categories so that semantically identical words will

2A computer-assisted approach for content analyses of textual data.
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Figure 3.2: An example of two categories - Negativ and Positiv in Harvard IV-4
dictionary

be represented by the same concept. For each word in the input text, the system performs a

dictionary lookup of the word and adds any applicable category for each word. The Harvard

IV-4 Dictionary (built-in for GI program) contains semantic categories from a variety of fields,

including economic, political, legal, military, and emotion (e.g. happiness and painfulness). For

this study, it is essential that the impact on assessment, activity and effectiveness be represented

by positive and negative, active and passive as well as strong and weak GI categories, respec-

tively. After many years of construction, GI dictionaries have been revised several times to add

or delete new categories, and subsequently to revise terms belonging to existing categories. The

dictionary contains over 11,000 words tagged with an ontology comprising 182 categories: va-

lence, semantics, emotions, language institutions, social words, places and objects, and etc. The

two large sentiment outlook categories, positive and negative, comprise of 1,915 and 2291 words

respectively (see Figure 3.2).

Other scholars have also studied and extracted dictionaries that are specific to the field of fi-

nancial disclosure (e.g. Loughran and McDonald (2011)[58]). These dictionaries analyse textual

sentiment more accurately than GI in specific contexts because GI is created for general environ-
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mental languages rather than special environmental languages such as the financial environment.

However, in the analysis of text sentiment, this thesis focuses on understanding the general psy-

chological changes of all investors in the market, rather than the professional understanding of

individual practitioners. Therefore, this study argues that GI, as the foundation of this word list

in psychology, is more suitable for the general investor’s sentiment analysis.

3.3.2 Bag-of-Words (BoW) Model

Economists and finance experts have been using content analysis to extract media sentiment,

specifically a BoW model for extracting investor sentiment from a text corpus. Essentially a

BoW model assumes that words are distributed independently of each other in a text. An affect

analysis system based on the BoW model is used to identify individual word frequency. These

words are matched against a pre-existing list of words, e.g. in a sentiment “dictionary”. It

has contributed significantly to the development of investor sentiment analysis in recent years.

For analysing investor sentiment, the words in the glossary are further classified into sentiment

categories – e.g. categories of positive or negative. Every time the programme finds a word

belonging to a given category, the category count is increased correspondingly3.

The workflow of the analysis is as follows: the quantitative and qualitative data comes in as input

to the approach. Researchers formalise the two types of data into times series. The stylised facts

(a term used in economics to refer to empirical findings that are so consistent that they are

accepted as truth) tell whether the markets are efficient. Then all of this data goes into the

regression models and the results show whether each of the variables has a causal effect on the

others. Finally, depending on the model results, researchers figure out whether the results reject

the hypothesis tests and the conclusions (Figure 3.3).

3It is ideal to identify when the sentiment is negative (perhaps ironic) if the word comes with posi-
tivity and to solve word-sense disambiguation that may occur technical issues, nevertheless, the method
conducted in the thesis disregards the order of words and captures the negativity of the content using
relative frequency of the negative words.
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Figure 3.3: Sentiment analysis work-flow

3.4 Aggregation of Two Types of Data

3.4.1 Multivariate Vector Autoregression Model

The regression schemes have been displayed in Table 2.1 earlier in Chapter 2. The output from

the VAR modes is also a fitted regression model. A VAR model implies that dependent variable

Y is a linear function of the predictors (with n different lags of each predictor), plus statistical

noise. It has been designed to test the influences between internal (5 lags of the dependent

variable) and external variables (5 lags of quantitative and qualitative variables) within five

working days.

Many models have been discussed and two different major types of data. The approach will

integrate different data and models. A four-step data selection strategy (Table 3.1) has been

designed to test the internal (5 lags of the dependent variable) and external variables (5 lags

of quantitative and qualitative variables). The first step mainly tests the autocorrelation of the

dependent variable with its lagged values (returns). The second step adds the lagged values of an

external constraint as an independent variable. It shows the impact of key external quantitative
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constraints on the regressand. The third step tests the lagged values of the qualitative variable

and checks the impact of it. The fourth step finally put the quantitative and qualitative variables

in the equation together and checks the interactions between them and the regressand.

Following the practice in econometrics and in finance, a linear relationship is posited between

these different variables and their historical values. This model is a simplification of what happens

in dynamic systems like financial markets, so there will be a residual error4. The expectation

here is that the error is independently and identically distributed (i.i.d) (Heteroskedasticity

and autocorrelation in the residuals are dealt with using HC robust standard errors. (Newey

and West, 1987)[67]). The endogenous variables to be used include five lags of indices returns

and negative sentiment, to control for autocorrelation. Exogenous variables include the index

volatility proxies and dummy variables for bank holidays, extreme events5, day-of-the-week and

month-of-the-year effects. The 5th order Vector Autoregressive model with the error term εt is

defined. Four tests are designed to evaluate the quantitative and qualitative constraint impacts

step by step (Table 3.1).

In the four-step analysis, the approach selects necessary variables from correlation tables; this

process ensures that each variable is independent of others and prevents serial correlation and

inter-correlation.

Figure 3.4 shows an architecture diagram of the functionality of the text preprocessing and

content analysis that is designed for the sentiment analysis approach.

3.4.2 Semi-parametric Estimation of Sentiment on Return - Ro-

bust Locally Weighted Regression

A time-ordered plot of the residuals is obtained from the Step IV in Table 3.1. If sentiment

against the residual via the simple linear regression is plotted, the results do not clearly show

the relationship between the two (Zhao, Kelly and Ahmad, 2017)[105].

4The residual of an observed value is the difference between the observed value and the estimated value
of the quantity of interest (for example, a sample mean).

5i.e. The Black Monday on 19 October 1987.
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Table 3.1: Regressand(Response/explained)(Market return): Lnβ(xt) = β1xt−1 +
β2xt−2 + . . .+ βnxt−n

Step Regressor (predic-
tor/controlled)

Equation
(3.5)

I. Internally consistent
model

Lagged values of Regressand
(L5βrt)

rt = α + L5βrt + Exogt + εt

II. Check impact of
key external quantita-
tive constraint on the
regressand

L5βrt + lagged values of ex-
ternal constraint (L5δr

ex
t )

rt = α + L5βrt + L5δr
ex
t +

Exogt + εt

III. Check impact of
key qualitative con-
straint on the regres-
sand

L5βrt + lagged values quali-
tative variable (L5γNegt)

rt = α + L5βrt + L5γNegt +
Exogt + εt

IV. Aggregate quanti-
tative and qualitative
variables

L5βrt + L5δr
ex
t + L5γNegt rt = α + L5βrt + L5δr

ex
t +

L5γNegt + Exogt + εt

One will use a non-linear function - Locally Weighted Scatterplot Smoothing (also known as

LOWESS) (Cleveland, 1979)[23] to explore the relationship between regression residuals and

sentiment values. Similar to a moving average method, the smoothed value in LOWESS is

decided by neighbouring data points defined within a span6 and is weighted as the regression

weighting function and is also determined for the data within the span.

Three components of a local regression smoothing algorithm are:

1. Calculate the weights for each data point in a span:

wi = (1− |(x− xi)/d(x)|3)3 (3.6)

6A percentage of the total number of data points in the data set.
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Figure 3.4: The computational approach diagram

x is the predictor value associated with the response value to be smoothed, xi are the nearest

neighbours of x as defined by the span, and d(x) is the distance along the abscissa from x to the

most distant predictor value within the span.

2. Use OLS for regressing smoothed residuals against smoothed sentiment.

3. Output graph of the smoothed values.
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Figure 3.5: LOWESS smoothing procedures

The LOWESS smoothing procedures are present in Figure 3.5.

The main reason for using LOWESS is that the local polynomials for each subset of the fit

data are almost always first-order or second-order, that is, local linear. Therefore, a zero degree

polynomial is used to convert LOWESS to a weighted moving average. Higher-order polynomials

are theoretically feasible, but the model does not truly conform to the purpose of LOWESS.

LOWESS is used when any function can be well approximated in small neighbourhoods by low-

order polynomials, and a simple model can easily fit the data. High polynomials tend to over-fit

the data in each subset and are numerically unstable, making accurate calculations difficult.
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3.5 Critique of Method and Data

3.5.1 Choice of Texts in the News Cline

Many studies have investigated investor sentiment extracted from one or two sources (com-

pany filings, news reports, newswire, blogs, editorials and commentaries) (Baker and Wur-

gler, 2006; Tetlock, 2007; Loughran and McDonald, 2013; Garcia, 2013; Ahmad et al., 2015;

etc.)[10][92][58][40][2]. Some work has been done on index-level sentiment analysis and addi-

tional work has been conducted at the firm-level. However, a comprehensive comparison will be

conducted between all different sources, focusing in particular on firm-level sentiment analysis.

The aim is to investigate the impact of sentiment extracted from each particular source and

contrast it with the results that are calculated from all sources.

3.5.2 Language Choices

The question is raised at the outset of the thesis that investor sentiment may behave differently

in different markets, especially the textual investor sentiment in different languages. So far, all

of the research has been conducted using English language corpora to avoid the inconsistency

of meaning in different language. In addition, it is argued that language may change over time.

As all the text contents were collected from formal media including newspapers and newswires,

the language is believed consistent and not to affect the accuracy of the sentiment results in

this thesis. However, as discussed in the future work in Chapter 5, if one decides to extend the

analysis using social media or in other languages such as Chinese. It is crucial to consider the

sensitivity of language in such conditions.

3.5.3 The Use of BoW

The BoW model focuses completely on the words, or sometimes a string of words, and usually

pays no attention to the “context” as the order of words in BoW method is less important than

the frequency of the word occurrence. The approach only uses two steps with the BoW model.
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Figure 3.6: Time stamps in news from Xinhua news agency

First, a bag with polarity (positive and negative) words is chosen. The only question here is

whether the text content is “black or white”. Second, the degree of polarity is measured using

the relevant frequency of the positive and negative words that occur in the document. The

BoW model has been used by researchers over the past two decades as the de facto standard of

financial articles. The advantage of using BoW is that the model provides a suitable proxy of

the text content and it is simple to apply.

3.5.4 Consideration of “Time”

Newspaper organisations source news reports from newswire providers and (re-write and) publish

the stories. As a consequence, there is a significant gap (taken into account in the calculations)

between the time the news is available from wire services (seconds or minutes after the event)

and some audiences actually reading it (in the following day’s newspaper).

Most news articles that have been uploaded to LexisNexis are one day delayed (lagged). This

news was released on the day of the events however was only documented by, say, Danish Business

Digest a day after. It is also noticed that the date stamp on the news from Xinhua news agency
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uploaded by LexisNexis was in New York local time, however, the original news was in fact

published by Xinhua in Beijing local time according to Xinhua website (Figure 3.6). Similarly, the

time stamp on the news from American newspapers (New York Times) and European newspapers

(Financial Times) are in different time zones. The mixed time stamps cause inaccurate estimation

of the investor sentiment in the manner of timing. A conversion programme for fixing timing

errors is used in the research.

3.6 Summary

In this chapter, the methods and techniques have been described that are supportive in building

an automatic analysing approach. The approach connects to APIs and automatically collects

data. Different data types will be analysed and transformed into the time series format. Both

parametric and semi-parametric models will integrate quantitative and qualitative data and

compute the sentiment impact analysis.

An integrating approach has been introduced that will systematically collect and analyse data. It

will provide visualised results helping to understand the impact of sentiment. In the next Chap-

ter, sample datasets will be collected to test the sentiment analytic approach at both aggregate

market- and firm-level through five case studies.
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Chapter 4

Evaluation and Case Studies

4.1 Introduction

It is designed to build a systematical approach, and the data and techniques used to identify the

impact of sentiment on financial markets will be part of this approach. First of all, whether the

sentiment impacts financial markets using the proposed methods will be tested. The approach’s

aforementioned sentiment and price/return analytic modules will be evaluated through a number

of case studies. The first step is to reproduce and extend Tetlock (2007)[92]’s results and then

implement the methods into further market studies. Financial and sentiment data will be used

for the period Jan 1984 – Jun 2015.

4.2 Data Collection and Pre-processing

To begin with, investor sentiment is analysed in a Wall Street Journal opinion column, namely

“Abreast of the Market” (AofM). Tetlock (2007)[92] used news articles from AofM covering the

period 1984 to 1999, and tested the extracted sentiment on the DJIA index. The same news

articles have been collected to confirm that the method will conclude with the similar sentiment

influence, and the data period has been extended to investigate the impact of sentiment in

different periods from various sources.
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Figure 4.1: DJIA price and return, 1984-1999

The further tests have been conducted are on a market that represents EU countries and a

market that represents Asian (emerging) countries and on the interaction between these market

indices over the last 15 years. News corpora about these two markets are collected following

similar criteria so that the results will be comparable.

For comparison, company data has been collected from 23 top Fortune 500 companies, along

with relevant U.S. newspaper news texts. The collection of these data is automated however

very time-consuming.

4.2.1 Quantitative Data

US - Market-Level Data

The first market to look at is the world’s largest national economy, the United States, representing

about 20% of global GDP. The U.S. dollar is the most used currency and is the world’s foremost

reserve currency. NASDAQ Composite, Dow Jones Industrial Average (DJIA) and S&P 500 are

65



Figure 4.2: S&P 500 price and return, 2000-2015

three major U.S. stock indices. Dow Jones Industrial Average (DJIA) and Standard & Poor’s

500 (S&P 500) index prices are available since 1898 and 1950 respectively. The DJIA daily prices

is used from 1984 to 1999 (Figure 4.1 shows the daily prices and returns of DJIA index) in the

computations to reproduce Tetlock’s results as the benchmark. In the regression model, the daily

volumes of the New York Stock Exchange (NYSE) stock exchange, recorded starting from 1980,

is used as the measurement of trading behaviour. In addition, the S&P 500 index (Figure 4.2)

is used as the external constraint in the Danish and Chinese market case studies.

US - Firm-Level Data

From Fortune 500 Global, 23 large firms1 has been chosen. Stock market data of these firms are

available starting from 01/01/2000 until 30/06/2015. 19 out of the 23 companies are listed on

the NYSE and four of them are listed on NASDAQ. Five of them are non-US based companies

1Apple, AT&T, Boeing, BP, Chevron, CISCO, Conoco Phillips, Exxon Mobil, Ford Motor, General
Electric, Home Depot, HP, IBM, Intel, Johnson&Johnson, Merck, Microsoft, Pfizer, Shell, Total, Toyota,
Verizon, and Wal-Mart.
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Figure 4.3: OMXC 20 price and return, 2000-2015

and are listed both on an American stock exchange and a Non-US stock exchange. 19 are S&P

500 components and 14 are DJIA components.

Danish Stock Market Data

The Danish economy, with a population of 5.6 million, was ranked 37th by nominal GDP in

the world in 2017 by the International Monetary Fund (IMF)[39] and 10th in the Organisation

for Economic Co-operation and Development (OECD)[68] in 2012. The stock exchange turnover

was 172.5 billion Euro from Q4 2006 to Q3 2007. The key index is OMXC 20. The data collected

covers the period from 01/01/2000 to 30/06/2015 (Figure 4.3).

Chinese Stock Market Data

China has been developing rapidly over the last three decades. With a population of 1.3 billion,

the Chinese economy is the 2nd largest in the world by nominal GDP and the largest by purchas-
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Figure 4.4: SHCOMP price and return, 2000-2015

ing power parity according to the IMF in 2014[39]. The Shanghai Stock Exchange Composite

(SHCOMP) is selected and this market shows constant volatility during the last 15 years. The

SHCOMP index is a traded stock market index2 based on the returns of the top 50 listed com-

panies in China by market cap. The daily time series of SHCOMP index prices is used over the

same period as the Danish market data (Figure 4.4).

4.2.2 Qualitative Data - The Text Cline

US Qualitative Data

Tetlock (2007)[92] used the WSJ’s daily “Abreast of the Market” (AofM) column over the 16-

year period 1984-1999 as a source for investor sentiment. The same data is collected and also

2Like listed companies, the stock market indices can be traded as well such as DJIA, SP500, SHCOMP,
etc.
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Figure 4.5: Corpora Sources

extended to 2007 3 to validate the techniques as the benchmark analysis for this research (see

Table 4.1). Economic and business news reports are then collected from the WSJ and NYT for

the period from 2000 to 2015.

US Firm Level Qualitative Data

Moving from the news articles about market indices, it was later focused on the firm-level textual

sentiment of 23 large firms from the Fortune 500 list. We used two major online information

3The Abreast of the Market column changed the publication frequency from daily to weekly after 2007.
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sources – LexisNexis4 and ProQuest5 – that provide historical and up-to-the-minute news content

targeted on individual companies and on industry sectors. The providers can cluster news on a

historical basis, and on user-selected keywords and on relevant topics. There are three separate

sources (News Cline) containing four sets of corpora that are used to collect news articles for

each of these companies respectively. These sources are in Figure 4.5.

The corpus covers the period from Jan 2000 to Jun 2015, comprising over 0.8 million news reports

and 624 million terms. This corpus is almost 46 times (or 32 times) as big as the Danish corpus

(the Chinese corpus) (see Table 4.2).

During the period 2000 to 2015, all the return series showed a number of periods of clustering,

particularly during the famous financial crisis. According to NBER announcements (NBER,

2010)[69], the period chosen has two troughs and two peaks in the international business cycle –

peaks in March 2001 and December 2007 and troughs in November 2001 and June 2009. First

the statistical (empirical) findings (also known as the stylised facts) are analysed for each time

series to investigate whether the markets are efficient.

For the company’s corpus that has been collected, each corpus is different in size (see Table

4.3). The largest corpus is Microsoft’s, which contains over 173 thousand articles and close to

130 million tokens. The smallest corpus is Total’s 5,000 articles and 4 million tokens. Data on

the number of “mentions per article” is obtained by counting the frequency of company name

appearances. On average, each company has been mentioned more than three times in each

article. However, company mentions do not appear in every single news article (as part of the

searching criteria was to collect news articles under the correct topics but a certain keyword

doesn’t have to show).

There may be many reasons that the relationship between sentiment and price movement -

negative sentiment vs lower return, correlated indirectly - not holding at the firm level of the

market. First, as it is not easy to obtain a description of a firm exclusively in a newspaper text

4This provider indexes its reportage and editorials for business professionals and is designed for general
news provision, company research and due diligence.

5This is an information provider that targets libraries and research organisations: it is a key partner
for content holders of all types, preserving and enabling access to their rich and varied information.
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- usually there is news also about firms in the same category: you cannot have an oil company

mentioned in isolation very often; it is also true for some IT firms (see Table 4.4). The percentage

of the company mentions shows the number of mentions of the specific company name occurs

in each of the company’s corpus and the percentage of overlapping shows mentions of other

companies rather than the target company in the corpus. The results show that industries

like retail and IT has a higher percentage of company mentions while oil and manufacturing

industries, in general, has a lower percentage of company mentions. In the meantime, the corpus

of oil industry companies tends to have higher overlap in mentions of the company names in the

same industry.

Danish Qualitative Data

Danish economic and financial news published in 36 newspapers (originally in Danish and also

available in English translation) is then collected on a daily basis. The news articles are down-

loaded from the business news provider “LexisNexis News and Business”. We searched for

maximum availability of news articles starting from 11 February 2002 and ending on 30 June

2015. We used “Denmark” or “Danish” as keywords and “Banking & Finance” or “Economy &

Economic Indicators” as industry and subject in the search criteria. All the news in English are

then collected from “Danish Business Digest”6 and “Esmerk Denmark News”7. After combining

news articles from different sources, the Danish economic news corpus comprised nearly 19,000

news articles which include over 2.7 million tokens8 (Table 4.2).

Chinese Qualitative Data

In China, the more widely used source of business information is the Xinhua news agency (Xin-

hua), which is government owned. Xinhua’s output is translated into English. This translation is

available daily from the news aggregator LexisNexis with frequent revisions throughout the day.

6Danish Business Digest is a daily abstracting service in English, which covers Denmark and provides
corporate, industry and economic news.

7Esmerk Denmark News provides English-language summaries on key business issues abstracted from
local language sources (including 96 different news agencies: Børsen, Jyllands-Posten and Politiken etc).

8A token is an individual occurrence of a linguistic unit in speech or writing.
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It is assumed that Xinhua’s output is an authentic account of business and finance in China.

We downloaded news articles again from “LexisNexis News and Business”. “LexisNexis News

and Business” annotates each news item with a large set of keywords that fall into categories

like politics, technology, and business and finance. Within the business and finance category, we

searched for a cluster of terms, internal to LexisNexis but under two broad headings “Banking

& Finance” and “Economy & Economic Indicators”. Moreover, we set search criteria such that

tokens “China” or “Chinese” have to occur 3 or more times in each news item in order to make

sure that output news articles are primarily dealing with a Chinese event. The result is a corpus

of texts from Jan 2000 to Jun 2015 which contains over 27,000 articles with around 17 million

terms (or tokens) (Table 4.2).

In summary, the news cline is ’complete’ for the US market at the aggregate and firm levels.

For the Danish and Chinese markets, we have to rely on the English translations that are digi-

tally available. It is believed that a good coverage of qualitative data (see Table 4.5) has been

established.

Table 4.5: News Cline of All Markets

Market News Report Editorial/Commentary Newswire

US DJIA Index
√ √ √

US Firms
√ √ √

Danish OMXC Index
√

Chinese SHCOMP Index
√

4.3 Market Inefficiency: Stylised Facts

4.3.1 Market Level Inefficiency

As one of the largest industrial indices in the globe, based on the 30 largest publicly owned

companies in the US, the DJIA index price has climbed nearly ten times from $1,199 to $10,804

during the fifteen-year period of 1984 to 1999 (the same period that Tetlock (2007)[92] analysed

in his paper). The daily return series rt for the price is the logarithm of the ratio of the price
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today divided by price yesterday. The summary statistics (in Table 4.6) show that the mean

value of DJIA returns during that period was 5.83 basis points. Extreme negative skewness and

positive kurtosis indicate that the distribution of the returns series is not normal. Three types

of annual returns suggest that on average the index provides a return rate of around 15% per

annum. The series has a significant z-score value that rejects the null hypothesis of zero expected

return.

Table 4.6: Summary statistics for times series of returns for DJIA. N=3691:
The observations start on Jan 01, 1984 and end on Sep 17, 1999. G%, A% and A*%
denote constant annual return, arithmetic annual return and consecutive annual return
respectively. The last columns has the z-score for each series.

Series 104r̄ 102sd skewness kurtosis G% A% A*% z

DJIA 5.83 1.06 -4.18 100.06 15.7 14.2 17.3 3.35

It is clear that there is a climbing trend of the DJIA price series and a number of periods where

extreme returns are clustered (see Figure 4.1). Clustering suggests that conventional wisdom,

that for every up-tick there is a down-tick, does not quite work; when the market starts showing

instability in this manner one must look for other causal explanations. Large stock indices

probably move on their own. However, some small indices may be highly dependent on some of

the major indices. Further to the analysis of the major indices in the world, we also looked at

some representative indices for EU and emerging markets.

In order to discover the possible intersection between indices of different sizes, data is used from

the DJIA, S&P 500, OMXC 20 and SHCOMP indices covering the same period from Jan 2000

to Jun 2015. Similar to the DJIA, the S&P 500 is based on the market capitalisations of 500

large companies in America. OMXC 20 is a weighted index comprising 20 most-traded stocks in

Denmark, and SHCOMP is a weighted index based on all stocks (A shares and B shares) that

are traded on the Shanghai Stock Exchange.

The index price time series contain information over the period 01/01/2000 through 30/06/2015.

Ideally, the return is expected to follow a random walk – every up-tick followed by a tick-down.

The mean values of the return series for DJIA, S&P 500, OMXC 20, and SHCOMP are close
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to zero (1.10 × 10−4,0.87 × 10−4,3.37 × 10−4, and 3.04 × 10−4)9, however the distribution of

the return series is not normal, as their excess kurtosis are greater than zero and the series are

skewed negatively (Table 4.7). G%, A% and A*% show that American indices have smaller

annual returns than OMXC and SHCOMP.

4.3.2 A Note on Market Volatility

The results from the GARCH(1,1) tests (Equation 3.4) for all five market indices can be ex-

plained by the coefficients α
′

- weight on past returns and β
′

- weight on past variances. The

econometrician must estimate the constants ω,α
′
, β

′
; updating simply requires knowing the

previous forecast h and residual. The weights are (1 − α′ − β′
, β

′
,α

′
) and the long run average

variance is
√
ω/(1− α′ − β′) . It should be noted that this only works if α

′
+ β

′
< 1, and only

really makes sense if the weights are positive requiring α
′
> 0, β

′
> 0, ω > 0 .It indicated that

α
′

is around 0.1 and β
′

close to 0.9 (Table 4.8). The persistence (α
′
+ β

′
) is close to, and less

than, unity in all cases as return series of these indices revert to the mean value. A higher α
′

(or

β
′
) normally indicates the variance of returns series is dependent on its past squared returns (or

conditionally dependent on its past variance). SHCOMP has the highest β
′

of the five indices,

with relatively lower α
′

and (less significant ω). OMXC 20 has the largest α
′
. Although the

persistence of S&P 500 and SHCOMP are same, the α
′

of S&P 500 (0.093) is higher than it

is for SHCOMP (0.076), indicating that S&P 500 is perhaps a more efficient market than the

SHCOMP.

Volatility clustering is perhaps one manifestation of irrational behaviour. As this behaviour

is motivated by sentiment, the lack of auto-correlation and the presence of volatility clusters

provides prime facie evidence of the key role played by sentiment and justifies this investigation.

Note that as it is decided to use autoregressive techniques, which rely on volatility clustering

and constant variance, the claims relating to the impact of sentiment may be weakened.

Other statistical tests like the Pearson’s correlation coefficients measure the degree of linear

association between markets. The results show that the correlation between DJIA and S&P 500

9Results of z tests show that the null hypotheses of zero mean values are all accepted.
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Table 4.7: Summary statistics for times series of returns for selected indices
and firms. The observations start in Jan 2000 and end in Jun 2015. G%, A% and A*%
denote constant annual return, arithmetic annual return and consecutive annual return
respectively. The last columns are the z-scores for each series to access the null hypothesis
that the expected return is zero.

Count 104 r 102 sd Skewness Kurtosis G% A% A*% z

Indices

DJIA 3897 1.10 1.19 -0.06 8.08 2.79 2.75 4.63 0.58
OMXC 3873 3.37 1.30 -0.23 5.45 8.80 8.43 11.13 1.61
SHCOMP 3750 3.04 1.60 -0.17 4.31 7.64 7.36 11.04 1.16

Max 3897 3.37 1.60 -0.06 8.08 8.80 8.43 11.13 1.61
Min 3750 1.10 1.19 -0.23 4.31 2.79 2.75 4.63 0.58

Firms

Apple 3897 9.22 2.88 -4.33 109.47 26.09 23.18 39.96 2.00
AT&T 3897 1.08 1.71 0.10 6.94 2.74 2.71 6.60 0.39
Boeing 3897 3.91 1.96 -0.26 5.71 10.34 9.84 15.77 1.25
BP 3897 0.56 1.81 -0.42 10.30 1.43 1.42 5.70 0.19
Chevron 3897 3.38 1.63 0.06 11.85 8.87 8.50 12.57 1.29
Cisco 3897 -1.44 2.63 0.16 8.06 -3.56 -3.63 5.23 -0.34
Conoco 3897 4.42 1.84 -0.42 6.68 11.76 11.12 16.61 1.50
Exxon 3897 2.79 1.58 0.02 10.75 7.28 7.02 10.69 1.11
Ford 3897 -0.82 2.83 0.00 13.91 -2.04 -2.06 8.32 -0.18
GE 3897 -0.49 1.99 0.06 8.36 -1.21 -1.22 3.84 -0.15
HomeDepot 3897 1.98 2.10 -0.96 21.56 5.12 4.99 11.08 0.59
HP 3897 -0.44 2.48 -0.26 7.95 -1.11 -1.11 6.85 -0.11
IBM 3897 1.61 1.69 -0.08 7.83 4.13 4.04 7.95 0.59
Intel 3897 0.03 2.49 -0.46 8.42 0.08 0.08 8.21 0.01
Johnson 3897 2.88 1.24 -0.50 16.01 7.51 7.25 9.62 1.45
Merck 3897 1.15 1.82 -1.53 28.83 2.93 2.89 7.30 0.39
Microsoft 3897 0.17 2.01 -0.13 9.47 0.44 0.44 5.69 0.05
Pfizer 3897 1.39 1.65 -0.26 5.25 3.54 3.48 7.13 0.53
Shell 3897 1.79 1.76 -0.09 7.88 4.61 4.50 8.76 0.64
Total 3897 2.66 1.81 -0.13 5.30 6.92 6.69 11.41 0.92
Toyota 3897 1.05 1.76 -0.12 7.23 2.69 2.65 6.76 0.37
Verizon 3897 1.34 1.64 0.17 6.53 3.43 3.37 6.99 0.51
Wal-Mart 3897 0.71 1.54 0.13 5.61 1.81 1.79 4.90 0.29

Max 3897 9.22 2.88 0.17 109.47 26.09 23.18 39.96 2.00
Min 3897 -1.44 1.24 -4.33 5.25 -3.56 -3.63 3.84 -0.34
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Table 4.8: Estimation of a GARCH(1,1) model for daily log-returns.

Series DJIA SP500 OMXC SHCOMP

ω 0.000002 0.000002 0.000005 0.000003
(0.0002) (0.083) (0.001) (0.023)

α
′

0.099 0.093 0.105 0.076
(0.000) (0.000) (0.000) (0.000)

β
′

0.889 0.896 0.865 0.913
(0.000) (0.000) (0.000) (0.000)

α
′
+ β

′
0.988 0.989 0.970 0.989

log-lik. 12609.63 11964.17 11113.24 10309.24

is in excess of 50% (Table 4.9). American indices are around 40% correlated with OMXC 20 and

4% correlated with SHCOMP. Commodity and Purchasing Managers’ Indicator (PMI) indices

are positively correlated with market indices but the Dollar (DI) and Volatility (VIX) indices are

correlated negatively. However, if we take a look at the lagged markets correlations (Table 2.4)

again, it is reasonable to believe that due to time zone differences, OMXC and SHCOMP are

in fact correlated with other markets delayed by one day. Therefore, the conclusion is that all

the market indices are correlated and they are not suitable to be put into regression models as

independent variables as there is information overlap between markets and they are not actually

‘independent’.

4.3.3 Firm Level Inefficiency

Moving from stylised facts for index return series, now it is focused on properties of some firms’

return series. The selected 23 companies are all from Fortune 500 Global and Table 4.7 shows

various moments including the mean, standard deviation, skewness, kurtosis, and z-statistics.

The mean values of the return series for all the firm-level stock returns are slightly positive, with

high standard deviations and non-normal distributions (Table 4.7). In general, the firm stock

returns’ kurtosis is higher than indices’. Among these companies, only the mean value of Apple’s

return series is significantly different from zero in z-statistic tests. Apple has the highest mean

value, standard deviation, kurtosis, constant, arithmetic and consecutive annual returns, but the
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Table 4.9: Correlations between times series of returns for four indices, Eu-
ronext Rogers International Commodity Index (RICI), Federal Reserve Trade
Weighted U.S. Dollar Index (DI), PMI (Monthly) Index and 23 selected firms.
The observations start in Jan 2000 and end in Jun 2015.

DJIA SP500 OMXC SHCOMP VIX DI PMI RICI

Indices

SP500 97%
OMXC 39% 40%
SHCOMP 4% 4% 12%

Indicators

VIX -72% -75% -33% -5%
DI -10% -12% -14% -8% 8%
PMI 21% 22% 18% 23% -5% -14%
RICI 24% 28% 28% 10% -22% -39% 30%

Firms

Apple 45% 50% 15% 3% -37% -3% 20% 10%
AT&T 59% 58% 24% 2% -40% -7% 8% 15%
Boeing 65% 61% 30% 3% -48% -8% 28% 20%
BP 58% 59% 32% 6% -45% -23% 24% 41%
Chevron 66% 66% 31% 7% -51% -20% 20% 45%
Cisco 58% 64% 23% 2% -45% -5% 22% 15%
Conoco 60% 62% 30% 7% -48% -20% 26% 47%
Exxon 68% 67% 26% 6% -53% -15% 14% 39%
Ford 54% 53% 27% 4% -39% -5% 21% 12%
GE 75% 75% 31% 0% -54% -10% 15% 17%
HomeDepot 65% 63% 24% 0% -46% -2% 13% 7%
HP 56% 58% 25% 3% -42% -5% 17% 12%
IBM 66% 64% 27% 3% -46% -7% 29% 14%
Intel 62% 65% 23% 2% -46% -3% 34% 13%
Johnson 57% 53% 16% 0% -40% -3% 25% 10%
Merck 52% 50% 19% 4% -37% -4% 12% 12%
Microsoft 63% 66% 25% 3% -48% -4% 21% 15%
Pfizer 58% 57% 22% 1% -43% -4% 4% 12%
Shell 64% 64% 34% 6% -48% -27% 20% 44%
Total 65% 66% 38% 8% -54% -33% 22% 46%
Toyota 55% 56% 29% 6% -43% -12% 14% 18%
Verizon 58% 57% 21% 2% -41% -6% 10% 11%
Wal-Mart 57% 54% 14% 1% -40% 1% 8% -1%

Max(Firm) 75% 75% 38% 8% -37% 1% 34% 47%
Min(Firm) 45% 50% 14% 0% -54% -33% 4% -1%
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Figure 4.6: 23 companies’ returns mean vs standard deviation, 2000-2015

lowest skewness. In other words, Apple’s stock prices have the most extreme values among these

companies.

Comparing the mean and standard deviation of each company’s returns, and draw this rela-

tionship on the graph (Figure 4.6, 4.7 & 4.8), one can observe that the company’s performance

compared with DJIA (the circle size represents the value of the chi-square test of the sentiment

impact in this period). During the entire period, the closest company to the Dow Jones index

is HP (low return low risk) and the most distant is Apple (high return high risk). Most IT and

crude oil companies are clustered between low returns (< 0.0002) and medium risks (1.5 <> 2.5).

When the 2000-2007 period is observed, the distribution of companies is relatively better dis-

persed. During this period, Apple is basically in the same position as DJIA, while crude oil

companies are relatively moved to high return areas (0.0003 < & < 0.0008). When switching to

the 2008-2015 period, most crude oil companies are in the same return range (with DJIA), but

the risk is relatively high, and most IT companies have relatively high returns.
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Figure 4.7: 23 companies’ returns mean vs standard deviation, 2000-2007

Figure 4.8: 23 companies’ returns mean vs standard deviation, 2008-2015
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The performance of each company varies even if some companies are in the same industry or

sector. Looking at the Pearson correlation coefficients, all returns are positively correlated with

market indices, PMI indicator and commodity index; and negatively correlated with the Dollar

index and the VIX volatility index. Correlation coefficients between firms and DJIA are all

ranged between 45% and 75%. The highest figure is for General Electric and the lowest is for

Apple. As a comparison, the correlation between firms and commodity market are distributed

between -1% and 47%. All oil companies from the list have a correlation around or higher than

40%. Only Wal-Mart is negatively correlated (-1%). The Dollar index is negatively correlated

with most firms, though oil and manufacturing companies tend to have lower correlations, except

the outlier Wal-Mart. The lowest correlation (-33%) is between the Dollar index and Total and

the highest (1%) is between the index and Wal-Mart. The purchasing power index, PMI, has

higher correlations with companies who are selling products rather than oil companies or service

providers.

In conclusion, the fact that individual return series are not auto-correlated. It is important to

note that the 5 day-lag of return series values are independent of each other and mean reversing

over time. By analysing the stylised facts of return series, the results suggest that although

prices might have caused the rises (or falls) by the peaks (or troughs) of themselves, however,

the returns of prices has not causality among different day lags. This corresponds to one of the

stylised facts of the returns (Taylor,2011)[90] that there is almost no correlation between returns

for different days and avoids any confounding effects in the sentiment analysis caused by the

autocorrelation of the prices. A correlation between different indices indicates that return series

are not entirely independent then because there are interceptions between each market and these

relationships are tested later in the VAR analysis.

4.4 Case Study I – Benchmark: DJIA

First of all, it is attempted to replicate and extend Tetlock’s (2007)[92] results following the

same methodology with the same financial and textual data. Essentially, we are looking at
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the relationship between DJIA returns and their past historical values on a daily basis over a

15-year period (Jan 1984 Sep 1999) together with the investor sentiment (proxy) during the

same period. The analysis then is extended from 1984 until 2007 (after 2007 the Abreast of

the Market column changed from daily release to weekly). We also extend the news sources

using business and economic news from WSJ and NYT over a 15-year period from 2000 to

2015. A VAR model is conducted (Equation 3.5) to test the impact of their historical measures.

The assumption of this model is that the expectation of regression residuals is independently

and identically distributed (i.i.d). The regression of the return variable was conducted using a

number of endogenous variables, including five lags of DJIA returns, traded volumes, and negative

sentiment10, and exogenous variables, including dummy variables of day-of-the-week, month-of-

the-year, US holidays and the 1987 financial crash effects as well as five lags of conditional

volatility measure11. The measure of traded volume is the detrended log volume. Newey and

West (1987)[67] robust standard errors are used to reduce the Heteroskedasticity of residuals.

The historical impact of the WSJ’s AofM negative sentiment on DJIA current return is tested

using the estimated model as follows:

Rt = α+ L5βRt + L5γlnVt + L5δSentt + Exogt + εt (4.1)

The coefficients (α, β, γ, and δ) help in quantifying the impact of historic values of the dependent

variable and that of the control variables like sentiment and stock market movements elsewhere.

The regression equations determine the values of these coefficients. The values of these coeffi-

cients, together with the values of their statistical significance, are an indication of the impact

of each of the variables on the right-hand side of equations.

10The sentiment variable is de-meaned in the calculations however the results are similar if the sentiment
variable is not de-meaned during tests.

11Volatility measures the price variability, basically the standard deviation of returns, over a time
period. We look at the properties of the return time series and volatility measures assist in explaining
part of the returns’ abnormal movements. There are many ways of quantifying the volatility in the past
research studies. Most popular ones are absolute values of return series, conditional standard deviations
and VIX index. Each of them has its pros and cons. We use the conditional variance series computed
from GARCH(1,1) model as the volatility measure in this research. Compare to unconditional variance,
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First of all, the values of DJIA returns (1984-1999, N=3691 and 2000-2015, N=3882) is regressed

against its previous 5 days values in the first instance to see the impact of the historic values of

DJIA on its present value. None of the day lags has a statistically significant contribution level

(p < 0.1) confirming the property of stock returns that there is no correlation between returns

for different days.

Then, we looked at the impact of negative sentiment on DJIA returns. The first model to be

computed is based on Tetlock’s 1984-1999 period data. The negative impact of 1st day lag

negative sentiment is 4.8 basis points and is statistically significant at the 0.01 level; this is fully

recovered within the 2nd to 5th days lag (with fourth-day lag statistically significant at 0.01 level).

This period is then split into two: 1984-1991 and 1992-1999 as Tetlock did in his paper to test

the difference between normal and bull periods. The normal period (1984-1999) includes the

famous Black Monday crash but the bull period doesn’t have any business downturns (according

to NBER business cycles). The results show that the impact of negative sentiment is more

significant during the 1990s (negative 7.4 basis points 1st day lag significance at 0.01 level) than

during the 1980s (positive 7.1 basis points 4th day lag significance at 0.05 level). The data period

is further extended to the volatile 2000s (there are two recessions over the period 2000 to 2007).

The results are similar to those in the 1980s; the 4.4 basis points lag five of negative sentiment

is significant at 0.05 level. After the data period extension, we chose different news sources for

testing the variable impact of the news cline. Negative sentiment is extracted from WSJ and

NYT news reports. Clearly, negative sentiment in various news sources has a different impact

on the DJIA index. (see Table 4.10)

The results of the experiments correspond to Tetlock’s results. So far, it is confident in imple-

menting the mentioned methodology into further tests on the impact of negative sentiment in

representative EU and Asian markets.

conditional variance is not finite. The value at time t depends on all previous value from time 1 to t-1.
All the values are adjusted by time domain and not fixed over the observation period.
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4.5 Case Study II – Danish Economy and the Quan-

titative and Qualitative Sentiment Proxies

Essentially, it is essential to know what is the time domain development of OMXC 20 and S&P

500 in terms of their past historical values on a daily basis over a 13 year period (Feb 2002-Jun

2015) together with the evolution of sentiment variable.

A multivariate time-series model will be utilised in this study. We treated all the variables as

endogenous and regressed each of the variables on past lags of these variables (Equation 4.1). The

models are fitted using ordinary least squares estimation techniques. Following methodological

conventions, we tested hypotheses by assessing the joint statistical significance of the coefficients

on single variables and using chi-square tests.

Following the defined 5th order Vector Autoregressive 4-step model (Table 3.1) with the error

term εi, we tested the hypotheses from steps I and III (as a result of the indices inter-correlations,

an external index cannot be used in the regression model) and output the results (Table 4.11).

Table 4.11: Impact of negative sentiment on OMXC 20 returns: *, ** and ***
denote values of coefficients’ (α, β, γ, and δ) statistical significance at 0.1, 0.05 and 0.01
levels respectively. All coefficients are in basis points.

.

Dependent: rOMXC
t

Tests Step I Step III

βrOMXC
t L1 319 318

L2 -264 -259
L3 -402 -402
L4 378 379
L5 -437 -431

γNegDanish
t L1 -6.0 **

L2 0.9
L3 0.6
L4 -0.7
L5 4.4 *

NegDanish
t χ2(5)[joint] 5.13

The values of OMXC 20 returns (2002-2015, N=3143) is regressed against its previous 5 days

values in the first instance to see the impact of the historic values of OMXC 20 on its present value.
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The 1st lagged return values have a positive contribution followed by negative contributions

from the 2nd, 3rd and 5th day lags and a positive contribution from the 4th day lag. The overall

contribution is negative. However, none of the day lags has a statistically significant contribution

level (p < 0.1), confirming the property of stock returns that there is no correlation between

returns for different days. The results are shown in Table 4.11 – “Step I”.

When the negative sentiment is added to the first step, the impact of the past values of OMXC

20 returns on its present value is slightly smaller in magnitude. However, the negative impact

of 1st day lag negative sentiment is 6.0 basis points and statistically significant at the 0.05 level

(“Step III” in Table 4.11); it is nearly recovered within the 2nd to 5th days lag with the 5th day

lag having a statistically significant impact of 4.4 basis points at the 0.1 significance level.

Compared to the impact of negative sentiment on the US market, the impact on the Danish

market is similar in magnitude but less significant. Additionally, the negative effect significantly

recovered on the 4th day in the US market, however, the recovery happened on the 5th day

(slower) in the Danish market.

4.6 Case Study III – Chinese Economy and the Com-

putational Account of Investor Sentiment

In the Chinese market, we looked at the relationship between S&P500 and SHCOMP returns and

their past historical values on a daily basis over a 15 year period (Jan 2000 Jun 2015) together

with the investor sentiment (proxy) during the same period. The same vector autoregressive

model (Equation 4.1) is applied to test the relationship between different inputs and their his-

torical values. Again, the regression of the return variable is tested using different endogenous

variables, including five lags of SHCOMP returns, traded volumes, S&P 500 returns and neg-

ative sentiments, and exogenous variables, including dummy variables of day-of-the-week and

month-of-the-year effects as well as five lags of conditional volatility measure. The detrended log

volume of SHCOMP index is used as the measure of traded volume.
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Vector Autoregressive models are again used as the estimation technique. The errors are fit-

ted using ordinary least squares. We also conducted chi-square tests and tested the causality

relationship between endogenous variables.

The hypotheses we will test in this case study are listed in the methods section (Table 3.1). To

test the hypotheses we used a 5th order Vector Autoregressive model with error term εt. The

coefficients (α, β, γ, δ, and θ) measured the sign and magnitude of the impact of past values of

the dependent and independent variables.

The hypotheses on a 15-year daily data set of the endogenous and exogenous variables associated

with the SHCOMP is tested. It is noted that the independence of the current value of SHCOMP

return on its past values is statistically significant – this is because the series values are not

auto-correlated (see Table 4.12). However, as discussed the SHCOMP and S&P 500 are inter-

correlated; we, therefore, don’t use the S&P 500 as an external constraint in this model (i.e. we

skip Steps II and IV in the aggregation methodology).

Table 4.12: Hypothesis tests of impact of S&P 500 and negative sentiment on
SHCOMP returns and volumes: *, ** and *** denote values of coefficients’ (α, β, γ,
and δ) statistical significance at 0.1, 0.05, and 0.01 levels respectively. All coefficients are
in basis points.

Dependent: rSHCOMP
t

Tests Step I Step III

βrSHCOMP
t L1 33 60

L2 -85 -93
L3 255 251
L4 430 435
L5 -172 -179

γNegXinhua
t L1 -9.5 ***

L2 7.0 ***
L3 -0.5
L4 1.8
L5 -0.6

NegXinhua
t χ2(5)[joint] 15.5 ***
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The estimation process used is to regress the values of SHCOMP returns (2000-2015, N = 3474)

against its lagged values to measure the impact of the past values on its present value. Model

coefficients of the hypothesis I test show no autocorrelations between lagged returns (all of these

lags are not statistically significant). (Table 4.12 – “Step I”).

If we add in the investor negative sentiment to the “Step I”, we find that the 1st day lag has

9.5 basis points negative contribution to SHCOMP returns and 2nd day lag has 7 basis points

reversing contribution (both of them are statistically significant at the 0.01 level)(Table 4.12 –

“Step III”).

The interdependence between returns and sentiment variable is tested using Granger causality

tests (χ2). Investor negative sentiment Granger causes SHCOMP returns at the 0.01 level.

Compared to the impact of negative sentiment on the US and Danish markets, the impact on the

Chinese market is almost double the magnitude of the US market with similar significance (but

more significant than in the Danish market). The negative effect significantly recovered on the

4th day in the US market and on the 5th day in the Danish market, but it significantly recovered

on the 2nd (much faster) in the Chinese market.

4.7 Case Study IV – Market-level Relationships be-

tween Sentiment and Return

4.7.1 Linear Relationship - VAR

First, the hypothesis sentiment has a statistically significant impact on returns is tested by

incorporating ‘sentiment’ in the regressive model of returns using vector autoregression (VAR).

In a model similar to Tetlock (2007)[92] and carried out previously by the Kelly and Ahmad

(2015), Zhao and Ahmad (2015a), Zhao and Ahmad (2015b)[48][103][104], we will use the same

regression (Equation 4.1) to test the hypothesis.
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L5δSentt will be replaced by L5St
DJIA, L5St

OMXC , L5St
SHCOMP or L5St

WTI accordingly when

we analysed a text corpus from different sources. Running this model allows a linear relationship

to be created between the sentiment measure extracted from news and financial returns.

Table 4.13: The negative effects of news sentiment on financial instruments

Case Study DJIA OMXC SHCOMP WTI
[103] [104] [47]

Period 1984 1984 1992 2000 2002 2000 2000
-1999 -1991 -1999 -2007 -2015 -2015 -2014

Observations 3709 1714 1994 1992 3143 3474 3553
LnSt

L1 -4.8 -4.3 -7.4 0.1 -6.0 -9.5 -2.1
L2 2.2 1 3.9 -3 0.9 7.0 -8.5
L3 -1 -2.7 0.2 1.3 0.6 -0.5 -8.5
L4 4.9 7.1 4.1 -2.7 -0.7 1.8 -6
L5 2.5 0.6 4.3 4.4 4.4 -0.6 1

χ2(5)[joint] 20.20 7.07 15.60 8.1 5.13 15.5 14.9

Vector autoregression is used to examine the impact of sentiment measures. The assumption

of this model is that the expectation of regression residuals is independently and identically

distributed (i.i.d). The endogenous variables included five lags of market returns, relevant market

trading volumes, and sentiment measures. The exogenous variables include dummy variables of

day-of-the-week, month-of-the-year, local holidays, 1987 financial crash effects, and five lags of

the volatility proxy (we used GARCH(1,1) conditional variance of returns and VIX index as the

volatility measures in the research). The trading volumes have been detrended from log volume.

Robust standard errors (Newey and West, 1987)[67] are used to reduce the Heteroskedasticity of

residuals.

The first model to be computed uses DJIA returns as the dependent variable for the period from

1984 to 1999 (results are presented in Table 4.13). The negative impact of 1st day lag negative

sentiment on DJIA returns is 4.8 basis points (1 basis point is a 0.01% change in return) and

statistically significant at the 0.01 level; this is fully recovered within the 2nd to 5th days lag

(with fourth-day lag statistically significant at 0.01 level). We then split this period into two:

1984-1991 and 1992-1999 to test the difference between normal and bull periods. The normal
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period (1984-1999) includes the famous Black Monday crash but the bull period doesn’t have any

business downturns (according to NBER business cycles). The results showed that the impact

of negative sentiment is more significant during the 1990s (negative 7.4 basis points 1st day

lag significance at 0.01 level) than it is during the 1980s (positive 7.1 basis points 4th day lag

significance at 0.05 level). The data period is further extended to the volatile 2000s (there are two

recessions during the period 2000 to 2007). The results are similar to those in the 1980s; the 4.4

basis points lag five of negative sentiment is significant at 0.05 level. Following DJIA we looked at

a cross-section of assets, aggregated stock market indices and crude oil futures and investigated

the movement of the aggregates in three different markets (OMXC, SHCOMP and WTI). We

extracted negative sentiment in news reports from local newswires and newspapers. The 1st day

lag negative sentiment in both OMXC and SHCOMP studies show significant coefficients (-9.5

and -6.0 respectively and significant at 0.01 level). In the WTI case, the effect is delayed to

the 2nd day lag, however, is still statistically significant (-8.5 at 0.01 level). The result confirms

that there exists a linear relationship between negative sentiment and market returns in different

markets.

4.7.2 Non-Linear Confirmation - Robust Locally Weighted Re-

gression

Most researchers analyse the effect of investor sentiment extracted from media using paramet-

ric estimates. In order to visualise the non-linear relationship between the media factor and

stock returns, we examined a semi-parametric approach. This approach comprises two steps:

first, we conducted a parametric method that estimates the unexplained stock return residuals

from Equation 4.1 excluding the lags of the sentiment measures; second, we obtained the semi-

parametric estimates using a locally weighted regression method. Following the confirmation of

linearity, we used one of the locally weighted regressions - Locally Weighted Scatterplot Smooth-

ing (LOWESS) method to determine the non-linear relationships between sentiment and market

returns.
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Figure 4.9: Locally weighted regressions across markets: the x-axis denotes the
standardised negative sentiment, and the y-axis denotes the market returns
residuals.

First, the lags of the negative sentiment measures (L5St) are excluded from the linear regression

in Equation 4.1 and the residual is obtained from market returns. Second, LOWESS procedures

are formed for the measures of negative sentiment. The x-axis denotes the standardised negative

sentiment, and the y-axis denotes the market returns residuals.

The relationship graph that LOWESS plots, the smoothing parameter f12 has been set to 0.4

and number of iterations13 has been set to 1, similar previous studies (Tetlock, 2007; Yu, 2011;

12The smoother span. This gives the proportion of points in the plot which influence the smooth at
each value. Larger values give more smoothness.

13The number of robustifying iterations which should be performed.

94



Garcia, 2013)[92][99][40]. Results are shown for four locally weighted regressions for measures

of negative sentiment in four different markets (see Figure 4.9). All the measures (OMXC data

only shows the relationship when the value of the negative sentiment is positive) demonstrated

an adverse impact on market return residuals - the residuals monotonically decrease as negative

sentiment increases with the exception of a short interval near the vertical axis. The graphs

in Figure 4.9 show visualised non-linear relationships between negative sentiments and VAR

model residuals. Apart from a small exception near the vertical axis, the DJIA returns decrease

as negative sentiment increases over different periods. This remains true for the other three

markets we explored (with the exception that the relation in the left hand-side of the graph for

OMXC market doesn’t hold when sentiment is lower than -1 standard deviation). These effects

are more significant when the negative sentiment values are near the far positive or negative

side. A robustness test was carried out by eliminating the outliers through winsorising the data.

The results remained consistent throughout demonstrating that the estimations weren’t being

influenced by the presence of outliers.

It is found that both parametric and semi-parametric models indicate that sentiment proxy as

a qualitative measure of investor sentiment has an impact on market returns (quantitatively);

the computational results show the opposition of relationship between proxies and returns - high

negative sentiment occurring with low returns and vice versa.

4.8 Case Study V – Firm-level Relationships between

Sentiment and Return

In the previous three sections, we analysed the influence of investor sentiment on the market price

through linear models, non-linear models and rolling models. In the next section, an introduction

to the firm-level share price returns into the same model instead of the market price returns,

revealing the impact of investor sentiment on the firm-level price is given.
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4.8.1 Firm-level Linear Relationship Compared with Bench-

mark DJIA Index

First, the VAR model (Equation 4.1) is used to test the effect of negative sentiment on the return

for each individual stock at the firm level. This test is divided into three parts. In the first part,

the results of all the data from 2000 to 2015 are examined. In the second and third parts, the

data period is cut off into two half - before and after 2017. The first half studies the results

of the market expansion period and the second half studies the results of the market recession

period.

Tables 4.14, 4.15 and 4.15 show the results of the three tests to study above. Through the

summary of the tables, the analysis is followed:

During the full data period, we observed that 12 companies’ share prices were affected by negative

sentiment (Table 4.14). The negative sentiment has a statistically significant effect on both Apple

and Exxon Mobil, based on the overall model; the effect on Apple is significant at 0.01 and Exxon

Mobil at 0.1. From an industry perspective, six were affected by negative sentiment in the IT

sector, three in the crude oil sector, two in the automotive sector and only one in the retail sector.

From another perspective, it is needed to study the lagged impact of negative sentiment on stock

returns. Negative sentiment had a significant negative impact on the one-day lag share price

returns of five of the companies, having a significant negative impact on two companies’ two-day

lag share price returns, having a significant negative impact on three companies’ three-day lag

stock prices, and one company’s four-day lag returns. Conversely, negative sentiment has had a

significant positive effect on returns such as two-day lag of IBM and three-day lag of Toyota, as

well as Intel’s four-day lag. Taken together, the average effect of negative sentiment on 23 stocks,

while not as statistically significant as they did on the benchmark Dow Jones index, is larger for

chi-square value. In both cases, negative sentiment has a negative effect on the one-day lag. The

difference is that reversion at the firm-level (four to five days lag) is slower than the index level

(two to three days lag).
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In the same way, we used this method to study the impact of negative sentiment on the stock

market during its expansion (Table 4.15). Relative to the full data range, only ten stocks in

the expansion period were affected by negative sentiment. Among them, if the statistics of

overall model is calculated, Apple is significant at 0.01 level, while Conoco and Johnson &

Johnson are significant at 0.05 level14. Most of the industries that are affected by the impact of

negative sentiment were still concentrated in the IT, crude oil and automotive industries. Slightly

different is that no retail sector has been affected, but Johnson & Johnson entered the list as

a representative of the manufacturing industry in the expansion period. From the view of the

lagged impact of negative sentiment on the stock prices, one with one-day lag, one with two-day

lag, one with three-day lag and two with four-day lag that were negatively affected by negative

sentiment. On the contrary, one on one-day lag, one on two-day lag, one on three-day lag, two on

four-day lag and three on five-day lag were positively affected by negative sentiment. In general,

the negative sentiment still has no significant statistical impact on both the firm-level and the

index-level. However, comparing chi-square values, the firm-level is relatively stable, while the

index-level dropped from 3.59 to 0.98.

To study the recession, the 2008-2015 data is inserted into the model (Table 4.16). There are

12 stocks in this range affected by negative sentiment. The results of the industry research have

changed, the most affected is the IT industry - there are five IT stocks in the list. Crude oil

industry reduced to two stocks, the automotive industry to one. Retail increases to two stocks,

pharmaceutical to one, electrical engineering to one. Taking a closer look at the lagged impact,

the negative impact of negative sentiment is reflected in the one-day lag of three stocks, two

stocks lagging two days, one stock lagging three days and one stock lagging five days. The

positive impact of negative sentiment is reflected in two stocks with two-day lag and five stocks

with four-day lag. On average, only negative sentiment has a significant negative impact on the

14It is known that the risk of type-I error increases with multiple tests. It is believed that the significance
level is the probability value as an indication of the weight of evidence against the null hypothesis rather
than making a decision to reject the null hypothesis. The risk of such error has also been lowered by
reducing the sampling and modelling uncertainties that have been discussed earlier in Chapter 2.
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first-day lag of the index level returns. Compared with the former two cases, the chi-square value

at the firm-level is still stable. The value at the index-level has risen over the previous two.

4.8.2 Empirical Testing over Rolling-Window Periods

The model used previously was to test the sentiment analysis hypothesis of the market and the

firm level with the VAR model. In the previous tests, it is found that sentiment has varying

degrees of impact on returns at both the market and the firm level. The following section will

be focused on time-varying data for the regression test.

The time-varying test will be applied to the one-year rolling window. The goal is to test whether

sentiment has an impact on returns when time varies. With the rolling model, one can detect

the impact of sentiment on indices (or company stocks) for any period of one-year length. Based

on the data obtained, a daily rolling model of 15 years data is conducted using 250-day windows

starting on the first day of 2000. The results are shown in graphs, each contains a line indicating

the level of the significance of the negative sentiment impact. If the result on a day is 1 on the

figure, it means that the negative sentiment impact on company’s stock price return on the day

is statistically significant at 0.05 level; if the result is 2, the significant level is 0.01.

From Figure 4.1015, we observed that there are only two significant impacts over 200 days a year,

Apple in 2001 and Ford in 2004. In general, the number of days that had a significant impact by

2007 was greater than after 2007. On average, the number of days with significant impact before

2007 was 30 days/year, compared with 19 days/year after 2007. Considering the sample data

covers many companies in different industries, at a firm level sentiment analysis, the impact of

sentiment is present and the effect is selective.

15Figures follow the order of chi-square scores in Table 4.14.
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DJIA

(a)

Apple

(b)

Exxon

(c)

IBM

(d)

Figure 4.10: Number of Days that Negative Sentiment Impact is Significant in
a Year in Rolling Windows: firm level news sentiment analysis in comparison
with DJIA aggregated news. Note: in 250-day window rolling regressions,
results start from the second year(cont.)
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HomeDepot

(e)

Microsoft

(f)

Verizon

(g)

Ford

(h)

Figure 4.10: Number of Days that Negative Sentiment Impact is Significant in
a Year in Rolling Windows: firm level news sentiment analysis in comparison
with DJIA aggregated news. Note: in 250-day window rolling regressions,
results start from the second year(cont.)
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Conoco

(i)

Toyota

(j)

AT&T

(k)

Intel

(l)

Figure 4.10: Number of Days that Negative Sentiment Impact is Significant in
a Year in Rolling Windows: firm level news sentiment analysis in comparison
with DJIA aggregated news. Note: in 250-day window rolling regressions,
results start from the second year(cont.)
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Shell

(m)

Wal-Mart

(n)

Johnson&Johnson

(o)

HP

(p)

Figure 4.10: Number of Days that Negative Sentiment Impact is Significant in
a Year in Rolling Windows: firm level news sentiment analysis in comparison
with DJIA aggregated news. Note: in 250-day window rolling regressions,
results start from the second year(cont.)
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Chevron

(q)

Pfizer

(r)

GE

(s)

Boeing

(t)

Figure 4.10: Number of Days that Negative Sentiment Impact is Significant in
a Year in Rolling Windows: firm level news sentiment analysis in comparison
with DJIA aggregated news. Note: in 250-day window rolling regressions,
results start from the second year(cont.)
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Total

(u)

Merck

(v)

Cisco

(w)

BP

(x)

Figure 4.10: Number of Days that Negative Sentiment Impact is Significant in
a Year in Rolling Windows: firm level news sentiment analysis in comparison
with DJIA aggregated news. Note: in 250-day window rolling regressions,
results start from the second year
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4.8.3 Empirical Testing - Correlation between Positive and Neg-

ative Sentiments over Rolling Windows

Prior to this section, only the negative glossary of the GI dictionaries is used to study investor

sentiment. However, it is crucial to analyse the correlation between positive and negative senti-

ments for this research and to investigate the influence of investor sentiment during expansion

or recession using both sentiments.

The data in Table 4.17 and 4.18 shows the correlation coefficients between positive sentiment and

negative sentiment in each company’s sentiment analysis data for each year and whether they are

statistically significant. The expansion period and decline period are also divided to compare the

results before and after a crisis. Before 2007, one-half (97/184) of the coefficients were positive

and statistically significant, and only two of them were negatively correlated and significant.

After 2007, 16/184 coefficients were positively correlated and significant, while negatively corre-

lated and significant figures increased to 8. According to the annual average, the average annual

correlation coefficient before 2007 is 20%, and after 2007, the correlation coefficient is 1%.

4.8.4 Empirical Testing - Comparison between Benchmark In-

dex and Firm Level using LOWESS Results

In the previous section, we conducted a non-linear analysis of the negative sentiment impact on

return residuals at the index-level. The result shows that the negative sentiment affects the return

residuals in a phased manner. When the negative sentiment is low (< −1), the corresponding

residual value is larger; when the negative sentiment is higher (> 1), the corresponding residual

is petite; while the negative sentiment is close to 0, the residual is also floating near the zero.

In this section, we use the same semi-parametric model to test the relationship between firm-

level return residuals and negative sentiment. During the analysis, a graph for each company’s

data is generated. According to the expected LOWESS smooth curve (see Figure 4.11), if semi-

parametric images appear in the upper left and lower right quadrants, and there is irregular
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Table 4.17: Correlation analysis between positive and negative sentiment: firm
level news sentiment analysis in comparison with DJIA aggregated news 2000-
2007: bold number denotes statistically significant correlation at 0.01 level.

2000 2001 2002 2003 2004 2005 2006 2007

Apple 7% -4% -4% 9% 3% -3% -6% -16%
AT&T 65% 69% 68% 55% 71% 48% 39% 21%
Boeing 21% 11% 19% 7% 34% 27% 37% 15%
BP 29% 23% 10% -5% 8% 14% 3% -2%
Chevron 7% -2% 31% 18% 13% 0% 11% -24%
Cisco 34% 33% 17% 27% 33% 16% 19% -3%
Conoco 20% 20% 1% 5% 4% -2% 10% -6%
Exxon 4% 11% 13% 10% -3% 7% -1% 4%
Ford 15% 12% 16% 4% 12% 22% 24% 11%
GE 33% 34% 37% 35% 44% 51% 47% 13%
HomeDepot 22% 9% -3% 4% 12% 24% 13% -18%
HP 20% 20% 9% 24% 27% 26% 20% -8%
IBM 31% -3% 40% 13% 15% 32% 13% 1%
Intel 17% 34% 21% 25% 20% 30% 8% 17%
Johnson&Johnson 18% 36% 22% 14% 20% 30% 22% -1%
Merck 14% 27% 15% 11% 16% 27% 34% 25%
Microsoft 7% 9% 10% 14% 38% 32% 45% 31%
Pfizer 42% 37% 31% 45% 29% 39% 41% -3%
Shell 9% 16% 11% -11% -5% 14% 23% 14%
Total 4% -1% 23% 11% 9% 14% 22% 3%
Toyota 26% 16% 14% 31% 9% 18% 32% 24%
Verizon 53% 53% 63% 58% 66% 52% 40% 36%
Wal-Mart 26% 19% 18% 24% 26% 26% 22% 5%
Summary 23% 21% 21% 19% 22% 24% 23% 6%

20%

Aggregated 19% 32% 23% 57% 44% 42% 61% -4%
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Table 4.18: Correlation analysis between positive and negative sentiment: firm
level news sentiment analysis in comparison with DJIA aggregated news 2008-
2015: bold number denotes statistically significant correlation at 0.01 level.

2008 2009 2010 2011 2012 2013 2014 2015

Apple 17% -5% -7% 2% -1% -7% 4% -3%
AT&T 5% 14% 15% 9% 13% 2% -3% -9%
Boeing 20% 31% -16% -12% -7% -23% -15% -6%
BP -16% 3% -3% 5% 4% 8% -3% -1%
Chevron -9% 9% 1% 5% 7% 13% 10% 5%
Cisco 7% 11% -2% -5% 6% 17% 27% 13%
Conoco -5% 11% 6% 4% -10% 8% 6% 3%
Exxon -20% 8% 15% 14% 13% -2% 20% -1%
Ford 2% 22% 1% -7% -2% -6% 9% -10%
GE 6% 18% 1% 11% 16% 20% 46% 20%
HomeDepot -22% -13% 2% -15% -20% -12% 1% -14%
HP -19% -1% 1% -7% -13% 2% 14% -12%
IBM -12% -13% -9% -11% 5% 12% 6% -21%
Intel 15% 0% -10% 14% -3% 10% -15% -5%
Johnson&Johnson 0% -4% 1% -20% 6% 2% 2% -10%
Merck -13% -4% -13% 0% 0% 12% -10% -21%
Microsoft 29% 24% -7% -4% -8% -19% -14% -31%
Pfizer -1% -1% -18% -11% -1% 1% -12% -24%
Shell -6% 1% -4% -7% 12% 10% 12% 27%
Total -1% 2% -1% -3% 9% 7% 8% -7%
Toyota -9% 4% 2% -2% -1% 15% 19% -2%
Verizon 51% 44% 10% -15% 6% 14% 15% -6%
Wal-Mart 9% 2% -17% -10% 19% -7% -6% -3%
Summary 1% 7% -2% -3% 2% 3% 5% -5%

1%

Aggregated 20% 47% -32% 2% 26% -18% -10% 2%
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Figure 4.11: The expectation of a LOWESS smoothed curve shown in four
quadrants: smoothed curve of negative sentiment vs residual in “+-” and “-+” and
fluctuations in “Platea” are expected. “++” denotes the quadrant of positive residual vs
positive sentiment; “+-” denotes the quadrant of positive residual vs negative sentiment;
“-+” denotes the quadrant of negative residual vs positive sentiment; “–” denotes the
quadrant of negative residual vs negative sentiment.

fluctuation in the middle “Platea” part, the image is considered to be expected, and the influence

of negative emotions on residuals can be observed.

We summarise the four quadrants for each company(see Table 4.19), in three different periods,

and give each company a total value for more natural sorting and comparing. It seems that

most of the traditional industries (crude oil, pharmaceuticals, retail, etc.) have higher scores,

while emerging industries (such as IT, communications, etc.) score lower. This result is gen-

erally applicable in three periods. Company’s LOWESS graph is shown in Figure 4.12 (ranked

according to the score in the previous table). Boeing, Johnson & Johnson, and BP’s graphs

are all similar to the Dow Jones Industrial Average in the three periods, while it is difficult to

identify similarities from graphs of other companies. Some IT companies are in opposite states.

4.9 Conclusions

In these case studies, the impact of negative investor sentiment has been tested by extracting

negative word frequency from legacy media sources using the BoW model. The results show
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(a)

Figure 4.12: LOWESS graphs of the 23 individual firms 2000-2015 (cont.)
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(b)

Figure 4.12: LOWESS graphs of the 23 individual firms 2000-2007 (Before Cri-
sis) (cont.)
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(c)

Figure 4.12: LOWESS graphs of the 23 individual firms 2000-2007 (After Crisis)
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statistical significance in three different markets. The benchmark study was entirely a replica

work of the Tetlock (2007)[92] paper. Over a 15-year period (from 1984 to 1999) and its extended

period (until 2007) the negative sentiment extracted from the opinion column on Wall Street

Journal has a significant impact on Dow Jones Industrial Average index. The 1st and 4th day

lag have respective impacts of 4.8 basis points negative and 4.9 positive in the 1984-1999 period.

We found that the impact of negative sentiment is more significant in a bull period of the 1990s

than in the non-bull period of the 1980s. The impact of negative sentiment in news reports

from WSJ and NYT is different from commentaries from 2000 to 2015. Comparably, from 2000

to 2015, investor sentiment in the Danish and Chinese markets played an important role. The

1st day lag of negative sentiment always has a statistically significant negative impact on the

stock returns. The difference is that the impact is recovered on the 5th day in Denmark but

much quicker on the 2nd day in China. Looking at the Granger causal relationship, the impact

of negative sentiment on stock prices in the US and Chinese markets are significant at the 0.01

level however in the Danish market it’s less significant. In the firm-level analysis, only about half

of company returns affected by negative sentiment (this is true at three different times). Before

and after the depression period, the company’s aggregation was different (oil companies were

generally not affected by sentiment during the growth period, but after the recession period, the

sentiment impact increased correspondingly; it is also true for some IT companies).

A two-stage analysis has also been conducted - parametric and semi-parametric regressions to

explore the relationship between media sentiment and market returns across DJIA, OXMC,

SHCOMP and US firms. In particular, although observed that the estimates of the effect of

negative sentiment on returns are broadly consistent with the parametric coefficients (linear re-

gressions - VAR results indicate that negative sentiment generally has a pessimistic impact on

the market the first two days after the news release and a reversal conclusion within five days),

the results of semi-parametric procedures, using the non-linear method (locally weighted regres-

sion), show differences. The sentiment impact is not always true in firm-level returns. Sentiment

forecasts remarkably large and tenacious slumps in the returns of small stocks, indicating senti-

ment estimates investors’ opinions. Overall, the tests here recognise return patterns consistent
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with the hypothesis that the sentiment estimates of words in the text corpus are valid sentiment

indicators. After joining the firm-level tests, VAR models, rolling models, and the LOWESS

model are applied to examine the effects of sentiment. Various tests have shown that the impact

of investor sentiment on the firm-level stock market is not always observed.
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Chapter 5

Conclusion

This thesis implemented a method to test the impact of the media and related sentiment on

the stock market. Compared to other works (Tetlock, Garcia, etc.), the effect of sentiment on

firm-level stock price volatility is examined in more detail. In recent years, content analysis and

machine learning methods have become a favourite way of measuring financial news content. The

impact of the news media and announcements on financial markets has been discussed widely.

Literature research using news and text has been steadily growing. The role of textual sentiment

in financial markets has been of interest to financial researchers for nearly a decade, especially

since 2007. The literature on codes of conduct argues that human beings are emotionally and

psychologically biased which may cause them to behave in an irrational manner. By analysing

news and other sources of information, it may be possible to get a general idea of how investors

think and feel. Researchers focus on the relationship between textual sentiment and company

fundamentals or market variables. These sentiment reactions may cause investors to overestimate

or underestimate the value of a particular asset beyond its “true” (underlying) value. This can

be used to determine whether investors perceive assets as overvalued or undervalued.

It has been suggested that the tone of the news can be estimated by counting the number of

sentiment words appearing in an article. Financial studies have been undertaken of text content

and intonation from news articles and social media to earnings release and corporate disclosure.
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Text sentiment in news reports may be a more objective reflection of the state of business or

other objects. It may also convey new information and have fundamental explanations of asset

prices. The tone of news estimates has been shown to predict financial returns. Newspapers have

the advantage of being more frequent than companies disclosing and covering many events. News

reports are often more objective and require less pre-processing time than Internet publishing.

This thesis extracts sentiment from firm-specific news coverage and examines its impact on

asset prices and market activity. The predictability of news in the financial markets is mainly

explained in the financial literature in two ways. News reports do not fully incorporate price

and market information, or new attitudes and beliefs that affect investors motivate responses.

The application of text analysis methods in financial modelling has been diversified. The work

of this thesis also contributes to this growing field of research.

This thesis analysed the application of content analysis in finance and the role of textual sentiment

in different markets. This chapter is mainly to summarise the results.

By testing the benchmark DJIA index, a relatively smaller European index and an emerging

index and by examining firm-specific sentiment using data from the United States, Denmark, and

China through the parametric models (VAR model and rolling regression) and semi-parametric

models (LOWESS models), this thesis examines the relationship between textual sentiment and

market-level returns and correlation between the returns of the firm’s shares.

This chapter provides concluding comments on each subject and suggests areas that future

research may need to consider. The remainder of this chapter will discuss the contributions of

this thesis and the background of these findings in the interdisciplinary area of financial content

and sentiment analysis (Section 5.1), and describes the limitations of work and potential future

work (Section 5.2).

5.1 Contributions

The main contribution of this thesis is to develop an approach to compute sentiment time series

from a series of news articles or annotated texts. This sentiment variable can then be aggregated
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with the financial time series in the statistical model to examine any correlation between news

and financial markets. Chapter 3 first described the approach framework that allows any text

corpus to be imported, and can also import time series. Specially designated methods allow

different data sets to be used with the approach. The approach allows different types of news to

be used to estimate the effects of sentiment variables and news in different financial markets. This

allows less subjective analyses but also facilitates the investigation of the relationship between

different text types and time-series data. Second, the approach estimates the impact of sentiment

variables and news at the company level using integrated vector autoregression, rolling regression,

and LOWESS regression analysis.

The case study presented in Chapter 4 assesses the implementation of systems and methods for

building sentiment proxies from news texts. In order to test any correlation between financial

markets and sentiment variables, many time series models are estimated in the modelling part

of the approach to examine the impact of news on returns. The VAR specification is evaluated

with control variables that account for market anomalies and seasonal variations. These control

variables take into account past market returns, the impact of trading volume, volatility, and

calendar effects. Control variables are attempts to isolate the effects of sentiment by including

variables that also explain the same information. Sentiment effects are considered consistent

because VAR models are estimated by the approach step by step, including controlling variables

one at a time to see if there is any confusion with the sentiment variables. As far as the Dow Jones

Industrial Average is concerned, the results show that the Dow Jones Industrial Average has a

-4.7 basis points impact on one standard deviation change (increase) in the negative sentiment

of the Dow Jones Market Index. The Danish local economic news (Danish version to English

translation) also validated the impact of the OMXC market in Denmark (-6.0 basis points) and

the China News Agency on the Shanghai stock exchange (-9.5 basis points). This result is robust

and statistically significant after extending the data set’s time.

The results show the average effect of sentiment on DJIA returns and the ability of the approach

to calculate statistically significant sentiment variables and have explanatory information about

changes in financial returns. The rolling regression model is also estimated by the modelling part
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of the approach to assessing the explanatory power of sentiment. Applying this method to Dow

Jones Industrial Average returns and using negative sentiment proxies as independent variables,

it is found that the sentiments’ forecast power on returns were higher than the returns’ forecast

power on sentiments. News will often cover and reflect incidents that have taken place and affect

the market. The information will already be included in the price, and the publication will trace

the incident.

The case study in Chapter 4 also examines firm-specific text sentiment and firm-level stock

returns. Vector autoregression analysis found negative sentiment and significant forecasts for

some companies’ return on the second day, mostly at the 1% level. One standard deviation

increase in negative sentiment today will have a -5.7 to -16.1 basis points impact on the return

of the stock on the second day. There is also evidence that negative sentiment on the second day

would have the reverse causal effect of earnings. The difference between the negative sentiment

scores today and yesterday has a stronger effect on today’s returns (significant at 5%).

Using the rolling regression model, sentiment is thought to favour the explanatory power of the

model before the market recession. First, the average impact of negative sentiment is compared

in the rolling regression model with the expansion of the Dow Jones industrial average return

more than the recession, but observing firm-level effects revealed the number of interpretable days

of expansion (average 30 days/year) is one-third higher than the average effect of the depression

period (average 19 days/year). Second, by comparing the periods of expansion and depression,

one can see that the correlation between positive sentiment and negative sentiment is 20% on

average during the expansion period. This also confirms that sentiment is more conducive to

explain the model during expansion.

At the firm level, the most obvious relationship is the annual correlation. LOWESS regression

results show that predictability tends to be concentrated in discrete periods, most likely in line

with the important news story line for each company. Sentiment has less indirect repercussions,

and the two effects do not often co-exist.

These results are in line with the literature (e.g. Tetlock (2007), Tetlock et al. (2008), Garcia

(2012), etc.). Negative sentiment was found to have a direct negative impact on stock returns
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and negative sentiment was more likely to explain stock returns during market expansion. These

new contributions to the literature are as follows. First, the study recreates and extends the

experimental results of Tetlock (2007) and validates the method’s reliability in the Danish and

Chinese markets. Second, the study generated reports of a firm-specific sentiment on news

coverage of 23 large multinational companies, most of whom had 15 years of daily observation.

This allows time series analysis to assess the correlation between several sentiment lags, returns,

and volume of transactions. Most importantly, the study used non-linear regression analysis

to visualise the relationship between negative sentiment and stock return residuals and used

statistical methods to determine the discrete relationship between the benchmark index level

and firm level.

5.2 Limitations and Future Work

One limitation is that whether the BoW method is still an updated method of extracting text

sentiment in the future and whether the news text indicates real information in the financial mar-

ket. This thesis extracts the sentiments and emotions of the text by calculating the frequency of

appearance of the special vocabulary that is pre-determined in the dictionary. These vocabulary

words were created by Stone et al. in the 1960s for the purpose of sociology and psychology

research. They were used to create GI program and Harvard IV-4 dictionary. Whether these

terms and phrases will continue to be interpretive and applicative over time is a consideration of

the continued use of the GI program and the Harvard IV-4 dictionary in the sentiment analysis.

The exploration of methods extended to machine learning will assist in the study of sentiment

analysis. Machine learning can automatically analyse and obtain the rules from the data, and

use the rules to predict the unknown data to access the data and estimate the performance of

sentiment, which can improve the applicability of sentiment analysis.

Another factor that needs to be considered in the future is how to extract text sentiment at

different levels, which determines whether or not in the news text the representation of market

sentiment can be improved. The independence of news (relative to the market) is also a factor to
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consider. This leads to the discussion of the second limitation. In the process of collecting data, it

is found that news at the market level is often relatively straightforward to collect and sentiment

extracted mostly reflect market sentiment. This is because the description of the relevant news

in the market is the specific description, and there is nearly no duplicate description. However,

when collecting firm-level news articles, the company’s mentions in each article is examined and

it is found that company news contained a large number of overlapping (see Table 4.4). This

has resulted in a weakening of the independence of firm-level news. As a result, when studying

the sentiment of a company, the data often carries the information of another company. How to

separate and extract more pure and accurate firm-level sentiment becomes more interesting.

The third potential limitation is that the coverage of the news at the firm-level (largely) deter-

mines the value of the extracted sentiment. At the market level, the daily coverage of news is

better (as mention of any of the companies included in the index can be regarded to the market),

which directly leads to higher possibilities for obtaining sentiment data. But at the firm-level

(where it is focused on the 23 companies), specific information and news are much harder to

obtain. One reason is that the news coverage of an individual company is much lower than an

index; secondly, news overlaps can lead to loss of information - a positive news article about a

company and another positive news about a competitor of this company cancel each other out,

and the extractable sentiment data will decrease. From a methodological point of view, it is

difficult to try to extract data from a company and its competitors at the same time. Firm-level

news reacts very quickly to sentiment. It will require particular targeted news. Company disclo-

sures and financial statements (US 10-K forms, corporate financial statements, etc.) may well

cover missing information. There is little overlap between companies in these financial reports.

Limited sources of sentiment extraction are also an extension of the direction worth considering.

So far, this thesis only uses text as a source of sentiment. Data show that the limit of human

typing speed is 216 English words per minute[72]. That is, if this research goes up to high-

frequency tick data, one can only extract sentiment from a tiny sample of data (on the premise

that the data provider is immediately available and the data is valid). If the range of data samples

for extracting sentiment can be upgraded to voice and facial expression samples, the amount and
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frequency of extractable data can be greatly increased. The process of sentiment analysis can be

simultaneously developed as a large-scale test for real-time coverage of radio, television, online

announcement, etc. Data sources include social media such as Facebook, Twitter and audio and

video clips of YouTube and news portals.
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