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SUMMARY

This thesis comprises six papers concerning methodological issues in cost-effectiveness analysis (CEA) of healthcare interventions. The unifying theme to these studies is the reframing of CEAs to better correspond to the policy questions they are to inform.

The first two papers concern the differential discounting of costs and effects in CEA. Differential discounting is the application of a different discount rate to costs and health effects, as distinct from the more usual practice of applying a common discount rate to both. Differential discounting has been advocated as a means of making CEA models more representative of reality, as it accounts for anticipated growth in the value of health over time. What has not been anticipated by advocates of differential discounting are its implications for models featuring multiple future cohorts that start an intervention after the discount year. This leads to the systematic improvement of cost-effectiveness ratios when future cohorts are added to a CEA model. The first paper describes this problem and explains why it leads to difficulties when comparing cost-effectiveness estimates between studies. It uses a CEA of vaccination against the human papillomavirus (HPV) to illustrate the effect of adding multiple future cohorts to an analysis.

The second paper proposes a solution to the problem identified in the first paper. It shows how consideration of a hypothetical intervention that is only marginally cost-effective relative to the current cost-effectiveness threshold can be used to correct cost-effectiveness estimates from models with multiple future cohorts. The application of this method is demonstrated using the example of the results of a previously published CEA of HPV vaccination that features differential discounting and 100 future cohorts.

While many models simulate just one cohort of patients, some use multiple cohorts. Paper 3 describes a feature of such multi-cohort models that has been applied in number of CEA, but not previously described or assessed in the literature. It is the practice of assuming the intervention in question ceases for all cohorts at a given point in time in the future, irrespective of whether or not the recipient cohorts have completed the intervention or not. This is described as the implementation time horizon. When applied in models of interventions that take many years to complete, such as cancer screening programmes, the implementation horizon means that many cohorts will cease the intervention prematurely in the model. Clearly such
premature cessation will be unrepresentative of actual implementation and it raises concerns that CEA models featuring implementation horizons may produce biased cost-effectiveness estimates relative to models in which all cohorts complete their intervention. Paper 3 assesses the implementation horizon using a model used in a recently published CEA of colorectal screening in the Netherlands that assumed all screening stopped 30 years after its introduction. The analysis finds that although the model yields different results when the implementation horizon is relaxed, the differences are minor and would not lead to any meaningful error in the choice of an optimal screening strategy.

Paper 4 addresses another aspect of multi-cohort models. It considers the aggregation of cost-effectiveness estimates over multiple cohorts. While the existing literature on the structure of CEA models of interventions that affect multiple cohorts contemporaneously suggests all cohorts should be modelled together, Paper 4 argues that if cohorts differ meaningfully in their cost-effectiveness, then they should not be aggregated together. The argument is illustrated with a CEA of switching from conventional cytology-based cervical screening to a HPV test.

Paper 5 addresses the modelling of high-risk subgroups in the case of breast cancer screening. It notes that most CEAs are usually conducted for average risk groups and so do not provide useful policy recommendations for the screening of high risk subgroups. Paper 5 describes mathematical model that can be used to adjust optimal screening intervals for an increase in cancer incidence above the average risk rate. The model is verified and validated against a microsimulation model of breast cancer screening.

The final paper in the thesis considers what cervical screening strategies are relevant comparators when estimating the cost-effectiveness of a HPV vaccination. It shows that many existing CEAs of HPV vaccination only consider the current intensity of cervical screening, but that alternative screening intensities are relevant comparators and should be considered. It illustrates the issue by expanding a previously published CEA model of HPV screening in the Netherlands to consider multiple screening intervals and start and stop ages. It shows that considering alternative screening strategies results in a higher incremental cost-effectiveness ratio of vaccination than is found when the current screening strategy is assumed to be the comparator.
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Glossary
<table>
<thead>
<tr>
<th>ABBREVIATIONS</th>
<th>DEFINITIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACER</td>
<td>Average cost-effectiveness ratio</td>
</tr>
<tr>
<td>BIA</td>
<td>Budget impact analysis</td>
</tr>
<tr>
<td>CEA</td>
<td>Cost-effectiveness analysis</td>
</tr>
<tr>
<td>CEAC</td>
<td>Cost-effectiveness acceptability curve</td>
</tr>
<tr>
<td>CER</td>
<td>Cost-effectiveness ratio</td>
</tr>
<tr>
<td>CHB</td>
<td>Chronic hepatitis B</td>
</tr>
<tr>
<td>CIN</td>
<td>Cervical intraepithelial neoplasia</td>
</tr>
<tr>
<td>CTMM</td>
<td>Continuous-time Markov model</td>
</tr>
<tr>
<td>CUA</td>
<td>Cost-utility analysis</td>
</tr>
<tr>
<td>CVZ</td>
<td>College voor Zorgverzekeringen</td>
</tr>
<tr>
<td>DES</td>
<td>Discrete-event simulation</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic acid</td>
</tr>
<tr>
<td>DTMM</td>
<td>Discrete-time Markov model</td>
</tr>
<tr>
<td>ETV</td>
<td>Entecavir</td>
</tr>
<tr>
<td>EVPI</td>
<td>Expected value of perfect information</td>
</tr>
<tr>
<td>FIT</td>
<td>Faecal immunochemical test</td>
</tr>
<tr>
<td>HBV</td>
<td>Hepatitis B virus</td>
</tr>
<tr>
<td>HIQA</td>
<td>Health Information and Quality Authority</td>
</tr>
<tr>
<td>HPA</td>
<td>Health Protection Agency</td>
</tr>
<tr>
<td>HPV</td>
<td>Human Papillomavirus</td>
</tr>
<tr>
<td>HRB</td>
<td>Health Research Board</td>
</tr>
<tr>
<td>HTA</td>
<td>Health technology assessment</td>
</tr>
<tr>
<td>ICER</td>
<td>Incremental cost-effectiveness ratio</td>
</tr>
<tr>
<td>IMF</td>
<td>International Monetary Fund</td>
</tr>
<tr>
<td>ISPOR</td>
<td>International Society for Pharmacoeconomics and Outcomes Research</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>LAM</td>
<td>Lamivudine</td>
</tr>
<tr>
<td>LYG</td>
<td>Life years gained</td>
</tr>
<tr>
<td>MGZ</td>
<td>Maatschappelijke Gezondheids Zorg</td>
</tr>
<tr>
<td>MISCAN</td>
<td>Microsimulation SCreening Analysis</td>
</tr>
<tr>
<td>NHB</td>
<td>Net health benefit</td>
</tr>
<tr>
<td>NICE</td>
<td>National Institute for Health and Clinical Excellence</td>
</tr>
<tr>
<td>PSA</td>
<td>Probabilistic sensitivity analysis</td>
</tr>
<tr>
<td>QALY</td>
<td>Quality adjusted life year</td>
</tr>
<tr>
<td>SMDM</td>
<td>Society for Medical Decision Making</td>
</tr>
<tr>
<td>SVR</td>
<td>Sustained virologic response</td>
</tr>
<tr>
<td>TDF</td>
<td>Tenofovir</td>
</tr>
</tbody>
</table>
INTRODUCTION

One of the key texts in the field of cost-effectiveness analysis (CEA) of healthcare interventions is Gold et al.’s 1996 *Cost-Effectiveness in Health and Medicine*. One of the opening chapters is dedicated to the question of how to frame a CEA [1]. In it Torrance et al. discuss how health economic analyses should be tailored to the policy choices they are to inform. Although the discussion is necessarily general as the range of issues is broad, it does provide a comprehensive overview of the importance of appropriate framing.

Despite the recognition of appropriate framing there remain examples of CEAs that are inappropriately specified for the policy question they are to answer. That is, the CEA as originally conceived does not best match the policy question under consideration. This thesis considers such examples, whereby CEAs may be reframed to better suit the particular policy question at hand.

Among the issues explicitly considered by Torrance et al. are the definition of the intervention itself, what comparator interventions to include, the intervention’s target population and the time horizon of the analysis. The studies included in this thesis provide examples of how CEAs can be reframed to improve their fit to policy questions with regard to each of these issues.

This introduction describes the background to the use of models in CEA, including: a brief overview of the types of models used in CEA; an explanation as to why modelling is particularly useful in CEAs of cancer prevention; and, a brief consideration of why modelling may fail to influence policy in the way CEA practitioners might expect. The introduction then describes the aims of this thesis, before going on to provide an overview of each of the six studies contained in the thesis, explaining the background to each study and how it relates to the next. The discussion chapter at the end of the thesis summarises the contribution of each study and explains the relationship of each to the central theme of reframing models to correspond with policy questions.
Cancer and Secondary Prevention

Despite continuing advances in medicine, cancer still imposes a heavy burden on health globally. The International Agency for Research on Cancer estimated over 12.5 million incident cases and 7.5 million deaths worldwide in 2008 [2]. In Ireland, cancer accounted for over 8,000 deaths in 2007 [3]. Although treatment is improving, mortality from the disease remains high, with 5-year survival for all cancers combined being approximately only 50% in Europe [4]. In addition to the mortality burden, treatment itself can impose significant morbidity and survivors remain at risk of recurrence. Consequently, cancer still evokes fear among individuals and remains a priority for policy makers.

Efforts to control cancer include prevention. While primary prevention aims to reduce exposure to risk factors, secondary prevention through early detection of preclinical disease offers a means of reducing the incidence of late-stage, metastatic disease and improving cancer survival. Screening for cervical, breast and colorectal cancer have proved successful at reducing cancer morbidity and mortality in the 20th century and are now offered in many developed countries on a population basis. The 21st century promises further development of such screening programmes and advances in the detection of lung, oesophageal, prostate and other cancers.

The improvement of cancer screening will largely depend on trials of new tests and screening protocols and the identification of novel and more accurate risk markers. While trialling will remain essential to the appraisal of effectiveness of new interventions, modelling will also complement such efforts, especially as the design of optimal screening interventions has and will remain heavily dependent on modelling.

Considerable effort is devoted in the field of CEA to the improvement of modelling methods. This effort is to improve the reliability of CEA models as guides to healthcare policy in the allocation of scarce resources. This thesis aims to contribute to the improvement of modelling methods by investigating the use of models in CEAs of cancer prevention.
Models in Cost-Effectiveness Analysis

Buxton et al.'s definition of models as "a way of representing the complexity of the real world in a more simple and comprehensible form" captures the broad function of models [5]. The purpose of models in CEA is to inform decision makers in their healthcare resource allocation choices.

Models are used to simulate alternative intervention options and their anticipated consequences. Modelling includes: applying cost and quality-adjusted effects to clinical trial results to yield cost-effectiveness estimates; the extrapolation of results beyond trial follow-up periods; and, the combination and synthesis of data from multiple sources to compare interventions that have never been directly compared in clinical trials [6]. It is this last form of modelling that this thesis primarily concerns.

A number of authors have proposed taxonomies to describe the various features of models employed in CEA [7-10]. A simple type of model is the decision tree model, which is used to map out alternative treatment options and their expected consequences [11]. While suitable for simple decision problems, decision trees cannot account for time and quickly become unusable when repeated healthcare choices are considered [12]. State-transition models are better suited to time dependence and reoccurring choices and so have become widely used in CEA [13]. Such models allocate individuals or some portion of a cohort of patients to mutually exclusive health states and update state membership over time [8].

State-transition models can be analysed mathematically or using simulation methods [8]. Mathematical approaches have been used in the CEA literature [14-18]. While mathematical models have some advantages over simulation models, they can quickly become very complex as detail is added to the model, as a result they remain relatively little used in CEA [19]. The simulation approach to state-transition modelling offers greater ease of construction, more flexibility when altering model structure and tends to be more transparent; consequently, simulation-based state-transition models are now widely employed [13].

Simulation models may follow the progress of a homogenous cohort through a number of health states [7]. Alternatively, microsimulation or agent-based
modelling may be employed, whereby individuals pass through the model one at a time. Cohort simulation approaches have been popular within CEA, in part, as they can be easily run on desktop computers. They are commonly implemented as Markov models, whereby the Markov assumption assumes that transition probabilities out of the current state are independent of previous state membership [20]. In this sense, Markov models are described as “memoryless” [21]. This memoryless property is often not suitable for CEA modelling, as a patient’s prognosis often depends on their prior health states. While it is possible to work around the Markov assumption by adjusting the structure of the model to account for contingent probabilities, this can result in state proliferation and the model can become large and cumbersome [22]. Such limitations of Markov modelling have furthered the development of microsimulation methods.

While the term “cohort model” is often used to describe an aggregate-level rather than individual-based simulation, it can also refer to models that simulate one group of individuals, as opposed to multi-cohort models that follow more than one cohort [9, 23]. The single cohort in a cohort model may be of a common birth year, as is often the case in models of screening, as the start of the intervention is not determined by disease onset, but rather the age attained by the individuals. Conversely, in examples where the intervention does begin with the onset of disease, the cohort may simply be a cohort of patients diagnosed in a common year and so may be made up of individuals of mixed ages. Consequently, it can be misleading to imagine the individuals within a cohort model as homogenous.

Another distinction is between static and dynamic models [10]. Static models do not allow for interaction between agents while dynamic models do. Dynamic models can be used to simulate the spread of infectious diseases [24]. Dynamic models tend to be more complex and require more data than static models. Typically cohort models are static and dynamic models are multi-cohort models. However, pseudo-dynamic models can be used to simulate infection dynamics in static models [25].

A further distinction between model types relates to the treatment of time. In discrete time models state membership changes at discrete intervals, such as months or years. While the discrete-time approach is the most commonly applied in CEA
[26], it can only approximate the timing of real events, since they do not occur at discrete intervals, but in continuous time [20]. Consequently, continuous time models have been applied in CEA, including discrete event simulation, which also relaxes the assumption of mutually exclusive health states [22, 27].

One distinction less frequently mentioned in reviews of model methodology is that between what are described variously as shallow or deep, epidemiological or biological, or empirical or theoretical models [28-30]. Shallow models are those that reproduce empirically observable disease states without modelling the underlying biological processes of disease and intervention, while deep models do attempt to model such processes [29]. Shallow models may be easier to construct and require less data, but they can lack the flexibility to illustrate a wide range of policy alternatives [28].

The principal model used in this thesis is the Microsimulation SCreening ANalysis (MISCAN) model developed at Erasmus Medical Centre at Erasmus University Rotterdam, the Netherlands [31]. MISCAN is a static, continuous time, discrete event, microsimulation model that simulates the underlying disease progression of cancer and the effects of early detection and treatment. MISCAN can simulate single or multiple birth cohorts over finite or open-ended time periods. MISCAN has been applied to, breast, cervical, colorectal, lung and prostate cancer screening and vaccination against HPV.

**CEA and the Cost-Effectiveness Plane**

Estimates of costs and effects from CEA models are typically represented in the cost-effectiveness plane. The cost-effectiveness plane is a two dimensional graph that plots net costs of the intervention on the vertical axis against the net health effects, often measured in quality adjusted life years gained (QALYs) or life years gained (LYG).

The origin of the cost-effectiveness plane often represents either the current standard of care or the do-nothing option where no intervention is offered. Cost-effectiveness estimates that lie in the north-west quadrant of the graph are strictly not preferred, as they involve more costs and worse health outcomes. Estimates in
the south-east quadrant are strictly preferred, as these involve reduced costs and improved health outcomes. Most commonly, cost-effectiveness estimates will lie in the north-east quadrant, where costs are increased, but health outcomes are also improved. Estimates in the south-west quadrant represent reduced costs and worse health outcomes.

When multiple alternatives are compared we must consider the possibility of dominance. Simple or strong dominance occurs when an intervention lies to the north-west of another intervention; being more costly and less effective. Extended or weak dominance occurs when an intervention lies to the north-west of a line connecting two other options in the cost-effectiveness plane; being more costly and less effective than some average of the two other interventions.

The set of strategies that are not subject to strong or weak dominance make up the efficient set of interventions. The line joining these strategies is the cost-effectiveness frontier. The average cost-effectiveness ratio (ACER) is calculated by dividing the incremental costs of each intervention relative to the origin by the incremental effects. More important than the ACER is the incremental cost-effectiveness ratio (ICER). The ICER is the ratio of the incremental cost and effects of an efficient intervention relative to the preceding less costly efficient intervention.

The ICER is the principal measure of cost-effectiveness used in CEA. Interventions' ICERs are compared to the cost-effectiveness threshold, which represents the maximum willingness to pay for a unit of health gain. Those interventions with ICERs below the threshold are considered cost-effective, although it should be noted that negative ICERs have no useful interpretation and should be disregarded. Among a mutually exclusive set of interventions for the same condition, the intervention with the highest ICER under the threshold is considered optimal, in that it will yield the largest health gain at an acceptable level of cost-effectiveness for all interventions considered.
Features of Cancer Prevention Relevant to CEA Modelling

The studies in this thesis all concern cancer prevention, primarily using secondary prevention through screening for preclinical disease. Prevention in general and screening in particular have a number of noteworthy features that make modelling particularly relevant for CEA. These features are noted here as they provide relevant context to the studies contained in the thesis.

The intensity of screening can be varied in many cases. This can be achieved by varying screening intervals, start and stop ages, numbers of follow-up tests in response to equivocal primary test results and quantitative metrics in some tests. There is typically some sort of dose-response relationship in screening interventions, with more frequent screening being associated with more protective effect of detecting earlier disease. Similarly, more intense screening will usually result in greater net costs.

This variation of costs and health effects with screening intensity creates scope for considerable variation in screening cost-effectiveness. While screening can be highly cost-effective at low intensities, the same screening method may be highly inefficient at high intensities due to diminishing marginal effectiveness of increased screening. For example, Eddy estimates an ACER of cervical screening between ages 20 and 47 every four years to be approximately $10,000/LYG, while annual screening over the same age range has an estimated ICER in excess of $1,000,000/LYG [32]. Consequently, policy makers need to ask not only is screening cost-effective, but also at what intensity.

This variation of cost-effectiveness with screening intensity means trials typically cannot identify the optimal intensity, as it is infeasible to compare all possible screening intensities in a trial [28]. Even if a trial indicates a given screening strategy is beneficial, it cannot provide evidence of the incremental benefits relative to other screening strategies, unless those alternative strategies have also been trialled [33]. Consequently, modelling is necessary to combine trial and other available data together to simulate the wide range of screening alternatives to determine the efficient frontier of screening strategies and the ICERs between them [34].
Modelling is also required in the case of screening because trials could take decades to report final outcomes. The requirement for preventative services in the interim means it is infeasible to wait many years to determine the optimal policy. Furthermore, if screening is already provided this may preclude trialling, as individuals are unlikely to accept trial protocols involving screening at lower intensities than at current provision on the presumption this would offer less protection.

Brown and Buxton note that since screening is given to asymptomatic individuals it is free from the ‘rule of rescue’ [6]. This suggests that screening is not subject to the tendency to mandate greater health spending on those already sick, irrespective of how much health gain is achieved as a result of resources being allocated to them. Consequently, Brown and Buxton suggest this makes screening particularly suitable for CEA, since decisions regarding the intervention can be made dispassionately on the basis of expected costs and health effects. However, the ongoing debate over the effectiveness and cost-effectiveness of breast and prostate cancer screening indicate that screening policy is not always free from controversy or strong feelings [35, 36].

A particular feature of screening is that it does not improve health itself, but as a secondary preventative measure it potentially enhances treatment outcomes by facilitating treatment at an earlier stage of disease through early detection [33]. Consequently, the cost-effectiveness of screening is contingent on the cost-effectiveness of treatment at different stages of disease progression.

Not only does screening not enhance health itself, but it can lead to harm, directly or indirectly [37]. An example of a direct harm is perforation during colonoscopy [28]. Indirect harms include increased cancer risk following repeated radiation exposure during mammographic screening, unnecessary biopsies and treatment following false positives, as well as unnecessary treatment resulting from overdiagnosis of indolent disease [28]. Furthermore, screening can lead to a false sense of protection or reassurance, as screenees may be unaware of the possibility of false negative screen results [38]. The potential harms of screening per screenee may be small relative to the potential gains for each screen detected cases, however the aggregate balance of benefits and harms over all screenees have to be considered in CEA.
As screening is provided to asymptomatic individuals, the total number of screened individuals in a screened population can be very large, while the number of screen detectable preclinical cases may be very small. Consequently, the cost-effectiveness of screening can be highly sensitive to disease prevalence and the expected health gain of early treatment. Similarly, the cost-effectiveness of screening is typically quite sensitive to the cost of screening and to differences in the relative performance of alternative screening technologies.

The cost-effectiveness of preventative interventions is typically particularly sensitive to intertemporal discounting [39]. Since prevention typically involves expenditure in the present that will not yield health gains and cost savings until the future, discounting often leads to far less favourable cost-effectiveness ratios than undiscounted outcomes [40].

The cost-effectiveness of screening can vary between subgroups. The cost-effectiveness of prevention varies with disease incidence, being more cost-effective with higher incidence, ceteris paribus or all else equal. Similarly, the cost-effectiveness of prevention will diminish with reduced remaining life expectancy. As the incidence of many diseases increases with age but remaining life expectancy diminishes, there are two countervailing effects on the cost-effectiveness of prevention with age. Disease incidence can also vary with factors such as health behaviours or genetic predisposition. Consequently, part of the concern with the cost-effectiveness of screening is to determine which subgroups should deviate from the screening intensity offered to the average risk population [16].

In principle, to achieve optimal cost-effectiveness, interventions that exhibit increasing ICERs with increasing intervention intensity should be increased in intensity until the ICER reaches the cost-effectiveness threshold. However, population screening can have a very large overall budget impact or other resource requirements. Therefore, decision makers may choose a screening intensity with a low ICER relative to the threshold in order to moderate the programme’s budget impact.
A good example of high budget impact interventions being chosen at intensities with low ICERs is colorectal screening. Ireland and the Netherlands recently opted to provide colorectal screening strategies with ICERs estimated at €3,200/QALY and €3,900/QALY respectively, while the commonly quoted cost-effectiveness thresholds in Ireland and the Netherlands at the time were €45,000/QALY and €20,000/QALY respectively [41-44]. Consequently, these examples show that while it is common in CEA to assume the budget impact of an intervention is small and that reimbursement decisions can solely be made with regard to cost-effectiveness ratios [45], the budget impact of screening can be sufficiently large to cause a departure from the conventional intervention optimisation framework.

The Limits to the Impact of Modelling on Policy
A number of commentators have noted that CEA modelling appears to have made only a modest impact on policy [46-51]. This has prompted others to consider why this might be the case.

At a fundamental level, a weak societal acceptance of CEA may explain its modest impact. It has been questioned if CEA is consistent with society's preferences for the allocation of health [52]; more specifically, others have questioned some of the methods central to CEA, including the use of QALYs, aggregation of health outcomes over individuals and discounting [53-57]; it has also been suggested that dissatisfaction with CEA is a manifestation of a broader dissatisfaction with healthcare rationing implicit within CEA[51, 58]. Certainly a weak societal acceptance of CEA undoubtedly explains part of its modest policy impact, but there are also other issues for consideration.

The legal and institutional context of CEA can also partly explain its lack of impact in certain countries. For example, the impact of CEA on healthcare resource allocation may be expected to be modest in the US where there are legal restrictions on the use of cost-effectiveness metrics to determine eligibility for care [59]. Similarly, CEA's impact is likely to be limited in Germany, where it is illegal to withhold care on the basis of cost [60]. Conversely, CEA may be expected to be relatively more influential in England and Wales, as there is a legal requirement that
interventions recommended for use by the National Institute for Health and Clinical Excellence (NICE) be provided to patients [61].

It has been suggested that CEAs may have a limited impact on policy because decision makers do not trust their findings [62]. Such lack of faith in CEA has been attributed to decision makers perceiving CEA as representing poor quality evidence [49]. Part of this perception may be due to the observed failure of many analyses to adhere to methods guidelines [63, 64]. Mistrust in CEA can also stem from a lack of transparency of modelling, leaving the impression of the ‘black box’ [65]. Concerns of lack of transparency are heightened by the potential for bias, especially as financial interests are often at stake [66, 67].

Even if decision makers trust the findings of CEA models there may be other reasons for CEA to have a modest policy impact. CEA may not fit readily with decision maker priorities. It has been suggested that decision makers are typically concerned with short-term budget impact from the payer’s perspective rather than the long-term outcomes from a societal perspective [68]. It is also noted that decision makers often face inflexible budget allocations and cannot direct resources to cost-effective interventions, so CEA is of little use [49, 51, 68].

Finally, the weak influence of CEA has also been attributed to a lack of comprehension of modelling by decision makers [51, 52]. Bryan et al. and Williams et al. both describe how decision makers felt an inability to reliably interpret the results of cost-effectiveness models [46, 69]. Similarly, Hoffman et al. report that decision makers often appear to have limited understanding of the underlying concepts and methodology of CEA and require support in interpreting evidence [49].

In sum, previous research has identified an apparently lack of impact of CEA on policy choices and has proposed a number plausible explanations for why this might be so.
Aims of this Thesis

This thesis aims to describe and investigate cases in which CEAs could be reframed to better correspond to the policy questions they are to inform. It intends to illustrate how relatively simple but not always obvious aspects of model structure can result in poor fit to the policy choices and, similarly, how simple steps can be taken to adjust or reframe the CEA to better inform decision makers. The purpose of this investigation is to prompt some critical reflection on the part of decision makers and analysts regarding the appropriateness of the models and methods they use given the policy choices in question. By drawing attention to the importance of model fit to policy choices and illustrating the scope for beneficial reframing, this thesis hopes to contribute to the ongoing process of methodological development within the field of CEA.
INTRODUCTION TO PAPERS 1 - 6

This introduction now turns to the studies included in the thesis. The background to each paper is outlined here. In each case, the gap in the existing literature that each study is intended to address is described. In addition, an explanation of the link between each successive study is also provided.

Background to Papers 1 & 2

The first two papers presented in this thesis concern differential discounting of costs and health effects in CEA. Consequently, the background to both papers is presented together. The first paper was published in Value in Health in 2011 [70]. It identified a methodological problem when applying differential discounting. The second paper responds directly by proposing a solution to the problem identified in the first and has been submitted for review.

Discounting in CEA

Discounting is employed in economic analyses to account for positive time preference. Positive time preference is the observed tendency of individuals to prefer receiving economic goods sooner rather than later. Time preference is given three principal theoretical justifications [71]. The first is that future consumption is less certain than current consumption, therefore current consumption is preferred. The second is that expectations of income growth coupled with diminishing marginal utility of consumption provides a rationale for shifting consumption forward in time. The final justification is simple human impatience for enjoying good things sooner.

The rationale for including discounting in economic analyses is that such analyses should reflect the preferences of society, including time preferences [72]. Further rationale is provided by interest on borrowing and loans. As positive interest rates imply a real cost of borrowing and an opportunity cost of spending rather than saving, economic analyses also need to include these costs [73].

Economic analyses typically employ the exponential or constant discounting model, whereby values are discounted at a constant rate over time, generally at the same rate for all goods. The constant discounting model has the theoretical and practical
advantages of being derived from a model of rational consumer behaviour and being convenient to apply [74].

Despite the widespread use of exponential discounting, its deficiencies as a representative model of human behaviour have been noted [74, 75]. While a model of rational consumer behaviour suggests individuals should have equal time preferences for all tradable goods, as any differences in time preferences would be arbitrated away [75], evidence suggests individuals do have different time preferences for different goods [76]. Furthermore, empirical evidence has shown that actual time preferences do not conform to the exponential model and can be better represented with alternative functional forms that feature discount rates that decline over time [77, 78].

Despite the failure of exponential discounting to represent empirically observed preferences, the model remains the consensus means for accounting for time preferences in economic analyses [74]. Regarding the appropriate discount rate, common practice is to use the rate of return on government bonds as a measure of the riskless rate of return as an indicator of the appropriate societal discount rate for publicly funded projects [79].

The application of discounting in the economic appraisal of healthcare is controversial as it tends to result in less favourable cost-effectiveness ratios than otherwise, especially in preventative care [80]. Somewhat understandably this has led to a number of critiques of discounting, often expressed with a notable sense of annoyance or dissatisfaction with current practice [54, 81, 82].

The literature features a number of arguments for zero discounting, non-constant discounting and other alternative forms of discounting that provide more favourable cost-effectiveness estimates [54, 56, 77, 83-85]. While much of these calls for alternative discounting models convey an impression of special pleading and have made little impact on discounting guidelines, the case of differential discounting has been more successful.
Differential Discounting
Healthcare is considered a superior good in economic terminology, meaning that as societies get richer, they typically spend an increasing proportion of income on healthcare [86]. The reason being that the marginal utility of health is anticipated to decrease by less than that of consumption as income rises and basic material needs are met [87]. The consequence of the marginal utility of health falling by less than that of consumption with income growth is an increase in the consumption value of health; i.e. an increasing willingness to pay for healthcare [88].

A number of health economists have argued that an appropriate way to account for such a growing value of health in CEA is to apply a lower discount rate to health effects than to costs [88-94]. However, not all health economists agree and the claim for differential discounting has been debated vigorously [73, 95, 96].

Differential discounting has been adopted in a number of countries to date. NICE employed differential discounting with rates of 6 & 1.5% for costs and health effects respectively until its 2004 methods guidelines revised the discount rate to 3.5% for both costs and effects [93]. More recently, NICE amended its guidelines to require differential discounting at 3.5 & 1.5 % in the case of interventions that are substantial in restoring health for sustained periods of 30 years or more [97]. The Netherlands, Belgium and Poland all require differential discounting at 4 & 1.5%, 3 & 1.5% and 5 & 3.5% respectively [98-100].

Despite the long-running theoretical debate over differential discounting, a degree of consensus was achieved among some of those involved in a recent paper by Claxton et al. [101]. It shows that the appropriate form of discounting depends on the decision rules used in CEA and whether health or welfare is the maximand. In particular, it shows that if the healthcare budget is fixed and a cost-effectiveness threshold is used to determine whether an intervention is cost-effective, then the differential between the discount rate on costs and health effects should approximate the annual growth rate of the threshold. They also show that under such circumstances, an increase in the value of health requires an equal reduction in both the discount rate for costs and health effects.
Claxton et al.’s contribution to the debate over differential discounting is profound in that it shows that a change in the threshold, not a change in the value of health is what determines if differential discounting should be used. This is a useful result, as the cost-effectiveness threshold is arguably a far more tangible concept than the value of health. Indeed, cost-effectiveness thresholds have been explicitly stated in the case of NICE’s threshold range [102]. Alternatively, an implied threshold can, in principle, be observed from the resource allocation choices in a budget constrained health system [103]. While most thresholds are not explicit, there has been little evidence of nominal or real threshold growth [104]. The UK threshold range has remained unchanged over a number of years [102], while the notional threshold used in Ireland was recently more than halved [105].

Although most of the countries employing differential discounting adopted the practice before the publication of Claxton et al., it is useful to consider the implied rates of threshold growth. For example, the former NICE differential rates imply an approximate annual rate of real threshold growth of 4.5%, which certainly seems unsustainable. Indeed, the approximate rate of growth of 2.5% implied by the Dutch rates might also prove unsustainable. Consequently, the insight into appropriate differentials offered by Claxton et al. should prompt consideration if differentials need to be reduced to correspond with more plausible rates of threshold growth.

In summary, differential discounting has been subject to robust theoretical debate to date and there still remain some theoretical issues unresolved regarding differential discounting [106, 107]. Despite this, it has become recommended practice in a number of countries.
The existing literature on differential discounting has primarily addressed whether the application of differential discounting is appropriate and what is its theoretical justification. Little consideration has been given to the practical application of differential discounting and its implications for decision making when applied to the variety of policy questions posed in CEA. In particular, little consideration has previously been given to the consequences of differential discounting for models employing multiple cohorts that start an intervention over a range of time periods.

The most notable existing consideration of the effect of differential discounting on cohorts starting interventions at different time periods is the well-recognised postponing paradox. The postponing paradox was first described by Keeler and Cretin [95]. It is based on the observation that the cost-effectiveness of any intervention will improve if its implementation is postponed from the current cohort of patients and given to the following year’s cohort instead. According to the paradox, decision makers seeking the best cost-effectiveness ratios have an incentive to continuously postpone implementation, thus never actually choosing to provide the intervention.

The paradox has been convincingly dismissed as irrelevant to actual policy choices on the grounds that decision makers use CEA to determine the choice of optimal intervention at any given point in time, rather than determining the optimal timing of interventions [89]. However, previous authors have not considered how the postponing paradox might apply to comparisons between models with different numbers of future cohorts.

A more recent study has recognised the implications of differential discounting for the cost-effectiveness estimates when multiple future cohorts are added. Hoyle and Anderson recognised that the inclusion of future cohorts would drive an intervention’s ICER down, all else equal [108]. However, that study did not consider how differential discounting could compromise comparisons between analyses, but rather considered the effect of reducing ICERs a rationale for including all an intervention’s future recipient cohorts into a CEA.
In summary, while the existing literature recognises that differential discounting will reduce an intervention’s ICER the later the recipient cohort receives the intervention relative to the discount year, it has not yet been considered whether this presents any problem for comparing interventions. The first paper in the thesis addresses this gap, using the example of a multi-cohort model of HPV vaccination in the Netherlands. It shows how the cost-effectiveness of vaccination increases when more cohorts are added to the model.

**Paper 2: Solving the Problem of Comparability**

The second paper in the thesis is intended to present a solution to the problem described in the first paper. Since the problems of comparing cost-effectiveness estimates from models with differing numbers of future cohorts was only recently described in the literature by the first paper in the thesis, there is no clear gap in the literature regarding potential solutions to the problem as there previously was no recognised need for a solution. Rather, the second paper sits in the context of a complete absence of any literature at all addressing possible solutions to the problem of comparability.

Despite the lack of previous literature regarding solutions to the problem of comparability, it is worth noting one relevant aspect of the existing literature. A simple solution to the problem of comparability described in the first paper would be to apply a two-step discounting procedure similar to that previously suggested to reconcile differences between private and social discount rates [79, 109]. In the case of differential discounting, the first discounting step would be to discount the cost and effects differentially for each cohort to the year it starts the intervention. The second step would be to discount all costs and effects from each intervention start year back to a common discount year at an equal discount rate.

A minor problem with the two-step solution is that it is not obvious what rate the equal discount rate for the second step should be. A more fundamental problem occurs in interventions with shared effects. The presence of shared health benefits between cohorts as a consequence of herd immunity means there will be cost
savings and health effects that cannot be attributed to any one cohort when multiple recipient cohorts receive the intervention. Therefore, in the first discounting step there will be no separate identifiable intervention start years to discount to. Consequently, two-step discounting cannot be applied in the case of infectious diseases. The challenge therefore is to find a general solution to the problem of comparability that does not require the identification of specific discount years for shared benefits.

**Paper 3: The Implementation Time Horizon**

**Background**

Paper 3 considers what is described as the implementation time horizon. Time horizons are the point until which costs and effects are assessed in CEA models. Time horizons are well understood within CEA and it is recognised that they should be sufficiently long to capture all relevant costs and effects of an intervention [1], which often requires the assessment of costs and effects until death [13]. However, there is another practice sometimes used in models whereby, although the assessment of costs and effects continues until death, the implementation of the intervention is assumed to cease at a certain point in time in the model. This is what is described as the implementation horizon.

No previous study has described the implementation time horizon or assessed its effects. As such, there is a clear gap in the literature regarding this aspect of model structure.

Many models used in CEA only simulate one cohort of recipients [110-112]. In the case of screening interventions this cohort is typically of a common age. While modelling one cohort of intervention recipients alone has the benefits of simplicity and transparency, there are often good reasons to include multiple cohorts of different birth years [110, 112]. Some multi-cohort models feature implementation time horizons, including models of screening programmes.

The use of implementation time horizons in multi-cohort models prompts the concern that they could yield results that are unrepresentative of actual
implementation. The basic concern was that it is unrealistic to assume that all screening would cease for all cohorts after a finite time span and that the results from such a model could be unrepresentative of reality, as screening is likely to be maintained. The basis for this concern was that not all screens may be equally cost-effective, therefore the screening moments censored by the implementation horizon may have different cost-effectiveness to those within the horizon. Consequently, the screening strategies identified as optimal by the model with an implementation horizon could be different from those by a model in which cohorts do not finish screening prematurely.

The absence of previous literature appraising the influence of time horizons and the concern of non-optimal choices from such models motivated the investigation described in Paper 3. It uses a previously published multi-cohort model of colorectal screening used to guide screening policy in the Netherlands that employed a 30-year implementation horizon. The analysis investigates the consequences of relaxing the 30-year time horizon, as well as the effects of shorter horizons of 10 and 20 years.

**Paper 4: Aggregation in Multi-Cohort Models**

The model considered in Paper 3 is an example of a multi-cohort model of screening. While, Paper 3 questioned whether a finite implementation horizon was appropriate, it did not consider if the aggregation of costs and health effects over all cohorts together is most appropriate. Paper 4 examines the aggregation of cost and effects in multi-cohort models.

The introduction of or change to a long-duration screening programme will affect multiple cohorts: the cohort at the screening start age, all the older cohorts within the screening age range and future incident cohorts. There are few papers in the literature that explicitly address the appropriate model structure regarding the numbers of cohorts to include. One such study, Dewilde and Anderson notes that the majority of CEAs of screening interventions only model the current incident cohort [110]. It describes how such models fail to include the prevalent cohort, and consequently may fail to accurately reflect the cost-effectiveness of actual implementation. Dewilde and Anderson uses the example of the cost-effectiveness
of cervical screening, showing that intensifying screening is less cost-effective when their model is extended to include prevalent cohorts.

A related study by Hoyle and Anderson recognises that if prevalent and incident cohorts differ in their cost-effectiveness, then the inclusion of future incident cohorts will also affect the cost-effectiveness estimates of multi-cohort models [108]. Consequently, it advocates including all intervention recipient cohorts, both present and future.

These studies noting the potential differences in cost-effectiveness between prevalent and incident cohorts are correct in their recognition of heterogeneity between cohorts. However, they give little consideration as to whether it is appropriate to aggregate cohorts together in CEA models, or whether cohorts with different cost-effectiveness estimates should be treated as separate subgroups. This is despite the fact that the principle of considering subgroups of different cost-effectiveness separately has long been recognised in CEA [1, 113].

In summary, the literature on aggregation of cost-effectiveness estimates across cohorts, especially in the case of CEAs of screening programmes, has given inadequate consideration to the potential problems that might arise. Indeed, it is notable that the most relevant existing literature on the topic explicitly advocates methods that run counter to the principle of subgroup analysis and that do not facilitate optimal decision making when separate decisions can be made for cohorts individually. As a result, there was a notable gap in the literature for a study articulating the disadvantages of aggregating across cohorts. Paper 4 has since been published in the Journal of Medical Decision Making [114].
Paper 5: Adjusting the Optimal Screening Interval for Disease Incidence

Background
The previous paper, Paper 4 considered the issue of subgroup disaggregation in order to identify an optimal screening strategy. Paper 5 also considers the issue of subgroup differentiation in order to identify an optimal screening strategy. It considers the optimal intensification of breast cancer screening for subgroups with incidence higher than the average risk population.

The primary focus of Paper 5 is the demonstration of a mathematical model to estimate the change in the optimal screening interval with disease incidence relative to the optimal screening interval for the average risk population.

While most screening models currently use simulation methods, analytical mathematical methods models have also been used. One of the earlier mathematical models in the literature is Kirch and Klein [14]. Kirch and Klein use a simple model of screening to show that the optimal screening interval varies proportionately to square root of the incidence rate. While the model used is of limited realism owing to its assumptions of perfect screen sensitivity and constant duration of the preclinical screen detectable disease state, the concept of relating the optimal screening interval to the disease incidence is useful.

While a number of other more detailed mathematical models of optimal screening have been developed subsequent to Kirch and Klein including work by Zelen and also Parmigiani [15-18, 115, 116], none have so explicitly considered what the relationship between disease incidence and the optimal screening interval might be. Furthermore, the mathematical complexity that arises in such models when additional realism is added has led to the development of models that are not analytically solved, but rather employ simulation. The move to simulation methods means that explicit relationships between parameters and policy variables such as that identified by Kirch and Klein in their simplified model are less likely to be considered. As such, the literature lacked an analysis that considered the incidence-optimal interval relationship in a model with sufficient realism to be credible.
Paper 5 is based on a manuscript previously submitted to the Journal of Medical Decision Making and rejected. That manuscript had been initially drafted by NMushkudiani and JDF Habbema. It was further developed by FGoudsmit and EW Steyerberg and submitted. The rejected manuscript and associated model were then substantially revised by JO'Mahony and JvanRosmalen and has been resubmitted to the Journal of Medical Decision Making and is under review.

The major revisions include the addition of a verification of the mathematical model against a simplified version of the MISCAN breast screening model programmed to match the mathematical model. The validation revealed errors in the mathematical model, which required revision. A validation of the mathematical model was conducted against a complete version of the MISCAN breast screening model used in a recently published CEA of breast screening in Switzerland [117]. The model of breast screening used for the validation exercise was an extended version of the Swiss CEA, as that analysis only compared ad-hoc screening to one organised screening strategy for average-risk women, whereas the validation required the comparison of a range of screening intervals over a range of incidence rates. Other changes to include the addition of imperfect test specificity to the model and the addition of a literature review.

The coding of the simplified MISCAN model revisions to the mathematical model were undertaken largely by JvanRosmalen, while the analysis with the microsimulation models including the comparison to the mathematical model and literature review were largely undertaken by JO'Mahony.

**Paper 6: The Relevance of Alternative Screening Strategies to CEAs of HPV Vaccination**

The previous paper, Paper 5 features an analysis of the cost-effectiveness of screening in which estimates of cost-effectiveness are made with reference to the cost-effectiveness frontier. The frontier in Paper 5 is estimated with a mathematical model as a continuous function of the screening interval. Paper 6 considers the relevance of the cost-effectiveness of alternative cervical screening strategies for cost-effectiveness estimates of HPV vaccination. Like Paper 5, it considers the cost-effectiveness frontier of alternative screening options. In this case, the frontier joins
discrete alternatives of cervical screening estimated from a microsimulation model. The purpose of considering many screening alternatives in Paper 6 is to ensure the frontier is estimated as completely as reasonably possible.

Variation in screening intensity will lead to variation in cost-effectiveness. An early study estimating changes in ICERs of cervical screening with the screening intervals is Eddy [32]. A more recent study considering alternative screening start and stop ages as well as different intervals is van den Akker-van Marie et al. [118]. Both these studies present cost-effectiveness frontiers for a wide variety of screening intensities and estimate low ICERs for low intensity screening and very high ICERs for high intensity screening. These studies demonstrate the relevance of considering alternative screening intensities when appraising screening cost-effectiveness.

The successful development of two vaccines against HPV by two manufacturers marked a significant development in the prevention of cervical cancer. The advent of HPV vaccination prompted a large number of CEAs assessing the vaccines' cost-effectiveness. Following appraisal, HPV vaccination has been adopted in many developed countries to date.

An important part of the appraisal of HPV vaccination relates to changes in screening. Most analyses assume that the current screening strategy will be maintained and estimate the ICER of adding vaccination to that strategy [119]. However, a number of analyses recognise that screening may need to change for vaccinated women, as a reduction in disease incidence will erode the cost-effectiveness of the current screening strategies and some reduction in intensity may be necessary. This is likely to be especially true in settings where recommended screening is very frequent.

The failure of many analyses to include alternative screening strategies is despite a well-recognised principle in CEA that all reasonable comparators should be considered [1]. It is known that the inclusion of relevant alternatives means that comparators should not be restricted to current practice, as current practice may
itself not be efficient [64]. Omitting other cost-effective comparators can lead to a more favourable cost-effectiveness estimate of the intervention of interest.

There is no paper within the cost-effectiveness literature that has considered the implications of considering all screening alternatives when assessing the cost-effectiveness of vaccination as opposed to simply adding vaccination to the current screening strategy, either from a theoretical perspective or with an empirical analysis that simulates the various alternative strategies. Consequently, there was a notable gap in the literature for a study that documents the comparisons made in the literature to date and investigates the implications for considering alternative screening strategies.
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ABSTRACT

**Objective:** To call attention to the influence of the number of birth-cohorts used in cost-effectiveness analysis (CEA) models on incremental cost-effectiveness ratios (ICERs) under differential discounting.

**Methods:** The consequences of increasing the number of birth-cohorts are demonstrated using a CEA of cervical cancer prevention as an example. The cost-effectiveness of vaccinating 12-year-old girls against the Human Papillomavirus is estimated with the MISCAN model for 1, 10, 20 and 30 birth-cohorts. Costs and health effects are discounted with equal rates of 4% and alternatively with differential rates of 4% and 1.5% respectively. The effects of increasing the number of cohorts are shown by comparing the ICERs under equal and differential discounting.

**Results:** The ICER decreases as the number of cohorts increases under differential discounting, but not under equal discounting.

**Conclusions:** The variation of ICERs with the number of cohorts under differential discounting prompts questions regarding the appropriate specification of CEA models and interpretation of their results. In particular, it raises concerns that arbitrary variation in study specification leads to arbitrary variation in results. Such variations could lead to erroneous policy decisions. These findings are relevant to CEA guidance authorities, CEA practitioners and decision makers. Our results do not imply a problem with differential discounting per se, yet they highlight the need for practical guidance for its use.
INTRODUCTION

Debate over Differential Discounting

Discounting is used in cost-effectiveness analysis (CEA) to adjust future costs and health effects to their present values and volumes. This adjustment is to account for the positive time preference for goods, including health [1]. While discounting in general is widely accepted in CEA and other forms of economic analysis [2], whether discount rates for costs and effects should be equal has been debated extensively within health economics [2-9]. Equal discount rates for costs and effects are most commonly used [10]. Equal discounting is supported by a number of arguments, the most important of which are Weinstein and Stason’s consistency thesis, Keeler and Cretin’s postponing paradox and the tradability of health argument [3,4,11]. Increasingly however, differential discounting is advocated, whereby health effects are discounted at a different (typically lower) rate than costs [2,6,7,9,12]. Previous arguments for differential discounting were primarily based on the anticipation of an increasing societal value of health as income grows [7,12,13]. Recent work has shown, more generally, that differential discounting is justified if the cost-effectiveness threshold is anticipated to change, where the threshold may be defined with reference to either the consumption value of health or the cost-effectiveness of displaced interventions at the margin in the context of fixed health care budgets [14].

Currently, only a small number of CEA authorities recommend differential discounting [15]. The Dutch Health Care Insurance Board (College voor Zorgverzekeringen [CVZ]) revised its recommended rates in 2006, from equal rates of 4% to differential rates of 4% and 1.5% for costs and health effects respectively [12,16]. Belgium also recently adopted differential discounting at rates of 3% and 1.5% for costs and effects respectively [17]. The National Institute for Health and Clinical Excellence (NICE) in England and Wales used differential discounting from its inception with rates of 6% and 1.5% for costs and effects respectively, but reverted to equal discounting at 3.5% in 2004 [7,18].
Modelling and Decision Rules in Cost-Effectiveness Analysis

Modelling is widely used in cost-effectiveness analysis of healthcare interventions [19]. Modelling can be used both to extrapolate outcomes beyond trial follow-up periods and to simulate interventions that have not or cannot be assessed using controlled trials [1,20,21]. CEA models most commonly only simulate one cohort of individuals [22]. A multiple-cohort modelling approach is more appropriate in some cases, such as where risk factors change over time, leading to cohort effects; where the effects of a disease are dynamic, such as in infectious diseases; or, where both prevalent and incident cohorts need to be considered [22-25].

Decision making using CEA relies on comparisons between analyses to determine which interventions are cost-effective. In theory, interventions can be ranked by their incremental cost-effectiveness ratios (ICERs) and accepted in order of cost-effectiveness until the budget constraint is reached [26]. In practice, it is more typical to accept interventions with ICERs below a given threshold as cost-effective [4]. Both decision rules compare interventions’ ICERs, either directly in the case of the ranking rule, or indirectly through the threshold.

Overview

We compare the results of single-cohort and multiple-cohort CEAs of the same intervention to quantify the consequences of alternative numbers of cohorts (henceforth CEA specification) under differential discounting. We show, using a CEA of vaccination against the Human Papillomavirus (HPV) as an illustrative example, that the ICER falls as more cohorts are included in the analysis under differential discounting, but remains constant under equal discounting. Recent work by Hoyle and Anderson also notes that increasing the number of cohorts reduces ICERS under differential discounting [22]. We address this particular issue in greater depth and consider its significance for CEA practice and health-care decision making. In this article, we take no normative stance for or against differential discounting; however, we consider its consequences from the perspective of equal discounting being the policy norm in most countries to date. Most previous studies of differential discounting have addressed its theoretical merits; our study adds to the literature by explicitly considering the practical consequences of differential discounting for decision making using CEA.
METHODS

We examine how an intervention’s ICER changes as the number of cohorts in a CEA model increases. We use the example of the MISCAN microsimulation screening analysis model of HPV vaccination in the Netherlands used in a recently published CEA [27]. Further detail of the model specification and assumptions can be found in that publication. The model simulates the individual life histories of one or more birth-year cohorts of women, who, in the absence of either screening or vaccination, acquire a HPV infection at a certain rate, some develop a pre-invasive lesion and/or cancer, of whom a proportion die from the disease. This results in an age and calendar time-specific output of disease incidence and mortality. The simulation is repeated, now including screening both with and without vaccination. Screening is simulated as the current (as of 2011) Dutch programme: 7 screens between the ages of 30-60 at 5 year intervals. Vaccination is administered at age 12. These interventions change some of the life histories, either by preventing disease or detecting and treating it earlier, resulting in improved health states, longer life and reduced treatment costs. Treatment costs and quality of life adjustments are then applied to these consequences to estimate the intervention’s treatment cost savings and quality-adjusted life year (QALY) gains. The difference between the total net discounted costs and health effects of screening alone and screening and vaccination combined is used to calculate the incremental cost-effectiveness of HPV vaccination.

A number of additional simplifying assumptions are made in the present study: the undiscounted costs and effects are the same for every cohort; no booster vaccination is required; and, there are no start-up or fixed programme costs. A large number of women (1 billion) are simulated in each model to minimise differences due to random error. Each cohort in the multi-cohort models contains an equal proportion of the total number of individuals.

The ICER of HPV vaccination from a single-cohort analysis is compared to ICERs from analyses with 10, 20 and 30 cohorts. The analyses differ only in the number of cohorts used; all else is held constant. Each cohort is defined by its birth year and each receives the vaccination one year after the preceding cohort. Figure 1 depicts a single-cohort and a 10-cohort model. Costs and effects are discounted by 4% and 1.5% respectively and also by a common rate of 4%. Costs and effects are discounted to the year the first cohort is vaccinated.
Figure 1: Comparison of discounting in a single cohort and a multi-cohort model with 10 cohorts (cohorts 4--9 not shown).
RESULTS

Table 1 presents the results of the single and multi-cohort models under equal and differential discounting. The table reports the discounted incremental costs and effects and the corresponding ICERs in each of the models and discount rate assumptions. The table also reports the ICERs of the multi-cohort models as a percentage of that of the single-cohort model.

The ICERs are significantly lower under differential discounting compared to equal discounting. This is due to the lower discounting of health effects; consequently the discounted effects are larger while the discounted costs remain the same, resulting in lower ICERs.

The important result, however, is the variation in ICERs between models with different numbers of cohorts. The ICERs do not vary significantly with the number of cohorts under equal discounting; the small differences in costs and effects are due to random variation in the simulation model. Conversely, with differential discounting the ICERs are considerably lower in the multi-cohort models and fall as the number of cohorts increases. The magnitude of the differences is large: the 10-cohort model has an ICER that is approximately 90% of the single-cohort model’s ratio; the 30-cohort model has an ICER that is approximately 74% of the single-cohort model’s ratio.

Panel A of Figure 2 shows the annual discount factors for the current Dutch discount rates for cost and effects of 4% and 1.5 % respectively, where t=1 is the discount year. The grey line in panel B shows the ratios of ICERs of the n^{th} future cohort relative to the 1^{st} cohort at the discount year, where each cohort is n-1 years from the discount year and undiscounted costs and effects are equal for all cohorts. This line is also the ratio of the discount factors shown in panel A. The black line in panel B represents the ratio of ICERs of a multi-cohort model with n cohorts relative to a model of a single cohort at the discount year, with the points labelled for models with n = 10, 20 and 30 cohorts.
Table 1: Incremental costs, incremental health effects and ICER of adding vaccination against the Human Papillomavirus 16/18 to the current screening programme in the Netherlands, a comparison of a single cohort and multiple cohort models with 10, 20 and 30 cohorts under equal discounting of 4% for costs and effects and differential discounting of 4% and 1.5% for costs and effects respectively

<table>
<thead>
<tr>
<th>Equal Discount rates: 4% &amp; 4%</th>
<th>Differential discount rates: 4% &amp; 1.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Cohort</td>
<td>10 Cohorts</td>
</tr>
<tr>
<td>Incremental costs, €M</td>
<td>324,423</td>
</tr>
<tr>
<td>Incremental effects, QALYs (000s)</td>
<td>3,190</td>
</tr>
<tr>
<td>ICER, €/QALY (4 s.f.)</td>
<td>101,700</td>
</tr>
<tr>
<td>Ratio of ICERs, multiple/single cohort</td>
<td>reference</td>
</tr>
</tbody>
</table>

QALY = quality-adjusted life-year; ICER = incremental cost-effectiveness ratio:
Figure 2: (A) Annual discount factors over time under discount rates of 4% and 1.5% for costs and effects respectively; (B) ratio of ICERs of the nth single cohort relative to the 1st single cohort at the discount year and the ratio of ICERs of a multi cohort model with n cohorts relative to the 1st single cohort under simplifying assumptions.
DISCUSSION

Explanation
Our results are easily explained by considering the differences between equal and differential discounting. Under equal discounting, varying the length of time between the discount year and the intervention (and its effects) does not influence the ICER, because although the present value of costs and effects change, they vary proportionately. It is in this respect that Lipscomb et al. describe CEA as “time neutral” under equal discounting [28]. CEA is not “time neutral” under differential discounting. Increasing the length of time between the intervention and the discount year causes the present value of effects to fall less than proportionally to the reduction in the present value of costs, resulting in a lower ICER. Consequently, both shifting a single cohort to a later period relative to the discount year and adding later cohorts to a CEA will not cause the ICER to fall under equal discounting, but will under differential discounting. Our analysis demonstrates the second of these two effects.

We have highlighted the consequences of a lower discount rate on health effects, which is appropriate if the threshold is growing, as the discount differential should approximate the annual growth rate of the threshold [14]. However, the threshold may not necessarily grow over time, even with an expanding health care budget, but may be static or fall [29]. A falling threshold would imply a larger discount rate for health than costs [30], resulting in increasing ICERs as more cohorts are included.

Relevance for Practice and Policy
The analysis shows how the number of cohorts used in CEA can influence ICERs. To understand the practical significance of this result we have to consider current CEA practice. The current understanding of appropriate CEA model specification most likely does not account for the influence of varying numbers of cohorts. Consequently, without clear guidance on the matter, CEA practitioners are likely to continue specifying studies with the minimum number of cohorts they consider necessary; because interventions differ in their modelling requirements, this will continue to result
in the variety of models specifications evident in reviews of modelling methodologies [24,31,32].

The concern is that arbitrary variation in CEA specifications leads to results which, in part, vary arbitrarily too. A related concern is that CEAs may be deliberately specified with large numbers of cohorts or large lags between the discount year and the start of the intervention to achieve low ICERs. We have focused on the issue of multiple cohorts rather than unnecessarily long lags between the discount year and implementation because the latter is more easily recognisable as inappropriate manipulation of the CEA. Such arbitrary or strategically chosen variations can compromise comparability between studies. As a result CEAs, may not be adequately reflecting the policy choices they are intended to inform. These concerns are compounded by the probable lack of awareness among decision makers of the influence of CEA specifications on results. Decision makers may well continue comparing ICERs directly, without taking the different model specifications into account or checking whether they adequately reflect the relevant policy choice. Such direct comparisons could lead to incorrect policy choices, whereby an intervention is deemed cost-effective as it has a lower ICER than the threshold or an alternative intervention, but where this result is due to arbitrarily or strategically chosen differences in the CEA specification, rather than the intervention’s actual implementation and inherent characteristics.

Naturally, these concerns lead to a consideration of how to avoid or reduce arbitrary variations between studies. For instance, one could prescribe a base-case specification that imposes a standard number of cohorts for all CEAs. However, given the wide variation of both the characteristics and implementation of interventions, a standardised CEA specification may not adequately reflect these differences and thus result in meaningless comparisons. Therefore, if standardisation is not possible, it is not yet clear how or if CEA practice can be adapted to avoid arbitrary variation between studies. Consequently, CEAs should be evaluated on an informed, case by case basis. Accordingly, it is appropriate to demand a clear justification of the CEA specification from the CEA practitioner.
These questions of how to specify and interpret CEAs relate to doubts about the appropriateness of current CEA decision rules. A number of authors have indicated that ICERs are inappropriate for determining the optimal timing of interventions [2,33-35]. Counter-intuitive results arise under both equal and differential discounting. For example, decision makers choosing the period of implementation with the lowest ICER will prefer to (infinitely) postpone implementation under differential discounting (the postponing paradox) [3], whereas, unrealistically, they should be indifferent between immediate implementation or infinite postponement under equal discounting. While both these results are difficult to defend, it is the postponing paradox that has generated debate in the literature. The postponing paradox has been dismissed as irrelevant to actual policy choices [6]. Indeed, when using a threshold based decision rule, any postponement will not be infinite, but until the ICER falls below the threshold.

While the relevance of the postponing paradox to actual policy choices is disputed, our results show that interventions modelled with a greater proportion of their implementation in the future are advantaged by lower ICERs. In this context, Cohen’s questioning of the appropriateness of current decision rules to health care services that exhaust their budgets annually without saving a surplus may be relevant [34]. He commented that using CEA to compare interventions over multiple periods implies that cohorts compete for resources that are fungible across periods, whereas it might be more appropriate to use CEA to compare cohorts competing for resources within periods. Consequently, the debate over differential discounting and the implications for comparisons between studies may prompt a broader reconsideration of policy decision rules and the economic evaluation of healthcare.
Recommendations for CEA Practice

The aim of this study is to promote awareness of the effects of alternative CEA specifications under differential discounting among CEA practitioners and decision makers. We hope CEA advisory bodies will recognise the significance of the findings presented here and reflect it in their guidance, for example: 1) by requiring a justification of the CEA’s specification; and 2) by providing guidance to decision makers regarding the influence of the number of cohorts included. Such clarity is important, as confusion regarding the validity of comparisons between analyses can only serve to damage CEA’s credibility with decision makers and others. Note that the issues raised in this paper should not be interpreted as arguments against differential discounting; rather they should be understood as a call for greater understanding of its practical implications. CEA authorities considering adopting differential discounting should consider these practical implications in addition to the theoretical arguments. CEA practitioners and decision makers in countries already using differential discounting would benefit from recognising its implications to ensure best practice and correct policy choices.

Limitations and Further Research

We emphasise that this paper does not provide a complete discussion of the methodological implications of differential discounting. Such a discussion would require a detailed review of the underlying theoretical basis for comparing interventions across different time periods with a changing threshold, which is beyond the scope of this study. This remains an important area for future research and debate; see Claxton et al.[14] for further discussion. However, this paper does call attention to some important practical issues related to differential discounting that both analysts and policy makers need to be aware of when using and comparing the results of cost-effectiveness analyses in practice.
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ABSTRACT

Background: Differential discounting of costs and health effects means cost-effectiveness analyses with more future cohorts will give more favourable cost-effectiveness estimates, all else equal. This prevents direct comparisons between cost-effectiveness analyses with different numbers of cohorts.

Objective: To show how to make fair comparisons of cost-effectiveness between models with different numbers of future cohorts under differential discounting.

Methods: The cost-effectiveness estimate of vaccination against human papillomavirus (HPV) infection from a published cost-effectiveness analysis simulating 101 recipient cohorts over 101 years is compared to that of a hypothetical intervention with cost-effectiveness equal to the current cost-effectiveness threshold, assumed to be £20,000/QALY. The cost-effectiveness of the hypothetical intervention is considered when implemented with the same number of future cohorts as the HPV analysis. Implemented in this way, the cost-effectiveness of the hypothetical intervention serves as an adjusted threshold that accounts for the number of future recipient cohorts. An alternative adjustment is also described, whereby rather than adjusting the threshold, we adjust the cost-effectiveness estimate of the intervention itself for the number of future cohorts. This is achieved by dividing the intervention’s cost-effectiveness estimate by the ratio of the adjusted threshold to the current threshold.

Results: The resulting adjusted cost-effectiveness estimate permits direct comparisons to other interventions and the current threshold. Adjusting for the number of cohorts results in a less favourable cost-effectiveness estimate of HPV vaccination, but it remains highly cost-effective.

Conclusions: A simple correction for the number of future recipient cohorts provides a fairer basis for comparison between interventions when differential discounting is used.
INTRODUCTION

Background to Differential Discounting

Economic growth is anticipated to lead to growth in the willingness-to-pay for health [1]. Differential discounting of costs and health effects in CEA is one way to account for this growth in willingness-to-pay. Typically, differential discounting involves applying a lower discount rate to health effects than costs.

Differential discounting has prompted robust debate [1-5]: however, a degree of consensus was achieved in a recent paper by Claxton et al. [6]. It shows that the appropriate form of differential discounting depends on the decision rules used and whether the maximand is health or welfare. Claxton et al. show that if a cost-effectiveness threshold is used to determine reimbursement eligibility, then the differential between the discount rates on costs and health effects should approximate the annual rate of threshold growth.

Differential discounting is required by CEA guidelines in the Netherlands (4 & 1.5% for costs and health effects respectively), Belgium (3 & 1.5%) and Poland (5 & 3.5%) [7-9]. Differential discounting was required by the National Institute for Health and Clinical Excellence (NICE) prior to 2004 (6 & 1.5%) [2]. NICE currently requires equal discounting at 3.5%: however, where an intervention is substantial in restoring health and provides benefits sustained over 30 years or more, NICE recommends differential rates of 3.5 & 1.5% [10]. Similarly, guidelines from NICE and in many other countries require differential discounting as part of a sensitivity analysis. Furthermore, differential discounting is sometimes applied where it is not required by guidelines [11-13].
The Problem of Comparability

One theoretical argument against differential discounting is the postponing paradox [14]. Differential discounting means an intervention will be relatively more cost-effective when implemented in next year's cohort rather than the current cohort. The paradox is that decision makers seeking the best cost-effectiveness will perpetually postpone implementation [15]. The paradox has been dismissed as irrelevant to decision making practice on the contention that cost-effectiveness estimates guide the choice of what to implement, rather than the timing of implementation [16].

O'Mahony et al. identify a problem of comparability between CEAs related to the postponing paradox [17]. They show that interventions have lower cost-effectiveness ratios when modelled with more future cohorts under differential discounting, all else equal. Consequently, it is difficult to compare interventions when the CEAs used to estimate cost-effectiveness feature different numbers of future cohorts. For example, if intervention A has a lower cost-effectiveness ratio than B, but is modelled with many future cohorts while B is modelled only in one current cohort, then it is unclear whether A's apparent superior cost-effectiveness is because it produces more health at less cost or because it was modelled in more cohorts.

Differential discounting in multiple cohort models also confuses comparisons to the current cost-effectiveness or willingness-to-pay threshold. An intervention implemented in a current cohort may not be cost-effective compared to the current threshold. However, adding multiple future cohorts to the analysis can yield a cost-effectiveness ratio under the current threshold. Consequently, the same intervention can appear both cost-effective and not cost-effective relative to the current threshold, depending on the number of future cohorts modelled.

To further understand the comparability problem it is helpful to distinguish between two effects of differential discounting. Within a given cohort, applying a lower discount rate to effects improves the cost-effectiveness of any intervention yielding effects after the intervention’s costs are incurred. We describe this as the intra-cohort effect. A lower rate on effects also means the cost-effectiveness of any intervention improves if implemented in periods later than the discount year (the
discount year is synonymous with the baseline year): i.e. in cohorts starting the intervention after the discount year. We describe this as the inter-cohort effect.

The policy relevance of comparability is illustrated by a recent debate over the correct application of discounting. Comparability concerns prompted de Kok et al. to apply equal discounting when analysing HPV vaccination in the Netherlands [18, 19]. Consequently, their cost-effectiveness estimate was markedly less favourable than two other Dutch analyses that used differential discounting [20, 21]. This prompted criticism that de Kok et al. had not adhered to Dutch CEA guidelines [21, 22], and led to a misleading conclusion that the vaccine was not cost-effective [23].

Possible Solutions
Further context to our solution to the comparability problem is provided by two other potential solutions. One is to standardise the number of cohorts. The second is to use a two-step discounting procedure. However, neither are practical solutions for the reasons explained below.

Many CEAs only consider an intervention's current recipient cohort, despite the fact that there will be other cohorts in subsequent years [24]. This may reflect the implicit assumptions that cost-effectiveness will not change between cohorts and that the threshold will not fall over time. Given these assumptions, simulating the current cohort is sufficient to determine cost-effectiveness, both now and in the future.

There are, however, cases in which including future cohorts is necessary. Interventions against infectious diseases yield direct and indirect effects due to herd immunity. Indirect effects are shared across cohorts and can take years to emerge. Modelling the current cohort alone underestimates cost-effectiveness, as it ignores indirect effects that emerge in later cohorts [25, 26]. Furthermore, static single cohort models can fail to capture shifts in the age of infection that can occur in infectious disease control [25].

Another example in which modelling future cohorts may be necessary is the case of capital equipment, such as diagnostic imaging machines. As such capital can remain
in use for many years there will be multiple cohorts using the equipment. Since not all medical capital will have the same lifespan, the number of recipient cohorts will vary. For example, cobalt-60 radiotherapy units typically last 5-6 years, whereas linear accelerator units may last 10-12 years [27]. Consequently, standardising the number of cohorts modelled will be incompatible with the equipment’s actual use.

A further example of where a multi-cohort model may be appropriate is where a broader change in health service provision occurs that affects multiple consecutive cohorts over a number of years. An example of such a change could be the shift in provision of elective procedures from an inpatient to an ambulatory service basis. The effects of such changes may occur progressively over a number of years, consequently, appraisal of such a change in provision in any one year would be misleading, so a model accounting for multiple cohorts over multiple years would be more appropriate.

An alternative to standardising the number of cohorts that would avoid the problem of comparability would be to employ two-step discounting. Two-step discounting has previously been suggested to reconcile differences between private and social discount rates [28-30]. In the case of differential discounting, the first step is to differentially discount costs and effects to the year each cohort starts the intervention; the second step is to equally discount the present values of costs and effects from each cohort’s start year to a common discount year. The first step of differentially discounting within each cohort retains the intra-cohort effect of discounting, while equal discounting in the second step eliminates the inter-cohort effect.

While two-step discounting would solve the comparability problem, the theoretical rationale for its adoption is not immediately apparent. Furthermore, it is unclear what the common discount rate for the second step should be.

There is, however, a more fundamental problem with two-step discounting. In case of infectious disease control in which multiple cohorts receive an intervention over multiple years and there are shared indirect effects, these indirect effects, either health effects or cost savings, cannot be attributed to implementation of the
intervention in any particular cohort. Consequently, there is no identifiable discount year for the first step of discounting for these shared benefits.

The impracticality of standardising the number of cohorts and two-step discounting means a more general solution to the comparability problem is needed.

**Purpose**
The purpose of this paper is to present a method for adjusting cost-effectiveness estimates from multiple cohort models under differential discounting that preserves comparability between studies and to the current threshold. By resolving the comparability problem, our proposed adjustment will provide confidence in differential discounting and help avoid confusion, such as that exemplified by the debate over de Kok et al.'s results. Our analysis is intended to inform three groups: CEA analysts on how to perform our adjustment; decision makers on the interpretation of differentially discounted cost-effectiveness estimates; and, those drafting CEA guidelines.

**METHODS**

**Model Background**
Our proposed adjustment is illustrated using the example of a multi-cohort CEA of HPV vaccination developed by the UK’s Health Protection Agency (HPA). The model description can be found in previous publications [31, 32]. The results used here correspond to the version of the model used in a recently published CEA comparing bivalent and quadrivalent vaccines under various scenarios by Jit et al. [31]. Specifically, the results correspond to the quadrivalent vaccine under scenario 7 considered in Jit et al., where the vaccine is assumed to have an average duration of protection of 20 years and to prevent all disease due to HPV subtypes 6, 11, 16 and 18. The cost-effectiveness of vaccination is estimated as the incremental cost-effectiveness ratio (ICER) of adding vaccination to the current UK cervical screening programme: i.e. the ICER is derived from a comparison of screening-only to vaccination-plus-screening, assuming screening remains unchanged.
The HPA model is a dynamic transmission model, capable of simulating both the direct and indirect effects of vaccination. The simulated indirect effects take over 60 years to approximate stability. Consequently, the model uses a 101 year time horizon, featuring 101 recipient cohorts: one recipient cohort in the baseline year and one in each subsequent year. All cost and effects are discounted to the baseline year when vaccination is first introduced.

The model simulates the UK’s vaccination programme, which included catch-up vaccination during the first three years. Consequently, the first three cohorts constitute girls of mixed ages from 12 to 18 years and are larger than subsequent cohorts. Thereafter the vaccinated cohorts are of equal size and only include girls aged 12 to 13.

Jit et al. follow NICE’s guidelines on discounting, using an equal rate of 3.5%, but also report a sensitivity analysis using differential rates of 3.5 & 1.5%. Consequently, Jit et al. provides an example of a CEA featuring multiple future cohorts and differential discounting.

**Proposed Adjustment**

NICE’s stated threshold range is £20,000 – 30,000/QALY [33]. For convenience, we assume a point threshold of £20,000/QALY. This is the threshold in the discount year when the reimbursement decision will be made; henceforth described as the current threshold.

To correct for the effects of multiple future cohorts under differential discounting we consider a hypothetical intervention as a comparator to vaccination. We assume this hypothetical intervention is marginally cost-effective in the current period: i.e. its cost-effectiveness equals the current threshold. We assume it costs £20,000 in the year it is implemented and provides 1 QALY in the same year. These costs and effects are constant over time. No further direct or indirect health gains, costs or savings are assumed.

We consider the cost-effectiveness of this hypothetical intervention when implemented in the same number of cohorts as vaccination. We not only assume the
hypothetical intervention is also implemented over 101 years, but also that the
distribution of spending over time on the hypothetical intervention is proportionate
to that on vaccination. This is to match spending on the initially larger cohorts of the
catch-up programme. When the hypothetical intervention is matched in this way, we
describe it as the "hypothetical comparator".

The present value of the hypothetical comparator’s costs and effects in the discount
year yields what we describe as the "adjusted threshold", i.e. the current threshold
adjusted for the number of future cohorts. If the ICER of vaccination is below this
adjusted threshold then it is considered cost-effective; otherwise, we conclude
vaccination is not cost-effective.

Figure 1 is a simplified representation of matching the hypothetical intervention to
vaccination in three consecutive birth cohorts. The figure is not drawn to scale. It
shows the hypothetical comparator’s costs and effects occurring in the year of
vaccination for each cohort. The figure also shows discounting of costs and effects
for both vaccination and the hypothetical comparator to the discount year.

Figure 1: Simplified representation of the hypothetical intervention match to
three cohorts of vaccination illustrating differential discounting

Table 2 details the hypothetical intervention matched to vaccination in the HPA
model. The second column shows the undiscounted spend on vaccination in each
cohort. The third column shows the matched spend on the hypothetical intervention
in each period. The fourth column shows the undiscounted effects of the hypothetical intervention, which are simply the cost of the hypothetical intervention divided by its cost-effectiveness of €20,000/QALY. The final two columns show the hypothetical intervention’s discounted costs and effects, where the $\delta$ terms are the discount factors for costs and effects (where $\delta = 1/(1+r)$ and $r$ is the discount rate). The ratio of the hypothetical comparator’s total discounted costs and effects, shown in the last column’s final row, gives the adjusted threshold.

This adjustment can be taken further to facilitate direct comparisons between interventions modelled with different numbers of future cohorts. Dividing the adjusted threshold by the current threshold gives what we describe as the “adjustment factor”.

Dividing an intervention’s estimated ICER by the adjustment factor yields what we describe as the “adjusted ICER”. This adjusted ICER will have the same ratio to the current threshold as the intervention’s unadjusted ICER to the adjusted threshold. Consequently, rather than adjusting the threshold for the number of future cohorts, we maintain the relative relationship between the ICER and the threshold by adjusting the ICER instead. This adjusted ICER can be compared directly to the current threshold to determine cost-effectiveness. Similarly, the adjusted ICERs of two interventions can be compared directly to determine their relative cost-effectiveness.

The adjustment factor can also be shown analytically. The results section describes the adjustment factor given the discount factors for costs and effects for each period, an expenditure weight corresponding to the proportion of spending on the intervention in each cohort and the total number of cohorts.
RESULTS

Table 1 reports the total incremental costs, health effects and cost-effectiveness ratio of vaccination over the 101 years of the HPA model, undiscounted, equally discounted at 3.5% and differentially discounted at 3.5 & 1.5%. It shows the ICER of vaccination under equal discounting at 3.5% to be £18,200/QALY. Vaccination is much more cost-effective under differential discounting, with an ICER of £7,400/QALY. The inter-cohort effect of differential discounting is so pronounced that the ICER under differential discounting is lower than under no discounting.

Table 1: Unadjusted cost-effectiveness of HPV vaccination under alternative discount rates

<table>
<thead>
<tr>
<th>Discount Assumptions</th>
<th>ΔCosts, £M</th>
<th>ΔQALYs, (000s)</th>
<th>ICER, £/QALY (3s.f.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 &amp; 0%</td>
<td>7,637</td>
<td>788</td>
<td>9,700</td>
</tr>
<tr>
<td>3.5 &amp; 3.5%</td>
<td>2,552</td>
<td>140</td>
<td>18,200</td>
</tr>
<tr>
<td>3.5 &amp; 1.5%</td>
<td>2,552</td>
<td>344</td>
<td>7,400</td>
</tr>
</tbody>
</table>

Δ: Change in
QALY: Quality adjusted life year
ICER: Incremental cost-effectiveness ratio

Table 2 shows that the hypothetical comparator matched to vaccination yields an adjusted threshold of £11,200/QALY. Since the unadjusted ICER of vaccination under differential discounting of £7,400/QALY is below this adjusted threshold we conclude HPV vaccination is cost-effective, even when accounting for multiple future cohorts.

Dividing the adjusted threshold of £11,200/QALY by the current threshold yields an adjustment factor of 0.56. Dividing the vaccine’s unadjusted ICER of £7,400/QALY by this adjustment factor yields an adjusted ICER of £13,300. Comparing this adjusted ICER to the current threshold of £20,000/QALY again indicates that vaccination is cost-effective. While the adjusted ICER is greater than the unadjusted ICER, it is still below the ICER of £18,200/QALY under equal discounting.
<table>
<thead>
<tr>
<th>Cohort</th>
<th>Vaccination Costs - undiscounted, £M</th>
<th>Hypothetical Comparator Costs - undiscounted, £M</th>
<th>Hypothetical Comparator Effects undiscounted, QALYs</th>
<th>Hypothetical Comparator Costs - discounted, £M</th>
<th>Hypothetical Comparator Effects - discounted, QALYs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>45</td>
<td>45</td>
<td>(45 \cdot 10^6)/20,000 = 2,270</td>
<td>45</td>
<td>(45 \cdot 10^6)/20,000 = 2,270</td>
</tr>
<tr>
<td>2</td>
<td>202</td>
<td>202</td>
<td>(202 \cdot 10^6)/20,000 = 10,100</td>
<td>$\delta_E^{-1} \cdot 202 = 195$</td>
<td>$\delta_E^{-1} \cdot (202 \cdot 10^6)/20,000 = 9,950$</td>
</tr>
<tr>
<td>3</td>
<td>256</td>
<td>256</td>
<td>(256 \cdot 10^6)/20,000 = 12,780</td>
<td>$\delta_E^{-1} \cdot 256 = 239$</td>
<td>$\delta_E^{-1} \cdot (256 \cdot 10^6)/20,000 = 12,410$</td>
</tr>
<tr>
<td>4</td>
<td>99</td>
<td>99</td>
<td>(99 \cdot 10^6)/20,000 = 4,950</td>
<td>$\delta_E^{-1} \cdot 99 = 89$</td>
<td>$\delta_E^{-1} \cdot (99 \cdot 10^6)/20,000 = 4,730$</td>
</tr>
<tr>
<td>5</td>
<td>99</td>
<td>99</td>
<td>(99 \cdot 10^6)/20,000 = 4,950</td>
<td>$\delta_E^{-1} \cdot 99 = 86$</td>
<td>$\delta_E^{-1} \cdot (99 \cdot 10^6)/20,000 = 4,660$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>100</td>
<td>99</td>
<td>99</td>
<td>(99 \cdot 10^6)/20,000 = 4,950</td>
<td>$\delta_E^{-1} \cdot 99 = 3$</td>
<td>$\delta_E^{-1} \cdot (99 \cdot 10^6)/20,000 = 1,130$</td>
</tr>
<tr>
<td>101</td>
<td>99</td>
<td>99</td>
<td>(99 \cdot 10^6)/20,000 = 4,950</td>
<td>$\delta_E^{-1} \cdot 99 = 3$</td>
<td>$\delta_E^{-1} \cdot (99 \cdot 10^6)/20,000 = 1,120$</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CE ratio (3 s.f.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11,200</td>
</tr>
</tbody>
</table>

$\delta = (1+r_c)^{-1}$ = discount factor for costs, where $r_c$ is the discount rate for costs, $\delta_E = (1+r_E)^{-1}$ = discount factor for effects, where $r_E$ is the discount rate for effects.

QALY: Quality adjusted life year
In the case of the algebraic form of the adjustment factor, the total number of cohorts in the model is \( n \) (1 current cohort and \( n-1 \) future cohorts). An expenditure weight \( s_i \), denotes the relative amount of spending on the intervention per cohort. For example, if the first cohort is twice as large as all subsequent cohorts and requires twice as many vaccinations, then \( s_1 = 2 \), while \( s_2 \ldots n = 1 \). In the case of an intervention taking longer than one year to complete per cohort, the expenditure weight is given by the present value of all expenditure on the intervention during the cohort’s treatment discounted to the year it starts the intervention. The discount factors for costs and effects are given by \( \delta_C \) and \( \delta_E \) respectively. The adjustment factor, \( \alpha \), is then

\[
\alpha = \frac{\sum_{i=1}^{n} s_i \cdot \delta_C^{i-1}}{\sum_{i=1}^{n} s_i \cdot \delta_E^{i-1}}. \tag{1}
\]

If the distribution of expenditure is constant over all periods, the \( s_i \) expenditure weights will be uniform. The sum of the discount factors over \( n \) cohorts can then be written as the sum of a geometric series for both the numerator and denominator

\[
\alpha = \frac{\sum_{i=1}^{n} s \cdot \delta_C^{i-1}}{\sum_{i=1}^{n} s \cdot \delta_E^{i-1}} = \frac{s(1 - \delta_C^n)/(1 - \delta_C)}{s(1 - \delta_E^n)/(1 - \delta_E)}, \tag{2}
\]

so the adjustment factor is then given by

\[
\alpha = \frac{(1 - \delta_C^n)(1 - \delta_E)}{(1 - \delta_E^n)(1 - \delta_C)}. \tag{3}
\]
DISCUSSION

The results show how to adjust the current threshold for the number of future modelled. In our example the adjusted threshold is £11,200/QALY. Since the ICER of vaccination is still below this adjusted threshold we conclude vaccination is cost-effective. Alternatively, we can adjust the intervention’s ICER. That the adjusted ICER of £13,300/QALY is below the current threshold reflects the conclusion that vaccination is cost-effective.

The interpretation of our results is straightforward. Our example shows the adjusted threshold for an intervention modelled with multiple future cohorts to be lower than the current threshold. This may seem counter-intuitive, however, the rationale is that a lower, more restrictive threshold must be imposed when a CEA contains multiple future cohorts to compensate for the more favourable cost-effectiveness estimate due to the inter-cohort effect.

The adjusted ICER of vaccination in our example is greater than the unadjusted ICER, but less that the ICER under equal discounting. The adjustment factor removes the inter-cohort effect of differential discounting. However, the benefit of the intra-cohort effect remains; evidenced by the lower adjusted ICER relative to the equal discounting ICER.

The adjustment factor is independent of the threshold. Consequently, it can be applied where there is no explicit threshold, but where there is a rate of threshold growth implied by differential discount rates, such as in the Netherlands. Similarly, it can be applied where the threshold is a range rather than a point value, as in the UK.

The inclusion of catch-up vaccination in our example means the expenditure weights were uneven between cohorts. Had no catch-up been assumed, the expenditure weights would be even and the unweighted adjustment factor given by equation 3 could be used. The unweighted adjustment factor is 0.54, just marginally different from the weighted adjustment factor of 0.56 from the example. Indeed, the unweighted and weighted adjustment factors will be approximately equal when the
differences in expenditure between cohorts are small. Consequently, the unweighted
adjustment factor can be used to approximate the adjusted ICERs from published
studies where the actual expenditure distribution is unknown but assumed close to
uniform.

In the case of interventions without shared effects, the adjusted ICER from our
solution can be shown to be equivalent to two-step discounting, where the second
step discount rate equals the effects discount rate (see Appendix I). This result is
useful, as previously it was unclear what discount rates to employ in two-step
discounting, but the hypothetical comparator provides an intuitive rationale for
applying discount rate on effects in the second step. In cases without indirect effects
it may be more convenient to apply two-step discounting than our adjustment.

Our analysis assumes the hypothetical comparator should be matched to the present
value of intervention costs per cohort in the year the cohort starts the intervention.
This is consistent with comparisons of interventions modelled in single cohorts to
the threshold, as currently commonly practiced in CEA. It could be argued that to
truly account for the opportunity cost of the intervention of interest we should
match the hypothetical comparator to costs in each period in which they are incurred
rather than just to their present value at the start year. While this would not affect
our example, as the vaccination costs for each cohort are only incurred in one year
for each cohort, it would change the adjustment factor in an intervention with costs
lasting longer than one year per cohort.

An explicit premise of our analysis is that interventions should only be accepted as
cost-effective with respect to the current threshold and not because of anticipated
threshold growth in periods when future cohorts start the intervention. According to
this view, if the intervention is not yet cost-effective its implementation should be
postponed until the threshold has increased sufficiently.

This premise, however, may be disputed by those who consider the average cost-
effectiveness over multiple periods the appropriate basis on which to judge cost-
effectiveness. Hoyle and Anderson recommend interventions be modelled over all
anticipated recipient cohorts, both current and future [24]. Their recommendation is
in part motivated by the realisation that differential discounting leads to cost-effectiveness progressively improving between cohorts. Our perspective differs to that of Hoyle and Anderson. We contend that in most cases it is unnecessary to make a policy choice to reimburse an intervention for its entire potential implementation lifetime at one point in time; rather, it is possible to review reimbursement as required.

In summary, the proposed adjustment provides a simple, pragmatic and transparent way to adjust estimates from CEA models using multiple future cohorts under differential discounting. The logic of our adjustment is simple and easy to follow; it places no restrictions on the number of future cohorts modelled; and, is both more intuitive and more general than two-step discounting. While the adjustment factor can be applied to either the threshold or the intervention's ICER, adjusting the ICER is more convenient, as it permits direct comparisons between interventions and to the current cost-effectiveness threshold.

Limitations
A limitation of the analysis presented here is that it does not consider uncertainty. The cost-effectiveness threshold is treated deterministically in this analysis in that the cost-effectiveness of the comparator intervention is not assumed to be a random variable. Whereas the cost-effectiveness threshold interpreted as the cost-effectiveness of the marginal intervention not adopted at the margin is not known with certainty, as the cost-effectiveness of the marginal intervention itself is uncertain [34]. Indeed, this uncertainty is reflected in part by NICE’s use of a threshold range rather between than a point value. However, it would be possible to apply the hypothetical comparator twice, once with the lower bound and once with the upper. This would allow the calculation of threshold range for the adjusted threshold with which to assess the intervention of interest.
CONCLUSION

Differential discounting prevents direct comparisons between CEAs with different numbers of cohorts and to the current cost-effectiveness threshold. The proposed adjustment based on the hypothetical comparator allows analysts to retain the intra-cohort effect of differential discounting, while removing the inter-cohort effect that confuses comparisons. Consequently, using the proposed adjustment, CEAs can still account for an increasing value of health over time, but avoid confusion regarding the practical implementation of differential discounting in models with multiple cohorts.
APPENDIX: Equivalence of the Hypothetical Comparator to Two-Step Discounting

The adjusted ICER derived from the hypothetical comparator method is shown here to be equivalent to the cost-effectiveness ratio derived from a two-step discounting procedure. In two-step discounting’s first step, costs and effects are discounted to the intervention start year for each cohort, using the discount factors for costs and health effects respectively. In the second step, the present values of costs and effects at the intervention start years are discounted back to the common discount year using the discount factor for health effects.

The following example demonstrates the equivalence of two-step discounting to the hypothetical comparator method in a simple example with no indirect effects. First we show the adjusted ICER from the hypothetical comparator method. We then apply two-step discounting to the same costs and effects and show that the resulting cost-effectiveness ratio is the same as the adjusted ICER.

An intervention taking two periods for a given cohort to complete is implemented in two consecutive cohorts. The costs and effects for each cohort in each period are shown in Table A1 below. The C and E terms represent costs and effects. The subscripts indicate whether they relate to the first or second year of implementation for each given cohort.

Table A1. Costs and effects of an intervention implemented in two cohorts over three periods

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Period</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>C₁</td>
<td>C₂</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E₁</td>
<td>E₂</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>C₁</td>
<td>C₂</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E₁</td>
<td>E₂</td>
<td></td>
</tr>
</tbody>
</table>
The intervention’s discounted costs and effects of the intervention can be written as

\[ C_1 + \delta_c C_2 + \delta_c^2 C_2, \quad \text{and} \]

\[ E_1 + \delta_e E_2 + \delta_e^2 E_2. \]

respectively, where \( \delta_c \) and \( \delta_e \) are the discount factors for costs and effects respectively. This yields the following unadjusted cost-effectiveness ratio

\[ \frac{(1 + \delta_c)(C_1 + \delta_c C_2)}{(1 + \delta_e)(E_1 + \delta_e E_2)}. \]  

For each cohort, the present value of costs in the period they start the intervention is given by

\[ C_1 + \delta_c C_2. \]

For the hypothetical intervention we assume costs occurring in periods 1 and 2 corresponding to cohorts 1 and 2. These costs are equal to the present value of the intervention costs in each intervention start year given as

\[ C_1 + \delta_c C_2. \]

The total discounted cost of the hypothetical comparator equals the present value in the discount year of the costs of the hypothetical intervention matched to two cohorts starting the intervention one period apart, which can be written as

\[ (1 + \delta_c)(C_1 + \delta_c C_2). \]

The health effects for each cohort of the hypothetical intervention are obtained dividing the costs of the hypothetical intervention by the cost-effectiveness threshold

\[ \frac{(C_1 + \delta_c C_2)}{T}. \]
The hypothetical comparator’s total discounted health effects in the discount year can be written as
\[(1 + \delta_E)(C_1 + \delta_C C_2)(1/T).\]  
(8)

The hypothetical comparator’s cost-effectiveness ratio, which serves as the adjusted cost-effectiveness threshold, can be then be written as
\[\frac{1 + \delta_C}{1 + \delta_E} \frac{C_1 + \delta_C C_2}{E_1 + \delta_E E_2}.\]  
(9)

Dividing the adjusted threshold by the current threshold yields the adjustment factor
\[\frac{1 + \delta_C}{1 + \delta_E}.\]  
(10)

Finally, dividing the unadjusted cost-effectiveness ratio (equation 3) by the adjustment factor yields the adjusted cost-effectiveness ratio
\[\frac{C_1 + \delta_C C_2}{E_1 + \delta_E E_2}.\]  
(11)

Now we apply two-step discounting to the intervention as described above. The costs and effects of the intervention in the discount year are now respectively written as
\[C_1 + \delta_C C_2 + \delta_E (C_1 + \delta_C C_2)\]  
and
\[E_1 + \delta_E E_2 + \delta_E (E_1 + \delta_E E_2).\]  
(12)

(13)

Dividing equations 12 by 13 and simplifying gives the cost-effectiveness ratio
\[\frac{C_1 + \delta_C C_2}{E_1 + \delta_E E_2},\]  
(14)

which equals the adjusted cost-effectiveness ratio given by equation 11. This simple two period proof can be extended to multiple periods and the same equivalence between the two methods will be observed.
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ABSTRACT

**Introduction.** The role of time horizons for costs and effects in cost-effectiveness analysis (CEA) is well understood. However, one aspect of time horizons has not been described previously. It is the length of time over which the implementation of an intervention is modelled; described here as the implementation horizon. When using models with multiple birth cohorts to simulate interventions such as cancer screening programmes that take many years for a given cohort to complete, finite implementation horizons can result in younger cohorts stopping the intervention before the screening stop age. A concern is that this premature cessation compromises the external validity of such models. This study describes the implementation horizon and assesses the impact of a 30-year horizon used in a recently published CEA of colorectal screening strategies in the Netherlands. It also considers shorter horizons of 20 and 10 years.

**Methods.** The colorectal screening model used in the recent Dutch CEA is run with and without the 30-year implementation horizon. The differences in the optimal strategies between the two versions of the model are compared in terms of net health benefit. The analysis is repeated for the 20 and 10-year horizons.

**Results.** The optimal screening strategies differ very little with and without the horizon, which is reflected in only minor differences in net health benefit between the models. This indicates that a 30-year horizon does not meaningfully distort the optimal choices of screening strategy. Only when a 10-year horizon is imposed is there a significant distortion to the optimal choices.

**Conclusion.** Despite censoring a large proportion of the screens in the model, a 30-year implementation horizon does not result in a strong systematic bias among the alternative screening schedules in this example. However, the impact of a shorter horizon demonstrates that implementation horizons can compromise external validity.
INTRODUCTION

This study addresses the length of time interventions are implemented in cost-effectiveness models. It considers the simulation of interventions that take many years for a given cohort to complete in models with multiple birth cohorts. In particular, this study investigates the practice of assuming implementation ceases at a given point in time for all cohorts, irrespective of whether the intervention has been concluded by all cohorts. This is an aspect of model time horizons that has not been previously addressed by the literature. This paper illustrates the issue using a recently published model-based CEA of colorectal screening in the Dutch population over a period of 30 years.

Background to the Implementation Time Horizon

Models are often used in CEAs of healthcare interventions. They allow the synthesis of data from multiple sources, the extrapolation of outcomes beyond trial follow-up periods and the comparison of multiple intervention alternatives that have not or cannot be compared in trials [1,2]. The variety of modelling approaches in CEA has been described according to various taxonomies [3-7]. One categorical distinction is between cohort and population models. While CEAs often simulate a single cohort of patients, some feature multiple cohorts. Multiple cohort models sometimes feature incident cohorts that enter the model over time, either as they are born, develop a condition or reach a certain age. Such multiple cohort models are often described as population models [8].

The scope of time within CEA models is bounded by the time horizon. The time horizon is the point in time at which the assessment of costs and effects in the model ceases. Methods guidelines suggest the time horizon should be sufficiently long to capture all meaningful differences in costs and effects due to an intervention [9]. This often implies the assessment of costs and effects until death [10].

The appropriate time horizon requires particular consideration in the case of multi-cohort models. Karon et al. discuss how the entry of incident cohorts into a model requires the time horizon to be longer than if no incident cohorts were included if all costs and effects are to be captured [11]. Alternatively, cross-sectional
interpretations of population models with time horizons that censor the assessment of costs and effects for some or all cohorts have been described in the literature, whereby costs and effects are assessed over a finite time span irrespective of whether the cohorts remain alive or not [4,12,13].

The cross-sectional approach of assessing all costs and effects within a horizon does not accord with the conventional longitudinal approach applied in CEA of assessing the lifetime (or other relevant span) costs and effects for each cohort. Consequently, although the cross-sectional approach is useful for budget impact analysis, it is not appropriate for cost-effectiveness analysis, as it neglects to account for costs and effects that occur after the time horizon [11,12,14,15].

Despite the understanding of the appropriate time horizons for costs and effects in the literature, there is another form of time horizon sometimes used in CEA that has not previously been described or assessed. It applies to the specific case of multi-cohort models of interventions that take longer than one year for a given cohort to complete. Cancer screening programmes are examples of such interventions, as a complete screening programme may comprise multiple screening moments and take decades for a single cohort to complete. When these long-duration interventions are modelled in multiple cohorts, the result is multiple overlapping recipient cohorts, as each cohort is at a different point of their screening schedule at any given point in time.

Some multi-cohort models impose a finite horizon on the implementation of the intervention, meaning the intervention ceases for all cohorts after a period of 20 or 30 years, but the assessment of health effects and cost savings is continued until the death of all cohorts. Imposing an implementation horizon on multi-cohort models of long-duration interventions can result in some simulated cohorts concluding the intervention before they reach the screening stop age. When implementation horizon does constrain cohorts from completing the intervention in this way we describe it as a binding implementation horizon and the model as a constrained model. Conversely, when the implementation horizon is sufficiently long as not to constrain any cohorts from completing the intervention it is described as a non-binding implementation horizon and the model is described as an unconstrained model.
In the case of an intervention that takes longer than one year for a cohort to complete, when all cohorts starting the intervention within the implementation horizon are included in the model, at least one cohort will have its implementation constrained by the horizon. The longer the intervention takes to complete for a single cohort, the greater the number of cohorts will have their intervention curtailed by a given horizon.

Figure 1A and B shows a binding implementation horizon and illustrates how it affects two different screening strategies. Panels 1A and B illustrate screening between ages 60-69 and 45-80 respectively, which are the shortest and longest screening strategies considered in the example used in this paper. Each horizontal line represents the lifetime of each cohort, entering the model at birth and leaving at death. The oldest cohort in this model is born in 1925 while the youngest is born in 1990. Death is represented at a single age in the diagram for convenience, but varies between individuals. The first and second vertical lines (from left to right) represent the introduction of screening and the implementation horizon respectively. In both cases screening is introduced in 2005 and ceases for all cohorts in 2035 due to the binding implementation horizon.

Some of the older cohorts are already within the screening age range when screening is introduced. Following Hoyle and Anderson’s terminology we describe these cohorts as the prevalent cohorts [16]. One cohort will be at the screening start age when screening is introduced, described as the current incident cohort. Younger cohorts yet to enter the screening age range are described as future incident cohorts.

The dark grey section of each line represents the period over which each cohort is screened. Periods of screening censored by the binding implementation horizon are shown with the lighter grey sections. Different screening strategies will feature more or less prevalent cohorts, depending on the strategy’s screening age range. Similarly, the portion of the strategy censored by the implementation horizon will also vary. Figure 1 shows both that the implementation horizon censors a very large proportion of screening in the two strategies and that the absolute amount of screening that is censored is much greater in the 45-80 strategy.
Note that the 15 youngest cohorts in the 60-69 strategy are completely censored by the implementation horizon. Conversely, while none of the cohorts under the 45-80 strategy are completely censored by the horizon, none actually complete the full screening programme either, as the implementation horizon is shorter than the complete screening strategy itself.

**Concerns of Bias**

We do not expect all screening moments within a given strategy to be equally cost-effective. The cost-effectiveness of screening will vary within a given cohort with disease incidence and remaining life expectancy, both of which vary with age. Similarly, screening cost-effectiveness can vary within a population depending on its previous screening history, due to differences in the prevalence of undetected disease.

The extensive censoring of screens by a binding implementation horizon and the expectation of varying cost-effectiveness between screens prompts concerns of a potential for bias. The varying cost-effectiveness between screens means an implementation horizon may influence cost-effectiveness estimates, as the cost-effectiveness of screens censored by the horizon may differ from that of screens occurring within the horizon. If it is assumed that in reality all cohorts will complete screening rather than stopping prematurely, then analysis using a constrained model will be unrepresentative of reality. As such, if the model is considered unrepresentative of a likely reality, it is considered to have poor external validity.
Figure 1: Multi-cohort model featuring 66 consecutive annual birth cohorts born since 1925 illustrating screening between the ages of (A) 60-69 and (B) 45-80 introduced in 2005 with a binding implementation horizon of 30 years: each birth cohort represented by a separate grey bar starting in the year of the cohorts birth, with periods of screening provision indicated by the dark section of each bar, with periods of screening provision censored by the implementation horizon indicated with light grey sections of each bar.
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**Diagram A**
- Screening starts: 2005
- Time Horizon: 2035
- 9 prevalent cohorts
- 30 incident cohorts
- 15 censored cohorts

**Diagram B**
- Screening starts: 2005
- Time Horizon: 2035
- 35 prevalent cohorts
- Incident cohort
Examples from the Literature

The literature contains examples of CEA models of cancer screening that simulate multiple cohorts and feature binding implementation horizons while assessing all costs and effects until death. A number of these examples feature the MISCAN microsimulation model of cancer prevention developed at the Erasmus Medical Centre in Rotterdam, the Netherlands. These examples include Wilschut et al., Loeve et al. and Ramsey et al., which are all analyses of colorectal cancer screening that impose 30-year implementation horizons [17-19]. De Gelder et al. uses a multi-cohort model with a 20-year implementation horizon in its assessment of breast cancer screening [20]. Boer et al., de Koning et al., Groenewoud et al. and van der Maas et al. all employ 27-year implementation horizons in their assessments of breast cancer screening [21-24]. Similarly, Koopmanschap et al. and van den Akker-van Marle et al. use 27-year implementation horizons when assessing cervical screening [25,26].

There are also examples of CEAs with binding implementation horizons from other than the MISCAN modelling group. Gyrd-Hansen et al. imposes a 36-year implementation horizon when comparing multiple cervical screening strategies [27]. Szeto and Devlin uses a 30-year implementation horizon in an assessment of mammography [28]. Brown uses a costs and effects horizon of 30 years, but uses an implementation horizon of 20 years when assessing mammography screening [29]. Lejenue et al. and Lejeune et al. both use a 20-year implementation horizon when assessing colorectal screening [30,31]. Stout et al. assesses mammography screening using an implementation horizon of 10 years [32].

Analysis Overview

The study assesses the impact of binding implementation horizons on optimal policy choices. This assessment uses a model employed in a recently published CEA of colorectal screening in the Dutch population by Wilschut et al. [17]. Wilschut et al. compared 48 different combinations of screening start ages, stop ages and screening intervals and 4 quantitative cut-off levels of a faecal immunochemical test (FIT) for population screening in the Netherlands. The model simulated a population comprising 66 birth-year cohorts to match the potential screen recipients in the Dutch population over the next 30 years. All cohorts ceased
screening at a 30-year implementation horizon, irrespective of whether they had reached the screening stop age. The assessment of all costs and health effects continued for all cohorts until death.

We found the screening strategies identified as lying on the efficient frontier in the cost-effectiveness plane by the constrained model with the 30-year implementation horizon. We then found the strategies identified as efficient by the unconstrained model without the 30-year horizon, which allows all cohorts to continue screening until screening the stop age. The efficient strategies from the constrained and unconstrained models were then compared using the net benefit framework [33]. The net benefit framework allows us to quantify the loss in efficiency caused by constraining the model with the implementation horizon.

**METHODS**

We repeated the analysis presented in Wilschut et al. using the same CEA model. This validated model has previously been described in Wilschut et al. and other publications including the standardised MISCAN model description [34-36]. We assessed the same 48 screening strategies, comprising combinations of screening intervals of 1, 1.5, 2, 3 years with start and stop ages of 45, 50, 55, 60 and 70, 75 and 80 respectively. Our analysis only considered the FIT cut-off level of 50 nanogrammes of haemoglobin/millitre as Wilschut et al. found this to dominate all others.

We simulated the life histories of approximately 75 million people born between 1925 and 1990. We increased the size of the simulated population used in the original analysis in order to attenuate simulation error. The size of each birth year cohort is proportionate to that in the original CEA. The results have been rescaled to report the estimated costs and effects for a population of 100,000 people.

We appraised the difference between the efficient strategies identified by constrained and unconstrained models over a range of cost-effectiveness threshold values in terms of net health benefit (NHB). Equation 1. gives the expression for net
health benefit, where $E$ is the estimated health effect of the intervention, $C$ is the estimated cost and $\lambda$ is the cost-effectiveness threshold.

$$NHB = E - \frac{C}{\lambda}$$ (1)

The strategy with the greatest NHB at a given level of the threshold is considered optimal at that threshold. The set of optimal strategies over a range of threshold values make up the efficient frontier.

We identified the optimal strategies according to the constrained model. We estimated the NHB of these strategies when simulated over a range of threshold values in the unconstrained model. We then estimated the NHB of the optimal policy choices from the unconstrained model in the unconstrained model itself. We express the NHB of the strategies identified as optimal by the constrained model as a ratio of the NHB of the optimal strategies from the unconstrained model over a range of threshold values. This ratio indicates how much of the potential optimal net benefit from the unconstrained model is achieved by the choices from the constrained model. We also repeated this analysis for shorter implementation horizons of 20 and 10 years.

The underlying assumption of the comparison of net benefit described above is that the unconstrained model is representative of reality while the constrained model is not, as in reality screening will not cease at the implementation horizon. Since the strategies identified as optimal by the constrained analysis are from a model not assumed to be representative of reality, they may not necessarily be optimal. Estimating the difference in net benefit between the optimal choices from the constrained model to the optimal choices from the unconstrained model in the unconstrained model itself allows us to quantify any implied inefficiency of failing to choose the optimal strategies as a result of using the constrained model.
RESULTS

Table 1 below reports the incremental cost-effectiveness ratios (ICERs) of the efficient strategies from the model run with and without the implementation horizon. Not all strategies are common to both frontiers, but for those strategies that are common the ICERs are consistently somewhat higher in the unconstrained model. The efficient strategies and ICERs in Table 1 do not exactly match those reported by Wilschut et al. because of the difference in stochastic simulation error between the models due to the differences in the size of the simulated populations. A full table of all cost and effects estimates for all 48 strategies in the constrained and unconstrained model is given in Appendix I.

Table 1: Strategy description and estimated incremental cost-effectiveness with and without a binding 30 year implementation horizon

<table>
<thead>
<tr>
<th>Age range : Interval :</th>
<th>Strategy</th>
<th>30-year Horizon ICER, €/LYG</th>
<th>No Horizon ICER, €/LYG</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Screens</td>
<td>ICER</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60 – 69 : 3 : 4</td>
<td>1,640</td>
<td>1,640</td>
<td></td>
</tr>
<tr>
<td>60 – 70 : 2 : 6</td>
<td>2,520</td>
<td>2,620</td>
<td></td>
</tr>
<tr>
<td>55 – 73 : 3 : 7</td>
<td>2,690</td>
<td>2,910</td>
<td></td>
</tr>
<tr>
<td>55 – 75 : 2 : 11</td>
<td>3,080</td>
<td>3,330</td>
<td></td>
</tr>
<tr>
<td>55 – 79 : 2 : 13</td>
<td>ED</td>
<td>5,610</td>
<td></td>
</tr>
<tr>
<td>55 – 79 : 1.5 : 17</td>
<td>5,320</td>
<td>6,070</td>
<td></td>
</tr>
<tr>
<td>50 – 80 : 2 : 16</td>
<td>5,370</td>
<td>ED</td>
<td></td>
</tr>
<tr>
<td>50 – 80 : 1.5 : 21</td>
<td>6,150</td>
<td>7,500</td>
<td></td>
</tr>
<tr>
<td>50 – 80 : 1 : 31</td>
<td>10,610</td>
<td>13,860</td>
<td></td>
</tr>
<tr>
<td>45 – 80 : 1 : 36</td>
<td>16,760</td>
<td>56,250</td>
<td></td>
</tr>
</tbody>
</table>

ED: strategy subject to extended dominance

Figure 2. shows the cost-effectiveness plane featuring the efficient interventions from the constrained and unconstrained models. The estimates from the constrained and unconstrained models are shown with the white dots and black diamonds respectively, each joined to show the efficient frontier for both models.
Figure 2: Cost-effectiveness plane showing the efficient strategies in the constrained and unconstrained models and cost-effectiveness threshold lines indicating the net benefit of alternative screening strategies for a population of 100,000 people: A representing the optimal strategy from the constrained model at the illustrated threshold; B representing the same strategy in the unconstrained model; C representing the optimal strategy at the same threshold in the unconstrained model.

Figure 2 features three lines parallel to a cost-effectiveness threshold of €16,800/LYG to illustrate the estimation of NHB. At that threshold, the strategy marked A has the highest net benefit in the constrained model. That strategy modelled in the unconstrained model is shown with point B. The optimal strategy in the unconstrained model at the same threshold is marked with point C. The NHB of each strategy at that threshold is given by the intersection of each threshold line with the horizontal axis. The difference in NHB of the optimal choices from the two models at this threshold when simulated in the unconstrained model is shown by the difference between the dotted and solid black threshold lines at the intersection with the horizontal axis.
Figure 3: Net monetary benefit of efficient screening strategies when modelled with binding implementation horizon of 30 and 20 years relative to net benefit of efficient strategies when modelled without an implementation horizon over a range of cost-effectiveness threshold values.

Figure 3 shows the NHB of the optimal strategies according to the constrained model when assessed in the unconstrained model as a percentage of the NHB of the optimal strategies from the unconstrained model over a range of threshold values. The black line corresponds with the 30-year horizon used in the published CEA. The grey and dotted lines shows the result for the same analysis repeated with 20 and 10-year implementation horizons respectively. The figure shows that the optimal strategies from the constrained model achieve only marginally less NHB than the optimal schedules from the unconstrained model over a wide range of threshold values: generally, the choices of the constrained model yield in excess of 96% of the NHB of the optimal choices of the unconstrained model. At some threshold values the optimal strategies selected by the two models are the same, resulting in a 100% net benefit ratio. The pattern for the 20 and 10-year horizons is broadly similar, but the losses of net benefit resulting from the implementation horizon are larger.
DISCUSSION

Interpreting the Results
Table 1 shows that the optimal screening strategies from the model with and without the implementation horizon are similar, as most strategies are common to both models. The ICERs estimated from the constrained model are consistently marginally lower in the common efficient strategies compared to the unconstrained model; consequently the constrained model will always suggest a shift to a more intensive screening strategy at a somewhat lower value of the threshold than the unconstrained model. This is reflected in the shape of Figure 3. The choices of the constrained model switch prematurely, resulting in a loss of net benefit initially, followed by convergence as the threshold increases and the choice of optimal strategies converge.

Figure 3 shows the loss in NHB of imposing the implementation horizon to be very small. Over the range of threshold values, the loss in NHB is generally less than 4%. This shows that although the implementation horizon leads to differences in the choices of optimal strategy at different threshold levels, the difference in terms of expected NHB are minimal. Although no uncertainty analysis was considered in this analysis, the differences in NHB between the optimal choices due to the 30-year implementation horizon are so small that it is likely that they would be dwarfed by error bounds around the frontier resulting from an uncertainty analysis.

Figure 3 shows that the imposition of shorter binding implementation horizons will lead to greater loss in NHB. However, the figure shows that the losses remain modest with a 20 implementation horizon and only become considerable with the shorter horizon of 10 years.

These results provide reassurance that the results presented in Wilschut et al. did not provide decision makers with misleading estimates of which strategies were optimal. Clearly, it would be mistaken to assume that implementation horizons do not matter in all situations. Indeed, the results for the 10-year horizon show that a shorter implementation horizon can lead to strategies that result in markedly less
NHB than an unconstrained analysis. Furthermore, the impact of implementation horizons may be greater in other interventions.

**Why the Loss of NHB is so Modest**

It is somewhat surprising that the 30-year implementation horizon made such little difference to the optimal screening choices, given that the proportion of screens censored is so large. However, the small differences between the models can be explained.

A simple explanation for the small differences between the constrained and unconstrained models would be that discounting means the present value of costs and effects of screens 30 years or more after the discount year are small relative to those of screens within the horizon. Indeed, the small difference in costs and effects between the constrained and unconstrained models is evident in Figure 2 as the efficient frontiers from both models lie very close to each other. Since the present value of screens beyond the implementation horizon have little weight, their presence or absence would make little difference. However, discounting does not account for the modest difference in net benefit between the models, as similarly small differences in NHB are also found when undiscounted outcomes are considered (results not shown).

The lack of any great difference in the optimal choices between the constrained and unconstrained models is simply because the differences in cost-effectiveness among screening strategies within the implementation horizon are broadly representative of those when the implementation horizon is relaxed. For example, the cost-effectiveness of increasing the screening frequency or raising the stop age are broadly consistent between the constrained and unconstrained models. The only notable exception where there appears to be consistent and systematic differences between the constrained and unconstrained models is in the case of changes to the screening start age. Holding the screening frequency and stop age constant while extending the screening start age below age 50 to 45 results in considerably lower cost-effectiveness ratios in the constrained model than in the unconstrained model. For example, in the case of screening every 1.5 years and stopping at age 69 the cost-effectiveness ratio of reducing the screening start age to 45 is €5,200/LYG in
the constrained model while it is €32,200/LYG in the unconstrained model. Similar differences are observed at different screening stop ages and intervals.

While large differences in cost-effectiveness ratios can be found between the constrained and unconstrained models in particular cases, the overall loss of net benefit is modest when all 48 strategies are considered, as shown by Figure 3. There are two principal reasons for this. The first is that while large differences in cost-effectiveness are found between the model in the particular case of dropping the screening start age to 45, there is only one such change which features in the efficient frontiers shown in Figure 2 (the change between the final two strategies in Table 1): all the other changes that make up the frontier are those which do not result in large differences between the models. Secondly, although the differences in cost-effectiveness ratios between the constrained and unconstrained models can be large, the differences in terms of costs and health effects are small, therefore the differences in NHB are also small.

Policy Relevance and Reflection on Model Assumptions
Decision makers might naturally request cost-effectiveness estimates for long-duration interventions over finite periods to correspond to a policy-relevant timeframe. In response analysts might oblige and apply a binding implementation horizon. Implementation horizons appear inconsistent from a theoretical perspective as they mix longitudinal and cross-sectional approaches by limiting implementation to a certain time period, while continuing assessment of costs and effects until death. However, the results of this analysis show that whether they matter in terms of policy choices is contingent: the 30-year horizon made no meaningful difference to policy choices, while a 10-year horizon would.

This analysis used the unconstrained model as the representation of what costs and effects would be realised given that it is unlikely that screening would simply cease for all cohorts at the implementation horizon. However, it is likely that screening technology will change over the next 30 years. Consequently, assuming the current screening technology remains in place is not likely to be representative of actual screening either. However, as future screening technology cannot be anticipated, it is imponderable to consider what might replace the current technology.
The use of the unconstrained model in this analysis to estimate the potential NHB carries an assumption that it is the correct model of screening to apply. It assumes that the same screening policy will be applied to all cohorts. Since a common screening policy may not be optimal for all cohorts, further gains could be realised by optimising screening for cohorts separately [37]. Consequently, the unconstrained model could itself be interpreted as an incorrect model to apply, as it does not allow for cohort-specific screening strategies. However, the purpose of this modelling exercise was to illustrate the impact of the implementation horizon. So while the unconstrained model of screening may itself have shortcomings, it is the appropriate comparator with which to illustrate the impact of a binding implementation horizon.

CONCLUSION

While time horizons for costs and effects are well understood in the literature, the implementation horizon has not been described previously. The implementation horizon’s mixing of longitudinal and cross-sectional approaches is inconsistent from a theoretical perspective. This analysis shows the practical impact on optimal decision making is contingent: despite censoring a very large proportion of the total number of screening moments, a binding 30-year implementation horizon applied in a recently published CEA would not have distorted policy choices in a meaningful way, whereas a 10-year horizon would have.
### Table A1: Strategy description and estimated cost and effects with and without a 30 implementation horizon

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Age range : Interval : No. of Screens</th>
<th>30 Year Horizon</th>
<th>No Horizon</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Costs, €M</td>
<td>LYGs, 000s</td>
</tr>
<tr>
<td>45 - 70</td>
<td>1 : 26</td>
<td>17.52 4.82</td>
<td>19.10 5.19</td>
</tr>
<tr>
<td>50 - 70</td>
<td>1 : 21</td>
<td>14.02 4.59</td>
<td>15.90 5.09</td>
</tr>
<tr>
<td>55 - 70</td>
<td>1 : 16</td>
<td>11.00 3.92</td>
<td>12.47 4.69</td>
</tr>
<tr>
<td>60 - 70</td>
<td>1 : 11</td>
<td>7.39 3.29</td>
<td>9.01 3.93</td>
</tr>
<tr>
<td>45 - 75</td>
<td>1 : 31</td>
<td>19.38 5.24</td>
<td>21.30 5.66</td>
</tr>
<tr>
<td>50 - 75</td>
<td>1 : 26</td>
<td>15.91 5.02</td>
<td>18.21 5.58</td>
</tr>
<tr>
<td>55 - 75</td>
<td>1 : 21</td>
<td>13.35 4.29</td>
<td>14.95 5.21</td>
</tr>
<tr>
<td>60 - 75</td>
<td>1 : 16</td>
<td>9.51 3.75</td>
<td>11.78 4.50</td>
</tr>
<tr>
<td>45 - 80</td>
<td>1 : 36</td>
<td>21.59 5.49</td>
<td>24.03 5.94</td>
</tr>
<tr>
<td>50 - 80</td>
<td>1 : 31</td>
<td>18.13 5.26</td>
<td>21.03 5.87</td>
</tr>
<tr>
<td>55 - 80</td>
<td>1 : 26</td>
<td>15.26 4.81</td>
<td>17.91 5.51</td>
</tr>
<tr>
<td>60 - 80</td>
<td>1 : 21</td>
<td>12.95 4.43</td>
<td>14.94 4.82</td>
</tr>
<tr>
<td>45 - 69</td>
<td>1.5 : 17</td>
<td>10.87 4.11</td>
<td>12.39 4.61</td>
</tr>
<tr>
<td>50 - 74</td>
<td>1.5 : 17</td>
<td>11.83 4.01</td>
<td>14.28 5.09</td>
</tr>
<tr>
<td>55 - 74.5</td>
<td>1.5 : 14</td>
<td>10.01 4.08</td>
<td>11.97 4.76</td>
</tr>
<tr>
<td>60 - 69</td>
<td>1.5 : 7</td>
<td>5.53 2.66</td>
<td>6.71 3.38</td>
</tr>
<tr>
<td>45 - 75</td>
<td>1.5 : 21</td>
<td>14.53 4.81</td>
<td>16.99 5.28</td>
</tr>
<tr>
<td>50 - 80</td>
<td>1.5 : 21</td>
<td>14.81 4.77</td>
<td>17.05 5.45</td>
</tr>
<tr>
<td>55 - 79</td>
<td>1.5 : 11</td>
<td>7.64 3.39</td>
<td>9.47 4.10</td>
</tr>
<tr>
<td>45 - 79.5</td>
<td>1.5 : 24</td>
<td>16.92 5.02</td>
<td>19.08 5.54</td>
</tr>
<tr>
<td>50 - 80</td>
<td>1.5 : 21</td>
<td>14.81 4.77</td>
<td>17.05 5.45</td>
</tr>
<tr>
<td>55 - 79</td>
<td>1.5 : 17</td>
<td>11.59 4.31</td>
<td>14.04 5.04</td>
</tr>
<tr>
<td>45 - 79.5</td>
<td>1.5 : 14</td>
<td>9.94 3.95</td>
<td>11.81 4.39</td>
</tr>
<tr>
<td>45 - 69</td>
<td>2 : 13</td>
<td>10.59 4.08</td>
<td>12.37 4.33</td>
</tr>
<tr>
<td>50 - 70</td>
<td>2 : 11</td>
<td>8.64 3.35</td>
<td>10.70 4.30</td>
</tr>
<tr>
<td>55 - 69</td>
<td>2 : 8</td>
<td>6.57 3.09</td>
<td>8.00 3.77</td>
</tr>
<tr>
<td>60 - 70</td>
<td>2 : 6</td>
<td>5.20 2.67</td>
<td>6.34 3.23</td>
</tr>
<tr>
<td>45 - 75</td>
<td>2 : 16</td>
<td>12.38 4.52</td>
<td>14.54 4.93</td>
</tr>
<tr>
<td>50 - 74</td>
<td>2 : 13</td>
<td>10.27 3.80</td>
<td>12.22 4.71</td>
</tr>
<tr>
<td>55 - 75</td>
<td>2 : 11</td>
<td>8.58 3.76</td>
<td>10.34 4.42</td>
</tr>
<tr>
<td>60 - 74</td>
<td>2 : 8</td>
<td>6.78 3.24</td>
<td>8.01 3.70</td>
</tr>
<tr>
<td>45 - 79</td>
<td>2 : 18</td>
<td>14.29 4.62</td>
<td>16.27 5.15</td>
</tr>
<tr>
<td>50 - 80</td>
<td>2 : 16</td>
<td>12.56 4.52</td>
<td>14.75 5.05</td>
</tr>
<tr>
<td>55 - 79</td>
<td>2 : 13</td>
<td>10.15 3.79</td>
<td>12.16 4.66</td>
</tr>
<tr>
<td>60 - 80</td>
<td>2 : 11</td>
<td>9.34 3.80</td>
<td>10.73 4.07</td>
</tr>
<tr>
<td>45 - 69</td>
<td>3 : 9</td>
<td>8.22 3.37</td>
<td>9.61 3.74</td>
</tr>
<tr>
<td>50 - 68</td>
<td>3 : 7</td>
<td>6.47 3.03</td>
<td>7.95 3.49</td>
</tr>
<tr>
<td>55 - 70</td>
<td>3 : 6</td>
<td>5.53 2.81</td>
<td>6.86 3.36</td>
</tr>
<tr>
<td>60 - 69</td>
<td>3 : 4</td>
<td>3.96 2.18</td>
<td>4.81 2.64</td>
</tr>
<tr>
<td>45 - 75</td>
<td>3 : 11</td>
<td>9.35 3.61</td>
<td>11.52 4.29</td>
</tr>
<tr>
<td>50 - 74</td>
<td>3 : 9</td>
<td>8.47 3.32</td>
<td>10.03 4.11</td>
</tr>
<tr>
<td>55 - 73</td>
<td>3 : 7</td>
<td>6.39 2.78</td>
<td>7.90 3.67</td>
</tr>
<tr>
<td>60 - 75</td>
<td>3 : 6</td>
<td>5.77 2.85</td>
<td>6.90 3.27</td>
</tr>
<tr>
<td>45 - 78</td>
<td>3 : 12</td>
<td>11.20 3.92</td>
<td>12.63 4.45</td>
</tr>
<tr>
<td>50 - 80</td>
<td>3 : 11</td>
<td>10.54 4.14</td>
<td>12.27 4.42</td>
</tr>
<tr>
<td>55 - 79</td>
<td>3 : 9</td>
<td>8.58 3.56</td>
<td>10.11 4.03</td>
</tr>
<tr>
<td>60 - 78</td>
<td>3 : 7</td>
<td>6.95 3.06</td>
<td>8.09 3.44</td>
</tr>
</tbody>
</table>
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ABSTRACT

Background: Models used in cost-effectiveness analysis (CEA) of screening programmes may include one or many birth-cohorts of patients. As many screening programmes involve multiple screens over many years for each birth-cohort, the actual implementation of screening often involves multiple concurrent recipient cohorts. Consequently, some advocate modelling all recipient cohorts rather than one birth cohort, arguing it more accurately represents actual implementation. However, reporting the cost-effectiveness estimates for multiple cohorts on aggregate rather than per cohort will fail to account for any heterogeneity in cost-effectiveness between cohorts. Such heterogeneity may be policy relevant where there is considerable variation in cost-effectiveness between cohorts, as in the case of cancer screening programmes with multiple concurrent recipient birth-cohorts, each at different stages of screening at any one point in time.

Objective: The purpose of this study is to illustrate the potential disadvantages of aggregating cost-effectiveness estimates over multiple cohorts, without first considering the disaggregate estimates.

Analysis: We estimate the cost-effectiveness of two alternative cervical screening tests in a multi-cohort model and compare the aggregated and per-cohort estimates. We find instances where the policy choices suggested by aggregate and per-cohort results differ. We use this example to illustrate a series of potential disadvantages of aggregating CEA estimates over cohorts.

Conclusions: Recent recommendations that CEAs should consider the cost-effectiveness of more than just a single cohort appear justified, but the aggregation of estimates across multiple cohorts into a single estimate does not.
INTRODUCTION

The cost-effectiveness of healthcare interventions can differ between patient cohorts. Differences in cost-effectiveness between cohorts mean a common policy for all may not be optimal. Cost-effectiveness analyses (CEAs) should inform policy makers of heterogeneity in cost-effectiveness enabling separate decisions for different cohorts, if necessary [1]. Indeed, the need to reflect heterogeneity between groups is well recognised in CEA as many analyses report separate cost-effectiveness estimates for separate groups.

Despite awareness of the relevance of cohort heterogeneity, the understanding of its implications for CEA model structure are evidently still incomplete in the particular case of CEAs of screening interventions. Screening CEAs conventionally only model a single birth-cohort of screen recipients [2]. However, because screening programmes typically last many years, introducing or changing a screening programme affects multiple birth-cohorts simultaneously and cost-effectiveness may vary between these cohorts. Consequently, some screening CEAs feature all recipient cohorts and report cost-effectiveness on aggregate over all cohorts [3-7]; indeed, this has been explicitly advocated as more representative of actual implementation [2]. However, modelling all screened cohorts together and reporting cost-effectiveness on aggregate will fail to account for any cohort heterogeneity and does not facilitate separate decisions for specific cohorts. The purpose of this study is to illustrate the potential disadvantages of aggregating cost-effectiveness estimates over multiple cohorts, without first considering the disaggregate estimates. This study is intended to inform both guidance on appropriate model structures and the correct interpretation of results from multiple cohort models.

This study uses the specific context of screening to address the question of aggregation across cohorts for two reasons. Firstly, the existing screening CEAs that model multiple cohorts and report cost-effectiveness on aggregate show that this approach is used in current practice. Secondy, the methodological research advocating this approach was motivated by the fact that screening typically involves multiple concurrent recipient birth-cohorts [2]. Although our study most
immediately applies to screening, the questions around aggregation apply more broadly to any example where cost-effectiveness varies between patient groups.

This paper is structured as follows. The following section provides the background to this study, giving an overview of different model structures and terminology, and briefly reviewing how cohort heterogeneity has been addressed in the literature. The analysis section describes the methods and results of a CEA of cervical cancer screening and explains four potential problems of aggregating cost-effectiveness estimates, using the cervical screening CEA as an example. The discussion considers the implications of these issues for decision making and the potential trade-offs between single and multiple cohort modelling.

Background

Model Types and Terminology
Cohorts can be defined either as groups starting an intervention at a common point in time or of a common birth-year. The birth-year definition is appropriate in the case of screening, as screening eligibility is typically determined by age and because the cost-effectiveness of screening can vary with age. We categorise cohorts by adapting the terminology used by Hoyle and Anderson of prevalent and incident cohorts [8]. The terms do not correspond to any disease state in this context, but to screening eligibility. The single birth-cohort starting screening at the programme start age in the current period is the current incident cohort; cohorts already within the screening age range when a programme is introduced or changed are the prevalent cohorts; and, cohorts currently younger than the programme start age are the future incident cohorts. Note that there can be many prevalent and future incident cohorts, each of different birth years. We collectively describe the prevalent cohorts and the current incident cohort as the current cohorts, while the future incident cohorts are simply described as the future cohorts.

Cost-effectiveness may vary between prevalent cohorts at any point in time due to differences in age and screening histories. Consequently, even if unit costs and treatment effectiveness are constant over time, screening interventions can lead to
cohort heterogeneity in cost-effectiveness. The birth-year cohorts in this analysis are mutually exclusive, however the cohort groups used in published CEAs are not always mutually exclusive in that one cohort group can be a subset of another broader cohort composed of more than one birth-year cohort.

**Cohort Heterogeneity in the Literature**

Single cohort models are widely used in CEA [8-10]. They model the costs and effects of an intervention for one cohort of patients. In the case of CEAs of screening, this cohort is typically a single birth-year cohort [11-14]. The most widely recognised rationale for multi-cohort modelling is in the context of infectious diseases, where multiple cohorts are necessary to simulate herd immunity [15, 16]. However, the rationale considered in this study is the need to capture cohort heterogeneity. A single cohort model is sufficient if that cohort’s cost-effectiveness is representative of all recipient cohorts. Conversely, if cost-effectiveness is anticipated to vary significantly between cohorts, then a multi-cohort model will be more appropriate [8, 17, 18].

The literature addressing the cohort heterogeneity rationale for multi-cohort modelling is sparse. However, two previously published papers in this journal have directly addressed the topic and advocate multi-cohort models as more representative of the actual healthcare implementation [2, 8]. Dewilde and Anderson present a CEA of cervical screening, showing its average cost-effectiveness ratio (ACER) to be considerably higher when prevalent cohorts are considered in addition to the incident cohort alone [2]. More recently, Hoyle and Anderson recognised that if cost-effectiveness varies between prevalent and incident cohorts, then the number of future incident cohorts modelled will influence the aggregate cost-effectiveness estimate [8]. They also considered the possibility that cost-effectiveness may vary between incident cohorts. Consequently, they recommend CEAs include all current and all future cohorts and be reported as a “combined cohorts ICER”. However, an accompanying editorial by Kuntz et al. questioned whether it is appropriate to aggregate results over multiple cohorts [19]. Similarly, Karnon et al. noted that Dewilde and Anderson’s multi-cohort approach can be used to account for the effect of cohort heterogeneity on aggregate cost-effectiveness, but
suggested separate per-cohort analyses be used where interventions can be applied differently to separate cohorts [18].

Examples of multiple cohort models from the screening literature include models featuring the current cohorts only [3, 4, 7], while others also model future incident cohorts [5, 6]. Notably, cost-effectiveness is reported on aggregate over all cohorts in all these examples.

ANALYSIS

Methods
We present a CEA of two alternative cervical cancer screening tests as an illustrative example of the consequences of aggregating cost-effectiveness estimates over cohorts. We use the MISCAN-cervix microsimulation model developed by the Department of Public Health at Erasmus MC, the Netherlands. The model simulates the individual life histories of women from birth until death. The model generates age and time specific cancer incidence and mortality estimates. Alternative screening scenarios can be simulated in the model, whereby screening may detect disease in the preclinical phase, permitting early treatment to prevent further disease development and subsequent death from the cancer. Quality of life weights are applied to the different health states to estimate health effects of screening in terms of quality adjusted life years (QALYs).

The MISCAN-cervix model including its parameter values and data sources can be found in previous publications [20-23]. The rates of disease incidence and the sojourn times used in the model are derived from an age-period-cohort model of cervical cancer in the years prior to the introduction of population screening in the Netherlands [24]. The data from the age-period-cohort study are supplemented by calibrating MISCAN-cervix to the observed rates of cervical intraepithelial neoplasia within the screened population between 1997 and 2001 since the introduction of population screening [25] and the observed age-specific rates of infections with high risk HPV types [26].
The model also includes vaccination against HPV types 16 and 18; precursors to cervical cancer. The characteristics of the vaccine are as modelled in a recent CEA of the bivalent vaccine in the Netherlands [21]. The vaccine is administered in three doses and is assumed equally effective in all vaccinated cohorts. The vaccine coverage rate simulated is 85% and there is no selection effect assumed regarding vaccine coverage and the risk of infection. Vaccine efficacy is assumed to be 70% against cancer, 35% against pre-invasive lesions and 1.5% against HPV infections. The protection of the vaccine is assumed to be lifelong in this analysis.

We compare two screening scenarios. The baseline scenario is the current Dutch cervical screening programme of 7 lifetime screens between the ages of 30 and 60 at 5 year intervals, using a primary cytology screen, with cytology triage for abnormal primary smears. The alternative scenario is a change in 2012 to screening with a primary human papillomavirus (HPV) DNA test, followed by three cytology triage tests for abnormal primary screen results. The screening age range and frequency remain unchanged.

The model simulates 46 separate birth-year cohorts. The size of each cohort is matched to the number of female live births in each respective birth year in the Netherlands. The current incident cohort starting screening in 2012 is aged 30. There are 30 prevalent birth-cohorts aged 31 to 60 in 2012. Those in the prevalent cohorts will have already experienced at least one screening round prior to 2012 using the current test. The 15 future incident cohorts that have not yet started screening are aged between 29 and 15 in 2012. Vaccination against HPV types 16 and 18 was introduced in the Netherlands in 2009 for girls aged 12 with catch-up for those aged up to and including 16. Consequently, the youngest four future incident cohorts in the model have been offered vaccination.

All costs and health effects due to the screening programmes are included in the model from 2012 until death for each cohort. Costs and effects are discounted at 4% to the discount year of 2012. The costs used are from 2008 and are reported in euro (1 euro = 1.45 U.S. dollars; 6th July 2011). We assume the unit costs of screening, follow up and avoided treatment remain constant over time. The parameters determining health gain from the early detection of cancer and precancerous lesions
are also assumed constant over time. Age specific disease incidence is also assumed to remain the same, except for those vaccinated cohorts, where disease incidence falls in accordance with the vaccine's expected effectiveness.

The costs and effects are estimated both on a disaggregated per-cohort basis and an aggregated basis over multiple cohorts. These results are presented as the average cost-effectiveness ratio (ACER) of each intervention compared to no screening and the incremental cost-effectiveness ratio (ICER) of switching from the current primary cytology test to the HPV test. Both ACERs and ICERs are reported in terms of euro per QALY.

No direct funding was provided for this project. The first author is supported by the Health Research Board of Ireland and by the US National Cancer Institute under grant U01 CA115953. Neither funding body had a role in the study.

Results

Figure 1 shows the ACERs of both tests for each cohort and on aggregate. Figure 2 shows the ICERs for HPV screening relative to cytology screening. Table 1 reports the effects, cost, ACERs and ICERs for selected cohorts and the multi-cohort aggregates. The table also reports the proportion of total net costs of screening for the selected cohorts, using the proportion of total costs under primary cytology as an indication of the relative weight of each cohort in the aggregate.

The per-cohort ACERs and ICERs fall into groups of cohorts with common screening histories and vaccination status. For example, in 2012 the five oldest prevalent cohorts, -30 to -26, all have only one lifetime screening left at age 60, while cohorts -25 to -21 have two left, one at 55 and one at 60. The common cost-effectiveness within each group reflects the assumption of constant costs and effects: the small remaining variation between cohorts is a consequence of the stochastic nature of the simulation model.

The per-cohort ACERs show both screening tests to be less cost-effective in vaccinated cohorts relative to unvaccinated incident cohorts and increasingly less cost-effective with age in the prevalent cohorts. HPV testing is more costly and
more effective than cytology in every cohort. Cytology is weakly dominated by a combination of HPV testing and no intervention in cohorts -30 to -16, the oldest 15 prevalent cohorts, so no ICERs of HPV testing are reported for them. The per-cohort ICER of HPV relative to primary cytology screening is essentially uniform among the unvaccinated incident cohorts (0 to 11), at approximately €47,700 per QALY. The HPV test is more cost-effective in prevalent cohorts -10 to -1 than in the incident cohorts, being the most cost-effective in the youngest 5 prevalent cohorts with an ICER of €31,800 per QALY. HPV testing is markedly less cost-effective in the vaccinated future cohorts 12 to 15, with ICERs in excess of €500,000 per QALY. The aggregate ICER of HPV testing over the current cohorts is approximately €38,300 per QALY, while the aggregate ICER all cohorts is somewhat higher at €45,400.

The results show how the cost-effectiveness of interventions can vary significantly between cohorts. The markedly high ACERs for both screening methods in the vaccinated cohorts are a consequence of the simulated reduction in disease incidence following vaccination. Similarly, the rising ACERs with age within the prevalent cohorts are attributed to the fact that both disease incidence and the potential life years that can be gained fall with age. The changing relative cost-effectiveness of the two tests is attributed to the fact that while HPV testing is more effective due to higher sensitivity, it can lead to over-detection of transient HPV infections and non-cancerous lesions, which are more common in younger women.
Figure 1. Per-cohort and aggregate average cost-effectiveness ratios of cytology and HPV testing compared to no screening. The prevalent cohorts are numbered -30 to -1 starting with the oldest cohort, 0 for the current incident cohort and from 1 to 15 for the future incident cohorts. The ACERs of cytology and the HPV test are in grey and black respectively, with dashes for each individual cohort, solid lines for all cohorts on aggregate and dotted lines for current cohorts on aggregate.
Figure 2. Per-cohort and aggregate incremental cost-effectiveness ratios of HPV testing compared to cytology. The ICER of HPV testing relative to cytology for those cohorts in which cytology is not weakly dominated by a combination of HPV testing and no screening is shown with dashes. The aggregate ICERs over all cohorts and the current cohorts are shown with the solid and dotted lines respectively.
<table>
<thead>
<tr>
<th>Cohort</th>
<th>Effects, QALYs 000s*</th>
<th>Cytology primary test screening</th>
<th>HPV primary test screening</th>
<th>ICER, § €/QALY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Effects, QALYs 000s*</td>
<td>Costs, €Millions†</td>
<td>ACER, ¤ €/QALY</td>
<td>Proportion of total costs, %</td>
</tr>
<tr>
<td>-30</td>
<td>38</td>
<td>2,296</td>
<td>60,200</td>
<td>0.8</td>
</tr>
<tr>
<td>-25</td>
<td>84</td>
<td>4,347</td>
<td>51,600</td>
<td>1.6</td>
</tr>
<tr>
<td>-20</td>
<td>144</td>
<td>6,469</td>
<td>45,000</td>
<td>2.4</td>
</tr>
<tr>
<td>-15</td>
<td>237</td>
<td>7,806</td>
<td>33,000</td>
<td>2.9</td>
</tr>
<tr>
<td>-10</td>
<td>433</td>
<td>8,051</td>
<td>18,600</td>
<td>3.0</td>
</tr>
<tr>
<td>-5</td>
<td>611</td>
<td>7,110</td>
<td>11,600</td>
<td>2.6</td>
</tr>
<tr>
<td>0</td>
<td>795</td>
<td>7,917</td>
<td>10,000</td>
<td>2.9</td>
</tr>
<tr>
<td>5</td>
<td>709</td>
<td>7,049</td>
<td>9,900</td>
<td>2.6</td>
</tr>
<tr>
<td>10</td>
<td>614</td>
<td>6,115</td>
<td>10,000</td>
<td>2.3</td>
</tr>
<tr>
<td>15</td>
<td>205</td>
<td>5,623</td>
<td>27,400</td>
<td>2.1</td>
</tr>
<tr>
<td>-30 to 0</td>
<td>7,797</td>
<td>171,858</td>
<td>22,000</td>
<td>63.4</td>
</tr>
<tr>
<td>1 to 15</td>
<td>8,421</td>
<td>99,085</td>
<td>11,800</td>
<td>36.6</td>
</tr>
<tr>
<td>-30 to 15</td>
<td>16,218</td>
<td>270,943</td>
<td>16,700</td>
<td>100.0</td>
</tr>
</tbody>
</table>

* Quality adjusted life years
† Costs in 2008 prices.
‡ Average cost-effectiveness ratio compared to no screening
§ Incremental cost-effectiveness ratio of primary HPV testing compared to primary cytology
Four Problems of Aggregation

Both Dewilde and Anderson and Hoyle and Anderson call attention to the fact that many CEA models do not accurately represent the policy choices they are to inform: while CEAs typically only assess cost-effectiveness for a single incident cohort, the policy decisions they inform are almost never for that cohort alone, but also for other cohorts, both in the present and the future [2, 8]. Consequently, Hoyle and Anderson suggest that CEAs include all present and future recipient cohorts. Given the need to capture cohort heterogeneity, this suggestion appears sensible. However, reporting cost-effectiveness as a single aggregate estimate for all cohorts seems inappropriate for the following reasons: (i) aggregate estimates over many cohorts may hide useful information from decision makers; (ii) the choice of which cohorts to include appears logically problematic; (iii) aggregate estimates demand significant assumptions about the future, which results in large uncertainty in aggregate estimates; (iv) aggregate modelling prompts broader questions about decision making over multiple periods for healthcare priority setting. This section explains each of these problems in detail.

Aggregate Results Hide Differences

Reporting an aggregate cost-effectiveness estimate across all recipient cohorts carries an implicit assumption that a common policy decision will be taken for all cohorts. However, different reimbursement decisions can clearly be made for different cohorts in many cases. Where selective reimbursement is possible, decision makers would be better served by cost-effectiveness estimates disaggregated per-cohort, allowing them to approve the intervention for those cohorts identified as cost-effective to treat and withhold it from those which are not.

Our example shows how aggregate results can lead to inappropriate policy choices in terms of cost-effectiveness. If the cost-effectiveness threshold was €40,000 per QALY, the aggregate ICER over the current cohorts of €38,300 per QALY would indicate the HPV test is cost-effective. However, according to the per-cohort estimates, HPV screening would not be cost-effective in any incident cohort or the oldest 20 of the 30 prevalent cohorts. Conversely, if the aggregate ICER over all cohorts of €45,400 per QALY was used, then the HPV test would be deemed not
cost-effective, but the per-cohort estimates indicate that it would be cost-effective for prevalent cohorts -10 to -1. Similarly, relying on the single incident cohort ICER of €47,700 per QALY would also lead to a rejection of the test for all cohorts.

There are certain cases where disaggregated per-cohort estimates are not appropriate. These include interventions where the selective allocation of the intervention is not possible, such as water fluoridation. Aggregate estimates are also appropriate in cases where the effects of an intervention are shared across cohorts, such as herd immunity from vaccination. Another consideration is that it may be impractical to offer different interventions to different cohorts, as the costs of tailoring the intervention to each cohorts may outweigh the benefits. For example, in the case of screening, offering different screening strategies to different birth-cohorts may reduce adherence, possibly leading to a greater health loss than would be gained by optimising the programme for each cohort.

**Logical Problems of Including and Excluding Cohorts**

A related problem of aggregation is that results depend on which cohorts are modelled. There may be many potential recipient cohorts, but not all may be cost-effective to treat. We included vaccinated women as an example of cohorts in which the HPV test has poor incremental cost-effectiveness. Presumably these cohorts should be excluded when estimating aggregate cost-effectiveness of HPV primary screening, as they are unlikely to receive that strategy due to its poor cost-effectiveness. However, using cost-effectiveness as an inclusion criterion for cohorts in the model leads to a certain circularity: if only cost-effective cohorts are included in the analysis (assuming at least one cost-effective cohort exists), then the intervention will necessarily be cost-effective on aggregate for the selected cohorts.

An analogous problem arises if cost-effectiveness is not an inclusion criterion: if all cohorts have ICERs that are either all above or all below the threshold, then including some or all cohorts will make no difference to the reimbursement decision. However, if some cohorts’ ICERs are above the threshold and others’ are below it, then an aggregate ICER, which must be either above or below the threshold, will necessarily imply an incorrect decision for some cohorts.
Consequently, the aggregate multi-cohort approach could be interpreted as either not enhancing decision making or necessarily leading to errors.

**Requirement of Additional Assumptions and the Impact on Uncertainty**

Hoyle and Anderson’s recommendation that multi-cohort models include all present and future recipient cohorts means CEA would then encompass the entire expected implementation lifetime of an intervention. Modelling all recipient cohorts requires considerable assumptions, especially regarding future cohorts. A common assumption within CEA is that unit costs and health effects remain constant over time [27]. However, as noted above, even with the assumption of constant costs and effects, cost-effectiveness can vary between prevalent and incident cohorts; in which case, the number and size of the future incident cohorts modelled will influence aggregate cost-effectiveness estimates.

While in our example the advent of vaccination means there will be a predictable date by which screening is likely to change, most interventions do not have accurately predictable lifetimes. In a recent study, Hoyle uses evidence of the lifetime and volume of pharmaceutical interventions in the past to inform assumptions regarding the implementation of new interventions and adjust the cost-effectiveness estimates accordingly [27]. However, the validity and reliability of past evidence of previous interventions as a predictor for new interventions in the future are certainly dubious. Consequently, the cost-effectiveness estimates of aggregate models may seem arbitrary in part, given their reliance on assumptions regarding highly uncertain future use.

Modelling cost-effectiveness over an intervention’s entire implementation lifetime significantly increases the scope for uncertainty of estimates. Such additional uncertainty is unwelcome. Uncertainty in input parameters will grow the further into the future they are projected. While this uncertainty also applies to disaggregate multi-cohort models that report cost-effectiveness separately for each cohort, it is limited, to a degree, to the cost-effectiveness estimates of future incident cohorts. Given that it will be possible to review the cost-effectiveness evidence for most interventions at a later date and revise the reimbursement decision if necessary, the cost-effectiveness of the current and near future cohorts is more relevant to the
policy choices currently facing decision makers than that of cohorts far in the future. Consequently, modelling an intervention over its entire expected implementation lifetime unnecessarily adds uncertainty to current cost-effectiveness estimates.

**Decision Making over Multiple Periods**

Cohort heterogeneity arises in our example due to differences in age and screening history at the time of the policy change and vaccination status. Cohort heterogeneity could also occur if costs or effects change over time or if differential discounting of costs and health effects is applied, as is required in Belgium, the Netherlands and Poland [28-30]. Hoyle and Hoyle and Anderson use the examples of falling drug prices and differential discounting respectively as rationales for modelling intervention’s cost-effectiveness over their entire expected lifetimes [8, 27].

Falling drug prices or the application of differential discounting can lead to inconsistencies between the per-cohort and lifetime analyses of an intervention’s cost-effectiveness. For example, a drug may not be cost-effective at its current patent protected price, but may be cost-effective if sufficient future cohorts enjoying a lower post-patent price are added to a CEA [27]. Conversely, post-patent price reductions of comparator drugs can lead to interventions becoming not cost-effective when analyses are extended to include future periods [31]. Similarly, as cost-effectiveness improves with the inclusion of more future cohorts under differential discounting [32], the cost-effectiveness rank order of two interventions may switch when compared first on a per-cohort basis and then over their implementation lifetimes, where those lifetimes are unequal. These examples of inconsistencies between the per-cohort and the lifetime perspectives prompt the question which is more appropriate; especially as health priority setting is a repeated resource allocation problem reoccurring each year, not a once-off decision over a finite horizon.
DISCUSSION

Determining the most appropriate model structure requires an awareness of both the actual policy question faced by decision makers and any assumptions implicit in the model structure and the presentation of results. Relying on single cohort models can be interpreted as embodying an assumption that all cohorts will exhibit the same cost-effectiveness as the current incident cohort. However, recommending aggregate reporting of cost-effectiveness estimates over all current and future cohorts could equally be interpreted as implicitly assuming that interventions cannot be selectively reimbursed and that the lifetime of their use is the appropriate basis for comparisons to other interventions. Consequently, rather than estimating cost-effectiveness over all recipients as suggested by Dewilde and Anderson and Hoyle and Anderson, we support Karnon et al.'s suggestion that results be reported on a disaggregate basis [18], except where there is a reasonable rationale to report aggregate estimates, as described above. Reporting the results of multi-cohort models on a per-cohort basis is equivalent to using multiple single-cohort models. However, this is simply a semantic distinction; what matters is the useful reporting of results to decision makers.

Regarding the useful communication of cost-effectiveness estimates to decision makers, this study reported both ACERs and ICERs of the various strategies. The use of ACERs was to highlight the heterogeneity of cost-effectiveness between cohorts. However, in practice, reimbursement decisions should be made using ICERs not ACERs.

If per-cohort and aggregate optimised strategies differ, then the aggregate strategy will be suboptimal, given the assumption separately specified interventions can be implemented without any additional costs. However, where it is costly to provide per-cohort optimised strategies, the trade-off between costs and benefits of per-cohort optimisation should be considered.

Providing disaggregated per-cohort estimates may demand more work, as estimates have to be made for each cohort separately. Given that the principal modelling effort is the gathering of parameter estimates and model specification, the additional
effort of generating disaggregated estimates should be relatively small. However, a remaining drawback for decision makers is the potential difficulty of interpreting multiple estimates. Given the difficulty decision makers may have interpreting multiple cost-effectiveness estimates, cost-effectiveness analysts may to consider carefully how best to communicate their results. A pragmatic approach might be to present the efficient strategies for the incident cohort as the base case and only present cost-effectiveness estimates for other cohorts in cases in which differences in cost-effectiveness would imply a meaningful difference in the optimal intervention strategy.

CONCLUSION

The recommendations of the current literature on multi-cohort modelling that CEAs should include not only the current incident cohort, but also the current prevalent and future incident cohorts seem sound. However, the aggregation of cost-effectiveness estimates for all cohorts into a single estimate does not appear useful to the actual choices faced by decision makers in most cases. Therefore, we suggest consideration of the cost-effectiveness of more than just a single incident cohort in cases in which cost-effectiveness is likely to vary between cohorts, with estimates reported on a disaggregate per-cohort basis in addition to the overall estimate for all cohorts. This applies to CEAs in general, but is particularly relevant for analyses of screening.
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ABSTRACT

The intervals between screens for the early detection of diseases such as breast and colon cancer suggested by screening guidelines are typically based on the average population risk of disease. With the emergence of ever more biomarkers for cancer risk prediction and the development of personalized medicine, there is a need for risk-specific screening intervals. The interval between successive screens should be shorter with increasing cancer risk. A risk-dependent optimal interval that yields the greatest health gain for a given willingness to pay threshold is ideally derived from a cost-effectiveness analysis using a validated simulation model. However, this is time-consuming and costly. We propose a simplified mathematical approach for the exploratory analysis of the implications of risk level on optimal screening interval. We develop a mathematical model of the optimal screening interval for breast cancer screening. Optimality in this case is maximizing the expected health gain for a given willingness to pay for a unit of health. We verified the results by programming the simplified model in the MISCAN-Breast microsimulation model and comparing the results. We validated the results by comparing them with the results of a full, published MISCAN-Breast cost-effectiveness model for a number of different risk levels. The fit of the mathematical model’s results to those of MISCAN were satisfactory in both the verification and validation. We conclude that the mathematical approach can be used for giving an indication of the impact of disease risk on the optimal screening interval.
INTRODUCTION

Screening for preclinical disease can improve health outcomes by enabling early treatment of cancer and its precursor lesions. Screening has been proven to improve health outcomes in a number of cancers, including breast cancer [1-4]. Increasing the screening frequency can yield greater health gains, but these are traded-off against the greater costs and risks of more intensive screening, such as false positives, overdiagnosis and repeated x-ray exposure.

Randomized controlled trials have been crucial in establishing the effectiveness of breast, lung and colon cancer screening. These trials assessed various screening age ranges and screening frequencies. However, the trialed screening strategies are not necessarily optimal in terms of cost-effectiveness, in that they may not yield the maximum health gain for a given cost-effectiveness or willingness to pay threshold. It would be impossible to conduct controlled trials to identify optimal strategies given the number of possible alternatives, due to time constraints and ethical considerations [5]. Therefore, simulation models of screening based on the results of published trials have been developed to estimate the effectiveness and cost-effectiveness of alternative screening strategies. These cost-effectiveness analyses (CEA) typically only estimate the optimal age range and interval for screening average-risk populations. Thus, strictly speaking, the optimal policies suggested by CEAs only apply to average-risk individuals.

Those at higher risk of disease have greater potential to gain from more intensive screening than those at average-risk. This is reflected in screening guidelines for those with a family history of breast or colorectal cancer, which recommend screening with a higher frequency and earlier starting age than for the general population [6,7]. However, since CEA estimates are usually unavailable for high-risk groups, screening guidelines for such groups are typically based on expert opinion.

The question of optimal screening intensity is of increased significance with improved knowledge of biomarkers of individual disease risk. These risk markers include genetic and biochemical markers, but also family history and behavioral risk
factors such as smoking, diet and physical activity. Growing knowledge of prognostic markers will lead to risk groups becoming increasingly differentiated, thus expanding the scope for risk-specific screening strategies.

A full cost-effectiveness analysis for each level of disease risk is time-consuming, costly and requires the input of experienced modelers. There is a need for a quick first approximation of what an elevated risk implies for the screening interval. The purpose of this paper is therefore to present an easy-to-apply tool for a first estimation of the optimal screening interval for high-risk groups. This will provide an informed basis for adapting screening guidelines for high-risk groups where specific CEA estimates are not yet available.

**Previous Literature**

Most current screening models are simulation models, employing cohort or microsimulation approaches. Simulation is useful as it can easily handle complex screening models with many parameters and health states. Ramsey et al. and Knudsen et al. provide useful overviews of simulation models and their application to cancer screening [8,9]. The MISCAN microsimulation model used in this study is an example of such simulation models [10-12].

The cost-effectiveness of screening can also be estimated using mathematical models. These models offer the advantages that they can be analytically solved for optimal solutions and that these solutions can then be rapidly applied in other applications. However, requiring that the solution to a model is mathematically tractable may limit the model’s level of realism. Below we give an overview of relevant mathematical models regarding screening programs.

An early example of a mathematical model of optimal screening intervals is Kirch and Klein [13]. They present a relatively simple model of screening, showing that the optimal screening interval varies proportionally to the square root of the incidence rate. This relationship is derived under the simplifying assumptions of perfect screening sensitivity and constant duration of the preclinical period during which a disease is screen-detectable.
Zelen [14] presents a more detailed model of screening that allows for both imperfect sensitivity and a random duration of the preclinical period. The model uses a utility function for the detection of disease weighted by the probability of cure for screen and clinically detected cancer. The optimal screening intervals are found as those maximizing the utility function subject to a constraint on the number of screens, which serves as proxy for a budget constraint. They illustrate their model using the example of breast cancer screening under the assumption of constant disease incidence.

Lee and Zelen [15] extend the model presented by Zelen to consider the possibility that disease incidence varies with age. The measure of screening efficacy used in the study is schedule sensitivity, which is the proportion of total disease cases detected by the screening program over the period of its implementation. The optimal strategy is found using what is described as a threshold method, whereby each screen is scheduled following the initial screen so that the probability of an individual having preclinical disease at each screen is equal to that at the first screen. Lee and Zelen also consider how screening intervals and age ranges might vary in high-incidence groups. They find that the optimal screening schedule for a high-risk group starts at a younger age and has shorter intervals relative to that of the average-risk population.

Baker [5] presents a mathematical model of breast cancer screening based on tumor growth rates from which the probabilities of detection or death are derived. The model finds optimal policies that minimize an objective function of the costs of disease, which includes the costs of screening and life lost. It does not consider how the optimal screening interval changes with disease incidence.

Parmigiani (1993) presents a more general model in which screening sensitivity can vary with age and duration of the preclinical state [16]. The model also describes an objective function containing the costs of screening and the value of health gained. Illustrative applications of this model for breast cancer screening are given in Parmigiani and Kamlet, and Parmigiani (1997) [17,18]. Neither study considered how screening intensities should vary between risk subgroups.
This overview shows that there are already a number of detailed mathematical models of screening effectiveness. However, almost none of these studies have been conducted in the context of conventional CEAs, whereby the ratio of incremental costs to incremental health effects is compared to a cost-effectiveness threshold to identify the optimal screening interval given the threshold willingness to pay. In addition, in most studies, the motivation for investigating optimal screening interval is to understand how the interval might vary with age, rather than between risk subgroups.

**Contribution**

The purpose of this paper is to present a simple mathematical model to estimate the relationship between disease incidence and the optimal screening interval, accounting for imperfect screening sensitivity and specificity and a random duration of the preclinical disease state.

Our model of the optimal screening interval is more sophisticated than that of Kirch and Klein. While our model is less detailed than that of Parmigiani (1993), it is easier to apply and more accessible in its exposition. It differs from Lee and Zelen, Baker and others that do not consider interval optimization in terms of conventional CEA.

Unlike other studies in the literature, our model has the benefit of being verified and validated against a published microsimulation CEA model, namely the MISCAN-Breast model. The verification is to check that the mathematical model and MISCAN yield the same results when the same simplified assumptions used in the mathematical model are programmed in MISCAN. The validation is to check whether the mathematical model approximates the change in screening intervals with disease incidence as calculated by the full MISCAN microsimulation model: i.e., whether our relatively simple mathematical model adequately captures the underlying relationship between disease risk and the optimal interval. For the validation, we use the MISCAN model as applied in a recently published CEA of actual screening policy guidelines in Switzerland [19].
METHODS

The mathematical models

We present two mathematical models of the cost-effectiveness of screening. The first is very simple and used only to introduce the modeling approach, while the second is more complete and employs more realistic assumptions. Both models are based on a natural history of cancer consisting of three phases (Figure 1) [20]. These phases are motivated by the possible detection of the tumor or its precursors by a screening test [21-23], with the example of breast cancer screening in mind.

Figure 1: Natural history of disease for 4 screened subjects, developing from no disease to a screen-detectable phase and on to the clinical phase. Screening occurs at $t_1$, screen detection at the diamond, clinical diagnosis at the circle and death at the arrow head. The lead time is shown between screen-detection and clinical diagnosis. Subject A is detected at $t_3$; B is detected at $t_2$ but dies from another cause and would have never entered the clinical phase; C is missed at $t_2$ due to imperfect test sensitivity, but detected at $t_3$; D is not screen-detected, due to a short preclinical phase.

The three stages in the model are (i) the “no disease” stage, in which a subject does not have the disease; (ii) the “screen-detectable” phase, during which the patient has preclinical disease that can be detected by the screening test; and, (iii) the “clinical” phase, by when the disease has been diagnosed due to symptoms. The benefits of a
screening program are realized by detecting and treating subjects in the screen-detectable phase, thereby postponing mortality in some subjects. To maintain a simple mathematical model we did not explicitly consider death from other causes during the natural history process.

The optimal screening interval depends on several parameters. Table 1 presents an overview of all parameters used in the mathematical models. The most important parameters can be described as follows.

1. The incidence rate \( (r) \) describes the annual probability that an individual will enter the preclinical phase. The incidence can depend on various risk factors, e.g. age at menarche, age at first live birth, number of previous biopsies, genetic predisposition and number of first-degree relatives with breast cancer [24]. For the mathematical models in this paper, we assume the incidence rate to be constant over age. The incident rate is assumed to be sufficiently low to satisfy the rare disease assumption.

2. The mean duration \( (\bar{D}) \) of the screen-detectable phase (in years, reflects the rate of disease progression).

3. The screening sensitivity \( (s_n) \) represents the probability that a screening test will correctly identify an individual with preclinical disease as having cancer.

4. The screening specificity \( (s_p) \) represents the probability that a screening test will correctly identify an individual without disease as disease-free.

5. The treatment effect \( (T) \) of a screen-detected case is the postponement of mortality due to early detection. The maximum treatment effect is achieved when a disease is detected as soon as it enters the preclinical phase. The mean treatment effect \( (\bar{T}) \) occurs when disease is screen-detected at the midpoint of the screen-detectable phase. \( \bar{T} \) and \( T \) are expressed in quality adjusted life years (QALYs) gained.

6. The annual cost \( (C) \) of a screening program includes the fixed organizational costs of the program \( (c_0) \) and the variable costs \( (c) \) of a screening test. The fixed costs are sufficiently small that they can be disregarded. The variable cost, \( c_i \), is given by

\[
c = c_i + (1 - sp)c_d, \tag{1}
\]
where \( c_i \) is the cost of the test and \( c_d \) is the cost of diagnostic follow-up to a positive screen result. We make the simplifying assumptions that the cost of diagnostics only applies to false-positives and that the proportion of screening tests that are false-positive is \( 1 - sp \). We also assume that \( c_i, c_d \) and \( sp \) are constant, which implies that \( c \) is constant.

**Table 1: Parameters used in the mathematical models**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>Annual incidence rate of preclinical cancer among patients in the absent phase</td>
</tr>
<tr>
<td>( \bar{D} )</td>
<td>The mean duration of the screen-detectable phase</td>
</tr>
<tr>
<td>( D )</td>
<td>The realized duration of the screen-detectable phase</td>
</tr>
<tr>
<td>( sn )</td>
<td>The screening sensitivity, i.e. the probability that a screen of an individual with preclinical disease leads to a cancer diagnosis</td>
</tr>
<tr>
<td>( sp )</td>
<td>The screening specificity, i.e. the probability that a screen of an individual without disease leads to a correct diagnosis</td>
</tr>
<tr>
<td>( t )</td>
<td>The time from the start of the screen-detectable phase</td>
</tr>
<tr>
<td>( \bar{T} )</td>
<td>The mean treatment effect, i.e. the number of QALYs gained when a cancer is screen-detected at the midpoint of the screen-detectable phase</td>
</tr>
<tr>
<td>( T )</td>
<td>The realized treatment effect, i.e. the number of QALYs gained for a specific screen-detected cancer</td>
</tr>
<tr>
<td>( I )</td>
<td>The interval (in years) between consecutive screenings</td>
</tr>
<tr>
<td>( I_{opt} )</td>
<td>The optimal interval (in years) between consecutive screenings, based on the cost-effectiveness threshold</td>
</tr>
<tr>
<td>( p )</td>
<td>Number of screenings during the screen-detectable phase</td>
</tr>
<tr>
<td>( E(D,I) )</td>
<td>Annual expected health effects (number of QALYs gained) as a function of the interval and the duration of the screen-detectable phase</td>
</tr>
<tr>
<td>( C )</td>
<td>Total costs of the screening program</td>
</tr>
<tr>
<td>( c_0 )</td>
<td>Fixed cost of the screening program</td>
</tr>
<tr>
<td>( c_t )</td>
<td>Cost of screening test</td>
</tr>
<tr>
<td>( c_d )</td>
<td>Cost of diagnostics</td>
</tr>
<tr>
<td>( c )</td>
<td>Total variable costs per additional screening test</td>
</tr>
<tr>
<td>( h )</td>
<td>QALY decrement of a false positive screen result due to unnecessary diagnostics</td>
</tr>
<tr>
<td>( H )</td>
<td>Expected QALY decrement due to false-positive screen per test</td>
</tr>
<tr>
<td>( CERt )</td>
<td>Cost-effectiveness threshold, in euro per QALY gained</td>
</tr>
</tbody>
</table>

We first assume a constant treatment effect, a constant duration of the screen-detectable phase and perfect sensitivity and specificity; we refer to the resulting model as the simple model. Subsequently, we develop a second model that allows for a treatment effect that declines with the time spent in the screen-detectable phase, imperfect screening sensitivity and specificity and an exponential distribution of the duration of the screen-detectable phase; we call this model the detailed model.
Cost-effectiveness analysis

To determine the optimal screening interval $I_{opt}$, we used a cost-effectiveness (CE) perspective. CEA is the standard methodology for analyzing the costs and benefits of healthcare programs [25]. When screening programs of different intensities are compared, the incremental CE ratio (ICER) can be used to choose between the programs. The ICER is the ratio of the additional costs incurred ($C$) to the additional health effects gained ($E$) when a screening program is compared to less intensive screening programs or no screening at all:

$$ICER = \frac{\partial C}{\partial E}$$

(2)

The ICER is typically compared to a CE threshold, which represents the marginal willingness to pay per QALY gained. We assume the existence of a threshold value given by $CER_t$. A screening program is then acceptable if its ICER is not greater than the threshold $CER_t$, i.e. $ICER \leq CER_t$. Both costs and effects depend on $I$. Then from a CE perspective it must hold that

$$ICER = \frac{\partial C}{\partial E} = \frac{\partial C}{\partial I} \left/ \frac{\partial E}{\partial I} \right. \leq CER_t.$$  

(3)

The optimal screening interval $I_{opt}$, is the interval with an ICER equal to the $CER_t$.

The costs per individual per year, for a certain interval length, are the sum of fixed and interval dependent variable costs

$$C = c_0 + \frac{c}{I}.$$  

(4)

The derivative of equation 4 needed to calculate the ICER is

$$\frac{\partial C}{\partial I} = -\frac{c}{I^2}.$$  

(5)

This represents the change in costs per change in interval length. Equation 5 will be used throughout the paper.
Breast Cancer Example

The models are applied to breast cancer screening. Most of the parameter values in the model are specified to correspond to a published CEA of mammography screening in Switzerland [19]. We consider average-risk women between 50 and 70 years old, for whom the incidence rate for breast cancer is assumed 0.00225 per year, as assumed in the Swiss study [19]. We assume a mean duration of the screen-detectable phase of 3 years, in line with estimates for Canadian women over the age of 50 [26]. We assume a test sensitivity and specificity of 66% and 97% respectively, in line with estimates from a study of women aged between 50 and 69 used to inform the Swiss CEA [27]. The costs per screening test and costs of diagnostics following false-positive are assumed to be €138 and €650 respectively, also in line with the costs used in the Swiss CEA. The threshold, \( CER_t \), is set at 20,000 €/QALY [28]. While in reality the treatment effect per screen-detected cancer will depend on the screening interval, we assume a mean treatment effect of 4.2 QALYs per screen-detected cancer, approximating the QALY gain in the Swiss CEA. Finally, we also assume a QALY penalty of 0.001 for each false-positive, again in line with assumptions used in the Swiss CEA.

Verification

We verified our mathematical model against the MISCAN-Breast model. The MISCAN model was simplified significantly so that it matched the structural assumptions of the mathematical model and used the same parameter values. Using this simplified version of MISCAN we estimated the cost and effects of a range of screening programs with intervals ranging from 0.2 to 18 years over an 18 year screening program. From these estimates we identified the efficient frontier of strategies which represent the most effective strategies for a range of cost-effectiveness thresholds and the ICER of those efficient screening intervals.

The optimal screening interval was found with reference to the cost-effectiveness threshold. This was achieved by plotting the incremental cost-effectiveness ratio of the efficient screening intervals on the vertical axis and the corresponding length of those strategies on the horizontal axis. A horizontal line at a given value of the cost-effectiveness threshold was then imposed on the model. The interval length at the
intersection of the horizontal threshold line and the line connecting the ICERs of the efficient screening intervals. This process was repeated for a range of incidence rates from between one quarter to four times the incidence of the average risk group to derive the relationship between incidence and the optimal interval for comparison with the mathematical model.

Validation

We validated the detailed mathematical model against a full version of MISCAN-Breast used in a recently published CEA of organised mammography screening in Switzerland [19]. This full version of the MISCAN model did not use any of the structural simplifications used in the verification exercise. We assessed 22 different screening intervals ranging from 0.2 to 9 years in the fixed screening age range of 50 to 69 in previously unscreened women. The model is as described in de Gelder et al. [19], except that we simulated a single birth cohort rather than a population for the sake of simplicity.

We conducted a sensitivity analysis to investigate the effect of different cost-effectiveness thresholds on the model validation. We also conducted a sensitivity analysis to assess how the relationship between incidence rates and relative optimal screening interval varies with discount rates of 0%, 3% and 5% applied to costs and effects.
RESULTS

Model Results

Model 1: The Simple Model

The simple model assumes perfect test sensitivity and specificity (i.e. $sn = 1$ and $sp = 1$), a constant duration of the screen-detectable phase (so that $D = \bar{D}$) and constant incidence. The start of the screening program is assumed independent of the preclinical disease state among screening recipients. The effect of early detection of a cancer during the preclinical phase is considered constant (so that $T = \bar{T}$). The expected health effects per year for a screening interval $I$ and a duration $D$ of the screen-detectable phase are

$$E(D, I) = \bar{Tr}$$

for $I \leq D,$

$$E(D, I) = \frac{\bar{TrD}}{I}$$

for $I > D. \quad (6)$

The ICER for the simple model is found by substituting the derivative of $E(D, I)$ over $I$ and equation 5 into equation 3, which yields that

$$ICER = \infty$$

for $I \leq D$ \hspace{1cm} where $\frac{\partial E}{\partial I} = 0,$

$$ICER = \frac{c}{\bar{TrD}}$$

for $I > D$ \hspace{1cm} where $\frac{\partial E}{\partial I} = -\frac{\bar{TrD}}{I^2}. \quad (7)$

The ICER of $\infty$ for $I \leq D$ reflects that all tumors will be found when $I = D$, and that further reduction of the interval therefore only adds costs, but no health effects. The ICER is constant for $I > D$, because $c, r, D,$ and $\bar{T}$ are constants. The screening program will be socially acceptable if the ICER is less than or equal to the threshold (i.e. $CERt \geq c/\bar{TrD}$), in which case the optimal interval $I$ equals the duration $D$ of the screen-detectable phase.

Model 2: The Detailed Model

We now extend the simple model sequentially to consider: (i) a declining treatment effect of detection by screening with progression through the preclinical phase; (ii) imperfect screening sensitivity and specificity; (iii) an exponentially distributed duration of the screen-detectable phase. A summary of the assumptions of the simple and detailed models is shown in Table 2. We first show how the expected
health effects vary with the screening interval as each of these assumptions are added to the model. We then use the expression for the expected health effects with all three assumptions combined to estimate the ICER of different screening intervals and the change in the optimal screening interval as disease incidence varies.

**Table 2: Summary of assumptions in the simple and detailed models**

<table>
<thead>
<tr>
<th>Model</th>
<th>Treatment Effect</th>
<th>Preclinical Duration</th>
<th>Screen Sensitivity</th>
<th>Screen Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple</td>
<td>Constant</td>
<td>Constant</td>
<td>Perfect</td>
<td>Perfect</td>
</tr>
<tr>
<td>Detailed</td>
<td>Linearly Declining</td>
<td>Exponentially Distributed</td>
<td>Imperfect</td>
<td>Imperfect</td>
</tr>
</tbody>
</table>

**Linearly Declining Screening Effect**

We first assume the treatment effect of a screen-detected cancer declines linearly during the screen-detectable phase. This assumption is based on the fact that the probability that screen-detection prevents mortality for a cancer that would otherwise be lethal depends on the amount of lead time (the time between screen detection and the time when disease would have presented clinically in the absence of screening). If the lead time is 0, so that the time of screen-detection and the time of clinical detection coincide, no treatment effects should be expected. The duration of the screen-detectable phase is assumed to be constant and the screening sensitivity is assumed to be perfect. The treatment effect of screening at the beginning of the preclinical period is \(2\bar{T}\) and declines linearly to 0 at the end of the period, leading to an average effect over the period of \(\bar{T}\). Consequently the treatment effect for a screen-detected cancer is

\[ T(t) = \frac{D - t}{D} 2\bar{T}, \quad (8) \]

where \(t\) is the time between the start of the screen-detectable phase and the moment of screen-detection.
The expected annual health effects for a given interval and duration of the screen-detectable phase are as follows

\[ E(D, I) = \frac{r}{I} \int_0^I T(t)dt = \frac{r}{I} \int_0^I \frac{D-t}{D} 2\bar{T}dt = \frac{\bar{T}r(2D-I)}{D} \quad \text{for } 0 \leq I \leq D, \]

\[ E(D, I) = \frac{r}{I} \int_0^D T(t)dt = \frac{r}{I} \int_0^D \frac{D-t}{D} 2\bar{T}dt = \frac{\bar{T}rD}{I} \quad \text{for } I > D. \]

**Imperfect Screening Test Sensitivity and Specificity**

We then add the assumption of imperfect screening sensitivity and specificity. The screening sensitivity and specificity are assumed constant during the preclinical phase. The probability that a preclinical cancer is detected at the \(i^{th}\) screening in the screen-detectable phase is

\[ s_n(1-sn)^{-1}. \]  

(10)

Imperfect specificity means there will be false-positive test results which will lead to a loss of utility. The expected utility decrement per screening is

\[ H = (1-sp)h, \]  

(11)

where the utility decrement of a false positive is given by \(h\).

Combining equations 8 and 10 yields the expected treatment effects for the \(i^{th}\) screening during a screen-detectable phase

\[ T(t_i) = \frac{D-t_i}{D} 2\bar{T}sn(1-sn)^{-1}, \]

(12)

where \(t_i\) is the time between the start of screen-detectable phase and the \(i^{th}\) screening. Because the interval between the screenings is constant, the \(i^{th}\) screening occurs at time

\[ t_i = t_1 + (i-1)I. \]

(13)
We first consider the case where \( I \leq D \). In that case, \( D/I \) will have a value between two positive integers \( k \) and \( k+1 \), such that \( kI \leq D < (k+1)I \), and the number of screens during the screen-detectable phase will be either \( k \) or \( k+1 \). Substituting equation 13 into 12 and subtracting the expected QALY decrement of a false-positive given by equation 11 shows the expected net health effect of the \( i^{th} \) screening to be

\[
2 \bar{T} \frac{D-t_i-(i-1)I}{D} \frac{sn(1-sn)^{i-1}}{I} - H. \tag{14}
\]

Let \( p \) denote the number of screenings during the screen-detectable phase. The annual expected health effects, as a function of \( D \) and \( I \) can then be calculated as the expected treatment effect minus the expected cost QALY decrement of false-positives, which yields

\[
E(D,I) = rI \int_0^I \sum_{i=1}^p \frac{T(t_i)dt_i}{I} - H = \frac{2\bar{T}r}{I} \left[ \int_0^{D/I} \frac{D-t_i-(i-1)I}{D} \frac{sn(1-sn)^{i-1}}{I} dt_i + \int_0^{D-(k+1)I} \frac{D-t_i-(i-1)I}{D} \frac{sn(1-sn)^{i-1}}{I} dt_i \right] - \frac{H}{I} - \frac{2\bar{T}r}{I} \left[ \int_0^{D/I} \frac{D-t_i-il}{D} \frac{sn(1-sn)^{i-1}}{I} dt_i + \int_0^{D-(k+1)I} \frac{D-t_i-il}{D} \frac{sn(1-sn)^{i-1}}{I} dt_i \right] - \frac{H}{I}, \tag{15}
\]

where the first integral relates to when \( p = k+1 \) screening intervals fall within the screen-detectable phase and the second integral relates to when \( p = k \) screenings fall within the screen-detectable phase. The derivation of equation 16 from 15 uses the approximation \( k \approx D/I \) and is shown in Appendix I.

\[
E(D,I) = \frac{2\bar{T}r}{I} \left[ \frac{I^2}{snD} \left( 1 - (1-sn)^{D/I} \right) (sn-2) + 2I \right] - \frac{H}{I} \quad \text{for } I \leq D. \tag{16}
\]

In the case in which \( I > D \) there is at most 1 screening (at time \( t_i \)) during the screen-detectable phase, and the expected health effects can be calculated as

\[
E(D,I) = rI \int_0^D E(t_i)dt_i - \frac{H}{I} = \frac{2\bar{T}r}{I} \left[ \frac{D-t_i}{D} sn dt_i - \frac{H}{I} \right] = \frac{\bar{T}rsnD - H}{I} \quad \text{for } I > D. \tag{17}
\]
Exponentially Distributed Preclinical Phase

We now assume that the duration of the preclinical phase is exponentially distributed, so that the probability density function is \( f(D) = \frac{1}{D} e^{-D/D} \). The annual expected health effects of screening for \( I \leq D \) and \( I > D \) from equations 16 and 17 are now combined with the exponential distribution of the screen-detectable phase, which shows that the annual expected health effects as a function of the screening interval to be

\[
E(I) = \int_0^\infty f(D)E(D,I) dD =
\int_0^\infty \frac{1}{D} e^{-D/D} \left[ \frac{\bar{T}_{rsn}D}{I} - H \right] dD +
\int_0^\infty \frac{1}{D} e^{-D/D} \left[ \frac{\bar{T}_{r} I^2}{snD} \left( 1 - (1 - sn)^D \right) (sn - 2) + 2I \right] - \frac{H}{I} dD =
\int_0^\infty \frac{\bar{T}_{r} I}{snD} \frac{1}{D} e^{-D/D} dD + \int_0^\infty \frac{I^2}{snD} \left( 1 - (1 - sn)^D \right) (sn - 2) + 2snD I - \frac{H}{I} dD,
\]

where the first term within the brackets on the final line refers to screening intervals longer than the duration of the screen-detectable phase, and the second term refers to intervals shorter than the screen-detectable phase.

We can form an expression for the ICER by differentiating equation 18 with respect to \( I \) and combining it with equations 3 and 5. Mathematica 4.0 was used to differentiate equation 18 and the resulting expression for the ICER is reported in Appendix II. Using Mathematica, we evaluated the ICER for a range of screening intervals using the parameter described above.
Example
First consider the simple model. Imputing the assumed values for breast cancer screening in equation 7 results in the relationship between the ICER and the interval length shown with the black line in Figure 2. The ICER intersects CERt at the value $D$ and therefore $I_{opt}$ is 3 years. Now considering the detailed model, the derived function for the ICER was evaluated over a range of interval lengths, resulting in the grey line in Figure 2. In this case the intersection of the ICER curve and the CERt indicates an $I_{opt}$ of approximately 1.8 years. The incidence rate was then varied to generate new ICER curves, which were combined with a threshold of €20,000 per QALY, to determine the relationship between incidence, $r$, and $I_{opt}$ shown with the grey line in Figure 3B.

Figure 2: Variation of the ICER with the screening interval under the simple and the detailed model with a cost-effectiveness threshold of €20,000/QALY
**Verification**

The results of the verification analysis are shown graphically in Figures 3A and B. The black diamonds in Figure 3A show the ICER estimates at different incidence rates from the simplified MISCAN model, while the grey line shows the ICER estimates from the mathematical model. The figure shows the ICERs from the MISCAN and analytic models to be very close. The ICERs from the MISCAN model are consistently marginally lower than those from the mathematical model. This is to be expected, as the MISCAN model estimates ICERs based on discrete changes to the screening interval, while the mathematical model considers marginal changes, which necessarily results in higher ICERs. The relationship between the incidence rate and the optimal interval is shown in Figure 3B. The black diamonds and grey line show the optimal interval estimates at different incidence rates from the simplified MISCAN and mathematical models respectively. Again the results indicate a close match between the two models. As before, the small remaining difference between the estimates is explained by the fact that the MISCAN model simulates discrete changes to the interval, while the interval changes continuously in the mathematical model.

**Validation**

The optimal screening intervals estimated by the mathematical model did not exactly match those derived from the complete MISCAN model. However, the purpose of our mathematical model is to show the relative change in optimal screening intensity with a change in disease incidence, rather than to estimate the optimal level of screening intensity at any one point. Consequently, we expressed the optimal screening interval at each incidence rate as an index relative to the optimal interval at the average-risk incidence rate. The relationship between the incidence rate and the relative optimal screening interval is shown in Figure 4, with the grey line for the mathematical model and with the black diamonds for the MISCAN model. It shows a close agreement between the models on the relationship between the incidence rate and the relative screening intensity, although there is some deviation at incidence rates below the baseline average-risk.
Figure 3A: Verification of the detailed model against a simplified version of the MISCAN model showing the variation of the ICER with the screening interval.

Figure 3B: Verification of the detailed model against a simplified version of the MISCAN model showing the variation of the optimal screening interval at a cost-effectiveness threshold of €20,000/QALY with the annual incidence rate.
The results of a sensitivity analysis for different levels of the cost-effectiveness threshold are shown in Figure 5 in Appendix III. The relative change in the optimal interval with changing incidence is shown for thresholds of 20, 30 and 50 thousand €/QALY, each relative to the case at the 20,000 €/QALY threshold. The results show the match was maintained at these other threshold levels.

Figure 4: Validation of the detailed model against a complete version of the MISCAN model showing the relative change in the optimal screening interval at a cost-effectiveness threshold of €20,000/QALY with the annual incidence rate and with the optimal screening interval indexed to 1 at the baseline annual incidence rate of 0.00225 and sensitivity analysis showing the relative change in the optimal screening interval with the incidence rate under the assumption of perfect test specificity.
DISCUSSION

Using a mathematical model we estimated the relationship between the incidence rate and the length of the optimal screening interval. For the simple model, the optimal interval is equal to the preclinical duration of the disease of interest. For the detailed model, the optimal interval became shorter. Our results show that a mathematical model can provide a clear insight into how disease risk influences the optimal screening interval. Furthermore, it shows how a small number of parameters can be used to estimate the change in the optimal screening interval for individual risk profiles.

Reality is more complex than represented in our detailed model. For example, the incidence of breast cancer increases with age, while our mathematical model assumes it to be constant. This would suggest the optimal screening interval would become shorter with age. However, the potential benefit of early detection decreases with age, due to increased competing risk of other-cause mortality [29], potentially partially offsetting a reduction in the optimal interval with age. In principle, our mathematical model could be applied to different age groups separately, using age-specific disease incidence and expected health benefits, allowing it to specify age-specific adjustments to the optimal interval. However, since most cancer screening programs use screening intervals of equal length across all ages, providing age-specific adjustments to intervals would be of limited use.

Like the other mathematical models in the literature, the model presented here uses undiscounted costs and effects. In practice, healthcare decision making is made on the basis of discounted outcomes. Discounting could be included explicitly in the model, but at the cost of additional complexity. We conducted a sensitivity analysis to assess how the optimal screening interval varies with disease incidence using the MISCAN model when discount rates of 3% and 5% are used for both costs and effects (results not shown). We found that although the length of the optimal interval changed with discounting, the relative relationship between incidence and the optimal interval index did not vary substantially.
The advantage of the mathematical model is that it is a fast and easy to use method for understanding the influence of relative disease risk on the optimal screening intervals. It requires few input parameters and yields estimates quickly. As such, it offers a useful means for interpreting the impact of biomarkers as potential risk predictors on the optimal interval [30]. In particular, it offers a simple way of assessing the significance of a large numbers of biomarkers with a cumulative effect on the optimal screening interval, without the need for separate analyses of each biomarker separately.

It should be recognized that there are two substantial differences between the complete MISCAN model and the mathematic model compared in this analysis. The mathematical model is solved analytically rather than using microsimulation and it is a much simpler model, employing less parameters and having a far simpler structure. What has been achieved here with the simpler mathematical model could probably have also been done with a simplified microsimulation model. However, such a simplified microsimulation model would not have the benefit of having a continuous relationship between incidence and the optimal screening interval that can be solved analytically.

**CONCLUSION**

We have shown that a relatively simple mathematical model can be used to determine the optimal screening interval for high-risk groups relative to the optimal screening interval for the average-risk population. Despite the simplifying assumptions of the mathematical model, the validation exercise shows that it is sufficient to capture the effect of changes in disease incidence on optimal screening intervals. Consequently, the mathematical model presented here offers a quick and easy way to explore optimal screening intervals for specific risk groups without the use of complex simulation models.
APPENDIX I

Derivation of equation 16 from 15.

\[
E(D,l) = \frac{1}{I} \sum_{i=0}^{n} E(t_i) dt_i - \frac{H}{I} = \\
\frac{2\pi r}{I} \left[ \int_0^{D-k} \sum_{i=0}^{D-k} \frac{D-t_i - il}{D} sn(1-sn)^{-1} dt_i + \int_{D-k}^{0} \sum_{i=0}^{D-k} \frac{D-t_i - (i-1)l}{D} sn(1-sn)^{-1} dt_i \right] - \frac{H}{I}
\]

Subtracting \(i\) by one to simplify the summations in both integrals.

\[
\frac{2\pi r}{I} \left[ \int_0^{D-k} \sum_{i=0}^{D-k} \frac{D-t_i - il}{D} sn(1-sn)^{-1} dt_i + \int_{D-k}^{0} \sum_{i=0}^{D-k} \frac{D-t_i - il}{D} sn(1-sn)^{-1} dt_i \right] - \frac{H}{I}
\]

Applying the approximation \(k \approx \frac{D}{l}\) results in \(D-kl \approx 0\), allowing the elimination of the first integral and the lower bound of integration on the second becomes zero.

Expanding the three terms of the ratio within the second integral in the following.

\[
\frac{2\pi r}{I} \left[ \int_0^{D-k} \sum_{i=0}^{D-k} \frac{D-t_i - il}{D} sn(1-sn)^{-1} dt_i + \int_{D-k}^{0} \sum_{i=0}^{D-k} \frac{D-t_i - il}{D} sn(1-sn)^{-1} dt_i \right] - \frac{H}{I}
\]

Expanding the summations of the first two integrals.

\[
\frac{2\pi r}{I} \left[ \int_0^{D-k} \left( (1-(1-sn)^k) \right) dt_i + \int_{0}^{D-k} \left( (1-(1-sn)^k) \right) dt_i + \int_{0}^{D-k} \sum_{i=0}^{D-k} \frac{il}{D} sn(1-sn)^{-1} dt_i \right] - \frac{H}{I}
\]

Integrating all three integrals, gathering terms from the first two and bringing 2 within the square brackets.

\[
\frac{\pi r}{I} \left[ 2l - \frac{l^2}{D} \right] \left( (1-(1-sn)^k) + 2 \sum_{i=0}^{D-k} \frac{il}{D} sn(1-sn)^{-1} \right] - \frac{H}{I}
\]
Expanding the summation and factoring terms.

\[
E(D,I) = \frac{\bar{T}_r}{I} \left[ \left( 2I - \frac{I^2}{D} \right) \left( 1 - (1 - sn)^k \right) - \frac{2snl^2}{D(1 - sn)} \left( \frac{1}{1 - sn} - 1 \right) \left( \frac{1}{(1 - sn)^k} - 1 \right) \left( \frac{1}{1 - sn} \right)^k - k(1 - sn)^k \right] - \frac{H}{I} = \\
\frac{\bar{T}_r}{I} \left[ \left( 2I - \frac{I^2}{D} \right) \left( 1 - (1 - sn)^k \right) - \frac{1}{sn^2} \left( \frac{1}{1 - sn} \right)^k - k(1 - sn)^k \right] - \frac{H}{I} = \\
\frac{\bar{T}_r}{I} \left[ \left( 2I - \frac{I^2}{D} \right) \left( 1 - (1 - sn)^k \right) - \frac{1}{sn^2} \left( \frac{1}{1 - sn} \right)^k - k(1 - sn)^k \right] - \frac{H}{I} = \\
\frac{\bar{T}_r}{I} \left[ 2I + \frac{I^2}{D} \left( sn - 2 \right) \right] - \frac{H}{I} = \\
\frac{\bar{T}_r}{I} \left[ 2I + \frac{I^2}{sn} \left( sn - 2 \right) \right] - \frac{H}{I} = \\
\frac{\bar{T}_r}{I} \left[ \frac{I^2}{snD} \left( 1 - (1 - sn)^k \right) \left( sn - 2 \right) + 2I \right] - \frac{H}{I}
\]
APPENDIX II

An expression for the ICER in the complete model is formed by differentiating equation 18 with respect to $I$ and combining with equations 3 and 5. Eliminating the indefinite terms that tend towards zero as the upper limit of integration on the second term within the brackets of equation 18 tends to infinity results in the following expression for the ICER

$$\text{ICER} = -\frac{c}{Tr} \left[ \frac{H}{Tr} + sn\left(e^{-I/\overline{D}}(\overline{D} + I) - \overline{D}\right) + \frac{I(-2 + sn)}{sn\overline{D}} \left( \text{Ei}\left(-\frac{I}{\overline{D}} + \ln(1-sn)\right) - \text{Ei}\left(-\frac{I}{\overline{D}} + e^{-I/\overline{D}}(sn-1)\left(1 + \frac{I}{\overline{D} \ln(1-sn) - I}\right) \right) \right]^{-1}$$

where the function $\text{Ei}(\cdot)$ denotes the exponential integral, which is defined as

$$\text{Ei}(x) = \int_{-\infty}^{x} \frac{e^t}{t} dt.$$ 

An expression for the optimal interval $I_{opt}$ in terms of the threshold $CERt$ cannot be found. However, the incidence rate $r$ can be expressed in terms of the $I_{opt}$ at the cost-effectiveness threshold, so the incidence-optimal interval relationship is described in this way.
APPENDIX III

Figure 5: Sensitivity analysis of the relative change in the optimal screening interval with disease incidence at thresholds of 20, 30 and 50 thousand €/QALY in the detailed mathematical and the complete MISCAN models, each relative to the base case threshold of 20,000 €/QALY
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ABSTRACT

**Background:** Many cost-effectiveness analyses of vaccination against the Human Papillomavirus do not consider cervical screening strategies other than the current programme. This is despite awareness in the literature that the cost-effectiveness of vaccination depends in part on screening intensity and that all relevant alternative interventions should be considered, including alternative screening intensities. Consequently, CEAs that only consider the current screening intensity can overlook the effect of alternative screening strategies on the vaccine’s cost-effectiveness and threshold price.

**Objective:** To assess the consequences of considering alternative screening intervals and start and stop ages in a CEA model previously used to appraise HPV vaccination in the Netherlands.

**Methods:** A review of published CEAs of HPV vaccination was conducted to establish how many existing analyses considered alternative screening intensities. A microsimulation model used in a previously published CEA of HPV vaccination was adapted to consider alternative screening intensities.

**Results:** Many but not all published CEAs of HPV vaccination only consider the current screening intensity. Those that considered alternative screening intensities tended to be from either low or middle income countries or the US. Assuming Dutch cervical screening remains at its current intensity yields a cost-effectiveness ratio of adding vaccination to screening of €28,500 per life year gained (LYG), while considering a large range of alternative screening intensities results in a higher ratio of €35,400/LYG.

**Conclusion:** Considering alternative screening intensities is relevant to CEAs of HPV vaccination in general and led to a less favourable cost-effectiveness estimate in the Dutch context. The consideration of alternative screening intensities prompts a reconsideration of how the cost-effectiveness of vaccination should be interpreted from the given cost and effects estimates.
INTRODUCTION

Three CEAs of vaccination against HPV for the prevention of cervical cancer in the Netherlands were published in 2009 [1-3]. All three compared vaccination in addition to the current Dutch cervical screening strategy of 7 lifetime screens using pap cytology at 5 year intervals from age 30 to 65 to screening alone. This assumption that screening remains unchanged with the introduction of vaccination is common to many CEAs of HPV vaccination [1]. This is despite an awareness in the literature that the cost-effectiveness (CE) of vaccination depends in part on the intensity of screening [2]. It is also widely recognised that CEAs in general should consider all relevant alternatives [3]. It has been recognised that, in the particular context of HPV vaccination, the relevant alternatives include alternative screening intensities [4].

The purpose of this analysis is to illustrate the consequences of considering alternative screening intervals and start and stop ages in one of the three Dutch CEAs of HPV vaccination. We show how the consideration of multiple screening alternatives requires a reinterpretation of the incremental cost-effectiveness of HPV vaccination since the vaccine's cost-effectiveness is partly contingent on the intensity of screening [5]. In addition, we provide context to our analysis by reviewing the comparisons made in other published CEAs of HPV vaccination in the Netherlands and elsewhere.

This study is organised as follows. The literature review section describes the search criteria used in the review and reports the findings. The methods section describes the model used to estimate the vaccine's cost-effectiveness with and without multiple alternative screening strategy comparators. The results section reports the findings of the review and the cost-effectiveness estimates in a CE-plane. The discussion section interprets the result of the literature review and the CEA, including a consideration of what the inclusion of alternative screening strategies implies for our understanding of what is the ICER of the HPV vaccine.
LITERATURE REVIEW

A review of the literature was performed through the Elsevier’s SciVerse Scopus database (www.scopus.com) and the US National Library of Medicine’s PubMed database (http://www.ncbi.nlm.nih.gov/pubmed) to find CEAs of HPV vaccination for the prevention of cervical cancer. The databases were searched for titles, abstracts and keywords matching the following string: (HPV OR "human papilloma*" OR "human papilloma*" OR cervical) AND (vaccin* OR immun*) AND ("cost effect*" OR "cost-effect*" OR "cost utility" OR "cost-utility" OR "health technology assessment" OR CEA OR CUA OR HTA). The search was restricted to journal articles published in English from 2000 and onwards. The search was conducted on July 9th, 2012.

Figure 1 summarises the search process. The search results from the two databases were pooled and duplicates removed. The resulting unique abstracts were then hand sorted by one reviewer to identify relevant studies. Of most interest were those studies that were CEAs of HPV vaccination. The review also considered other studies that were not explicitly CEAs but contained relevant material, such as reviews and commentaries. All the studies considered relevant on the basis of their abstracts were then reviewed, with the CEAs further classified as either (i) those that estimated vaccine cost-effectiveness assuming screening remained unchanged; (ii) those that considered alternative screening intensities among the vaccination-plus-screening scenarios only; (iii) those that considered alternative screening intensities in both the screening-only and vaccination-plus-screening scenarios. The studies were also classified as either high income or middle and low income countries according to the International Monetary Fund’s (IMF) classification of states by income [6].
The review yielded 757 unique titles, of which 70 were identified as relevant CEAs. Of the 70 CEAs, 46 estimated the cost-effectiveness of vaccination as the incremental cost-effectiveness of adding vaccination to current screening [5, 7-50]. There were 3 studies that accounted for a range of alternative screening intensities among the vaccination-plus-screening strategies, but did not consider alternative screening-only strategies [51-53]. There were 17 CEAs that considered alternative screening strategies in both the screening-only and vaccination-plus-screening options, estimating cost-effectiveness as the frontier over all efficient strategies [4, 54-69]. One of the 17 studies is notable for reporting both the ICER of adding vaccination to current screening and reporting estimates for an efficient frontier made up of alternative screening and vaccination strategies [4]. Four studies made alternative interpretations of their estimates that do not fit the classification used here [70-73]. These findings are summarized in Table 1.
Table 1. Range of alternative screening strategies compared when estimating the cost-effectiveness of adding HPV vaccination to cervical cancer control programmes decomposed by IMF income category

<table>
<thead>
<tr>
<th>IMF income category</th>
<th>Range of alternative screening strategies considered</th>
<th>None</th>
<th>Screening plus vaccination only</th>
<th>Full</th>
<th>Other comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td></td>
<td>38</td>
<td>3</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Middle or low</td>
<td></td>
<td>8</td>
<td>0</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>46</strong></td>
<td><strong>3</strong></td>
<td><strong>17</strong></td>
<td><strong>4</strong></td>
</tr>
</tbody>
</table>

There was an evident distinction between the studies’ countries of origin given the alternatives considered. Of the 46 that assumed screening remained unchanged, 38 were from high income countries, of which 27 were European. Conversely, of the 17 studies that considered alternative screening strategies, 6 were from high income countries, only 2 of which were European.

METHODS

This study employs the same CEA model of cervical cancer prevention used by de Kok et al. in their appraisal of HPV vaccination [7]. The model used is the MISCAN microsimulation model of cervical cancer prevention developed at Erasmus MC, the Netherlands [74]. The model simulates the individual life histories of a birth cohort of women. In the absence of vaccination and screening the simulated women develop cervical lesions at a certain rate, which can progress to cancer, potentially leading to cervical cancer death. Treatment costs are applied to the different interventions and health states in the model, permitting estimation of the interventions’ net costs and health effects. The health effects of cervical cancer prevention are estimated here in terms of life years gained. Further detail of the model description and its assumptions can be found in de Kok et al. [7].
The disease incidence rates and sojourn times employed in the model are derived from an age-period-cohort model of cervical cancer in the years before the introduction of screening in the Netherlands [75]. The model assumptions for the age-period-cohort analysis are supplemented by calibrating the model to data on the observed rates of cervical intraepithelial neoplasia (CIN) within the screened population between 1997 and 2001 since the introduction of screening [76] and the observed rates of age-specific infections with high risk HPV types [77].

Adding vaccination against HPV types 16 and 18 reduces the simulated incidence of disease incidence, while adding screening reduces disease progression by facilitating early treatment of screen-detected lesions. The vaccine is assumed to be 70% effective against cancer and 35% effective against pre-invasive lesions. These assumptions are based on the prevalence of the high risk HPV types 16 and 18 cancers and pre-invasive lesions coupled with the assumption of lifelong vaccine protection [77]. The early detection of screening was modelled by applying the assumed test sensitivities of 50%, 65%, and 80% for CIN grades 1 to 3 respectively. Test sensitivity was assumed to be 80% and 85% respectively for preclinical invasive cancer stages I and II+ respectively [7]. A specificity rate of 98.5% was based on the observed false positive rate in the Dutch screening programme [7].

The original analysis by de Kok et al. assumed screening as per the current Dutch screening programme when estimating vaccine cost-effectiveness. We adapt the original CEA to simulate multiple alternative screening strategies, following van den Akker-van Marie et al.’s approach to the simulation of screening alternatives in MISCAN [78]. We simulate over 5,000 alternative screening strategies with screening start and stop ages varying between 17 and 70 with the number of lifetime screens varying between 1 and 54. All screening intervals are assumed constant throughout the screening programme and all screens used conventional pap cytology as both the primary and triage screen tests. Our analysis differs slightly from the original analysis regarding screening coverage assumptions, as the original analysis applied observed screening rates to the current programme, whereas this analysis applied a common assumption of 80% screening coverage and 80% screening follow up. This simplifying assumption was required to provide a common basis for comparison between alternative screening strategies.
The model used here follows de Kok et al.’s assumption of an 85% vaccine coverage rate, with no assumed correlation to disease risk or screening behaviour. The vaccine’s cost per dose is the same as assumed in the original analysis of €118. We also consider a higher and lower vaccine price of €200 and €50 a dose. The vaccine is administered to girls aged 12, in accordance with the current Dutch vaccination programme and the original analysis. Costs and health effects are discounted to the year of vaccination. The discount rates used are those recommended by Dutch CEA guidelines of 4% and 1.5% for costs and health effects respectively [79]. A birth cohort of 1 million women is used in the model, while the reported results are rescaled to a cohort of 100,000 women, which approximates the annual number of 12 year old girls eligible for vaccination in the Netherlands.

The model’s cost and effects estimates are presented in a cost-effectiveness plane. The first comparison of cost-effectiveness is that made by de Kok et al. of the incremental cost-effectiveness ratio of adding vaccination to current screening. The second comparison is between all the simulated strategies, both the screening-only strategies and the vaccination-plus-screening strategies. The second comparison is used to identify the efficient frontier of interventions and find the ICERs between each of the efficient interventions.

A threshold price analysis is conducted to determine at what price the vaccine’s ICER equals the commonly cited Dutch threshold of €20,000/LYG [80]. We also assessed threshold prices at a higher threshold of €50,000, as considered in the original CEA [7]. The threshold price indicates the price at which the vaccine becomes just marginally cost-effective and represents the maximum price at which reimbursement should be granted. The threshold price analysis is conducted for comparisons both with the current screening strategy alone and with multiple screening alternatives.
RESULTS

The results of adding the alternative screening strategies to the CEA model of HPV vaccination are shown in Figure 2. The figure shows the estimated costs and effects of approximately 10,000 screening strategies. There are two clouds of points. The first spreading from the origin relates to the screening-only strategies. The second represents the vaccination-plus-screening strategies. The efficient strategies are shown with the small black diamonds and are joined by the thin black line to describe the efficient frontier. Points S and S’ represent the cost and effects estimates of the current screening strategy without and with vaccination respectively. Points F and F’ represent the cost and effects estimates of the last efficient screening-only strategy and the first efficient vaccination-plus-screening strategy respectively. The estimated costs and effects estimates of the strategies marked S and S’ and F and F’ are given in Table 2.

Notably, the last screening-only strategy (F) and first vaccination-plus-screening strategy (F’) do not feature the same screening strategy. The last efficient screening-only strategy is more intense than the current screening strategy, with a lower start age of 28, a shorter interval of 3 years and a greater number of lifetime screens of 15. The first vaccination-plus-screening strategy is of similar intensity to the current screening strategy, as it also employs 7 lifetime screens and has a similar start age of 31, although it does employ a marginally longer screening interval of 6 years.
Figure 2: Cost-effectiveness plane depicting cost and effects of screening-only and vaccination-plus-screening alternatives illustrating the efficient frontier and the comparison between screening-only and vaccination-plus-screening when screening remain unchanged.

S to S' ICER: 28,500 €/LYG
F to F' ICER: 35,400 €/LYG

The cord S S' represents the cost-effectiveness ratio of adding vaccination to the current screening strategy.
The cord F F' represents the cost-effectiveness ratio between the last efficient screening-only strategy and the first efficient vaccination-plus screening strategy.
Table 2: Screen schedule, cost, effects and ICERs of current screening without and with vaccination (S and S') and the last efficient screening-only strategy and the first efficient vaccination-plus-screening strategy (F and F') for a cohort of 100,000 women

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Screening interval</th>
<th>Start age</th>
<th>Stop age</th>
<th>Effects, LYG</th>
<th>Costs, €</th>
<th>ICER, €/LYG</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>5</td>
<td>30</td>
<td>60</td>
<td>2,570</td>
<td>6,712,000</td>
<td></td>
</tr>
<tr>
<td>S'</td>
<td>5</td>
<td>30</td>
<td>60</td>
<td>3,700</td>
<td>38,925,000</td>
<td>28,500</td>
</tr>
<tr>
<td>F</td>
<td>3</td>
<td>28</td>
<td>70</td>
<td>2,990</td>
<td>13,654,000</td>
<td></td>
</tr>
<tr>
<td>F'</td>
<td>6</td>
<td>31</td>
<td>67</td>
<td>3,680</td>
<td>37,825,000</td>
<td>35,400</td>
</tr>
</tbody>
</table>

The thick black line between S and S' represents the ICER of adding vaccination to the current screening intensity, which is €28,500/LYG. In comparison, the ICER between the last screening-only and first vaccination plus screening strategy, represented by the line F F', is €35,400/LYG. That is, assuming the current screening strategy will be maintained results in an ICER approximately €7,000/LYG less or 20% lower than the ICER when alternative screening intensities are considered.

Greater divergence between the ICERs is estimated at a higher vaccine price of €200 a dose, with an ICER of €46,800/LYG under the assumption of current screening intensity, compared to €62,000/LYG when alternative screening strategies are considered. Conversely, the divergence is much reduced and rank order of the ICERs reversed at a lower vaccine price of €50 a dose, with an ICER of €13,300/LYG under the assumption of current screening intensity, compared to €12,300/LYG when alternative screening strategies are considered. The threshold price analysis yields a vaccine price of €80 a dose assuming current screening only. Considering alternative screening strategies results in a marginally lower threshold price of €74.25. Greater divergence between the threshold prices is observed at a higher threshold of €50,000/LYG, with a threshold price of €214 per dose assuming current screening only and €163 per dose when alternative screening strategies are considered.
DISCUSSION

Interpreting the Results and Considering their Policy Relevance

The results of extending de Kok et al.'s original model to include alternative screening intensities shows that assuming screening remains fixed can exclude other more efficient strategies from the analysis. One consequence of an expanded choice set in this example is that the estimated ICER is less favourable than when screening is assumed unchanged. The ICER of the first vaccinated-plus-screening strategy of €35,400/LYG is nearly 25% greater than the ICER of adding vaccination the current screening strategy of €28,500/LYG. While this difference between the two cost-effectiveness ratios is not very large, it is not trivially small either.

As the current screening strategy without and with vaccination (points S and S') both lie very close to the efficient frontier, both can be effectively considered efficient. However, the presence of screening-only strategies to the south-east of the line S S' shows that at certain cost-effectiveness thresholds there are more efficient strategies than S or S'. This means that, starting from the current screening strategy without vaccination at point S, as the threshold increases it would be more efficient to increase the intensity of screening among the screening-only options than to switch to vaccination-plus-screening. Only once the threshold exceeds €35,400 would it be efficient to switch from a screening-only to a vaccination-plus-screening strategy.

The finding that extending the analysis to consider other screening alternatives does not lead to a large difference in the threshold price is a reassuring conclusion from a policy perspective. It indicates that the original CEA's assumption that screening remains unchanged would not lead to a large over-estimation of the appropriate vaccine price. Moreover, the fact that the difference between the ICERs falls as the vaccine's price is reduced is further reassurance considering the actual price paid for the vaccine in the Dutch vaccination programme is likely to be considerably less than the price of €118 per dose used in this analysis.

While the model suggests the policy significance of considering alternative screening strategies is modest in this case, it might not necessarily be so in all
circumstances. As the results show the difference between ICERs becomes much more pronounced at a higher vaccine price. Consequently, if the manufacturer sought a higher price for the vaccine, then the assumption that current screening is maintained would have led to a greater difference in the ICERs. Similarly, if the cost-effectiveness threshold was €50,000 not €20,000/LYG there would be a larger divergence between the threshold prices. Furthermore, if the vaccine is less effective than modelled, then the disparity between the ICERs will be greater. Indeed, it is possible that the vaccine may prove less effective than modelled here, as despite the fact that de Kok et al.’s original bases case analysis explicitly and deliberately employed a favourable set of assumptions for the vaccine’s effectiveness, they note there remains considerable uncertainty regarding the vaccine’s long term effectiveness.

The results show that the existence of potentially highly cost-effective secondary prevention in the form of screening limits the amount that can be efficiently charged for primary prevention through vaccination. Healthcare payers need to carefully consider the range of intervention options available when deciding if vaccination is cost-effective and at what price. By assuming screening remains fixed they ignore potential gains through further improvements to screening, which can influence the vaccine’s cost-effectiveness and threshold price.

**International Variation and Reasons for Restricted Comparisons**

The literature review indicates that to date the majority of CEAs of HPV vaccination have assumed cervical screening remains fixed. It appears that proportionately more of the European analyses have only considered current screening to remain fixed than those analyses from the US or middle or low income countries. A possible explanation for this is that high income countries typically have established cervical screening programmes or widespread ad-hoc screening subject to screening guidelines. Consequently, decision makers are possibly inclined to request estimates of adding vaccination to the status quo, without considering alternative screening options. Conversely, low and middle income countries are less likely to have established screening provision, so decision makers considering cervical cancer prevention may be more likely to consider the possibilities for alternative screening strategies as well as vaccination.
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It is notable that a number of US studies have considered alternative screening strategies. This might be a consequence of the fact that US cervical screening guidelines have recommended very intense screening, with short screening intervals and early start ages relative to programmes such as in the Netherlands. US analysts aware of the high intensity of screening may have wished to simulate a range of screening intensities to illustrate the scope for increasing efficiency by reducing screening intensity.

A further possible explanation for the majority of studies assuming screening remains constant is that modelling alternative screening strategies is more complex than assuming screening remains unchanged. Unless analysts have access to a previously established screening model they might be more inclined to consider current screening only out of convenience.

Some of the CEAs that only considered the current screening intensity noted it will be necessary to reconsider screening for vaccinated women [5, 14, 21, 29, 35]. The anticipated reduction in disease prevalence could justify a reduction in screening intensity or a switch to alternative testing methods, such as primary HPV testing [5]. However, these analyses consider changes to screening strategies to be a question for the future, not relevant for consideration now. Furthermore, they only consider the potential relevance of changing screening in vaccination-plus-screening strategies. However, as this analysis has demonstrated, considering screening alternatives is a relevant consideration now, as the screening-only strategies have relevance in determining the vaccine’s cost-effectiveness.

Comparisons of screening programmes and guidelines in Europe indicates that Dutch screening is less intensive than in many other countries [81]. For example, the Dutch programme comprises 7 lifetime screens at intervals of 5 years from age 30, while German guidelines recommend annual screening from age 20 to beyond age 70. Our results indicate that difference in the ICERs between assuming screening remains unchanged and when alternative strategies are considered is likely to be greater when the initial screening intensity is lower. Therefore, the differences between the ICERs may not be as large in other countries, given the
higher baseline screening intensity. However, comparisons of screening coverage indicates that while the Netherlands achieves relatively high screening coverage, it can be much lower in other European countries [81]. Screening coverage may be even more relevant than screening intensity in countries with low levels of coverage for two reasons. Firstly, because increasing coverage is likely to be more cost-effective than adding vaccination when screening coverage is low (this is implied by Figure 2, as there are a large number of screening only strategies that lie below a line that could be drawn between the origin and any of the vaccination plus screening strategies. Secondly, the cost-effectiveness of adding vaccination will be more favourable when the screening coverage rate is low than when it is high.

Interpreting the ICER of Vaccination
Considering alternative screening strategies leads a methodological question of how to interpret the cost-effectiveness of the vaccine when implemented with screening. When screening is assumed constant the cost-effectiveness of vaccination is simply interpreted as the cost-effectiveness ratio of adding vaccination to the given screening programme. However, when estimating a complete cost-effectiveness frontier over multiple screening alternatives, there will only be one ICER on the frontier that compares a screening-only strategy and a vaccination-plus-screening strategy (between F and F' in Figure 2). Since the last screening-only and first vaccination-plus-screening strategy do not necessarily feature the same screening strategy, there is no longer a simple ICER that can be reported as the cost-effectiveness ratio of adding vaccination to screening. Furthermore, the ICER between the last screening-only and first vaccination-plus-screening alternative will be the only ICER in the frontier responsive to vaccine price; although what strategies form these first and last strategies will vary with the vaccine price. Consequently, it may no longer be meaningful to report the cost-effectiveness of vaccination alone, but more useful to describe the cost-effectiveness of cervical cancer prevention strategies featuring vaccination.

The example of vaccination and screening provides an illustration of the interaction of two interventions for the prevention of the same disease. The example is particularly interesting because of the differing nature of the two interventions. Screening intensity is a key determinant of screening cost-effectiveness, which can
vary widely. HPV vaccination remains patent-protected so the intervention price is a variable subject to negotiation. Both the variables of screening intensity and price need to be considered when finding the most efficient strategy for a given cost-effectiveness threshold.

Limitations and Caveats

The model used in this analysis is a static model that does not capture the herd immunity effects of vaccination, which can lead to a conservative estimate of the vaccine's effectiveness. Similarly, the model also provides a somewhat conservative assessment of the vaccination's effects as it does not consider non-cervical HPV related disease such as penile, anal and head and neck cancer that have been assessed elsewhere [82]. However, the model's conservative assumptions may be offset in part by its favourable assumptions of lifelong protection by the vaccine, absence of side-effects and maintained screening adherence among vaccinated women.

The model presented here is deliberately specified to closely correspond to de Kok et al.'s original analysis. This is done to ensure the model used corresponds with policy alternatives available to decision makers at the time of the original analysis. We do not include alternative screening technologies such as liquid based cytology or HPV testing that have been considered since [83-85]. However, varying the screening intensity is sufficient to demonstrate the relevance of alternative screening strategies.

This paper does not feature an uncertainty analysis. While an assessment of uncertainty using a probabilistic sensitivity analysis (PSA) would be desirable, such an exploration of uncertainty in the present model was not possible, as the MISCAN model is not configured for PSA due to the computational burden of such an analysis in a microsimulation model.

One concern regarding the lack of a PSA is that the implied inefficiency of not considering alternative screening strategies could be small relative to any uncertainty around the efficient frontier revealed by a PSA. While a valid concern, there are a number of arguments as to why the analysis presented above is
appropriate for the primary purpose of this paper, which is to demonstrate the methodological consequences of omitting relevant comparators in a CEA of HPV vaccination.

While a PSA may result in a large scatter of estimates around the efficient frontier, it is possible that the inefficiency resulting from omitting alternative screening interventions would persist in many of these iterations. Furthermore, while the inefficiency caused by omitting alternatives may be eliminated in many PSA iterations, it is the averages of all PSA iterations which are relevant since expected costs and effects are the appropriate basis for decision making [86]. Although the results presented here are for a base-case parameter set rather than the mean estimates over multiple PSA iterations, it certainly seems plausible that the relevance of alternative screening strategies demonstrated here would probably also apply to the mean estimates from a PSA.

A further point justifying the analysis presented here is that while the implied inefficiency of omitting alternative strategies may only be modest, this could not be anticipated prior to the analysis: it was only by conducting the analysis that it could be shown that there was an implied efficiency loss and its size determined. Similarly, the modest efficiency loss identified in this study is contingent on a number of factors, including the current Dutch screening strategy and the vaccine price.

CONCLUSION

This analysis shows that modelling HPV vaccination in the Netherlands with the current screening intensity alone, rather than including alternative screening strategies led to a more favourable cost-effectiveness estimate of vaccination. Similarly, restricting the analysis to the current screening strategy results in a higher threshold price. The general conclusion is that alternative screening strategies are relevant for the estimation of vaccine cost-effectiveness both screening-only and vaccination-plus-screening strategies.
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SUMMARY & CONCLUSION

This chapter briefly reviews the aims of the studies within the thesis, explains how these were met and summarises what each study contributes to our understanding of CEA. This chapter describes the benefit to decision makers of each of these enhancements to our understanding of CEA explains how each study relates to the thesis's central theme of how CEAs can be reframed to better correspond to the policy questions they are to inform. In addition, it also notes some of the caveats and limitations of each of the studies and describes potential topics for further research arising from each. Finally, this chapter closes with some concluding observations on some of the general issues encountered during the course of the research for the thesis and some thoughts on how the fit between CEAs and policy questions might be improved in the future.

Paper 1: The Problem of Comparability

Aims & Contribution
The aim of the first paper was to provide a simple demonstration of the problem of comparability between CEAs employing different numbers of future cohorts when differential discounting of costs and health effects is applied. The demonstration of the problem of comparability contributes to our understanding of CEA by showing how differential discounting can distort the choice of optimal intervention. This contribution to the current literature was necessary as there was no other study that addressed this particular topic or showed the consequences of differential discounting for comparisons between CEAs.

Benefit to Decision Makers
Awareness of the problem of comparability will aid decision makers in reaching the appropriate conclusions regarding the cost-effectiveness of interventions. An understanding of the problem of comparability informs decision makers that they cannot directly compare ICERs from interventions with different numbers of future cohorts, without considering the effect of the increased willingness to pay over time implied by differential discounting. An awareness of the problem of comparability
will also help decision makers avoid accepting CEAs that have strategically included a large number of future cohorts to achieve low ICERs.

Awareness of the problem of comparability will also aid those drafting CEA guideline documents, as they will now have an understanding of the potential difficulties when recommending differential discounting. Indeed, awareness of the problem of comparability places an onus upon those recommending differential discounting to provide sufficient guidance regarding is appropriate application. Furthermore, an understanding of the problem comparability is necessary when considering how best to solve it.

Implications for Model Framing

Prior to the adoption of differential discounting CEA models were, in a manner, time-neutral. It did not matter if the intervention was modelled in a cohort now, or in the future, or indeed over multiple cohorts both now and in the future. In this regard framing the question in terms of time and the number of recipient cohorts was not important. However, with the application of differential discounting, the temporal position of the recipients now matters.

Since an intervention’s recipients’ position in time matters under differential discounting, we must now consider if we wish to estimate cost-effectiveness just for the current cohort alone or do we wish to consider future cohorts too. Consequently, applying differential discounting requires us to think about the temporal framing of our model.

Caveats and Limitations

Paper 1 employs a static model, meaning the herd immunity effects HPV vaccination are not modelled. This aspect of the paper drew comment in letter by Westra et al. [1]. As noted in the reply to Westra et al. [2], while it is true that a dynamic model would be more appropriate for the assessment HPV vaccination, the purpose of the analysis was to demonstrate the effect of differential discounting in multiple cohorts. A static model was convenient in this case, as it ensured the cost-effectiveness of vaccination improved only with the inclusion of future cohorts, rather than with the accumulation of indirect effects of vaccination.
A limitation of Paper 1 is that it is only relevant to the few countries that currently apply differential discounting. Furthermore, the extent to which ICERs fall as new cohorts are added to a CEA depends on the size of the discounting differential. The smaller the differential, the less pronounced the problem of comparability will be. Since arguably discounting differentials should be smaller than they are now, the problem of comparability might be much smaller if more modest discounting differentials were adopted. However, this limitation only applies in principle, as in practice the loss of comparability can matter due to the relatively large differentials currently implemented.

Further Research
A topic of interest for further research arising from the first paper would be a consideration of the discounting differential used in the Netherlands. The current Dutch differential of 2.5% was not set with reference to expected threshold growth. Indeed, the Netherlands has no official cost-effectiveness threshold. An analysis of the cost-effectiveness of interventions accepted and rejected in the Netherlands could however reveal an implicit threshold and provide evidence of growth over time or otherwise. If evidence of threshold growth weaker than 2.5% per annum is found this would then require a reconsideration of Dutch discount rates, which could have profound implications for the cost-effectiveness of preventative interventions such as HPV vaccination.
Paper 2: Solving the Problem of Comparability

Aims & Contribution
The publication of Paper 1 demonstrating the problem of comparability left an obvious gap in the literature for a method proposing a solution. The aim of the second paper was to resolve the problem of comparability, allowing the direct comparison of cost-effectiveness estimates between multi-cohort models under differential discounting. Paper 2 provides an intuitive solution to the problem of comparability. The proposed solution allows CEAs from multi-cohort models to be compared to other studies and to the current cost-effectiveness threshold under differential discounting.

Benefit to Decision Makers
Differential discounting is an attempt to achieve greater correspondence between models and policy choices, given the anticipation of threshold growth. While the intra-cohort effect of differential discounting described in Paper 2 is intended, the inter-cohort effect is not and leads to the problem of comparability. The proposed adjustment of the hypothetical comparator allows the original intent of differential discounting to be realised by preserving the intra-cohort effect, but eliminates the inter-cohort effect, thus ensuring greater correspondence between the model and real policy choices.

The proposed solution will be of benefit to decision makers unsure of how to compare cost-effectiveness estimates due to the problem of comparability. In particular, the application of the adjusted ICER allows decision makers to compare the cost-effectiveness of interventions in the manner that they are currently accustomed, without having to give any special consideration for the number of cohorts modelled.

Relevance to Model Framing
In practice, what the hypothetical comparator allows us to do is apply differential discounting without worrying about the temporal framing of the policy question. The hypothetical comparator means the inclusion of one or many future cohorts no longer matters under differential discounting. Consequently, the time-neutrality that
applied under equal discounting is restored. As such, CEA practitioners need not worry about the intertemporal framing of their model and its correspondence to the policy question at hand.

Caveats and Limitations

The first caveat to note is that although the hypothetical comparator allows us to overcome the problem of comparability, it adds another layer of complexity to CEA. Anything that makes modelling more opaque may have the effect of reducing its impact on decision makers.

A second point of note is that the hypothetical comparator is only required in the rather specific circumstances of analyses employing differential discounting that feature cohorts starting the intervention after the discount year. Since few countries currently employ differential discounting, the number of analyses presently requiring such an adjustment will be small.

A related issue is that if the discounting differential is determined by estimates of threshold growth as implied by Claxton et al.'s analysis [3], then the differential is likely to be small, as plausible rates of threshold growth are low. The lower the differential, the smaller the distortion caused by the inter-cohort effect and the more modest the hypothetical comparator's adjustment factor. Similarly, the fewer future cohorts modelled, the smaller the implied adjustment factor. In cases in which the adjustment factor is small, it may be considered acceptable not to apply it, as the unadjusted estimates will closely approximate the adjusted estimates.

A final point of note is that the analysis of Paper 2 does not consider the effect of uncertainty. Uncertainty is generally of limited relevance to this study, as the need for a correction for the number of future cohorts applies irrespective of any uncertainty in cost-effectiveness estimates and the inclusion of an uncertainty analysis would not alter the study's conclusions. Indeed, it is important to note that the proposed method of the hypothetical comparator could be useful in ameliorating the effects of uncertainty if the discounting differential was modelled as a random variable. In principle, it is appropriate to model the discounting differential as a random variable, as it is not known with certainty, since growth in the cost-
Effectiveness threshold, which in principle should inform the size of the discounting differential, is also uncertain. A model with a randomly varying discounting differential will produce more uncertain results without the application of the hypothetical comparator advocated in Paper 2 than with it.

Further Research
The example of the cost-effectiveness of adding HPV vaccination to current screening improving with the inclusion of future cohorts under differential discounting is a relatively simple one. However, what is more complex is the consideration of how a complete cost-effectiveness frontier of an intervention with multiple cost and effects combinations such as screening changes over time with the inclusion of new cohorts under differential discounting. Research into this topic would consider whether the hypothetical comparator should be applied to such a case or whether some alternative means for correcting for the inter-cohort effect should be employed.

Paper 3: Implementation Time Horizons

Aims & Contribution
The aim of the third paper was to describe the implementation horizon and assess its importance to a CEA used to inform colorectal screening policy in the Netherlands. This aim was motivated by the lack of existing literature describing the implementation horizon or quantifying its effects in an applied example.

The primary contributions of this paper are the description of the implementation horizon and the demonstration that a 30-year horizon had no meaningful impact on optimal screening recommendations in the CEA considered. This study also adds to the literature by providing a survey of CEAs in the screening literature employing implementation horizons. Finally, a more general contribution of this paper is the novel presentation of the divergence of optimal intervention strategies between two models using the net benefit framework.
**Benefit to Decision Makers**

Paper 3 will be of assistance to decision makers by allowing them to recognise and describe an implementation horizon in any analysis they are presented with. The example of the comparison in the net benefit framework also provides a simple and easy to use template which other analysts might apply to assess the impact of a horizon in other applications.

The analysis of Paper 3 also is of benefit to those drafting CEA methods guidelines. It shows how there is more to time horizons than the horizon for the assessment of costs and health effects.

**Framing the Model**

The example presented in Paper 3 shows that reframing the analysis to consider the lifetime of screening for the simulated cohorts rather than over a finite period of 30 years does not meaningfully alter the implied optimal screening strategies. However, the analysis does usefully call attention to this aspect of model framing and provides us with the terminology to describe it and demonstrated how it might be appraised quantitatively.

**Caveats and Limitations**

The obvious limitation of Paper 3 is that it only considers one example. A possible extension to the analysis would be to consider screening for another disease, as factors such as screen sensitivity and length of preclinical duration may influence the effect of the implementation horizon. Another possible extension would be to investigate if the effects of the implementation horizon vary with prior screening history. For example, the Dutch colorectal CEA considers the introduction of screening in a population without previous organised screening. It is possible that the influence of the implementation horizon could moderate further if prevalent cohorts have some previous screening history.

An apparent limitation of Paper 3 is that it investigated a feature of modelling that although apparently unrepresentative of actually policy choices, did not result in any meaningful differences in the optimal policy choices when compared to a model more apparently representative of reality. As such, the study seems to present a
negative result in that the implementation horizon does not appear to matter. However, it is difficult to anticipate which model assumptions will matter and which will not. Only by undertaking the analysis without the implementation horizon was it revealed that reframing the model in this way does not meaningfully alter implied optimal policies. Furthermore, the analysis showed that a shorter horizon would meaningfully alter the optimal policy choices identified by the model. So, in principle the implementation horizon can be important and this is a useful result.

**Further Research**

The colorectal example considered in third paper featured a cost-effectiveness frontier without a pronounced curve: the highest ICERs in the curve were not very much greater than the lowest. By contrast, the cost-effectiveness frontier of screening only strategies in Paper 6 has a much more pronounced curve, featuring both modest and exceptionally high ICERs. A simple extension of Paper 3 would be to appraise the 27-year horizon used in van der Akker-van Marle et al.'s CEA of cervical screening to see if the loss of net benefit due to imposing an implementation horizon is similarly modest in the case of an intervention with a more pronounced curve in its cost-effectiveness frontier.
Aims & Contribution

The existing literature that most explicitly addresses the multi-cohort model structure in CEA advocates the aggregation of cost-effectiveness estimates across cohorts. The aim of the fourth paper was to demonstrate that aggregating cost-effectiveness estimates over all cohorts in multi-cohort models does not lead to optimal policy choices.

The contribution of this paper is to provide a clear counterargument supported by an example to the existing publications on multi-cohort models that advocate reporting aggregate estimates over all cohorts. By providing an alternative perspective, this paper adds balance to the literature regarding the appropriate model structure for the simulation of interventions with multiple concurrent recipient cohorts.

Benefit to Decision Makers

By providing a counterargument to the view that cost-effectiveness estimates should be aggregated across cohorts Paper 4 provides decision makers with an alternative perspective from which to appraise the appropriateness of model structures in the CEAs presented to them. It also provides decision makers with a clear articulation of the potential problems of aggregation, which should encourage them to critically reflect on what model structure is most appropriate to the given policy question when commissioning a CEA.

CEA methods guidance statements such as those issued by NICE and the International Society for Pharmacoeconomic and Outcomes Research (ISPOR) and the Society of Medical Decision Making (SMDM) do acknowledge the principle of subgroup analysis, suggesting that separate cost-effectiveness estimates be reported for separate subgroups. However, they do not reflect on how the principle of subgroup analysis applies to model structure. While such methods guidance documents cannot plausibly provide an exhaustive description of every detail of appropriate model structure, they can reference to the relevant literature. Paper 4 provides a useful supporting description of the issue of aggregation that could be cited in any such methods guidance.
Framing the Model
The fundamental point behind Paper 4 is that the presumption should not be to frame a CEA around an intervention, but rather consideration should be given to whether the CEA should be framed around the intervention’s recipients. This is relevant wherever the intervention can be implemented differently in different potential recipient groups and where cost-effectiveness may vary between such recipient groups. The analysis showed how such a reframing from the intervention to the intervention’s recipients would change what cost-effectiveness estimates are reported and what are the implied reimbursement decisions.

Caveats and Limitations
Paper 4 notes how the ICERs and ACERs of the adoption of a HPV based test vary between cohorts in a multi-cohort model. These cost-effectiveness ratios are widely relied upon in CEA as the primary measures of cost-effectiveness, which is why Paper 4 employed them as the primary metric of cost-effectiveness. However, they are not useful for assessing how inefficient it would be to impose a common strategy over all cohorts. More insight could be offered by assessing the costs in terms of net benefit of aggregating cost-effectiveness estimates over cohorts, using the same framework as employed in Paper 3. An assessment of the loss of net benefit of imposing a common strategy over all cohorts could find that the loss of efficiency would only be modest.

The example used in Paper 4 could be perceived as somewhat contrived, as it includes cohorts that have received HPV vaccination. The anticipated reduction in disease prevalence in the vaccinated cohorts results in pronounced differences in cost-effectiveness between the aggregate and the per cohort estimates for those cohorts. In the unvaccinated cohorts the ICERs only vary with screening history and the differences are much smaller. In other screening examples without a radical change in anticipated disease prevalence such as that following HPV vaccination, the differences in ICERs between cohorts might also only be modest.

A limitation of the analysis presented in Paper 4 is that it only compares two screening tests without considering alternative screening intervals and start and stop ages. A more complete analysis would consider alternative schedules, such as that
by van Rosmalen et al. [4]. However, the current analysis is sufficient for the purposes of illustrating the potential problems of aggregating estimates over cohorts.

**Further Research**

One particular application of the idea of considering cohort-specific models to identify optimal screening would be to consider stopping ages for cervical cancer screening. The use of single cohort models in many cervical screening models to date means the optimal screening stop age is identified for simulated women with a prior screening history. However, the optimal screening stop age for women without a screening history may be older. Given that individuals' health-seeking behaviour may change over time, it would be useful to identify the optimal screening ages for older cohorts without prior screening histories.

**Paper 5: Adjusting the Optimal Screening Interval for Disease Incidence**

**Aims & Contribution**

Mathematical models of cost-effectiveness have the benefit that they may be solved to determine the relationship between parameters and outcome variables. However, mathematical models are now less common in the literature, as more analysts adopt simulation models instead. One consequence of the switch to simulation models is that attempts to illustrate the relationship between disease incidence and the optimal screening interval explored in earlier mathematical models have not been pursued in the recent literature. This left an obvious gap in the literature for studies considering this relationship with the benefit of modern modelling techniques.

Paper 5 revisits the mathematical approach and the incidence-optimal interval relationship considered previously by Kirch and Klein. The aim is to provide a simple model for identifying the change in the optimal screening interval for a given risk-subgroup relative to the optimal screening interval for the average risk group.

Paper 5 contributes to the literature by presenting a more detailed model than that of Kirch and Klein that also has the benefit of a validation against a modern
microsimulation model, which has previously been used to determine optimal screening intervals. As such, Paper 5 combines theoretical insights from simpler earlier models with validation against more sophisticated recent modelling approaches.

**Benefit to Decision Makers**

The development of simulation models for the assessment of screening strategies requires experienced modellers and a considerable amount of data. Therefore, it may be common for such modelling efforts to be made for the majority average risk group alone, leaving decision makers without a guide to optimal policy for specific risk subgroups. As a result, the recommendations for the average risk group may not adequately correspond to the optimal screening strategies for those of high disease risk.

The model presented in Paper 5 describes the relationship between cancer incidence and the optimal screening interval. A new model does not then need to be specified and run for each subgroup separately, but the risk-specific optimal interval can be found from the described relationship. As such, the model in Paper 5 provides decision makers with a relatively easy to implement tool for adjusting screening intervals for high risk groups. This may be of particular benefit to decision makers without ready access to a full microsimulation model of modelling expertise. This incidence-interval relationship can also be used to identify how the optimal grouping of risk subgroups, given the range of possible screening intensities.

**Reframing the Analysis**

The mathematical model demonstrated in Paper 5 shows how the question of optimal screening can be reframed from the conventional question of investigating what the optimal screening strategy is for a given group, to a broader, more abstract consideration of how optimal screening varies between subgroups. The ultimate goal of achieving the optimal strategy for each subgroup remains the same, but by changing the mode of analysis and using the simplified mathematical model we can arrive at answers faster and more efficiently than we might have otherwise.
Caveats and Limitations

The mathematical model employs a number of simplifying assumptions. Much of the relevant detail about costs and effects is sacrificed in order to achieve a simple, mathematically tractable model that still provides an adequate description of the change in the optimal interval with disease incidence. The validation exercise finds the model does not predict the same absolute size of optimal screening interval as the full microsimulation model, but does however provide a good fit for the relative change in the optimal screening interval with an increase in disease incidence from the average risk rate, although the fit is less satisfactory at incidence rates below average risk.

A limitation of the mathematical model is that it is highly abstracted and does not consider alternative screening start and stop ages, only varying intervals. It cannot be used to specify risk-specific screening age ranges.

A limitation of the model and the validation exercise is that while disease incidence is assumed to increase, the rate of disease progression is assumed constant in both the mathematical and microsimulation models. This assumption of constant disease progression may not be justified in all cases, as some high risk groups may be subject to faster disease progression.

It should be noted that there are two principal differences between the mathematical model and the MISCAN microsimulation model employed in Paper 5. The first is that the mathematical model employs mathematical methods rather than simulation and the second is that it is a highly simplified model that ignores much of the detail captured in the microsimulation model. Therefore, it should be recognised that much of the benefit of the mathematical model could be realised by employing a similarly simplified microsimulation model.

Employing a simplified microsimulation model rather than a simplified mathematical model may be more suitable, given that the main variables of screening costs and disease incidence may largely capture the relationship between the change in incidence and the optimal interval. Furthermore, the application of such a simplified mathematical model may be considerably more accessible than the
mathematics employed in the model in Paper 5. However, it should equally be noted that such simplified microsimulation model would not have the benefit of offering an analytic solution to the incidence-optimal interval relationship that is particular to the mathematical model.

**Further Research**

A useful extension of the model in Paper 5 would be to validate it in another disease case. A convenient application would be to again validate the model against the MISCAN microsimulation model, this time in the case of cervical screening. The model used in Paper 6 showing the optimal screening intervals in vaccinated and unvaccinated women could be used to provide an example of low and high risk women.

**Paper 6: The Relevance of Alternative Screening Strategies to CEAs of HPV Vaccination**

**Aims & Contribution**

To date there has been no study explicitly examining the implications of including alternative cervical screening strategies when assessing the cost-effectiveness of HPV vaccination. Paper 6 addresses that gap by surveying the literature to describe the approaches taken in published CEAs and by providing a quantitative assessment of the consequences of failing to consider alternative screening strategies using an applied example.

Paper 6 contributes to the literature by showing that alternatives screening strategies are relevant comparators when assessing the cost-effectiveness of HPV vaccination. While this is of use to modellers and decision makers in the specific field of cervical cancer prevention as they consider further enhancements to screening strategies and possible new polyvalent vaccines in the future, the example also provides a useful illustration of the principle of how the cost-effectiveness of one intervention may be contingent on the cost-effectiveness of another complementary intervention.

The principle that all relevant comparators be compared is well recognised in CEA and this is reflected in methods guidance documents. So the relevance of Paper 6 is
not with regard to the principle of including all relevant comparators, but rather that so many published CEAs failed to adhere to this well established principle when assessing the cost-effectiveness of HPV vaccination.

**Benefit to Decision Makers**

Paper 6 is not likely to be useful to decision makers considering HPV vaccination, as most countries have now adopted the intervention. However, the example provided by Paper 6 is a useful illustration that there may be no ICER of a given intervention in the conventional sense used in cost-effectiveness analysis, but rather a level of the cost-effectiveness threshold at which the intervention becomes cost-effective. This issue will primarily be of interest to those working the field of cost-effectiveness analysis theory rather than to applied decision makers. It is relevant to CEA analysts, who need to reflect on what cost-effectiveness evidence they present to decision makers.

**Reframing the Question**

Paper 6 offers a simple example of how easy it can be to unintentionally frame a policy question in a restrictive way that neglects to consider relevant policy alternatives. It is clear that considering the addition of HPV vaccination to current cervical screening services may seem an appropriate policy choice. However, it is only when the analysis is reframed to the broader perspective of what is the optimal combination of screening intensities and vaccination does it become clear that changing the screening intensity is a relevant consideration when appraising the cost-effectiveness of vaccination.

**Caveats and Limitations**

Like Paper 1, Paper 6 has the limitation that the model used is static, and so cannot simulate the indirect effects of vaccination. While the model could thus be interpreted as a conservative estimate of the vaccine’s effectiveness, the model also includes a number of assumptions favourable to vaccination including lifelong protection, the absence of side-effects and no reduction in screening adherence [5], which may attenuate any underestimation of vaccine effectiveness.
While the model indicates a non-trivial difference in ICERs between the analyses without and with alternative screening strategies, inspection of the cost-effectiveness plane in Paper 6 indicates that the loss of net benefit (at a threshold at which vaccination would be cost-effective) of failing to consider alternative screening strategies is relatively modest compared to the total anticipated net benefit.

A further caveat is that the observed discrepancy between the ICERs when alternative screening strategies are and are not included depends on the current screening intensity. The Netherlands has a low screening intensity relative to most developed countries. The discrepancy between ICERs is likely to be less or possibly even reversed if the current screening intensity were higher.

Finally, the analysis in Paper 6 does not consider uncertainty. While it would be desirable to include a PSA, this is precluded by the technical limitation that the MISCAN microsimulation model is not currently configured for conducting a PSA due to the computational burden. The modest difference in net benefit resulting from the inclusion of alternative screening strategies may be small relative to uncertainty around the cost-effectiveness frontier. However, for the reasons described in the paper, the presence of uncertainty is not a reason to disregard the relevance of alternative strategies.

**Further Research**

The analysis presented in Paper 6 is a reflection on modelling methods used in the previous appraisals of HPV vaccination. The principle of the relevance of alternative screening strategies will again be pertinent with the likely development of improved HPV vaccines with protection against more HPV types. CEA comparisons of such polyvalent vaccines to current multivalent vaccines would also have to give consideration to alternative screening strategies. However, such further research would have to include cost-effectiveness estimates of new screening techniques such as HPV based screening, rather than just the conventional cytology considered in Paper 6.
Reframing and the Process of Methods Development

This thesis considers how CEA models can be reframed to better correspond to the policy questions they are to inform. The preceding section summarised the specific studies in the thesis. It reviewed examples in which aspects of modelling imply a divergence between models and the appropriate policy questions and also how these models can be reframed to eliminate this divergence. This section considers the issue of reframing in the broader context of CEA methods development, including the efforts currently being made to improve CEA methods and how they relate to the need for reframing addressed in this thesis.

The process of methods development has always been central to the field of CEA. This is evidenced by the numerous textbooks, methodological articles and methods guidelines published in the CEA literature. The methods guidance documents include consensus statements from expert panels drawn from the professional societies within the discipline, such as the recent guidelines jointly published by ISPOR and SMDM [6]. Statutory CEA authorities also publish methods guidelines, such as those produced by NICE in England and Wales, the Canadian Agency for Drugs and Technology in Health and the Health Information and Quality Authority in Ireland [7-10].

The need for appropriate framing has been recognised in the past and remains of interest to those currently writing on cost-effectiveness methods, as evidenced by Torrance et al. cited in the introduction to the thesis and more recent publications on the topic [11, 12]. However, much of the current efforts in methods development are directed at other topics, such as improving modelling techniques with the use of discrete event simulation instead of state transition modelling [13], better representations of uncertainty in CEA [14] and improvements to quality of life measures [15]. By contrast, the research undertaken as part of this thesis found the literature on aspects of model fit to policy questions to be limited. For example, there were only two existing papers that directly considered the arguments for multi-cohort modelling in the case of screening interventions and there was no pre-existing work on the question of implementation horizons. With relatively little research being undertaken on the adequacy of model fit, it is perhaps unsurprising that there remains scope for improvement in the framing of CEA.
In addition to the lack of literature dedicated to considerations of model fit there is a second aspect to the process of methods development relevant to the question of model framing. In some cases the adoption of novel methods will lead to unanticipated and unintended consequences for model fit to policy choices. Consequently, there will be an ongoing need to consider the implications of such methodological innovations for model framing.

This thesis contains two relevant examples of methodological innovations that have entered practice which have implications for model framing. The case of differential discounting in multi-cohort models neatly exemplifies the adoption of a new method that resulted in unanticipated consequences: the problem of comparability described in Paper 1. Although not considered in one of the central papers of this thesis, a similar example of a novel method that had unanticipated consequences for the usefulness of CEA results for decision makers is described in two posters in the Appendix. Namely that cost-effectiveness acceptability curves (CEACs) are not suitable measures of uncertainty in the case of interventions in which there are many possible alternative strategies.

Although the question of appropriate framing does not appear to be a priority in current methods research and the adoption of novel methods itself continues to pose challenges for the appropriate framing of CEAs, the process of methods development should not be seen in tension with adequate model framing. Adequate model framing is just one part of good modelling practice. The discipline of CEA remains committed to such good practice, through the process of guideline revision mentioned above, which is complemented by the process of peer-review academic publication. Accordingly, the field of CEA should, in principle, be receptive to research regarding model framing. That relatively little has been published on framing probably simply reflects inattention to this aspect of modelling by researchers in the field to date.
Conclusion

The contribution of this thesis is an examination of how models can diverge from policy questions in ways that are relatively simple but not always obvious. It shows how such divergence can arise from the application of novel methods without their consequences being fully understood, or simply through the application of existing methods without sufficient consideration for the appropriate policy questions. The thesis uses a number of applied examples to show how CEA models can be reframed to better correspond to policy choices.

While the specific examples of beneficial reframing considered in this thesis are useful in themselves, a broader import of the thesis as a whole is the demonstration of the need for critical reflection within CEA with respect to model framing. This process of critical reflection should include a consideration of what exactly is decision problem at hand, whether this is adequately reflected by the model and are there any assumptions implicit in the model that compromise its fit to the policy question. Any failure to ask these questions may lead to an inadequately framed model, which in turn may lead to misguided policies, wasted resources and suboptimal health outcomes. Hopefully the work contained in this thesis will, in a small way, help avoid such outcomes.
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APPENDIX OF OTHER WORK

Overview
This appendix contains work other than the six papers included in the body of the thesis. The purpose of its inclusion is to provide evidence of other work undertaken during the course of the thesis. This additional material includes a brief comment piece forthcoming in Value in Health regarding NICE’s recent decision to adopt differential discounting in selected circumstances; a co-authored paper with colleagues from Erasmus University on a continuous time alternative to conventional discrete time Markov modelling with an application to a Markov model of Hepatitis B control, recently accepted for publication in Medical Decision Making; two letters regarding aspects of methods within CEA; and, seven posters presented during the course of the research for this thesis, including two considering cost-effectiveness acceptability curves as a measure of uncertainty in CEA.
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Forthcoming in Value in Health
The National Institute for Health and Clinical Excellence (NICE) recently recommended differential discounting of costs and health effects in the economic appraisal of healthcare interventions in certain circumstances. The recommendation was published in an amendment to the guide to the methods of technology appraisal. It states that differential discounting should be applied where “treatment effects are both substantial in restoring health and sustained over a very long period (normally at least 30 years)”. Renewed interest in differential discounting from NICE is welcome; however, the recommendation’s selective application of differential discounting raises a number of concerns. The stated criteria for applying differential discounting are ambiguous. The rationale for selective application of differential discounting has not been articulated by NICE and is questionable. The selective application of differential discounting leads to several inconsistencies, the most concerning of which is the lower valuation of health gains for those with less than 30 years remaining life expectancy, which can be interpreted as age discrimination. Furthermore, the discount rates chosen by NICE do not appear to be informed by recent advances in the understanding of differential discounting. Finally, NICE’s apparent motivation for recommending differential discounting was to ensure a favourable cost-effectiveness ratio for a paediatric oncology drug. While flexibility may be appropriate to allow some interventions that exceed conventional cost-effectiveness thresholds to be adopted, the selective adjustment of appraisal methods is problematic and without justification.
Background

In July 2011, NICE published an amendment to their methods guidance for the economic evaluation of health technologies regarding the discounting of costs and health effects \[1\]. Since 2004 NICE has recommended equal discounting of costs and effects at a rate of 3.5% per annum. However, the recent amendment states that costs and health effects should now be differentially discounted at 3.5% and 1.5% per annum respectively in specific cases where “treatment effects are both substantial in restoring health and sustained over a very long period (normally at least 30 years)”. Such differential discounting will generally result in the health technology in question having a more favourable cost-effectiveness estimate than under equal discounting, in turn strengthening the case for its adoption.

NICE’s amendment was made following an appraisal committee’s consideration of mifamurtide, a drug indicated for osteosarcoma, a rare disease which principally afflicts children and young adults. An article published on NICE’s website explained the appraisal committee’s deliberation over the drug’s cost-effectiveness and the decision to apply differential discounting \[2\]. The article notes that, under NICE’s standard 3.5% discount rate, mifamurtide’s incremental cost-effectiveness ratio (ICER) was estimated to be £57,000 per quality-adjusted life year (QALY), considerably higher than NICE’s usual threshold range of £20,000 to £30,000 per QALY. The appraisal committee noted that applying differential discounting at 3.5% & 1.5% for costs and health effects respectively, reduced the estimated ICER to a more favourable £36,000 per QALY. While this ICER remains above the threshold range, it is broadly similar to those of other interventions approved by NICE given special considerations such as disease severity and childhood disease \[3\], and the NICE appraisal committee recommended the adoption of mifamurtide.

In this article, we do not wish to address the merits of recommending mifamurtide. We understand and respect the appraisal committee’s decision. However, the role of NICE’s selective application of differential discounting in the adoption decision and the subsequent amendment to NICE’s methods guidance is concerning and deserves comment.
We describe how NICE’s decision to recommend the selective use of differential discounting raises a number of methodological difficulties and inconsistencies potentially undermine the scientific rigour of NICE’s economic evaluation process. The language of NICE’s amendment is ambiguous, raising further difficulties of interpretation. These ambiguities, difficulties, and inconsistencies are summarised below.

**Sensitivity analysis or reference case?**

The first ambiguity is whether the differential rates of 3.5% & 1.5% are the “reference case” rates for the special cases according to the given criteria or if they are required only as part of a sensitivity analysis. The amendment notes that the exiting NICE guidance recommends conducting a sensitivity analysis with rates between 0% & 6%, including differential discounting. The amendment states that if a sensitivity analysis is undertaken, then rates of 3.5% & 1.5% should be applied rather than the standard reference case rates of 3.5% equal discounting. The juxtaposition with the standard rate of 3.5% strongly implies the 3.5% & 1.5% rates are the reference case rates for the special cases. Furthermore, the NICE commentary on the use of differential discounting in the appraisal of mifamurtide also supports this interpretation. However, the reference to sensitivity analysis makes it unclear if this interpretation is correct.

**Eligibility for differential discounting**

A further ambiguity relates to which cases are eligible for differential discounting. The guidance recommends differential discounting where health gains are sustained. What is meant by sustained is not clear. It could preclude interventions that yield a long-term health gain, but only with the maintained course of an intervention rather than once-off treatment, such as HIV anti-retroviral therapy. The amendment also states that the intervention must be substantial in restoring health. Presumably the restorative criterion is intended to preclude preventative interventions. However, it is unclear if this requires patients to have first suffered a health decrement before the intervention alleviates this burden, or whether it is sufficient for the intervention to halt disease progression from a healthy state to lower health state. The former would seem a strict interpretation of restoring health, while the latter would seem to apply to mifamurtide. Finally, it is also unclear how great the health effects need be.
to qualify as substantial. For example, there could be differences of interpretation of substantial regarding relative or absolute improvements in health and whether gains need be substantial at the individual or population level.

**Inconsistencies resulting from the eligibility criteria**

NICE’s recommendation that differential discounting be selectively applied in some case but not others gives rise to apparent inconsistencies, whereby interventions of similar characteristics are subject to different discounting assumptions, potentially leading to large differences in cost-effectiveness. Four apparent inconsistencies are as follows:

1. If we assume the restorative criterion precludes preventative care, then we can consider two strategies to control the same disease, one preventative and one curative, such as vaccination against the Human Papillomavirus and treatment for cervical cancer. Assuming both interventions satisfy the other criteria, then although they potentially achieve the same outcome their effects will be discounted differently. In this case, vaccination would be disadvantaged relative to treatment in terms of cost-effectiveness.

2. Similarly, if the condition of sustained health gain precludes interventions that require maintained therapy rather than a one-off intervention, then a maintained intervention such as anti-retroviral therapy will be subject to equal discounting, while a drug like mifamurtide enjoys the benefit of differential discounting.

3. Consider two interventions that yield the same aggregate QALY gain, one achieving this by bringing about a small QALY gain per individual in a large patient population, while another achieves a large QALY gain per individual in a small patient population. If the substantial criterion precludes the application of differential discounting in interventions with small health gains per patient, then despite having similar aggregate QALY gains, the two interventions may be subject to different discounting rates.

4. Finally, consider two interventions, the first yielding benefits for 29 years, the second yielding identical benefits for 30 years. Assume both meet the amendment’s other criteria. Despite the fact that both interventions produce the same benefit for 29 of the 30 years, the second will qualify for differential discounting, while the first will not. This means that the initial
29 years of identical benefits will be valued differently by NICE’s new
discounting scheme, simply because the second intervention achieved one
more year of benefits.

**Discrimination on the basis of life expectancy**

The final inconsistency listed above merits particular consideration. The criterion
that health gains must be sustained for 30 years or more creates scope for arbitrary
discrimination solely on the basis of life expectancy. It means an individual with a
remaining life expectancy of 30 years or more could be eligible for differential
discounting, whereas a marginally older individual with less remaining life
expectancy would be subject less favourable equal discounting. Consequently, there
could be a large difference in the intervention’s cost-effectiveness estimates
between these two similar individuals, potentially leaving the younger eligible for
treatment, but not the older. Such arbitrary discrimination against those with shorter
life expectancy is unjustified. Furthermore, since individuals with shorter life
expectancy are often (but not always) older than those with longer life expectancy,
the revised discounting guidance potentially exposes NICE to accusations of
ageism.

NICE has previously been accused of both ageism and discrimination against those
with short life expectancy, most notably by Harris [4]. However, this criticism has
been countered by pointing out that NICE does not value health gains in older
patients or those with short life expectancy any less than equivalent health gains in
other patients [5]. Unfortunately, with NICE’s selective application of differential
discounting this defence may no longer stand in all cases.

**Theoretical issues and the choice of discount rates**

NICE’s amendment is also problematic regarding the discount rates it recommends.
The amendment makes no reference to recent theoretical work on the appropriate
discount rates by Claxton et al. and Paulden and Claxton [10, 11]. Claxton et al.
demonstrate that, in a publicly funded health system subject to a fixed budget
constraint, the differential between the discount rates on costs and effects should
approximate the real annual growth rate of the cost-effectiveness threshold, with
positive threshold growth corresponding to a lower discount rate for effects.
However, NICE’s stated cost-effectiveness threshold range has not changed in nominal terms over recent years, implying a fall in real terms [12]. Consequently, it is difficult to see how the 2% differential used by NICE is justified. Furthermore, Paulden and Claxton show that the discount rate on costs should approximate the real rate of return on government bonds. The real rate of return on UK government bonds is currently far below the 3.5% used by NICE and has been for some time. Consequently, there is a notable irony that if NICE had set the discount rates for costs and effects equal to each other at current real government bond yields then mifamurtide might have been found to be cost-effective and there would have been no need to adopt theoretically unjustified differential discounting.

Absence of rationale & NICE’s Citizen’s Council deliberation of differential discounting

An overarching problem with the amendment is the lack of rationale for the selective application of differential discounting. The amendment gives no justification for eligibility criteria it sets and there is no obvious reason why they should apply. While NICE give no rationale for selective differential discounting some insight is offered by a recent consultation of NICE’s Citizen Council of lay people. In November 2011 NICE asked its Citizen’s Council to consider the issue of discounting. A final report of this consultation was published in August 2012 [6].

As part of the consultation, NICE asked the council to consider differential discounting in the context of a hypothetical example of a highly effective (curative in most cases), but very costly orphan drug used to control a childhood disease that is usually fatal if unchecked. The ICER of the drug under 3.5% equal discounting was given as £57,000/QALY and £24,000/QALY under differential discounting at 3.5% & 1.5%. This example clearly and apparently deliberately resembles mifamurtide. The Citizen’s Council expressed concern regarding the implications of discounting at a common rate of 3.5% per annum and a majority of the council said they would adopt the hypothetical drug. The council agreed that differential discounting should be applied in cases of highly effective or curative interventions, interventions with health effects over a long period of time and (less unanimously) interventions for children.
Despite the Citizen’s Council apparent approval of differential discounting in the mifamurtide-like example, it is doubtful if this lends credibility to NICE’s selective application of differential discounting. The example presented to the Citizen’s Council conflates discounting with the issues of curative care, childhood disease and disease severity and rarity. Empirical evidence indicates that people have a stronger preference for health gains in children over adults, for health gains in those with severe illnesses over less serious conditions and for treatment over prevention [7, 8]. While there is no empirical evidence of individuals having stronger preferences for treating rare diseases, there is an apparent degree of policy support for treating rare diseases preferentially, as evidenced by financial incentives for research on such conditions in the US and EU [9]. Consequently, the Citizen’s Council approval of differential discounting in the mifamurtide-like example may simply be an expression of a greater willingness to adopt such an intervention, rather than an endorsement of selective differential discounting per se.

Moving forwards
While NICE’s selective adoption of differential discounting is an easy target for criticism, we do have sympathy with those deciding whether or not to approve mifamurtide. Rejecting mifamurtide would likely prompt strong criticism of NICE by the popular press. Faced with public pressure and an apparent societal preference to prioritise curative care for severe, rare diseases in children a degree of flexibility was not unwise. However, we feel such flexibility should be exercised in a transparent and scientifically rigorous manner. If NICE wishes to incorporate concern for particular patients or diseases into its cost-effectiveness analyses, then this should be done so explicitly through means such as a higher threshold or QALY weights in clearly defined eligible cases. This approach already has precedence with NICE’s consideration of “end of life care” and in other decisions where interventions with ICERS over the threshold range have been adopted for explicit reasons [3, 13].

In summary, NICE’s recently revised discounting guidance gives rise to numerous ambiguities, difficulties, and inconsistencies, which have the potential to undermine the scientific rigour of NICE’s economic evaluation process. In particular, NICE’s amendment creates scope for arbitrary discrimination on the basis of life
expectancy. Flexibility in decision making will always be necessary; however, the decision to achieve this flexibility in the case of mifamurtide by selectively applying differential discounting has created scope for confusion and inconsistency, with potentially unforeseen consequences. Furthermore, the discount rates chosen are not supported by our current understanding of differential discounting. We hope that NICE will consider these issues and refer to the body of theoretical research on discounting when revising their discounting methodology in the future.
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ABSTRACT

**Background:** Markov models are a simple and powerful tool for analyzing the health and economic effects of healthcare interventions. These models are usually evaluated in discrete time using cohort analysis. The use of discrete time assumes that changes in health states occur only at the end of a cycle. This assumption can yield biased cost-effectiveness estimates for Markov models with long cycle periods and if no half-cycle correction is made.

**Objective:** To evaluate Markov models in continuous time without using discrete-event simulation.

**Methods:** We use results from stochastic process theory and control theory to obtain a mathematical solution for the expected time spent in each state in a continuous-time Markov model (CTMM). We then show how this solution can account for age-dependent transition rates, discounting of costs and health effects, and transition rates that depend on the time spent in a state. To illustrate these methods, we evaluate a discrete-time Markov model (DTMM) of the cost-effectiveness of antiviral therapies for chronic hepatitis B using different cycle lengths, and by converting it into a CTMM.

**Results:** The cost-effectiveness results show pronounced differences between a DTMM with an annual cycle and the CTMM (e.g. incremental cost-effectiveness ratios of 4,000 instead of 4,800 euros per quality-adjusted lifeyear). The differences between the CTMM and DTMMs with cycle lengths of 1 month and 0.001 years are small and negligible, respectively. The CTMM required approximately 3 times more computation time than a DTMM with an annual cycle, but less computation time than DTMMs with a monthly cycle or a cycle of 0.001 years.

**Conclusion:** Evaluating Markov models in continuous time is a feasible alternative to cohort analysis and can offer several theoretical and practical advantages.
INTRODUCTION

Markov models are a simple and powerful tool for analyzing the health and economic effects of healthcare interventions [1-3]. In their seminal paper, Beck and Pauker [1] identified three methods to evaluate Markov models: a) cohort analysis, b) Monte Carlo simulation or microsimulation, and c) a fundamental matrix solution. Cohort analysis is a relatively simple technique that can often be done with a spreadsheet program [4]. Microsimulation is a flexible and increasingly popular alternative to cohort analysis, as this method can account for a patient's history of prior events and can also be applied to disease processes that are too complex to evaluate using Markov models [5]. Finally, the fundamental matrix solution uses matrix algebra to obtain a quick and exact solution for the time spent in each state in Markov chain models.

Markov models can be evaluated in either discrete time or continuous time. In discrete-time Markov models (DTMMs), the time period over which an intervention's effects are assessed is divided into (usually) fixed time intervals or cycles. Patients can only undergo a state transition at the end of a cycle period, subject to the specified transition probabilities. In a continuous-time Markov model (CTMM), transitions can occur at any point in time. A CTMM can be seen as a DTMM with an infinitesimally short cycle. DTMMs are far more common than CTMMs in the cost-effectiveness analysis (CEA) of healthcare interventions [6].

DTMMs use discrete time to approximate a continuous-time disease process. In reality, changes in health states do not occur only at the end of an artificially specified cycle period. By summing state membership at the beginning or the end of each cycle, DTMMs lead to over- and underestimation of the time spent in each state, respectively. These biases can be made considerably smaller by employing the half-cycle correction (i.e. adding a half-cycle's worth of incremental utility to the cumulative total for each health state [7]) or averaging state membership at the beginning and the end of the cycle [8]. Alternatively, these biases can be attenuated by using short cycle lengths [9, 10]. However, these methods yield only approximate solutions and have the other disadvantages that short cycles lead to
long computation times and that the half-cycle correction is incompatible with discounting [8]. A real solution to the problem that state membership is not known between cycles would be to use CTMMs instead of DTMMs, as they provide exact results for the time spent in a state.

In addition to the discrete or continuous time distinction, models can also be categorized as deterministic (i.e. models that can be evaluated analytically) or stochastic (i.e. models that are simulation-based) [11]. Cohort analysis of DTMMs and Beck & Pauker's fundamental matrix solution are deterministic, whereas microsimulation models are stochastic. Deterministic models yield exact solutions, whereas stochastic models suffer from first-order simulation error.

This paper describes a continuous-time approach to Markov models in combination with a deterministic solution. Deterministic CTMMs avoid the problems of DTMMs and benefit from the advantages over simulation-based approaches. Methods to evaluate CTMMs as deterministic models are not known in the medical decision making literature. Rather, CTMMs have usually been analyzed as stochastic models, using discrete-event simulation (DES) [12]. However, DES models require much more time to develop and evaluate than Markov models, and DES typically requires dedicated DES software [13].

The purpose of this paper is to present methods to evaluate CTMMs in a deterministic way (i.e. without using DES) and to show how CTMMs can be used as an alternative to DTMMs. These methods for evaluating CTMMs are based on mathematical results from stochastic process theory and control theory. The mathematical approach used in this paper is not novel; our contribution is to show how this approach can be applied to Markov models used in CEA. An outline of this paper is as follows. First, an overview of the differences and similarities between CTMMs and DTMMs is presented. It is then shown how CTMMs can be evaluated using a deterministic solution, and how this solution can account for age-dependent transition rates and for discounting of costs and health effects. Furthermore, it is shown how tunnel states, which are often used in DTMMs [2], can be extended to CTMMs, to model transition probabilities that depend on the time spent in a state. An example of a Markov model of antiviral therapies for Hepatitis B is used to
illustrate CTMMs. Finally, the practical applicability of CTMMs in medical decision making is discussed and compared with other modeling approaches. A proof of the deterministic solution for CTMMs and programming code to apply this solution are given in the appendices.

**Continuous-Time versus Discrete-Time Markov Models**

**Previous Literature on Continuous-Time Modeling**
Markov models used in CEAs of healthcare interventions are almost always based on a discrete-time approach, with few exceptions [14]. However, several other techniques for medical decision analysis assume that disease progression occurs in continuous time. For example, Hazen [15] proposed continuous-time decision trees. In addition, DES models often assume a set of mutually exclusive health states and disease progression in continuous time [5, 16]. If the sojourn time distributions also do not depend on which states were visited previously, these DES models can be seen as continuous-time Markov (if all sojourn time distributions are exponential) or semi-Markov (if some sojourn time distributions are not exponential) models.

Markov models have frequently been analyzed in continuous time for the purpose of data analysis (e.g. to obtain insight into the natural history of a disease). Welton and Ades [17] proposed a Bayesian approach to estimate the transition rates in CTMMs. Furthermore, multistage models for cancer [18] and hidden Markov models [19, 20] can also be seen as Markov models. These models are typically not applied in CEA, although some of these approaches could conceivably also be used for decision analysis.

**Differences and Similarities between DTMMs and CTMMs**
The main characteristic (and often the main limitation) of Markov models is the Markov assumption. This assumption states that the process is 'memoryless', so that the transition probabilities do not depend on which states were visited previously or the number of cycles spent in the current state. In DTMMs, the sojourn time (i.e. the time spent in a state before first leaving the state) follows a geometric distribution, with a mean duration of $1/p$ cycles, where $p$ is the per-cycle transition probability. In CTMMs, the Markov assumption results in an exponential distribution for the
sojourn time, with a mean duration of $1/r$, where $r$ is the transition rate out of the current state. Figure 1 shows the cumulative distribution function of an exponential distribution with $r = 0.5$ and a geometric distribution with $p = 1 - \exp(-0.5)$, both with and without half-cycle correction. This figure shows that a CTMM (with an exponential distribution) yields a lower expected time spent in the state than a DTMM without half-cycle correction (with a geometric distribution). This bias in the expected time spent in a state is considerably reduced by applying a half-cycle correction (see Figure 1). Alternatively, this bias can be reduced by choosing a shorter cycle period in the DTMM, which leads to a lower probability of transition during a cycle, resulting in smaller differences between the geometric and exponential distributions.

Figure 1: Cumulative probability of having left the current state for a DTMM without half-cycle correction (dashed line), a DTMM with a half-cycle correction (dotted line), and a CTMM (solid line), as a function of the time spent in the state.
DTMMs are specified using per-cycle transition probabilities, whereas CTMMMs are specified using transition rates. The transition rates describe the relative speed with which patients move from one state to another. A transition rate from state \( i \) to state \( j \), with \( i \neq j \), can be described mathematically as the limit

\[
q_{ij} = \lim_{t \to 0} \frac{p_{ij}^{(t)}}{t},
\]

where \( q_{ij} \) is the transition rate from state \( i \) to state \( j \), \( p_{ij}^{(t)} \) is the transition probability from state \( i \) to state \( j \), and \( t \) is the cycle period. In general, a transition probability can be transformed into a transition rate according to

\[
q_{ij} \approx -\frac{\ln(1 - p_{ij}^{(t)})}{t},
\]

see Sonnenberg and Beck [2]; however, this approximation is accurate only if \( p_{ij}^{(t)} \) is small. Miller and Homan [21] provide further discussion of the differences between transition rates and transition probabilities.

While in general the results of DTMMMs converge to those of CTMMMs as the cycle length is reduced, not every DTMM has a continuous-time analogue. For example, a DTMM with positive per-cycle transition probabilities from state A to B and from state B to C, but with a zero transition probability between states A and C, cannot be represented as a CTMM. The reason being is that in a CTMM with positive transition rates from state A to B and from state B to C, there is always a positive probability that a patient undergoes both transitions (from states A to B to C) during any positive time interval. Thus, for some Markov models, the Markov assumption no longer holds with shorter cycle lengths or in continuous time. Whether a DTMM can be represented using an underlying CTMM is known as the embeddability problem [22, 23].

The cycle length in DTMMMs should be chosen with care. Sonnenberg and Beck [2] argued that the cycle period should be set to a ‘clinically meaningful time interval’. However, this criterion seems somewhat ambiguous, and in practice, the cycle period is usually set to a period of 1, 6, or 12 months. The cycle period should not be too long, as the assumption that transitions occur only at the end of a cycle.
period can lead to a bias in the estimated amount of time spent in a state and to a bias in the estimated cost-effectiveness ratios. A very short cycle period will avoid these biases, but may be computationally intensive.

DTMMs can offer some flexibility for modeling disease processes that do not satisfy the Markov assumption. For example, DTMMs can include temporary states (i.e. states from which the patient leaves during a cycle with probability 1) to model health states that have a fixed duration [2], which is not possible in CTMMs. DTMMs can also include tunnel states, i.e. a number of temporary states such that each state has a transition only to the next state [2]. The use of temporary states and tunnel states enables a modeler to account for transition probabilities that depend on the time spent in a health state, but can also lead to a proliferation of the number of states. In the next section, we show how tunnel states and similar approaches can be used in CTMMs.

One remaining obstacle for the use of CTMMs is that easy-to-use solution strategies (i.e. techniques for determining the expected amount of time spent in each state) have not been presented in the medical decision making literature. In the next section, we show how the required results can be calculated mathematically without using DES.
Mathematical Results for CTMMs

Consider an example of a simple discrete-time Markov chain model of a hypothetical disease with 3 health states (‘well’, ‘ill’, and ‘dead’). The annual transition probabilities can be gathered in a matrix \( P \), where element \( p_{ij} \) denotes the transition probability from state \( i \) to state \( j \). The matrix \( P \) for an assumed set of transition probabilities is given by

\[
\begin{pmatrix}
\text{well} & \text{ill} & \text{dead} \\
\text{well} & 0.93 & 0.05 & 0.02 \\
\text{ill} & 0.3 & 0.5 & 0.2 \\
\text{dead} & 0 & 0 & 1 \\
\end{pmatrix}
\]

The matrix of transition probabilities \( P \) can be used to compute the matrix of transition rates \( Q \). For each pair of distinct states, the transition probabilities can be converted into transition rates (e.g. using equation 1), which yields the off-diagonal elements of \( Q \). The diagonal elements of \( Q \) must contain the transition rates out of each state; these diagonal elements are calculated as \( q_{ii} = -\sum_{j \neq i} q_{ij} \), so that each row of \( Q \) has sum 0. For example, the matrix \( Q \) corresponding to the probabilities assumed above, with the off-diagonal elements calculated using equation 1, is

\[
\begin{pmatrix}
\text{well} & \text{ill} & \text{dead} \\
\text{well} & -0.071 & 0.051 & 0.020 \\
\text{ill} & 0.357 & -0.580 & 0.223 \\
\text{dead} & 0.000 & 0.000 & 0.000 \\
\end{pmatrix}
\]

The mean sojourn time of state \( i \) is given by \(-1/q_{ii}\), and the probability that a patient in state \( i \) first moves to state \( j \) is \(-q_{ij}/q_{ii}\). The matrix of transition rates \( Q \) can thus be obtained using the mean duration of each state and, for each state, the relative probability distribution of the subsequent state.

In CEAs, the required results (e.g. expected discounted costs, health effects, and cost-effectiveness ratios) are typically derived from the expected distribution of the

---

1 Please note that this univariate conversion of probabilities into rates does not account for the possibility of multiple transitions during a year, so that it can produce small changes in the implied annual transition probabilities and incorrect results in some applications.
patients over the states and the expected discounted time spent in a state. The calculation of the expected discounted time spent in each state is needed to determine the quality-adjusted life years (QALYs) gained or lost by an intervention.

Stochastic process theory [24] can be used to obtain the results mentioned above for CTMMs. We first consider the case of a continuous-time Markov chain model, in which the transition rates do not depend on age. Let \( \pi_{i,t} \) be the probability that a patient is in state \( i \) at time \( t \), let \( K \) be the number of Markov states, and let

\[
\pi_t = (\pi_{1,t}, \pi_{2,t}, \ldots, \pi_{K,t})
\]

be a row vector with the probability distribution of the Markov chain at time \( t \). The state probability distribution \( \pi_t \) must satisfy the Kolmogorov forward equations [24], which are given by

\[
\frac{\partial \pi_t}{\partial t} = \pi_t Q.
\]

The solution to these differential equations yields the state distribution of the Markov process at time \( t \), and is given by

\[
\pi_t = \pi_0 \exp(tQ) = \pi_0 \left( \sum_{i=0}^{\infty} \frac{t^i Q^i}{i!} \right),
\]

where \( \exp(x) \) denotes the matrix exponential function [24]. The matrix exponential function has been considered notoriously difficult to calculate numerically [25]. Fortunately, functions for numerically calculating the matrix exponential with a sufficient degree of accuracy are currently available in statistical software packages such as R and MATLAB. Closed-form mathematical solutions are sometimes also possible, if the Markov model has just a few states [17].

Based on equation 2, the expected discounted time spent in each state until time \( T \) is given by

\[
\int_{t=0}^{T} e^{-rt} \pi_0 \exp(tQ) dt,
\]

where \( r \) is the continuous-time discount rate and \( e^{-rt} \) is a continuous-time discount factor [14]. The continuous-time discount rate is calculated from an annual discount rate according to \( r = \ln(1 + DR/100) \), where \( DR \) is the annual discount rate.
expressed as a percentage. For example, an annual discount rate of 3% corresponds to a continuous-time discount rate of $r = \ln(1 + 3/100) \approx 0.02956$.

There are several ways to evaluate the integral in equation 3, including numerical integration; however the integral can also be solved analytically, using mathematical results from control theory [26]. The latter approach gives the expected discounted time spent in state $i$ is element $i$ of

$$\int_0^T e^{-rt} \pi_0 \exp(tQ) dt = [I_i \quad 0_{1\times K}] \exp \left( T \begin{bmatrix} 0_{1\times 1} & \pi_0 \\ 0_{K\times 1} & Q - rI_K \end{bmatrix} \right) [0_{1\times K} \quad I_K],$$

where $0_{1\times K}$ and $0_{K\times 1}$ are column and row vectors of zeros with length $K$, and $I_K$ is the $K \times K$ identity matrix. A proof of equation 4 is provided in Appendix 1.

Although equation 4 is a novel result, it is essentially an application of a mathematical result derived by Van Loan [26], and similar approaches have been used previously [27]. The right-hand side of equation 4 can be evaluated numerically using statistical software such as R, and an example in R code is included in Appendix 2.

If the costs and quality-of-life weights of the Markov model do not vary with age, the discounted costs and QALYs can be calculated from the results of equation 4. For example, the discounted number of QALYs can be determined by multiplying the expected discounted time spent in each state with the associated quality-of-life weights and summing the results over all states. The calculation of the discounted number of QALYs can be described mathematically as

$$[I_i \quad 0_{1\times K}] \exp \left( T \begin{bmatrix} 0_{1\times 1} & \pi_0 \\ 0_{K\times 1} & Q - rI_K \end{bmatrix} \right) [0_{1\times K} \quad I_K] u,$$

where $u$ is a column vector of quality-of-life weights. The parameter $T$ denotes the time horizon of the Markov model. If the CTMM has an absorbing state that will eventually contain all patients (e.g. death), setting $T$ to a sufficiently large value (e.g. $T = 120$ years) will ensure that the model is analyzed until all patients have entered the absorbing state.

Although the approach of equation 4 is not the only way to calculate the expected discounted time spent in a state, it is easy to program. For Markov models with
fewer than 300 states (i.e. the number of rows of the matrix of transition rates, including all tunnel states), a numerical evaluation of equation 4 is fast and accurate, with a computation time of less than 1 second. For large Markov models (e.g. with more than 1,000 states), alternative algorithms may be considered, based on numerically solving a system of differential equations, or a technique called uniformization [28, 29]. However, using these more elaborate methods is likely not necessary, as most Markov cost-effectiveness models have considerably fewer than 100 states.

Age-Dependent Transition Rates

The previous equations assumed a Markov chain model, in which the transition rates are constant. In most applications, transition rates are age-dependent, so these equations do not apply. However, the expected discounted time spent in a state can still be computed analytically if the transition rates change only a finite number of times, so that the transition rates are a piecewise-constant function of age. Similarly, the discounted QALYs can be computed analytically if the quality-of-life weights are a piecewise-constant function of age.

Assume that, between ages 0 and $T$, the transition rates and the quality-of-life weights change $J$ times at ages $t_j$, $j = 1, \ldots, J$ and assume that $t_0 = 0$ and that $t_{j+1}$ is infinity. Let $Q_j$ be the matrix of the transition rates between ages $t_j$ and $t_{j+1}$, and let $u_j$ be the column vector of quality-of-life weights between ages $t_j$ and $t_{j+1}$. The expected state distribution at age $T$, with $T \geq t_j$, is

$$\pi_T = \pi_0 \left( \prod_{j=0}^{J-1} \exp \left( (t_{j+1} - t_j)Q_j \right) \right) \exp \left( (T - t_j)Q_j \right),$$

(6)

based on an application of equation 2 for each time period with constant transition rates. The expected discounted time spent in each state between ages 0 and $T$, with $T \geq t_j$, can be computed as
where $\pi^{(j)}$ represents the state distribution at age $t_j$ and is calculated as

$$\pi^{(j)} = \pi^{(j-1)} \exp((t_j - t_{j-1})Q_{j-1}).$$

The discounted number of QALYs can be calculated as

$$\sum_{j=0}^{J-1} \exp(-rt_j)[I_1 \ 0_{1 \times K}] \exp\left((t_{j+1} - t_j)\begin{bmatrix} 0_{1 \times I} & \pi^{(j)}_K \end{bmatrix} \begin{bmatrix} 0_{1 \times K} \\ I_K \end{bmatrix}\right) +$$

$$\exp(-rt_j)[I_1 \ 0_{1 \times K}] \exp\left((T - t_j)\begin{bmatrix} 0_{1 \times I} & \pi^{(j)}_K \end{bmatrix} \begin{bmatrix} 0_{1 \times K} \\ I_K \end{bmatrix}\right),$$

Equations 7 and 8 can be derived by applying equation 4 for each time interval with constant transition rates and discounting all results to age 0. Appendix 2 contains an example of R code that implements equation 7.

In principle, equations 6, 7, and 8 only apply if the transition rates and the quality-of-life weights are piecewise-constant with respect to age. However, any function of age-specific transition rates can be approximated to any desired level of accuracy using piecewise-constant transition rates. In many published CEAs using Markov models, the transition probabilities change only a limited number of times. Thus, in practice, these equations can be applied in any CTMM. A disadvantage of the approach of equations 6, 7, and 8 is that the computation time increases with the number of age ranges used.

### Transition Rates Depending on the Time Spent in a State

For CTMMs, the Markov property ensures that the sojourn time follows an exponential distribution. However, diseases do not always progress according to exponential duration distributions. The strong assumptions underlying the Markov property are thus an important limitation of Markov models. For DTMMs,
Sonnenberg and Beck [2] presented techniques (i.e. temporary states and tunnel states) to account for transition probabilities that depend on the time spent in a health state. A more elaborate approach, using 3-dimensional transition probability matrices, was proposed by Hawkins et al. [30]. Similar approaches can be used for CTMMs.

The general approach considered here is to represent a single health state using multiple states (called tunnel states or embedded states) in the Markov model. By including the possibility of transitions among the Markov states that represent a health state, it is possible to obtain a non-exponential sojourn time distribution for the set of Markov states that represent a health state, and thus to account for transition rates that depend on the time spent in a health state. Three possible strategies for modeling a non-exponential distribution for the sojourn time of a health state are as follows (see Figure 2 for a graphical illustration) [31].

1. Dividing a health state into a set of tunnel states that are all visited in a fixed sequence, with patients leaving the health state only from the last tunnel state (option B in Figure 2). This strategy leads to an Erlang distribution (if all tunnel states have the same transition rate) or a hypoexponential distribution [32] (if the tunnel states have different transition rates) for the time spent in the health state.

2. Dividing a health state into a set of tunnel states that are visited in a fixed sequence, but with a transition possible out of the health state from every tunnel state (option C in Figure 2). This strategy leads to a Coxian distribution [32] for the time spent in the health state.

3. Dividing a health state into a set of embedded states with transitions possible between each pair of health states (option D in Figure 2). This strategy leads to a phase-type distribution [33] for the time spent in the health state.
Figure 2: Representation of 4 types of sojourn time distributions that can be obtained in CTMMs by dividing a health state into multiple Markov states (i.e. tunnel states or embedded states).

A: Exponential distribution

B: Erlang / hypoexponential distribution

C: Coxian distribution

D: Phase-type distribution
Erlang distributions are useful for modeling disease processes with a gradually increasing hazard, such as the progression of preclinical cancer; however Erlang and hypoexponential distributions can approximate only a limited set of sojourn time distributions. Coxian and phase-type probability distributions can approximate any continuous sojourn time distribution (i.e. a continuous nonnegative distribution) with any desired degree of accuracy [34, 35]. Consequently, Coxian and phase-type distributions can be used to model any semi-Markov process as a Markov process. Because the Coxian distribution requires fewer parameters than the phase-type distribution, the Coxian distribution seems the most promising technique for approximating semi-Markov disease processes. Coxian and phase-type distributions have been used in medical applications, e.g. for modeling the length of stay in hospitals [34, 35].

Unfortunately, it is not easy to determine the parameters that provide the best approximation of a given sojourn time distribution using a Coxian or phase-type distribution, though several algorithms have been proposed in the literature [31, 36]. This approach can considerably increase the number of Markov states, especially if a close approximation is required. However, if the shape of a sojourn time distribution is estimated using observational data, a Coxian distribution with just a few tunnel states usually offers sufficient flexibility to account for transition rates that vary with the time spent in the health state.
Example: Cost-effectiveness of antiviral therapies for chronic hepatitis B

We demonstrate the use of CTMMs by creating the continuous-time analogue of an existing DTMM. The model used here is a CEA of antiviral therapies for chronic hepatitis B (CHB) in the Netherlands [37].

CHB can impose significant morbidity and mortality as a result of progression to liver disease. While vaccination against hepatitis B has significantly reduced the burden of disease, it only benefits those not yet infected [38]. Those already with active CHB must rely on antiviral therapy to control the disease. Therapy with antiviral agents suppresses virus replication, thus preventing progression to cirrhosis and hepatocellular carcinoma. Such therapies face the difficulties of drug resistance and high costs [37].

The original model was programmed in TreeAge. We replicated this model in R and created an analogous continuous-time model. The original CEA considered both hepatitis B e-antigen positive and negative patients; here we modelled only e-antigen negative patients. The e-antigen negative group can be further separated into those with and without cirrhosis. We modelled these subgroups separately from age 50 to age 95. The proportion of individuals alive at age 95 is assumed negligible.

The original model has been described elsewhere [38]. The transition probability matrix for the model’s ten states at age 50 in one of the treatment arms is given in Figure 3. Patients in the CHB subgroup start in the CHB state and progress through the other states, as shown in Figure 3. The cirrhosis subgroup starts in the cirrhosis state.

We modelled the natural history of CHB and three antiviral monotherapies: Lamivudine (Lam), Tenofovir (TDF) and Entecavir (ETV). These antivirals are nucleoside analogue reverse transcriptase inhibitors that control Hepatitis B by interrupting viral replication. Lam is less expensive than the other therapies, but is less effective [37]. Patients receive supportive care in all arms of the model, including natural history. The transition probabilities and costs vary between treatment arms, whereas the utility weights for each state do not [39, 40].
Figure 3: Transition probability matrix of the original DTMM for Lam treatment in the CHB subgroup at age 50.

<table>
<thead>
<tr>
<th></th>
<th>SVR</th>
<th>CHB</th>
<th>CHB Resist</th>
<th>Cirr</th>
<th>Cirr Resist</th>
<th>DCC</th>
<th>HCC</th>
<th>LT</th>
<th>HBV Death</th>
<th>OC Death</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR*</td>
<td>0.996</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.004</td>
</tr>
<tr>
<td>CHB</td>
<td>0.100</td>
<td>0.652</td>
<td>0.230</td>
<td>0.012</td>
<td>0.000</td>
<td>0.000</td>
<td>0.002</td>
<td>0.000</td>
<td>0.000</td>
<td>0.004</td>
</tr>
<tr>
<td>CHB with Resistance</td>
<td>0.045</td>
<td>0.000</td>
<td>0.907</td>
<td>0.000</td>
<td>0.030</td>
<td>0.000</td>
<td>0.015</td>
<td>0.000</td>
<td>0.000</td>
<td>0.004</td>
</tr>
<tr>
<td>Cirrhosis</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.710</td>
<td>0.230</td>
<td>0.016</td>
<td>0.017</td>
<td>0.000</td>
<td>0.024</td>
<td>0.004</td>
</tr>
<tr>
<td>Cirrhosis with Resistance</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.835</td>
<td>0.079</td>
<td>0.034</td>
<td>0.000</td>
<td>0.048</td>
<td>0.004</td>
</tr>
<tr>
<td>Decompensated Cirrhosis</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.704</td>
<td>0.000</td>
<td>0.032</td>
<td>0.260</td>
<td>0.004</td>
<td></td>
</tr>
<tr>
<td>Hepatocellular Carcinoma</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.633</td>
<td>0.012</td>
<td>0.351</td>
<td>0.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liver Transplant</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.930</td>
<td>0.066</td>
<td>0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HBV Death†</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>1.000</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other Cause Death</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Sustained Virologic Response
† Hepatitis B Virus Death
The original model gathered transition rates from previous studies and meta-analyses and converted them to annual transition probabilities using the formula $P = 1-e^{-rt}$, where $r$ is the transition rate and $t$ is the cycle length. We used this formula to convert probabilities back to rates and to probabilities for different cycle lengths. This approach of converting probabilities to rates on an individual basis yields the transition rates from the studies that informed the transition probabilities. The original model used a cycle length of one year, without a half-cycle correction. We replicated the original model and then generated results with shorter cycles of one month and 0.001 years. We also ran the original model with a half-cycle correction as described by Naimark et al. [7].

The results for the CHB and cirrhosis subgroups are reported in Tables 1A and B, respectively, and are also shown in Figure 4. The tables report the net costs and effects of each treatment relative to the disease’s natural history and the incremental cost-effectiveness ratios (ICERs) of TDF. The results of the DTMM with a 0.001 year cycle closely match those of the CTMM (the remaining differences disappear as the cycle length is further reduced – results not shown). For the CHB group, the difference in the ICER between the DTMM with an annual cycle and the CTMM is small. However, in the cirrhosis group the difference is pronounced, with the ICER being considerably larger in the CTMM. Furthermore, in the cirrhosis group, the results of a monthly cycle and of an annual cycle with a half-cycle correction still do not closely approximate those of the CTMM.

Tables 1A and B also report the computation time of each model using R (version 2.14.0) on a standard desktop computer. While the CTMM requires more time than the DTMM with an annual cycle, it requires less computation time than the DTMM with cycle lengths of one month or 0.001 years, being approximately 250 times faster than the latter.
Table 1A: Results of the CHB subgroup in the Markov model of antiviral therapies for Hepatitis B, evaluated using cohort analysis with various cycle lengths and the deterministic solution for CTMMs. All costs and effects are reported per patient.

<table>
<thead>
<tr>
<th>Cycle length, years</th>
<th>DTMM</th>
<th>CTMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Half cycle correction</td>
<td>1</td>
<td>1/12</td>
</tr>
<tr>
<td>Treatment</td>
<td>Outcome</td>
<td>Costs, €</td>
</tr>
<tr>
<td>Lam</td>
<td></td>
<td>6,900</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7,400</td>
</tr>
<tr>
<td>TDF</td>
<td></td>
<td>1/12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/1000</td>
</tr>
<tr>
<td>ETV</td>
<td></td>
<td>8,000</td>
</tr>
<tr>
<td>Run time, seconds*</td>
<td>0.04</td>
<td>0.04</td>
</tr>
</tbody>
</table>

*Average of 5 runs using R (version 2.14.0) on a desktop computer with an Intel Core2 Quad 3.0GHz processor

Table 1B: Results of the cirrhosis subgroup in the Markov model of antiviral therapies for Hepatitis B, evaluated using cohort analysis with various cycle lengths and the deterministic solution for CTMMs. All costs and effects are reported per patient.

<table>
<thead>
<tr>
<th>Cycle length, years</th>
<th>DTMM</th>
<th>CTMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Half cycle correction</td>
<td>1</td>
<td>1/12</td>
</tr>
<tr>
<td>Treatment</td>
<td>Outcome</td>
<td>Costs, €</td>
</tr>
<tr>
<td>Lam</td>
<td></td>
<td>5,500</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6,000</td>
</tr>
<tr>
<td>TDF</td>
<td></td>
<td>7,800</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8,000</td>
</tr>
<tr>
<td>ETV</td>
<td></td>
<td>8,000</td>
</tr>
<tr>
<td>Run time, seconds*</td>
<td>0.04</td>
<td>0.04</td>
</tr>
</tbody>
</table>

*Average of 5 runs using R (version 2.14.0) on a desktop computer with an Intel Core2 Quad 3.0GHz processor

†TDF relative to Lam
‡ TDF relative to natural history
Figure 4: Cost-effectiveness planes depicting estimated costs and effects per patient of antiviral therapies for CHB (left panel) and cirrhosis (right panel) subgroups
The fairly large differences in cost-effectiveness results between the DTMM and the CTMM can partially be explained by the fact that the annual transition probability matrix implied by the CTMM does not exactly match that of the DTMM. This difference arises because a CTMM, unlike a DTMM, accounts for the possibility of multiple and competing events within one cycle of the DTMM [17, 41]. For example, the CTMM accounts for the possibility that, within a 1-year period, CHB patients may develop a) hepatocellular carcinoma directly or b) develop drug resistance and then hepatocellular carcinoma; a DTMM can only account for the first possibility.

DISCUSSION

Markov models have become a standard tool for CEAs of healthcare interventions, and cohort analysis in discrete time is the standard approach to evaluate these models. Although the Markov models used in medical decision making are seldom evaluated in continuous time, the mathematical results provided in this paper show that a continuous-time approach that does not require DES is feasible. The mathematics underlying our deterministic solution for CTMMs are not trivial; however, the solution itself is easy to apply, using widely available statistical software.

The principal advantage of deterministic CTMMs over DTMMs is that they provide an exact result for the time spent in each state and consequently they do not require a half-cycle correction or a short cycle length to achieve accurate results. Another advantage of CTMMs is that incidence rates observed in clinical or epidemiological studies can directly be used as model inputs, whereas DTMMs require the conversion of observed rates into transition probabilities. In CTMMs, it is relatively straightforward to estimate transition rates from observational data with different lengths of follow-up or if a patient's state is only known at fixed observation times [17, 42], which can require more effort using a DTMM [6, 43].
The advantages of CTMMs described above apply equally to DES models and the
deterministic approach described here. However, a deterministic model also offers
several further advantages over DES or microsimulation models. Deterministic
CTMMs can be implemented in standard statistical packages such as R and are easier to
create than DES models, which typically require specific DES software [13]. The
deterministic solution for CTMMs typically requires less computation time than
microsimulation. Therefore, CTMMs can be easier to use for computationally intensive
techniques such as probabilistic sensitivity analyses and cost-effectiveness acceptability
curves. In microsimulation models, these techniques often require nested simulations in
which a large population is simulated for each set of simulated parameter estimates
[43].

Another advantage of deterministic CTMMs over microsimulation models relates to
optimization during model calibration, which is an important element of using either a
Markov model or a microsimulation model. Model calibration is often done by
searching for model parameters that ensure a good fit between the model outcomes and
the observed data, sometimes using formal goodness-of-fit criteria and automated
optimization algorithms [44]. In microsimulation models, the simulation error in the
model outcomes can be a nuisance for model calibration. Due to the first-order
simulation error in a microsimulation model, it is usually not possible to calculate the
derivatives of the goodness-of-fit criterion, and these derivatives are necessary for most
general-purpose optimization algorithms (i.e. the algorithms that are used for estimating
the parameters of a logistic regression) [45]. Therefore, for microsimulation models,
specialized optimization techniques are required instead [45-47]. For a deterministic
CTMM, in which there is no first-order simulation error, and the main results are
continuous functions of the model inputs, a goodness-of-fit criterion can usually be
optimized using general-purpose optimization techniques (e.g. the optim() function in
R).

A limitation of deterministic CTMMs is that these models require some programming
and the use of the matrix exponential function. Consequently, CTMMs cannot easily be
applied using a spreadsheet program. Fortunately, deterministic CTMMs can be programmed in appropriate statistical software using only a few lines of code (see Appendix 2). Another limitation is that our mathematical approach for CTMMs may be considered less intuitive and less transparent than a spreadsheet-based technique that allows for a direct inspection of the intermediate results. A further limitation of CTMMs (and other types of Markov models) is that they cannot replace microsimulation models for some types of healthcare interventions. For example, in contrast to microsimulation models, Markov models do not allow researchers to incorporate interactions among individuals, which is required when modeling the transmission of infectious diseases.

Future research could focus on making CTMMs easier to apply in practice. An important element of this research could consist of making new methodologies available to estimate Markov transition rates from various types of observational data (e.g. Welton and Ades [17] presented a Bayesian approach). Such new methodologies could also include the estimation of the parameters of Coxian or phase-type sojourn time distributions. Finally, the applicability of CTMMs can be increased by including the mathematical results presented in this paper in future versions of healthcare decision analysis software.

CONCLUSION

Although DTMMs are currently far more popular than CTMMs, a continuous-time model can offer several theoretical and practical advantages over a discrete-time model. The use of CTMMs in CEA has hitherto been hampered by a lack of easy-to-use strategies for solving these models. The mathematical results presented in this paper make it feasible for modelers to apply CTMMs in CEAs.
APPENDIX 1: Proof of equation 4

The expected discounted time spent in each state is given by the integral
\[ \int_{t=0}^{T} e^{-rt} \pi_0 \exp(tQ)dt. \]
For this integral, it holds that
\[ \int_{t=0}^{T} e^{-rt} \pi_0 \exp(tQ)dt = \int_{t=0}^{T} \pi_0 \exp(-rI_k) \exp(tQ)dt = \int_{t=0}^{T} \pi_0 \exp(t(Q - rI_k))dt, \]
where the last equality follows from the fact that \( \exp(X)\exp(Y) = \exp(X + Y) \) if \( X \) and \( Y \) are commuting matrices. Van Loan [26] derived mathematical results for integrals involving matrix exponentials. He showed that if
\[
\exp \left( \int T \begin{bmatrix} A_1 & B \\ 0_{n_2 \times n_1} & A_2 \end{bmatrix} \right) = \begin{bmatrix} F_1 & G \\ 0_{n_2 \times n_1} & F_2 \end{bmatrix},
\]
where \( A_1, A_2, \) and \( B \) are arbitrary matrices of sizes \( n_1 \times n_1, n_2 \times n_2, \) and \( n_1 \times n_2, \) respectively, then
\[ G = \int_0^T \exp((T - s)A_1)B \exp(sA_2)ds. \]
Setting \( A_1 = 0_{n_1}, B = \pi_0, \) and \( A_2 = Q - rI_k \) yields that
\[ G = \int_0^T \exp((T - s)0_{n_1})\pi_0 \exp(s(Q - rI_k))ds = \int_0^T \pi_0 \exp(t(Q - rI_k))dt, \]
so that \( G \) is the value of the expected discounted time spent in each state. \( G \) can be computed by adding appropriate pre- and postmultiplications to equation 9, so that
\[ G = \int_{t=0}^{T} e^{-rt} \pi_0 \exp(tQ)dt = [I_1 \ 0_{K \times 1}] \exp \left( T \begin{bmatrix} 0_{1 \times 1} & \pi_0 \\ 0_{1 \times K} & Q - rI_k \end{bmatrix} \right) [0_{1 \times K} \ I_K], \]
which is the result in equation 4.
APPENDIX 2: R Script for Deterministic CTMMs

The following R script calculates the expected time spent in each state of a CTMM with age-dependent transition rates, based on equation 7. The ‘Matrix’ package is used for the calculation of the matrix exponential function.

```r
library (Matrix) #Load the Matrix package
n <- 25 #Number of states
Q <- matrix(nrow=n,ncol=n) #Matrix of transition rates
DR <- 3 #Annual discount percentage
r <- log(1+DR/100) #Continuous-time discount factor
T <- 50 #Time horizon (in years)
I <- diag(n) #Identity matrix
ZeroVector <- t(rep(0,n)) #Row vector of zeros
InitStateDistr <- runif(n) #Random initial state distribution
InitStateDistr <- t(InitStateDistr/sum(InitStateDistr))
TimeSpentInState <- t(rep(0,n)) #Initialize the discounted time spent in each state
Interval <- 5 #Length of each age interval

#The transition rates are assumed to change at ages 5, 10, 15, 20, and 25.
#The variable TimeSpentInState contains the discounted time spent in each state.

for (i in 1:6){ #For each interval with constant rates
  #In an empirical application, the following 2 lines should be replaced by a calculation of the
  #age-specific transition rates.
  Q[] <- runif(n^2) #Generate random matrix of transition rates
diag(Q)<- diag(Q)-apply(Q,1,sum) #Correct diagonal values
```

237
# Determine the length of time until the next change in transition rates, or the time horizon.

if (Interval * i < T && i <= 6) CurrentInterval <- Interval
else CurrentInterval <- max(T - Interval * (i - 1), 0)

# Update the discounted time spent in each state (see equation 7)
TimeSpentInState <- TimeSpentInState + exp(-r * (i - 1) * Interval) * cbind(1, ZeroVector) %*% expm(CurrentInterval * rbind(cbind(0, InitStateDistr), cbind(t(ZeroVector), Q - r * I))) %*% rbind(ZeroVector, I)

# Update the state distribution of the cohort
InitStateDistr <- as.matrix(InitStateDistr %*% expm(CurrentInterval * Q))
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Letter re: Cost-effectiveness of pertussis booster vaccination in the Netherlands

James F O'Mahony, MA.

Vaccine 30(50).
To the editor, - In their recent analysis of pertussis booster vaccination Rozenbaum et al. note the surprising finding that the vaccine is more cost-effective when costs and effects are discounted than when undiscounted (1). This result is indeed surprising. Preventative interventions typically impose costs in the present and yield health benefits and treatment cost savings in the future. Accounting for time preference by discounting reduces the value of these future benefits, while costs incurred in the present remain unchanged, typically resulting in less favourable cost-effectiveness ratios compared to undiscounted outcomes (2). Consider this the conventional effect of discounting.

A possible explanation for Rozenbaum et al.'s surprising finding lies with Dutch discount rates. Rozenbaum et al. apply differential discount rates of 4% & 1.5% for costs and health effects respectively, in accordance with Dutch cost-effectiveness analysis guidelines (3). The differential between the rates accounts for anticipated growth in the value of health overtime (4). Consequently, the later an intervention occurs relative to the discount year (the point in time to which costs and effects are discounted back to), the more cost-effective it will be, all else equal. This is because differential discounting deflates the cost-effectiveness ratio to account for the implied growth in the value of health between the discount year and the future period in which the intervention occurs. Consider this the growing value of health effect, which is particular to differential discounting.

In Rozenbaum et al.'s example, the booster strategies are modelled at different ages in a single birth cohort. Presumably this implies vaccination at a range of time lags from the discount year. It is possible that the growing value of health effect is dominating the conventional effect of discounting in this example, leading to the more favourable cost-effectiveness ratio under discounting. It would be interesting to know if Rozenbaum et al.'s strange result is still observed when costs and effects are discounted at an equal rate or if the discount year is changed to the year of booster vaccination.
A simple numerical example can illustrate how differential discounting may lead cost-effectiveness ratios more favourable than under zero discounting. Consider a hypothetical vaccination costing €60 per recipient. Assume an average QALY gain per recipient of 0.01 QALYs per year, sustained for three years from the date of vaccination. Assume the vaccine is equally costly and effective in children aged 2 and 12. The vaccine’s undiscounted cost-effectiveness ratio (CER) is €2,000/QALY. Under differential discounting at the Dutch rates of 4% & 1.5% for costs and effects respectively, the CER of vaccination at age 2 is €2,030/QALY when costs and effects are discounted to the year of vaccination. Vaccination at age 12 also has a CER of €2,030/QALY when costs and effects are discounted to the year of vaccination. However, if the cost and effects of vaccination at age 12 are discounted back to age 2, then the CER of vaccination is €1,590/QALY. Consequently, the discounted CER is more favourable than the undiscounted CER.

This simple example illustrates the need for caution when interpreting the results of a single birth cohort model under differential discounting. Under equal discounting the cost-effectiveness ratio of the vaccine in a child currently aged 12 is the same as vaccinating a 2 year old in 10 years time, all else equal. However, under differential discounting the implied increase in the value of health means that vaccinating a 2 year old in 10 years time will be more cost-effective than a current 12 year old, assuming all else equal including the discount year. Adjusting the discount year to the year of the intervention is required if a single cohort model is to be representative of cost-effectiveness at different ages. Other examples of the practical problems of interpreting cost-effectiveness estimates under differential discounting have been noted elsewhere (5).
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British Journal of Cancer 108(5).
Sharp et al.'s cost-effectiveness analysis (CEA) of colorectal screening in Ireland sees the academic publication of a CEA published by Ireland’s Health Information and Quality Authority (HIQA) in 2009 [1,2]. Both publications deserve comment regarding the choice of alternatives compared and the confusion of average and incremental cost-effectiveness ratios (ACERs and ICERs respectively).

First, regarding the number of alternatives compared. Both analyses describe a core of three screening strategies, biennial guaiac-based fecal occult blood testing between ages 55-74, biennial faecal immunochemical testing (FIT) between 55-74 and flexible sigmoidoscopy at 60, and five additional strategies with alternative age ranges. No screening frequency other than biennial is considered. No start age below 55 or stop age above 74 is considered. No FIT test quantitative cut-off level other than of 100 ng/ml haemoglobin is considered. The primary cost-effectiveness results reported in Sharp et al.'s abstract are for the three core strategies.

The total of eight screening strategies is a relatively narrow set of alternatives. The core of three is even narrower. No rationale is given for the consideration of three core strategies or their significance relative to the others considered. The choice of a narrow range of alternatives is potentially problematic, as it can result in the omission of other relevant alternatives that may be more cost-effective. Furthermore, the omission of relevant alternatives can bias the ICERs of the included strategies downwards.

The narrow set of alternatives also has implications for uncertainty analysis. Sharp et al. provide some summary estimates of cost-effectiveness acceptability curves. They report that FIT between 55-74 would have a 99% probability of being cost-effective at a threshold of €14,000/quality adjusted life year (QALY). However, this probability is not very meaningful, as no strategy more intensive than FIT between 55-74 is analysed: the apparent confidence in cost-effectiveness is due to the omission of relevant alternatives rather than a high degree of certainty.
Sharp et al. cite Wilschut et al.'s analysis of alternative FIT cut-off levels, which found all strategies with a cut-off of 50ng/ml to dominate all others [3]. They state that sensitivity is not a major driver of cost-effectiveness and that their conclusions would not change if they repeated their analysis in light of this recent evidence. This is doubtful. If on repeating the analysis Sharp et al. also found that a lower FIT cut-off dominates in all strategies, then they would not conclude that FIT screening with a 100 ng/ml cut-off is cost-effective. Wilschut et al.'s results suggest that Ireland's population colorectal screening programme will be unnecessarily inefficient unless the cut-off level is adjusted downwards from the 100 ng/ml assessed by Sharp et al.

Second, regarding the confusion between ACERs and ICERs. The cost-effectiveness ratios reported in Table 2 and the primary results reported in the abstract are described as ICERs, but should be described as ACERs, as they are the ratio of costs and effects of each alternative relative to no screening. The received interpretation of ICERs is given by Siegel et al., whereby ICERs should be estimated as the incremental cost-effectiveness only between those strategies not subject to dominance or extended dominance, i.e. those on the efficient frontier [4]. ICERs not ACERs are the appropriate metric for determining cost-effectiveness [5].

The final paragraph of the results section does correctly report the ICERs for the efficient alternatives, but these are not the ICERs reported in the abstract or Table 2. This distinction matters. The ACER of FIT between 55-74 erroneously reported in the abstract and Table 2 as an ICER is approximately €1,700/QALY, while the correct ICER relative to FIT between 55-64 is €3,200/QALY: the difference is almost a factor of two. Furthermore, reporting an ICER for gFOBT implies it is efficient, whereas it is not, as it is dominated by other strategies.

The consequence of this confusion in Sharp et al. and HIQA's CEA is an abundance of irrelevant cost-effectiveness ratios being reported as ICERs. Both publications only needed to report three ICERs; one each for the three efficient strategies. Reporting superfluous cost-effectiveness ratios as ICERs can only confuse decision makers,
especially when multiple ICERs are reported for the same strategy and ICERs are reported for inefficient strategies. This confusion of ICERs and ACERs has been further compounded by HIQA, as the 2009 CEA is used as an illustrative example of the reporting of cost-effectiveness estimates in their methods guidance [6].

The number of alternatives considered within CEAs will be bound by data and other constraints. However, unnecessary constraints on the number of alternatives considered should not be imposed, such as the choice of three core strategies in this case. Analysts should provide decision makers with the correct interpretation of their cost-effectiveness estimates and avoid unnecessary confusion.
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Using Growth in the Cost-Effectiveness Threshold to Inform the Differential between the Discount Rate on Costs And Health Effects: Reason To Be Cautious?

James O'Mahony 1,2 1Centre of Health Policy and Management, School of Medicine, Trinity College Dublin, Dublin, Ireland 2Department of Public Health, Erasmus Medical Centre, Erasmus University, Rotterdam, The Netherlands

ABSTRACT

BACKGROUND: Differential discounting of the costs and effects of healthcare interventions has been extensively debated. Prior to a recent publication by Claxton et al. some considered differential discounting to be justified by a growing value of health, whereby the discount rate for health effects equalled the discount rate on costs minus the approximate growth in the value of health. Estimates of the growth in the value of health rest on the income and health elasticities of utility and income and health growth rates, all of which are uncertain. Consequently, such estimates of the appropriate differential are speculative at best. The current discount rates for costs and effects in the Netherlands are 4 and 1.5% respectively, implying a differential of 2.5%. Claxton et al. have now shown that the discount differential used in cost-effectiveness analysis should approximate the annual rate of growth of the cost-effectiveness threshold. ANALYSIS: This link to threshold growth provides a more immediate alternative by which to empirically determine the appropriate differential. While cost-effectiveness thresholds are often not made explicit, there is no evidence that they have risen in recent years. Indeed, there are reasons to expect thresholds not to grow or possibly even decline, despite positive income growth. CONCLUSION: Existing evidence and expectations of threshold growth lead to conservative estimates of the discounting differential of at or near zero. The current Dutch differential of 2.5% is probably too high. A reconsideration of the current Dutch discount rates is required to account for expectations of threshold growth.

1. Introduction

The debate over differential discounting gained considerable clarity with a recent publication by Claxton et al. [1]. They show that the appropriate discount rates for the economic analysis of healthcare depend on whether cost-benefit or cost-effectiveness analysis (CEA) is used. They demonstrate that growth in the value of health should only determine the discount differential if cost-benefit analysis is used. However, CEA is more commonly used in the economic evaluation of healthcare. Claxton et al. show that when using CEA, the differential should approximate the annual growth in the cost-effectiveness threshold. This distinction matters, as our expectations of threshold growth are arguably clearer than growth in the value of health. Furthermore, growth in the threshold is, in principle, more directly observable than growth in the value of health.

| Table 1: Discount rates in countries using differential discounting |
|-----------------|-----------------|-----------------|
| Costs, % | Effects, % | Differential, % |
| The Netherlands | 4 | 1.5 | 2.5 |
| Belgium | 3 | 1.5 | 1.5 |
| England & Wales* | 6 | 1.5 | 4.5 |

* Prior to 2004

While differential discounting is still subject to extensive theoretical debate, it has been implemented in several countries (Table 1). The discount rates in table 1 were adopted under the assumption that the differential should approximate the growth in the value of health, not the growth in the threshold as is now understood to be appropriate in CEA.

Box 1. Threshold Growth and the Discount Differential

The relationship between the growth in the cost-effectiveness threshold and the discounting differential can be shown simply. Consider an intervention implemented one year after the discount year (period 2) that is just cost-effective; that is, its ratio of cost to effects equals the threshold in that period, $k$. The annual growth in $k$ is $g_k$, so $k$ can be written in terms of $g_k$ and $k$ (1).

$$\frac{C}{E} = k_t = k(1+g_k)$$ (1)

If the intervention is marginally cost-effective in period 2, it should also appear marginally cost-effective when assessed in advance in period 1. Therefore, when the costs and effects of implementation in period 2 are discounted to period 1, the intervention should also just equal the threshold in period 1, $k_t$ (2). From (1) and (2) we can solve for the discount rate applied to health effects in terms of the discount rate for costs and threshold growth rate. We find that the discount rate for effects is approximately the discount rate for costs minus the growth in the threshold (3).

$$\frac{C(1+d_C)}{E(1+d_E)} = k_1$$ (2)

$$g_k = \frac{d_E - d_C}{1+g_k} - 1 = d_E - g_k$$ (3)
2. Estimating Growth in the Value of Health

Income growth is anticipated to lead to a growing value of health. While the marginal utility from both growing income and health is anticipated to fall, the marginal utility from income is assumed to fall faster than that of health, resulting in an increasing value of health. However, estimates of the growth in the value of health require estimates of growth in income and health as well as the elasticity of utility with respect to both income and health. Each of these elements are highly uncertain and attempts to estimate growth in the value of health have been described as problematic [2]. Given such uncertainty, estimates of the growth in the value of health, such as that of Klok et al. for the Netherlands [3], can only be considered speculative.

3. Threshold Growth

If the threshold is assumed not to be chosen directly, but rather implied by the healthcare budget constraint and current healthcare technology [4], there are a number of reasons why it might not increase despite income growth. Increases in productivity, cost reductions and disinvestment of less efficient technologies are all anticipated to reduce the threshold, as they would improve the cost-effectiveness of the marginal intervention [5]. Similarly, an increase in healthcare demand would reduce the threshold. Consequently, as Paulden and Claxton note, while the threshold will expand with budget growth all else equal, there are a number of countervailing reasons for it not to grow or possibly fall [6].

While thresholds of €20,000 and €50,000 per QALY are commonly cited in Dutch CEAs, the Netherlands has no official threshold [7]. Consequently, it is impossible to meaningfully claim the Dutch threshold has grown or not. While this uncertainty also applies to many other countries with no official thresholds, the National Institute for Health and Clinical Excellence (NICE) in England and Wales uses a threshold range of £20-30,000 per QALY and has done so for almost a decade [5]. Although the use of a threshold range makes it harder to determine if the threshold has changed, NICE's threshold does not appear to have grown.

Both the reasons to expect low threshold growth and NICE’s static threshold range support expectations of low or no threshold growth. Indeed, Paulden and Claxton have suggested that NICE and the Canadian Agency for Drugs and Technology in Health should adopt common discount rates, reflecting their expectation of no threshold growth [8]. While the lack of official thresholds in the Netherlands confounds attempts to estimate threshold growth, it is probable that any threshold would grow at less than the 2.5% implied by the current discount rates.

4. Consequences of Incorrect Differentials

The consequences of adopting too high a discounting differential can be illustrated by example. Consider two types of interventions: those that yield health benefits shortly after their implementation (proximate interventions) and those with benefits after a considerable delay (distant interventions). Assume that the discount rate for costs is correct, but that the differential is too large: implying the discount rate on effects is too low. Too low a health discount rate causes relatively more distant interventions than proximate interventions to be considered cost-effective than would be the case had the correct health discount rate been applied. In the case of a fixed healthcare budget, this implies that the mix of interventions will not be optimal. In the case of an exogenously determined threshold and no budget constraint, both the intervention mix will be wrong and the amount of spending will be too high.

A recent CEA of Human Papillomavirus vaccination of 12 year old girls by de Kok et al. provides a good example of the potential influence of discounting on decision making [9]. They report the cost-effectiveness of vaccination in the Netherlands under both the Dutch discount rates of 4 and 1.5% and a common rate of 3% to be €19,700 and €53,590 per QALY respectively. Under the differential rates, this preventative intervention falls just under the commonly used lower threshold of €20,000. However, the relatively low common discount rate of 3% results in a cost-effectiveness estimate well in excess of the threshold.

5. Recommendations

The current Dutch discount rates need to be reconsidered to ensure their consistency with the current understanding of the discounting differential within CEA. The lack an official cost-effectiveness threshold in the Netherlands is therefore problematic. In this respect, the recent recommendation by Boersma et al. that an official threshold be established is welcome [7]. Such a reconsideration of discounting should at least address how a Dutch cost-effectiveness threshold might grow in principle, even if no threshold will be established in practice.

More broadly, CEA advisory bodies should consider the theoretical arguments: empirical evidence regarding discounting very carefully. This is important due to sensitivity or cost-effectiveness estimates to discounting assumptions and the implications for the mix and volume of health spending.
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ABSTRACT

Objectives: To demonstrate that differential discounting can confuse comparisons of cost-effectiveness between interventions. In particular, to show that directly comparing cost-effectiveness ratios of different interventions from conventional cost-effectiveness models can result in misleading cost-effectiveness rankings under differential discounting.

Methods: A simple example of a comparison of the cost-effectiveness of two hypothetical interventions is used. The first intervention is a once-off vaccination, which imposes costs in one year alone per patient-cohort. The second intervention is a therapy for a chronic condition, which imposes costs for many consecutive years per patient-cohort. Both interventions are assessed on the conventional basis of a single cohort of patients, resulting in cost-effectiveness estimates for each intervention, which are then compared. An alternative comparison of cost-effectiveness is then made; it considers the opportunity cost of adopting the therapy for one cohort of patients in terms of the vaccination that could be provided for many cohorts over the same period. This alternative comparison yields a second pair of cost-effectiveness ratios which are compared to those from the conventional per cohort comparison.

Results: Comparing the interventions on the basis of the actual opportunity cost with the same distribution of spending over time shows the vaccination to be relatively more cost-effective than under the conventional per cohort analysis. Furthermore, the alternative comparison shows the two interventions to have the same relative cost-effectiveness as if the conventional per cohort comparison had been undertaken with discount rates adjusted for growth in the cost-effectiveness threshold (equal discounting).

Conclusions: The debate over differential discounting has not considered the practical implications for decision making. Our analysis shows that accounting for threshold growth using differential discounting can make comparisons from conventional forms of cost-effectiveness analysis misleading as to which interventions are most cost-effective. Accounting for threshold growth using differential discounting is less relevant for decision making than previously understood.

1. INTRODUCTION

The models used in cost-effectiveness analysis typically simulate a single cohort of patients starting an intervention in the discount year [1]. Not all interventions are the same, some are concluded very quickly, others can take many years to complete. Some interventions deliver health effects immediately, while others such as prevention may only yield health effects long after implementation. This means that different interventions can have different distributions of costs and effects over time. Furthermore, differential discounting of costs and effects means that the timing of an intervention relative to the discount year will influence its cost-effectiveness [2]. Consequently, this calls attention to the need to understand the influence of model structure on results and what is really being compared between different analyses.

This poster shows how differential discounting can confuse comparisons of cost-effectiveness with an example of a comparison between a short intervention that is concluded within a year and a long intervention that takes 5 years to complete. We compare the interventions using both a conventional per cohort comparison and an alternative comparison based on the opportunity cost of one intervention in terms of the other. Our results show both the need to clarify which comparison is appropriate and that differential discounting does not alter the relative cost-effectiveness of different interventions in certain circumstances, and consequently may not enhance decision making.

2. METHODS

We assume two interventions. The first is a vaccination costing €400 that yields a health benefit of 0.02 QALYs in the year in which it is administered. The vaccine provides no protection against infection in any subsequent year, such as seasonal influenza vaccines against changing disease strains. We also assume a therapeutic intervention that costs €400 per year and yields health benefits of 0.005 QALYs in each year it is received. The therapy is assumed to be a treatment for a chronic condition and the complete treatment course is assumed to be 5 years per patient cohort.

We first compare the interventions' cost-effectiveness using a conventional per cohort analysis, which compares one cohort of patients receiving the vaccination in the discount year to a cohort of patients starting the 5 years of therapy in the discount year. We then make an alternative comparison that considers how much vaccination could be provided over the next 5 years with the resources consumed by the therapeutic intervention. This comparison shows the opportunity cost of implementing the therapy in terms of vaccination forgone. In this case, the opportunity cost of the therapy is vaccination of 5 consecutive cohorts in each of the 5 years from the discount year onwards. Figure 1 illustrates the comparisons. The conventional per cohort comparison is shown by comparison of cohorts a and b. The matched opportunity cost comparison is shown by comparing cohort b with cohorts a to g.

We assume that costs and effects are discounted differentially at rates of 4% and 1.5% respectively, in accordance with the current Dutch cost-effectiveness analysis guidelines [3]. We also discount costs and effects at an equal rate of 4%. We show the average cost-effectiveness of each intervention based on the present value of costs and effects in the discount year under each of the two discounting assumptions.
3. RESULTS

Table 1 below shows the undiscounted costs and effects of each intervention in each year under each comparison, as well as the present value of costs and effects in the discount year and the associated cost-effectiveness ratios under both differential and equal discounting. Under differential discounting the cost-effectiveness ratio of vaccination is €20,000 per QALY for one cohort. The therapeutic intervention has a superior cost-effectiveness ratio of €19,546 per QALY for one patient cohort. However, when matched on spending over time, where the vaccination is implemented in 5 consecutive patient cohorts, vaccination now has a superior cost-effectiveness ratio of €19,075 per QALY.

Under equal discounting vaccination has the same cost-effectiveness under either the single or the multiple cohort comparisons of €20,000 per QALY. The therapy has a cost-effectiveness ratio of €20,513 per QALY.

The relative cost-effectiveness of vaccination compared to therapy (in the matched opportunity comparison) is shown as the ratio of the cost-effectiveness estimates. In both the differentially and equally discounted results the ratio is the same at approximately 1.03.

Table 1: Cost and effects of vaccination and therapy under different discounting assumptions and model structures

<table>
<thead>
<tr>
<th>Year</th>
<th>Vaccination: Single Cohort Costs, €/QALYs</th>
<th>Vaccination: 6 Cohorts Costs, €/QALYs</th>
<th>Therapy: Single Cohort Costs, €/QALYs</th>
<th>Therapy: 6 Cohorts Costs, €/QALYs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>400 0.02</td>
<td>400 0.02</td>
<td>400 0.02</td>
<td>400 0.02</td>
</tr>
<tr>
<td>2</td>
<td>400 0.02</td>
<td>400 0.02</td>
<td>400 0.02</td>
<td>400 0.02</td>
</tr>
<tr>
<td>3</td>
<td>400 0.02</td>
<td>400 0.02</td>
<td>400 0.02</td>
<td>400 0.02</td>
</tr>
<tr>
<td>4</td>
<td>400 0.02</td>
<td>400 0.02</td>
<td>400 0.02</td>
<td>400 0.02</td>
</tr>
<tr>
<td>5</td>
<td>400 0.02</td>
<td>400 0.02</td>
<td>400 0.02</td>
<td>400 0.02</td>
</tr>
</tbody>
</table>

Differential discounting, 4 & 1.5%

Present Value 400 0.0200 1852 0.0971 1852 0.0947

ACER/EQALY 20,000 19,075 19,554

Ratio of ACERs, therapy/vaccination 1.03

Equal discounting, 4 & 4%

Present Value 400 0.0200 1852 0.0923 1852 0.0903

ACER/EQALY 20,000 20,000 20,513

Ratio of ACERs, therapy/vaccination 1.03

Box 1: Constant Relative Cost-Effectiveness and Discounting Assumptions

The fact that the relative cost-effectiveness of the interventions is no different in the equal and differentially discounted cases when the cohorts are matched for spending is notable. This could be interpreted as meaning that differential discounting would not change the relative ranking between interventions if they were compared on an equal opportunity cost basis.

The validity of this interpretation depends on the assumptions regarding how differential discounting is justified if the cost-effectiveness threshold is expected to grow over time [4]. In this example here it is assumed that the discount rate on health effects is adjusted downward by the approximate threshold growth rate ($d_t$) where $d_t$ is the discount rate applied to health effects, $t_h$ is the rate of time preference for costs, and $g_t$ is the annual growth rate of the cost-effectiveness threshold. Under this assumption the equivalence of the relative cost-effectiveness observed in this example would not hold if the vaccination's health effects were experienced in years following vaccination.

There may however, be good reason to challenge the assumption that $d_t = t_h - g_t$ may be the case that rather than the discount rate on health effects being lower, the discount rate on costs should increase by approximately the rate of threshold growth to that $d_t = t_h - g_t$ where $d_t$ is the discount rate applied to costs. The equivalence of relative cost-effectiveness does hold when health effects occur later than costs under these alternative discounting assumptions.

4. DISCUSSION

In the case of the conventional per cohort comparison the therapy appears more cost-effective than vaccination. However, when we consider the opportunity cost of the therapy in terms vaccination, it then appears less cost-effective than vaccination. The current methodological literature gives no clear indication which model structures and comparisons are appropriate or which comparison should be used to identify the most cost-effective intervention. However, the comparison based on matched resource use presented here is consistent with the economic concept of opportunity cost, and so may be the more appropriate basis for comparison. That the relative cost-effectiveness of the interventions is equal under equal and differential discounting in the matched comparisons suggests that differential discounting would not enhance decision making in this case.

An important qualification of this conclusion is that the conventional per cohort comparison may be appropriate in certain circumstances. In particular, if the therapy is considered one single intervention in which the effects in each year are not independent of the intervention’s implementation in previous years, then the per cohort comparison may be most relevant. However, if the effects of each year of the therapy are independent of each other, then it may not be considered one intervention, but 5 repeated instances of the same intervention. In this case the matched comparison would be appropriate.

Further research will be necessary to clarify which comparisons are appropriate under differential discounting. The example presented here shows it is currently unclear how results should be interpreted under differential discounting. Consequently, differential discounting may confuse rather than enhance decision making.
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ABSTRACT

Objectives: To show how the discrete modelling of continuously varying cost-effect relationships in cost-effectiveness analysis (CEA) influences incremental cost effectiveness ratios (ICERs), cost-effectiveness acceptability curves (CEACs) and the expected value of partial perfect information (EVPI). In particular, it is shown that each of these metrics is contingent on the discrete comparisons chosen within a CTA.

Methods: The mean cost-effectiveness ratio of a hypothetical intervention with a continuous dose-response relationship is simulated. The cost-effectiveness of a small number of possible dose levels is simulated first. The analysis is repeated a number of times, progressively increasing the number of possible doses and sampling combinations of costs and effects. For each such analysis CERs are calculated for each dose level, a probabilistic sensitivity analysis is simulated, and CEACs and the EVPI are plotted.

Results: The number of potential cost and effect combinations increases, the ICERs for each dose level change, the CEACs shift towards the CEAC and the EVPI both rise and change from having sharp reflection points to being a smooth, upwards-sloping curve.

Conclusions: Many interventions demonstrate dose-response relationships, most of which are in principle continuous, even if doses are typically varied discretely. The continuously increasing intensity of interventions means the number of possible alternatives is infinite. The general conclusions from the analysis is that each of the metrics presented here are contingent on the discrete comparisons chosen within the analysis. The significance of this finding for CEACs depends on their interpretation, which varies by the literature. The significance for EVPI is that while it has previously been recognised that excluding relevant comparators can reduce the EVPI, including all theoretically relevant alternatives may be impossible. Further work may be required to understand this constraint on measuring the upper bound of the value of further research.

1. INTRODUCTION

CTAs typically assess a small number of treatment alternatives. However, when analysing new treatments available for a given condition, but that the intensity of interventions can be varied. Although we typically consider discrete interventions over a range of doses, clearly costs can, in theory, be varied continuously in some cases. If the intensity of an intervention can be varied continuously and there is a continuous dose-effect relationship, this implies a continuous relationship between cost and effects.

Box 1. Background on CEACs and EVPI

CEACs are typically derived in the context of comparisons between two interventions, but have since been applied to comparisons between multiple alternatives [2]. They are derived from probabilistic sensitivity analyses of cost-effectiveness estimates using the net benefit framework. The wellbeing represented by the CEACs corresponds to the proportion of times each treatment alternative has the highest net benefit over all the repeated iterations of the PSA for a given value of the cost-effectiveness threshold. These probabilities are plotted against a range of threshold values to give the CEACs.

CEACs are recommended by the National Institute for Health and Clinical Excellence (NICE) and other CTA authorities as part of CTA submissions as measure of uncertainty in CTA. However, despite their adoption by CTA authorities they have also received criticism in being potentially misleading [2].

The application of EVPI to uncertainty in cost-effectiveness analysis is closely related to CEACs [3]. Economic theory suggests that decision makers should be neutral regarding cost-effectiveness, and so indifferent to uncertainty. The application of EVPI to cost-effectiveness analysis has been proposed as a way of understanding the implications of uncertainty. In particular, it can be used to show the upper bound of the value of further research to reduce uncertainty.

Figure 1: PSA Scatter and Efficient Frontier for 4 Treatment Alternatives

Figure 2: PSA Scatter and Efficient Frontier for 13 Treatment Alternatives

Figure 3: PSA Scatter and Efficient Frontier for 49 Treatment Alternatives

Figure 4: CEACs for 4 Treatment Alternatives

Figure 5: CEACs for 13 Treatment Alternatives

Figure 6: CEACs for 49 Treatment Alternatives

Please recall for a value EVPI of the bound.
3. RESULTS

ICERs: Figures 1.2 & 3 show the PSA scatter and the cost-effectiveness frontier for the 4, 13 and 49 alternatives. The mean point of each cost-effect distribution is shown with the red diamonds, between each lies the cost-effectiveness frontier, shown with the red line. The PSA scatter for the original 4 dose alternatives in figure 1 are shown in dark blue in figures 2 and 3, while the additional alternatives are shown in lighter blue. The ICERs of the upper 3 of the 4 initial doses are shown in each figure. Each the ICER increases as the number of alternatives increases. The ICER of the highest dose level increases from $12,804/QALY in the 4 dose comparison to $14,378 and $15,338/QALY in the 13 and 49 dose comparison respectively.

CEACs: Figures 4, 5 & 6 show the CEACs in each of the 3 simulations. In the 4 dose comparison, the middle CEAC curve both attain probabilities exceeding 0.8. In the 13 dose comparison, the CEACs of the same middle 2 doses (marked in dark blue) only peak to probabilities of approximately 0.35 - 0.4. The same 2 CEACs in the 49 dose comparison only peak to probabilities of approximately 0.1. In general, the CEACs fall in probability as the number of comparators increases.

EVPI: The EVPI curves for the 3 simulations are shown together in figure 7. The EVPI curve for the 4 dose comparison is the lowest curve. It has 3 pronounced peaks, corresponding to the ICERs between the 4 doses, which also correspond to the level of the cost-effectiveness threshold where the CEACs cross in figure 4. The 13 dose EVPI curve is higher the 4 dose curve across all values of the threshold range. It still has some modest peaks, but the overall shape is that of a rising curve until a threshold value of approximately $12,000/QALY, at which point it slopes downwards. The 49 dose EVPI curve has a similar shape, although it lies above the 13 dose curve and is somewhat smoother.

4. DISCUSSION

The result that including more comparators results in higher ICERs is to be expected. As the number of comparators increases, the closest comparator becomes closer and the estimated ICER approaches the gradient of the underlying cost-effectiveness relationship at that particular dose level. ICERs estimated from discrete comparisons are necessarily lower than those estimated as the gradient of the underlying cost-effectiveness function; by how much depends on the slope of the cost-effectiveness relationship and size of the interval between points in the discrete comparison.

The implications for CEACs of being partly determined by the number of comparators is that they then appear somewhat arbitrary. It is difficult to interpret the probability from a CEAC given the influence of the number of comparators for example, it is uncertain if a low probability indicates that the estimates are highly uncertain, or if it is simply a consequence of a high number of comparators in the model.

The interpretation of the probability represented by CEACs varies in the literature. One interpretation is that it is the probability that the given intervention has the highest net benefit of all interventions compared at a given threshold [1]. This interpretation is consistent with our results. However, a broader interpretation of the probability is that it is simply the probability the given intervention is cost-effective at a given threshold [4]. That an intervention's probability of cost-effectiveness might vary with the number of comparators included in the analysis is not intuitive; our results are not consistent with this broader interpretation of CEACs. Consequently, one implication of our results is that clarification of the interpretation of CEACs is necessary.

The EVPI results are straightforward to interpret. When interventions are relatively close in the cost-effectiveness plane, the probability of making an error in the optimal choice is large, due to overlap of the net benefit distributions. Consequently, EVPI rises as the comparators become closer as more are included in the analysis. However, this rise in EVPI is anticipated to be to a limit, because the costs of making an error fall as the difference in net benefit between the optimal and non-optimal choice will diminish as the comparators become closer. Further work will be required to fully understand this limit and how it is approached with finite numbers of comparators. Like CEACs, the variation of EVPI with the number of comparators confuses its interpretation and makes it seem somewhat arbitrary.

5. CONCLUSION

Both CEACs and EVPI appear somewhat arbitrary given their variation with the number of alternatives compared within CEA. The difficulty in interpreting these metrics compromises their usefulness as objective measures of uncertainty in CEA. Further work will be required to clarify their interpretation.
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Purpose: To show that cost-effectiveness acceptability curves (CEACs) are contingent on the number of alternative treatment strategies compared and explain how this compromises their use as an objective measure of uncertainty in cost-effectiveness analysis. Methods: CEACs typically compare a finite number of treatment alternatives. However, in many cases the actual number of treatment alternatives is very large or infinite. In such cases the cost-effectiveness frontier is not composed of a discrete number of points in the cost-effectiveness plane, but can be continuous. We use the example of a hypothetical intervention with a continuous dose-response relationship to show how increasing the number of treatment alternatives compares to the shape of CEACs. How these curves change depends on the correlation of uncertainty between treatment alternatives in the probabilistic sensitivity analysis used to derive the CEACs. We compare the cases of perfect and zero correlation and an intermediate case, in which the correlation between alternatives increases with their proximity in the cost-effectiveness plane. Results: In the case of zero correlation, increasing the number of treatment alternatives causes the CEACs to fall towards a probability of zero (Figures 2A & B). With perfect correlation, the curves lie at probability of zero and jump to a probability of one over the range of the cost-effectiveness threshold where the given intervention has the highest net benefit. As the number of alternatives included grows large, the portion of the CEAC lying at probability of one converges to a single spike. In the intermediate case, the CEACs may initially lie at probability of zero or one, as in the case of perfect correlation, but eventually fall towards zero as the number of alternatives grows large (Figures 2C & D). Conclusions: This analysis shows that CEACs are contingent on the number of treatment alternatives compared. Without an objective basis to choose the number of alternatives in the increments between them, the resulting CEACs seem arbitrary in part. Consequently, the usefulness of CEACs as an objective measure of uncertainty is questionable when many treatment alternatives are possible.

Introduction
Cost-effectiveness acceptability curves (CEACs) are used to represent uncertainty in cost-effectiveness analysis (CEA). CEACs are typically derived from probabilistic sensitivity analysis (PSA); they show the proportion of PSA iterations for which a given intervention has the highest net maximum net health benefit over all alternatives considered for a range of cost-effectiveness threshold values.

CEACs generally compare a finite number of intervention alternatives. These alternatives may be distinct interventions or simply varying amounts of the same intervention. For example, in the case of cervical cancer prevention we may compare human papillomavirus vaccination to cervical screening, or we may compare different frequencies of screening. While there may be a finite number of unique treatments for a given condition, the dosage of many interventions can vary continuously, meaning the potential number of treatment alternatives can be infinite.

This poster shows how CEACs can change with the number of alternatives considered. It draws attention to the influence of correlations between alternatives in the PSA on the change in CEACs with increased numbers of alternatives.

Methods
We consider a hypothetical intervention that can be delivered at different doses, resulting in different combinations of costs and health effects. We consider 4 and then 50 different doses. For simplicity, we choose mean cost-effect combinations for each dose level that describe an efficient frontier.

We simulate a PSA by assuming distributions of costs and effects around each mean value. We assume bivariate normal distributions of costs and effects of equal variance for all dose levels. No correlation is assumed between the uncertainty of costs and effects. However, we do make assumptions regarding the correlation between costs and effects between alternatives: first that there is no correlation and then that there is a high correlation between alternatives, with that correlation diminishing the further in the cost-effectiveness plane the alternatives are spread. CEACs are derived from the PSA under the 4 and then 50 alternatives and under the different correlation assumptions.

Results
The 4 and then 50 treatment alternatives and their simulated PSA scatter are shown in the cost-effectiveness plane in Figures 1A & B above. The red line marks the efficient frontier described by the mean points of costs and effects. Figure 1B shows the PSA scatter for the four original alternatives in dark blue, with those of the other 46 alternatives shown in lighter blues.

The consequences for CEACs of adding more alternatives under the assumption of uncorrelated alternatives are shown in Figures 2A & B, and under the assumption of high correlation in Figures 2C & D. In both cases adding more comparators results in CEACs falling towards zero, with the effect being much more pronounced when costs and effects are uncorrelated between alternatives.

Analysis
The inclusion of more alternatives has a pronounced effect on the CEACs when there is no correlation between alternative interventions, as the relative uncertainty between alternatives is high: adding more comparators greatly reduces the probability that any one given intervention will be most cost-effective at a given threshold value. Conversely, when costs and effects are highly correlated between alternative interventions, the relative uncertainty between alternatives is low. In this case, increasing the number of alternative interventions only modestly reduces the probability of an intervention being most cost-effective at a given threshold.

Discussion
The case of multiple uncorrelated treatment alternatives is unlikely to occur, as there are unlikely to be many unique treatments for a single condition with uncorrelated uncertainties of outcomes. Multiple possible alternatives are more likely to appear due to varying doses of one intervention, where costs and effects are likely to be highly correlated across dose levels. It is possible that this correlation will diminish as dosage levels diverge, as assumed in our example. So while a very significant flattening of CEACs with the inclusion of more alternatives is unlikely, it is still probable that CEACs will change with increased numbers of alternative interventions in many cases.

The interpretation of CEACs in the context of multiple alternatives is not intuitive. In particular, that the probability of any one strategy being cost-effective depends on the number of strategies compared makes CEACs seem arbitrary in part. CEACs are highly dependent on the correlation of costs and effects between alternatives. If there is a lack of reliable data on these correlations, then the resulting CEACs may themselves be unreliable representations of uncertainty in CEA.

A limitation of our analysis is that we use a hypothetical intervention to illustrate our methodological point. However, such an example permits a very clear illustration of the influence of multiple possible alternatives on CEACs.

Conclusion
The contingency of CEACs on the number of alternatives considered when the set of possible alternatives is large makes them appear somewhat arbitrary. Consequently, their usefulness as an objective and intuitive measure of uncertainty in CEA is questionable.
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SHOULD WE AGGREGATE COST-EFFECTIVENESS OVER AN INTERVENTION’S ENTIRE IMPLEMENTATION LIFETIME?
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OBJECTIVES: Recent work has suggested that interventions whose cost-effectiveness should be assessed over their entire lifetime of implementation, not just over the period of use for a single cohort as typically modelled (Hoyle and Anderson, Medical Decision Making, 2010; Hoyle, Pharmacoeconomics, 2011). Such lifetime modelling can capture changes in costs and effects over time. These changes in costs and effects can result from price changes, disease dynamics or the application of differential discounting of costs and health effects. METHODS: Suggesting cost-effectiveness be assessed over an intervention’s complete lifetime does not necessarily mean that differential discounting need be applied. In particular, it suggests resources be allocated on the basis of the total cost-effectiveness over all periods in which it is implemented. This lifetime perspective can conflict with the alternative perspective that resources be allocated on the basis of relative cost-effectiveness within each given period. We discuss a number of simple theoretical examples in which the rank ordering of cost-effectiveness of two interventions is different under the two perspectives. The examples include when the prices of interventions trend and have different expected lifetimes, when differential discounting is applied in certain circumstances, or simply when the price of only one intervention falls following patent expiry. RESULTS: These examples prompt us to consider which perspective is more appropriate. We argue that an health care resource allocation is ongoing, repeated resource allocation problem, not one over a finite horizon; that the lifetime perspective is not appropriate. CONCLUSION: Advances in decision analytic modelling need to carefully reflect the actual nature of policy choices. The per-period perspective appears more appropriate to healthcare resource allocation problems than the total lifetime implementation perspective. However, the actual resource allocation process is likely to be more complex than either perspective alone might suggest.

Introduction

Two recent and related papers by Hoyle and Hoyle and Anderson have argued that cost-effectiveness should be estimated over an intervention’s entire implemented lifetime over all recipient cohorts. The rationale for such implementation lifetime modelling given that cost-effectiveness can change over the period of implementation and this should be accounted for in the present value of costs and effects when reimbursement decisions are taken. Both papers use the example of price reductions of pharmaceuticals following patent expiry. The implication being that there are interventions which are not cost-effective in current recipient cohorts, but will be cost-effective when sufficient future cohorts are included in the analysis, and so should be reimbursed now.

The objection to the proposed lifetime analysis presented here is in simple terms, that if an intervention is not currently cost-effective, but will become so in the future, then reimbursement should be postponed until the intervention becomes cost-effective, rather than extending the analysis to include future cohorts and granting reimbursement now.

Factors Changing Cost-Effectiveness

Clearly a future reduction in the price of a drug following patent expiry will make it more cost-effective when that price reduction occurs. Shi et al. note the converse situation, when a reduction in the price of an existing comparator causes a new intervention to become less cost-effective.

Hoyle and Anderson also note that cost-effectiveness will change over time when differential discounting is used. Differential discounting applies a lower discount rate to health effects than to costs to account for a growing value of health over time and is required in Belgium, the Netherlands and Poland. Differential discounting causes the cost-effectiveness of an intervention to improve in successive cohorts over time.

Intervention effectiveness may also change over time, leading to changing cost-effectiveness. For example, in the case of infectious diseases, it may be some time before a vaccination programme yields any health benefits, but its cost-effectiveness will improve once these emerge. Conversely, the introduction of one intervention can have adverse effects on the cost-effectiveness of other complementary interventions. For example, the anticipated reduction in the incidence of cervical cancer following the adoption of screening against the Human Papilloma-virus will cause the cost-effectiveness of cervical screening to deteriorate.

Examples of Changing Cost-Effectiveness Rank Order

The marked price reductions following patent expiry provide the most obvious example in which changing interventions can affect the cost-effectiveness of pharmaceuticals. However, different cost-effectiveness estimates compared to implementation in the current cohorts alone. One intervention may be less cost-effective than another when compared in current cohorts of patients, but it may be more cost-effective when the analysis is extended to include future cohorts receiving a lower post-patent price.

Post-patent price reductions are examples that lead to abrupt changes in cost-effectiveness. Differential discounting causes gradual changes in cost-effectiveness over time. Adopting the lifetime perspective can cause the relative ranking of cost-effectiveness of two interventions to change from that observed when compared on the basis of current cohorts when differential discounting is applied. Despite the fact that differential discounting results in a common trend in cost-effectiveness in both interventions, differences in the implementation lifetimes between the two interventions can lead to a switch in the cost-effectiveness rank order.

Perversity of Allocation of Consumer Surplus

The case of patent expiry provides a simple example of the counter-intuitive consequences of the lifetime perspective. Awarding reimbursement to an intervention which is not cost-effective at its current patent-protected price in anticipation of future post-patent price reductions rewards the patent holder an economic rent due to the consumer surplus generated by the future lower price, even though the current patented price generates no consumer surplus. Consequently, the patent holder is able to capture the entire economic rent, even though it may not produce the drug itself once the patent has expired. Furthermore, it is uncertain if the payer will reap the consumer surplus, as both the future price and use of the drug is uncertain. Consequently, reimbursement based on implementation lifetime estimations that account for post-patent prices would appear to be very generous to patent holders and leave payers bearing considerable risk.

Nature of the Decision Problem

Given the possible reversals in cost-effectiveness rank order of interventions between the conventional current cohort and the alternative implementation lifetime perspectives and possible perverse reimbursement decisions, it is important to consider which is more appropriate to healthcare decision making.

In most cases there is no need to accept or reject the use of an intervention over its entire implementation at one point in time. Rather, if an intervention is found not to be currently cost-effective and is not reimbursed, it is possible to review this decision in the future when prices or therapeutic options change. Healthcare resource allocation is an ongoing, repeated resource allocation problem that is undertaken year after year at one cross-section over a finite horizon. Consequently, it seems to warrant examining the cost-effectiveness of interventions in short horizons with the possibility of review as necessary seems more appropriate than assessing interventions over their entire anticipated implementation lifetimes.

Cavities of Disinvestment and Cohort Separability

The decision problem may be more complicated when a review would suggest disinvestment rather than reimbursement. It may be difficult to withdraw an intervention once it is adopted, even if it is no longer cost-effective. Consequently, if an intervention is currently cost-effective, but is anticipated to be less cost-effective in the near future, then it may be necessary to withdraw reimbursement or impose conditions on its use.

Some interventions may not be easily separable between cohorts, so postponing implementation to future periods may not be possible. For example, in the case of infectious disease control with hard immunity benefits, it might be necessary to implement it in current cohorts now when it is not cost-effective in order to build up hard immunity and achieve cost-effectiveness in the future. Similarly, in the case of capital interventions shared by generations of cohorts, it is not possible to selectively provide the intervention for some cohorts but not for others. In such cases where the separation of recipient cohorts is not possible, the entire implementation lifetime perspective may be more appropriate.

Conclusion

Anticipating future changes in cost-effectiveness can be useful. However, rather than assessing interventions over their entire implementation lifetime, it would be better to use predictions of changing future cost-effectiveness to identify when cost-effectiveness estimates should be reviewed. The lifetime perspective does not appear appropriate to most healthcare resource allocation problems. However, a implementation lifetime perspective may be appropriate in some particular cases.
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OBJECTIVES: Existing cost-effectiveness analyses (CEAs) of Human Papillomavirus (HPV) vaccination assume cervical screening remains unchanged. However, current screening intensities are unlikely to be cost-effective due to the likely reduction in disease incidence in vaccinated women. Therefore, reductions in screening intensity are probable. The cost-effectiveness attributable to vaccination varies with screening intensity. The assumption of unaltered screening leads to an underestimation of vaccine cost-effectiveness relative to when screening intensity is reduced. Furthermore, failure to consider other screening intensities yields an incomplete efficient frontier in the cost-effectiveness plane. This can lead to an incorrect estimate of the price at which vaccination becomes marginally cost-effective for a given cost-effectiveness threshold.

METHODS: We review cost-effectiveness estimates for a wide range of screening only and vaccination plus screening strategies from a model used to estimate vaccine cost-effectiveness in the Netherlands. We indicate what comparison was used to estimate vaccine cost-effectiveness in previous studies, show what comparisons would be more appropriate and explain how these differ. RESULTS: We then show why the cost-effectiveness of adding vaccination to a given screening strategy is not the appropriate basis to determine if the vaccine is cost-effective or the threshold price. Rather, both should be determined by the ICER between the most cost-effective screening only strategy and the least cost-effective vaccination plus screening strategy, even where this least cost-effective vaccination plus screening strategy is a non-inferior strategy at a given threshold. CONCLUSIONS: CEAs of HPV vaccination may no longer be policy or research priorities following widespread reimbursement and precipitous price reductions. However, the methodological issues raised here are pertinent to both future CEAs of an enhanced vaccine with protection against more HPV types and more generally to cases in which the cost-effectiveness of complementary interventions are not independent.

Introduction

Existing cost-effectiveness analyses (CEAs) of Human Papillomavirus (HPV) vaccination for the prevention of cervical cancer have not considered the consequences for optimal screening of vaccinated women as part of their analyses. While it is recognised that screening may need to change for vaccinated women due to anticipated reductions in disease incidence, this has not been considered in CEAs of vaccination. This has been considered a policy question that will not need to be answered until the current cohorts of vaccinated girls reach screening ages, which is at least a decade from now. This analysis shows how the cost-effectiveness of screening vaccinated women needs to be considered as part of the CEA of vaccination itself and therefore should be considered now.

Methods

We used the MISCAN microsimulation model of cervical cancer prevention developed at Erasmus MC, Rotterdam to simulate a range of screening only and vaccination plus screening strategies. The model used here is based on De Kok et al’s CEA of HPV vaccination in the Netherlands and largely follows the assumptions described therein.1 Key parameters include a vaccine price of €116 per dose, 85% vaccine coverage and a discount rate of 3% for costs and health effects.

This analysis simulates not only the current screening strategy of every 5 years from ages 30 to 60, but considers 16,000 alternative screening strategies, with different screening frequencies and screening start and stop ages. The estimated costs and health effects, reported in terms of life years gained (LYG), of all strategies were plotted in the cost-effectiveness plane and the efficient frontier identified. We estimated the incremental cost-effectiveness of adding vaccination to the current screening strategy, to the no-screening option and the incremental cost-effectiveness between the most intensive efficient screening only strategy and the least intensive vaccination plus screening strategy.

Results

The results of the CEA are plotted in the cost-effectiveness plane in Figure 1. The light blue points mark the unvaccinated strategies, while the pink mark the vaccination plus screening strategies. The efficient strategies are marked with the dark blue diamonds.

The difference in cost-effectiveness of adding vaccination to no screening strategy is marked with the purple line and has a CE ratio of approximately €29,000 /LYG. The difference in cost-effectiveness of adding vaccination to the current screening strategy is marked with the dark red line and has a CE ratio of approximately €70,000 /LYG. The change in cost-effectiveness between the last efficient screening only strategy and first vaccination plus screening strategy is shown with the blue line and has a CE ratio of approximately €92,000 /LYG.

Analysis

De Kok et al. and others in the literature have assumed current screening intensity will be maintained when estimating the cost-effectiveness of HPV vaccination. This corresponds to the cost-effectiveness (CE) ratio represented by the red line between B and B’ of €100,000 /LYG. However, this comparison is not the correct basis to determine the cost-effectiveness of vaccination.

The base case of C to C’ shows the cost-effectiveness of moving between the most intensive screening only strategy and the least intensive vaccination plus screening strategy. For vaccination to be efficient and cost-effective, the cost-effectiveness threshold must be at least €92,000 /LYG, which is considerably higher than the CE ratio of adding vaccination to the current screening strategy. The analysis shows that it would be more efficient to first increase screening intensity beyond its current level at point B, rather than adopting screening. Only if the CE threshold is greater than €92,000 /LYG would it be cost-effective to adopt vaccination and move from C to C’. Note that the two efficient strategies at C and C’ are not of the same screening intensity.

The threshold price of the vaccination can be derived from our analysis. Assuming for convenience that the CE threshold is €70,000 /LYG, then the threshold price implied by the conventional analysis would be the analytic price of €116 per dose. However, if we more correctly derive the threshold price from the CE ratio of moving from a screening only to a screening plus vaccination strategy, we find a lower price of approximately €60 and 75% of the conventionally derived threshold price.

Discussion

A complete appraisal of the cost-effectiveness of HPV vaccination requires consideration of the full range of cervical cancer prevention strategies in the CE plane, not just a comparison between the costs and effects of the current screening intensity with and without vaccination. A complete analysis is required because adding vaccination to the current strategy may not be efficient, as is the case in this example. A lower price is required for a switch between any screening only to a screening plus vaccination price to become cost-effective. An even lower price again would be required for adding vaccination to the current screening strategy to be a cost-effective strategy.

This case presents an interesting example of the difficulties of estimating the cost-effectiveness of two complementary interventions. In the case of screening, its intensity currently is not a key variable determining cost-effectiveness.

Conclusions

Existing CEAs of HPV vaccination have not taken sufficient account of the potential for varying screening intensity to determine the correct cost-effectiveness estimates or threshold price of the vaccination. The intensity of screening of vaccinated women is not a policy question for the future, but is relevant now.
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OBJECTIVES: Recent work on differential discounting of costs and health effects has reached a degree of consensus in a previously strongly divided debate. Put simply, it holds that the discount rate applied to health effects should equal the discount rate for costs. This grows the growth rate of either the cost-effectiveness threshold or the consumption value of health, depending on the objectives of the health system. Assuming positive growth in the threshold or the value of health, this implies the cost-effectiveness of preventative interventions improves relative to the situation under equal discounting. METHODS: We show how recent analyses of differential discounting implicitly assume healthcare funds to be completely fungible over time. This assumption is difficult to justify in the context of publicly funded healthcare systems that exhaust budgets annually. Assuming funds are not fungible results in alternative differential discount rates; in this case, the discount rate on costs should be adjusted upwards by either the growth rate of the threshold or the consumption value of health.

RESULTS: Under these discount rates, interventions that impose costs in future periods become more cost-effective relative to the situation under equal discounting, rather than those which yield health gains in the future. Indeed, the cost-effectiveness of preventative interventions that reduce future healthcare costs will deteriorate under such alternative assumptions. Beyond the two-period framework used by Paulden and Claxton, differential discounting may differ greatly between the two differential discounting schemes. CONCLUSION: Costs of healthcare interventions may be highly sensitive to discounting; therefore the theory underlying discount rates needs to be robust. This analysis shows that the current understanding of differential discounting needs to be re-examined.

CEA authorities in countries currently employing differential discounting such as Belgium and The Netherlands and those contemplating it such as England and Wales should consider these issues carefully.

What Claxton et al. showed

Claxton et al. recently demonstrated the rationale for the differential discounting of costs and health effects under three alternative health economic decision rules. Arguably most relevant of these decision rules for CEA is where the incremental cost-effectiveness ratio is compared to a cost-effectiveness threshold. Where the threshold, rather than representing any value of health, is the cost-effectiveness of the marginal intervention that can be afforded within the current healthcare budget. In this case, the differential between the discount rates for costs and effects approximately equals the threshold's growth rate.

Where $d_t$ is the discount rate applied to health effects; $g_t$ is the rate of time preference for health; $d$ is the discount rate applied to costs; and $g$ is the threshold growth rate.

What was not resolved

Claxton et al. did not resolve what $g$ is, which is necessary in determining what discount rates to apply in CEA. However, this has been addressed in a subsequent paper by Paulden and Claxton. They use a two-period model in which health spending is allocated between periods to maximise the present volume of health effects. The time preference for health, $g$, is revealed by the budget allocation between the two periods, which Paulden and Claxton show to be a function of interest rates and growth in the cost-effectiveness threshold, $r_t$, and $g_t$.

$$r_t = g_t + g$$

The intuition behind the model can be considered as follows. If $r_t < g_t$, a budget allocation that increases healthcare resources in the second period relative to the first will be preferred, permitting threshold growth. This unequal distribution of health spending between the two periods can be interpreted as saving from the first period to finance greater health spending in the second.

$$d_t = r_t$$

Consequently, the discount rate applied to costs should equal market interest rates, while the discount rate applied to effects should approximate market interest rates less threshold growth. This formulation resembles differential discounting as advocated previously on the basis of a growing value of health over time, whereby the discount rate on health effects equals that of costs was grown in the value of health.

Paulden and Claxton's assumption

The key assumption of Paulden and Claxton's model is that healthcare resources are fully fungible over time, that is, they can be freely allocated between periods, subject to market interest rates, to maximise the present volume of health.

Reasons to question this assumption

There are two reasons to question the fungibility assumption: (1) it is unrepresentative of budget allocation practices in centrally-funded healthcare systems; health-care systems tend not to systematically save or borrow between periods, but exhaust their annual allocations annually; (2) ongoing borrowing or saving is not sustainable in the long run, rather than adjusted upwards by either the growth rate of the threshold or the consumption value of health.

Paulden and Claxton's framework is a useful starting point for such an analysis. However, their assumption of a constant discount rate on costs and effects and the cost-effectiveness ratios are shown in Table 1 under equal discounting, differential discounting with the current Dutch rates and the alternative differential discount rates implied by the assumption $r_t = g_t$.

Adopting the alternative differential discounting rates in the preventative intervention becoming less cost-effective with threshold growth. This result is intuitive, as no assumption is made about a change in the value of health over time, but the opportunity costs of future health spending have fallen due to threshold growth, so the future cost savings are now less important, Furthermore, growth in the threshold has no bearing on the current costs of the intervention as they are incurred in the present.

Conclusions

Assuming that time preference rates for all goods must be equal may be a conservative assumption. More thorough analyses would need to consider how the time preferences for health and other goods change with the factors that change the threshold, such as technology, healthcare demand and budgets. Paulden and Claxton framework is a useful starting point for such an analysis. However, their assumption of healthcare resource fungibility is not representative of actual budget allocation practice. Consequently, further work is fully understood the correct form of differential discounting. CEA authorities such as NICE should wait until a robust consensus is achieved before recommending differential discounting.
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GLOSSARY

ACER
Average cost-effectiveness ratio. This represents the total costs of an intervention divided by its total effects.

BIA
Budget Impact Analysis. BIA is an analysis of the total net expected impact on healthcare budgets of an intervention.

CEA
Cost-effectiveness analysis. CEA is the appraisal of the costs and health effects of healthcare interventions.

CE Plane
The Cost-Effectiveness Plane is a graphical representation of the estimated costs and effects of interventions. Typically the do nothing strategy of no intervention is represented by the origin. Conventionally, the estimates of the costs and effects of alternative healthcare interventions relative to this reference strategy are represented on the horizontal and vertical axes.

Comparative Effectiveness
Comparative effectiveness is the comparison of the clinical effectiveness of alternative interventions. In contrast to cost-effectiveness, comparative effectiveness does not assess the resource implications of alternative strategies.

Cost-Effectiveness Threshold
The threshold is the upper limit on the ICER that is considered acceptable for reimbursement. Interventions with ICERs below the threshold are considered cost-effective while others are not. It can be considered society’s limit on willingness to pay for care.

Discount Factor
A discount factor is a weight applied to costs and effects that occur in years other than in the discount year. Typically discount factors are applied to future costs and effects. They have weights less than one that fall over time, reflecting positive time preference, which is the tendency to prefer enjoying good things sooner rather than later.

Discount Rate
The discount rate is a measure of time preference. Positive discount rates reflect positive time preference, which is a desire to enjoy good things sooner rather than later.

Dominance
Interventions in the cost-effectiveness plane can be sorted into dominated and non-dominated strategies. Strategies that are more costly and less effective than other strategies are strongly dominated. Strategies that are more costly and less effective than a linear combination of two other strategies are weakly dominated. Those strategies that are not strongly or weakly dominated are the dominant strategies.
External Validity
This is the property that the results of the model adequately
genralise to a real world setting. In the context of CEA this
property is that the findings of a decision model correspond well to
actual policy choices.

Efficient Frontier
The efficient frontier is the line that joins the set of dominant
strategies in a cost-effectiveness plane.

HPA
Health Protection Agency. A UK government agency involved with
the protection of public health.

HPV
Human Papillomavirus. HPV is a set of virus types that are a
necessary cause of cervical cancer and known to be a causal agent
of other gynaecological cancers, genital warts, penile and anal
cancer, cancer of the head and neck
recurrent respiratory papillomatosis.

ICER
The incremental cost-effectiveness ratio is the primary measure of
efficiency employed in CEA. It measures the incremental costs of
one intervention relative to another divided by the incremental
effects between the two interventions. The ICER should only be
estimated between non-dominated interventions that lie on the
efficient frontier.

Net Benefit
Net benefit is a measure of cost-effectiveness expressed as either net
monetary benefit or net health benefit, in which the benefits of an
intervention are measured in terms of monetary units or health
effects respectively. Net monetary benefit uses the cost-
effectiveness threshold as a value of the health benefits produced by
an intervention less the net costs of providing the intervention. Net
health benefit measures the health benefit of the intervention less
the opportunity cost of providing the intervention measured as the
costs of the intervention divided by the cost-effectiveness threshold.
Net benefit can be calculated over a range of threshold values.

PSA
Probabilistic Sensitivity Analysis is a method for assessing
uncertainty in CEA. It involves the estimation of cost and effects
over a range of possible parameter values, given the probability
distributions of those parameter values and any correlation between
parameters. The parameters are varied stochastically and the results
estimated in many different iterations. The results are compiled to
yield a joint probability distribution for costs and effects.