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SUMMARY

Quantum-dot cellular automata (QCA) is one of the computational schemes be-
ing developed to take computing past the limits of Moore’s law. QCA devices
are based on a bistable arrangement of two mobile charges in a square cell, and
can be constructed from assemblies of molecules, nanomagnets or metal dots.
Molecules are well-suited for QCA applications, and would allow fast switching
speeds, exceptional device densities and ultra-low dissipation. However, switching
in a molecular-scale QCA system has yet to be demonstrated and many obstacles
remain in the path to this goal. Scanning tunnelling microscopy (STM) provides
atomic scale information about the structure and electronic properties of conduc-
tive surfaces, and can be used to modify both, therefore representing a powerful
tool for investigating this kind of system. In the present thesis fundamental chal-
lenges associated with demonstrating molecular QCA (MQCA) action with STM
are addressed.

Many of the hurdles associated with this are not specific to QCA, but apply
to the wider field of molecular surface science. These include issues relating to
the deposition of complex molecules in ultra-high vacuum (UHV), controlling the
superstructure of self-assembled networks, and the use of engineered substrates
with complex molecules and deposition techniques. Meeting these challenges
constitutes the main focus of this work.

We have investigated the adsorption behaviour two ferrocene-decorated por-
phyrins on a range of different substrates. In particular, we have shown how
the molecule-substrate interactions must be taken into account when designing
supramolecular architectures. The preference for specific adsorption sites, the
minimisation of surface energies, and the competing intermolecular interactions
all make up a delicate balance which determines the final molecular superstruc-
ture.

The challenge of depositing complex molecules on engineered surfaces in UHV
is addressed in detail here. Insulator-on-metal systems are necessary to prevent

strong perturbation of the electronic structure of a molecule upon adsorption,
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while meeting the conductivity requirements associated with STM experiments.
We use electrospray deposition (ESD) to deposit molecules various substrates, and
show that the electrospray process can alter surface morphologies. Physisiorbed
ionic films are shown to be incompatible with ESD, while chemisorbed insulating
layers are viable. We have not been successful in sufficiently decoupling molecu-
lar states to facilitate charge injection, however we suggest that other substrate
systems available in the literature would make such experiments possible.

We have also used ESD to prepare chlorinated copper surfaces via reactive
landing of chloroform. We have provided new insights into the behaviour of this
surface in the coverage regime corresponding to uniaxial compression of the Cl
adlayer. A new electronic state has been reported, and assigned as an antibonding
interaction between chlorine and copper states. The energy of this interaction was
found to depend on the adsorption site, being higher for hexagonal close packed
(hep) sites than for face-centred cubic (fcc) sites. Additionally, we found that
the energy of this electronic state was dependent on the size of the domain and
upon the distance from the domain edge. This surface did not, however, facilitate
decoupling of molecular states.

The electronic properties of both types of ferrocenyl-porphyrins were found to
depend on their conformation when adsorbed on metallic substrates. We found
that the trench structures on Cu,N—Cu(100) could be used to template the self-
assembly of both molecules. The templated wires formed by one of the molecules
exhibited interesting electronic structure, which we postulate may be due to in-

termolecular mixing of molecular orbitals.
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INTRODUCTION

The use of molecules as device components is one research avenue being pursued
to get around the myriad problems associated with continued miniaturisation of
conventional semiconductor transistors, which include those related to increasing
leakage currents, increasing resistance of the interconnects, and achieving the re-
quired resolution with lithography. Within the field of molecular electronics there
are two broad strands of research: one trying to implement the familiar device
functions with molecular components, and another trying to find completely new
ways to perform computations at the molecular scale. Quantum-dot cellular au-
tomata (QCA) is an example of the latter, where binary information is represented
by the dipole or quadruple orientation of a cell.! In this computational paradigm,
information is transmitted via field interactions between patterned arrays of these
cells, rather than by charge transport.? Molecular-scale QCA promises high de-
vice densities and ultra-low power dissipation, however, while proof-of-concept
has been achieved using metal dots, a molecular implementation has yet to be
demonstrated.?

The goal of this thesis is to make progress towards a demonstration of molec-
ular QCA (MQCA) action with the scanning tunnelling microscopy (STM). The
STM is one of the most powerful tools available to surface science.® It allows elec-
tronic information to be extracted from conductive surfaces in real space. The
STM has long been used to study adsorbed molecules,® and in recent years has
been used to inject charge into molecular systems.® This makes STM the perfect
tool for MQCA investigations.

However, significant challenges must be overcome in order to achieve this goal.
First, suitable molecules must be designed, deposited, and assembled in a useful
architecture on a STM-compatible substrate. The molecular orbitals must not
couple strongly to the substrate states in order to be able to access the excited
states of the molecule. Once this has been accomplished, the challenge remains to
inject charge into the molecular cells, and to read out and manipulate the charge

configurations in these cells. In this work we tackle these issues, and make some
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progress towards the final goal.

The work presented in this thesis has been carried out within the MolArNet
consortium, involving six experimental and computational research groups from
around Europe. The candidate molecules were synthesised and characterised elec-
trochemically at the University of Bologna, environmental STM was carried out
at the Université de Strasbourg, and density functional theory (DFT) calculations

were performed at TU Dresden.

This thesis is organised as follows. We introduce the field of molecular elec-
tronics in chapter 1, with a particular emphasis on the QCA paradigm. The
mixed-valence compounds are introduced, which find applications in all areas of
molecular electronics and are key to the implementation of QCA at the molecular
scale. We also discuss how we expect the properties of molecules to be perturbed

upon adsorption on a surface.

In chapter 2, we explore the theoretical underpinning of STM and scanning
tunnelling spectroscopy (STS), the principle techniques used in this work. We
outline the origin of the various tunnelling phenomena which arise when molecules
are within the tip-sample junction. The operational principles of STM are dis-
cussed, along with the experimental details of the equipment used to carry out the
measurements presented in this work. The problems associated with depositing
complex molecules for STM analysis are outlined in chapter 3, and the electro-
spray deposition (ESD) technique is introduced. ESD allows almost any type of
molecule to be deposited, and we discuss the mechanism behind the process and

describe the instrumentation used.

The first of our QCA candidate molecules is described in chapter 4. We
compare the adsorption and self-assembly of this ferrocene-functionalised por-
phyrin on Au(111) and Cu(111), and we find that where the molecule-molecule
interaction dominates we observe the square architectures desired for MQCA ap-
plications. We examine the electronic properties of these arrays and find good

agreement with theoretical predictions made by our collaborations.

We then attempt to assemble these molecular arrays on substrates with insu-
lating spacer layers, and in chapter 5 we outline the difficulties associated with
this. We find that physisorbed spacer layers can be modified upon exposure to
ESD and suggest that chemisorbed insulating layers should be used when de-
positing molecules via electrospray. We investigate chlorinated copper surfaces
for use as spacer layers in chapter 6. We report interesting new electronic effects
on the chlorinated copper, but find that it is not useful for decoupling molecular

states.




Finally, in chapter 7 we explore the possibility of using surface reactions to
assemble covalently-bound QCA devices. We report on the self-assembly and
electronic properties of the ferrocene-functionalised porphyrin precursor on both
metallic and insulating substrates. The coupling reaction was unsuccessful, how-
ever we suggest simple refinements which we believe will facilitate bottom-up

assembly of molecular-scale devices.
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MOLECULAR ELECTRONICS

It is now more than fifty years since Gordon Moore made his famous prediction
that the number of transistors in an integrated circuit would double approxi-
mately every two years.” The fundamental limit of this trend lies in atomic scale
devices, however significant challenges to continued transistor miniaturisation are
encountered even well above this point. In recent years device density has begun
to level off, with computational power gains being made up from other sources,
such as increasing the mobility in the channel via strain engineering. Currently,
the most pressing challenge is related to the power dissipation caused by leakage
currents which increase as the channel length is reduced. In addition, Moore’s
lesser-known second law, which states that the cost of building a fabrication fa-
cility also increases exponentially over time, may prove more restrictive than any
physical or technological issue.

Significant research effort continues to be expended on the search for ways to
maintain the computational power gains associated with Moore’s first law. One
such approach is to fabricate electronic components from the bottom up using
molecular building blocks, which constitutes the field of molecular electronics. It
is important to note here that performing some useful function with a molecule is
not sufficient to classify it as a molecular electronic device. There must be some
interface with the macroscopic world, and some way to exchange information with
other functional molecules. It must also be possible to cascade arbitrary numbers
of these functional molecules in architectures which allow the elementary Boolean
operations to be implemented, which in turn requires power gain to prevent the
signal decaying over the concatenated network.

The possibility of using individual molecules to perform computing functions

5



1. Molecular Electronics

was first proposed by Aviram and Ratner in 1974, who described a molecular
rectifier, and provided what seemed to be evidence for its operation.® Although
it was later found to be an artefact of the experiment, this paper served as the
impetus for explosive growth in the field, culminating in 1997 when a functional
molecular rectifier was finally demonstrated.”

The simplest circuit element is a wire. Multiple molecular wires have been

11,12 13,14

demonstrated, ' including conjugated hydrocarbons, nucleic acid strands,

1516 and porphyrin oligomers. 8 In general, molecular wires

carbon nanotubes,
tend to be highly conjugated, so that the delocalised m-system provides a pathway

for electron transport.

A molecular switch can be thought of as a molecule with some measurable
property which can be modulated between two states by applying some external
stimulus. The bistable property can be structural, electronic, optical or magnetic,
among others, while common stimuli include changes in temperature or pH, ! the
introduction (or removal) of some chemical species, gating by some external field
or the adsorption of light. Demonstrating a reliable bistable molecule is the first
step towards developing a molecular computing machine, since computational

logic is essentially based on cascades of switches.?’

Around the same time as the Aviram and Ratner proposal for electronic de-
vices implemented by molecules, the first mixed-valence compounds were de-
signed.?\?2 A mixed-valence molecule is generally considered to be one where a
redox centre, typically a coordinating metal atom, appears more than once with
the sites in two (or more) different oxidation states.?® The redox sites are con-
nected by some bridging structure which allows electronic coupling between the

various redox centres.

Mixed-valence compounds originally generated interest for their potential in
the study of fundamental properties such as electron transfer, however, as the
field of molecular electronics developed, it soon became clear that mixed-valence
chemistry would have wide applications in molecular electronics.?* Since molec-
ular electronics fundamentally depends on electron transfer, it is not surprising
that a class of molecules that are good for studying this phenomenon may also
provide the opportunity to design specific molecules where electron transfer oc-
curs in ways that are useful from a device point of view. The three Robin-Day
classes of mixed-valence molecules,?? representing those molecules where charge
is fully localised on a redox centre (class I), or partially (class II) or completely
delocalised (class III) between multiple redox centres, have each been used for

different molecular electronic functions. Class III molecules are useful as wires,
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where the delocalisation provides fast electron transfer in the nanometer range.
Class II molecules have been mooted as potential electronic switches or mem-
ory elements, where the reversible trapping of charge enables functionality. The

properties of mixed-valence compounds are discussed in detail in the next section.

Many of the molecular electronic devices that have been demonstrated to date
are familiar from conventional integrated circuits: wires, rectifiers, transistors,
and logic gates.?? However, several more exotic device structures have been
proposed, among the most interesting of which are those designed to implement

cellular automata (CA)-based computation.

CA are mathematical models consisting of a regular array of “cells” containing
one or more discrete variables.?” The value of the variables in a particular cell
are updated at regular time intervals according to rules which depend on the
value of the variables in neighbouring cells. The most famous example of a CA
is Conway’s Game of Life,?® where each cell in an infinite square grid has only
one variable, taking the value of either “alive” or “dead”, and which changes
depending on the number of “live” neighbours it has. CA were discovered in
the 1940s and used to investigate the origins of complexity in in physical and

Y soon after it was shown that physical implementations of

biological systems,?
CA systems were capable of transmitting and processing information.3%3! In fact,
one of the earliest proposals for a molecular computing device was based on CA

using conformational switches.??

Heinrich et al.?® have demonstrated both fundamental logic operations and
the operation of relatively complex logic circuits using this kind of mechanical CA
scheme. They used a STM tip to manipulate CO molecules into precise configu-
rations on a Cu(111) surface, where they found that a CO trimer in a “chevron”
configuration relaxed to a close-packed arrangement via hopping of one of the CO
molecules. The chevron and close-packed configurations were assigned as the “0”
and “1” logic states, and by placing CO molecules in patterns such that the decay
of one chevron configuration would lead to the formation of a new CO chevron,
which would then relax itself, etc, molecule cascades capable of transmitting these

logic states and performing logic operations could be constructed.

More practical molecular CA systems have been demonstrated since,3* how-
ever perhaps the most promising scheme for CA-based computation is QCA,
where the charge configuration in a cell containing four redox centres is used to
store binary information.! Aligning multiple cells allows information to be prop-
agated without the flow of charge, thereby avoiding the power dissipation issue,

and more complicated device architectures can allow for the implementation of

7



1. Molecular Electronics

logic operations. The QCA paradigm is explored in section 1.2.

To develop a functional molecular electronic structure the components must
be designed, synthesised and assembled on a supporting substrate. This should
be done first on the single molecule, and tens-of-molecules scale, so that the
structures can be fully characterised. Once this has been done, large arrays should
be built and patterned. One of the most challenging problems to be overcome
is that of how to contact the device so that inputs can be fed in and outputs
can be read out. The porphyrin and ferrocene groups which we have identified
as promising structural and functional elements for the design of candidates for
MQCA, are introduced in section 1.2.3.

Since molecular structures must be supported on a substrate in order to be
used as devices, it is important to understand the interaction of molecules with
a surface. The molecules must also be stable with respect to diffusion at room
temperature, necessitating an appreciable interaction with the substrate. On the
other hand, electronic coupling to the substrate can greatly alter the properties
of a molecule from its gas-phase state. It is therefore important to keep in mind
adsorption effects when designing a molecular electronic system. The electronic

effects of adsorption are outlined in section 1.3.

1.1 Mixed-Valence Compounds

A mixed-valence (MV) compound is a molecule containing multiple redox groups,
which are identical except for their oxidation state. Although examples of MV
compounds have been known for hundreds of years,? the field took off in earnest
with the publication of the first molecule in which the MV character was designed:
the Creutz-Taube ion.?'?? This was a timely development since it came shortly

36-38 and Hush® developed their theory of electron transfer. The

after Marcus
symmetry of these molecules makes them attractive for studying the mechanisms
of electron transfer utilising Marcus-Hush theory, which is indeed what initially
generated interest in the field of MV chemistry.? The development of numerous
classes of MV complexes, and the understanding of the various factors controlling
the electron transfer properties in MV compounds, has in recent years led to the
exploitation of these molecules as molecular wires and switches.?*

A two-centre mixed-valence compound can be thought of as a donor-bridge-
acceptor (D—B—A) molecule where the donor and acceptor differ only by one
electron (or more).** The general form of a D—B—A molecule is shown in figure

1.1. Interconversion between the donor and acceptor occurs wvia electron transfer
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1.1 MIXED-VALENCE COMPOUNDS

Donor Bridge  Acceptor

Figure 1.1: Schematic of a donor-bridge-acceptor molecule.

across the bridge. The donor and acceptor groups are usually organometallic
moieties, although they can also be organic radical anions and cations.*? The
bridge can range from a simple metal-metal bond to a long organic bridging
group, and the nature of this bridge strongly affects the coupling between the
donor and acceptor.

Robin and Day classified MV compounds depending on the extent of the
delocalisation of the valence electrons.?® This is described by the mixing of the
donor and acceptor wavefunctions, denoted 14 and v,, respectively. The ground

state wavefunction is defined by*?

¢MV = ml/}d + Vdawa‘ (].].)

Class I molecules have a high barrier for charge transport between the redox
sites, so that V;, = 0 and the unpaired electron is localised on one of the redox
centres and v = 1q. Class III systems have no barrier to interconversion such
that the mobile charge is completely delocalised and the ground state wavefunc-
tion is a mixture of the donor and acceptor wavefunctions. Here Vg, = 1/ V2,
and the oxidation state of each redox centre can be thought of as the average of
that on the molecule.** In class II compounds there is a small barrier to electron
transfer between the donor and acceptor, but the low activation energy allows
interconversion upon thermal or optical excitation. The slow rate of electron
transfer in class II compounds makes them particularly amenable to study with
a variety of techniques. More recently subclasses representing molecules on the
border between the primary classes have been added.*® The delocalised nature
of charge in class III compounds suggests that they may be useful as molecular
conductors, while if the weak barrier to transfer of charge between the different
localised sites in class II compounds can be modulated by an external stimulus,
a molecular switch can be conceived.*6

According to Marcus theory, the potential energy surface for electron trans-
fer from a donor to an acceptor is described by two one-dimensional harmonic

potentials along a dimensionless reaction coordinate,” as shown in figure 1.2(a).
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1. Molecular Electronics

hy Optical Pathway \

Omm() Qmm()
\\\ Thermal Pathway /

) — D

Figure 1.2: (a) The Marcus potential energy surface for an electron transfer
reaction between a donor and acceptor. (b) shows a schematic of the optical and
thermal pathways for intramolecular charge transfer in a symmetric D—B—A
compound. Red and blue circles around the redox centres represent equilibrium
intramolecular and solvent configurations for the Mt and M states, respectively,
while the purple circles represent the intramolecular and solvent configuration for
the transition state for electron transfer between the two redox centres. Adapted
from ref. 40.

Energy

Reaction Coordinate

There are two pathways for electron transfer from the donor to acceptor, thermal
and electronic. These are shown schematically for a symmetric D—B—A molecule
in fig. 1.2(b).

For thermal electron transfer to occur, the molecule and surrounding solvent
must first form an activated complex with identical configurations around each
redox site. The energy required to form the transition state AG* corresponds to
the difference between the free energy at the donor minimum and the point at
which the diabatic curves cross. Optically induced electron transfer occurs when
a photon is adsorbed whose energy corresponds to the vertical difference from the
donor minimum to the acceptor diabatic potential. This energy, known as the
Marcus reconfiguration energy A, represents the extra free energy cost associated
with the intramolecular and solvent configurations having not yet responded to
the change in charge. The Marcus reconfiguration energy has contributions from
structural changes within the molecule during charge transfer, known as the inner
reorganisation energy J\;, and from the outer reorganisation energy A\, which ac-
counts for rearrangement of the surrounding solvent molecules. The optical and
thermal pathways are equivalent, leading to a relationship between the activation

barrier AG* and the reconfiguration energy A:

(A + AGY)?

AG* =
¢ 4\ ’

(1.2)

10



1.1 MIXED-VALENCE COMPOUNDS

where AGY is the free energy change during the electron transfer reaction, which
is zero for the degenerate system in Fig. 1.2(b).

Marcus theory is only applicable to MV compounds belonging to class I, where
the diabatic approximation holds. Where there is electronic coupling between the
redox sites an adiabatic treatment is required.3® Hush extended Marcus theory to
account for this electronic coupling, which results in an avoided crossing between
the potential energy curves of the two states. The resonance energy Vg, arising

from this electronic coupling lowers the barrier for charge transfer:

(A — 2Vg,)?
4\ '

This leads either to a double minimum potential energy curve for a class II com-

AG* = (1.3)

pound, when the electronic coupling is smaller than the reconfiguration energy
2V4a < A, or a single minimum corresponding to the class I1I case, when 2V, > .
MYV systems can be classified by their resonance energies V,p according to the

Robin-Day scheme:*°

Class I: Via = 0,
Class II: 0 < Vg, < A/2,
Class III: Vaa > A/2,

Potential energy curves for a two-centre MV system, representing each of the
three Robin-Day classes, are shown in Fig. 1.3.

The degree of interaction between redox-active groups in a molecule will de-
termine its optoelectronic properties. Class I molecules have properties corre-
sponding to their component parts, whereas class II and III compounds generally
have electronic and optical properties which cannot be predicted by looking at
each of the components in isolation. This manifests in two ways which are exper-
imentally accessible: separation of the two (or more) sequential redox potentials
for the redox-active groups, and the appearance of an intervalence charge transfer

(IVCT) band in the near-infrared (N-IR) region of the molecules optical spectrum.

1.1.1 Electrochemical analysis of mixed-valence compounds

Intramolecular electronic coupling in a MV compound implies that once one of
the redox centres is oxidised (reduced), oxidation (reduction) of subsequent redox
groups requires more energy.? This manifests as a shift in the equilibrium of the

intramolecular comproportionation reaction, which can be written as

M(n+1) + M(nfl) — 2M(n)
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1. Molecular Electronics
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Figure 1.3: Potential energy curves for symmetric MV molecules representing
the primary Robin-Day classes. The barrier to electron transfer between the
redox centres is denoted AG*, X is the Marcus reorganisational energy, and Vj,
is the coupling matrix element between the redox centres. (a) Class I molecules
have fully localised redox centres such that thermal electron transfer is forbidden
between them. (b) The redox centres in Class II molecules are weakly coupled.
(c) In Class III molecules charge is delocalised over the redox centres, indicating
strong coupling. Adapted from ref. 40.

The equilibrium constant for this reaction is referred to as the compropor-
tionation constant K.. It describes the stability of the MV state relative to the
isovalent state and acts as a measure of the degree of electronic communication

between the redox centres. The comproportionation constant is given by

M
[M(n+1)] [M(n—l)] )

K.= (1.4)

In the limit of no interaction between the redox sites, K, = 4.%® In this case
a single multi-electron peak will be observed in the cyclic voltammetry (CV),
whereas for coupled redox centres this peak will be split into multiple waves with
redox potentials separated by AFE. K. can be determined from electrochemical

measurements by utilising the Nernst equation

AG® = —RT(InK,) = —nF(AE), (1.5)

where T' is the temperature, and R and F' are the gas and Faraday constants,
respectively.

The comproportionation constant can be used to assign a molecule’s Robin-

Day class as follows: %
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1.1 MIXED-VALENCE COMPOUNDS

Class I: K. < 102
Class II:  10%? < K, < 109,
Class III: K, > 10°,

However, it has been reported that medium, both the solvent and counter
ions, can strongly effect AFE and therefore delocalisation of excess charge is only
one of many contributing factors to large K,..4%5° It should not be used as the
sole measure of MV behaviour, and is typically combined with analysis of the
IVCT band for Robin-Day classification.

1.1.2 Intervalence charge transfer

As we have seen intramolecular electron transfer can occur via a thermal or optical
pathway (Fig. 1.2). When the interaction between the redox sites is negligible,

as for Robin-Day class I molecules, the optical transition occurs at energies

hv = X\ = 4AG”. (1.6)

In a class II MV system, electronic coupling between the redox sites gives
rise to a new adsorption band associated with charge transfer between the two,
referred to as the IVCT. The energy of the IVCT band is related to the Marcus
parameters.?® Hush theory allows the energy of the IVCT, hvpax = A, to be
extracted from the bandwidth of the transition at half its maximum intensity

Auvy /9, which can be measured spectroscopically. For a Gaussian absorption band

L (Bnp)
P16 1n (2kT) (1.7)

= (Avy/2)?/2310 cm ™.

The resonance energy (in wavenumbers) can be obtained from the Mulliken-

Hush expression

VmaxgmaxAyl 2
Via = 2.06 x 10—2\/ / : (1.8)

T'da

where £,4, is the molar absorptivity (in units of mol™" em™"), Ve, and Avy s
are in wavenumbers, and rq, is the separation between the donor and acceptor
redox groups in Angstroms.

Since the charge is delocalised in a class III system, there is technically no

charge transfer occurring, yet the observed adsorption band is still referred to
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1. Molecular Electronics

as a IVCT band.?' The single minimum in a class III potential energy surface
implies that hvy., = 2V,.

Analysis of IVCT bands can be quite challenging for organometallic MV sys-
tems since they typically occur in the N-IR region where they may overlap with
ligand-metal charge-transfer (LMCT) or metal-ligand charge-transfer (MLCT)

bands. *2

1.1.3 Factors affecting intramolecular electronic coupling in

mixed-valence molecules

It is important to understand the factors influencing the communication between
redox sites in a mixed-valence compound if we are to design molecules for prede-
fined applications. Essentially, we are interested in how the electronic coupling
Via depends on the structural and electronic properties of the molecule.

Class II and III mixed-valence compounds almost always consist of redox
groups linked by a conjugated bridge; few examples of appreciable electronic
communication through saturated bonds exist, and in those few the end groups
are usually held at very close distances.??*® The dependence of the electronic cou-
pling on the distance between the end groups and upon the degree of conjugation
in the linker was demonstrated nicely for a series of diferrocenyl complexes. Two
ferrocenyl (Fc) groups were joined by alkane, alkene and alkyne chains of var-
ious lengths, and the mixed-valence character of the resulting compounds were
measured electrochemically and by analysis of the IVCT bands. The simplest
diferrocenyl compound, biferrocene, consists of two Fc groups linked by a sin-
gle bond between one of the cyclopentadiene (Cp) rings of each, and is a Class
IT mixed-valence compound.®® The insertion of even a single saturated carbon
(Fc—CH,—Fc) between the the two Fc groups is sufficient to kill the electronic
coupling between the redox units, resulting in a class I molecule.®® Alkenyl bridges
facilitate electronic coupling between the Fc groups, since they are conjugated,
and class II behaviour is observed even through a 12-membered alkene chain.?¢
However, the magnitude of the coupling decreases exponentially, as expected, as
the linker length increases. A similar trend is observed for alkynyl bridges.?"*®

This implies that anything that reduces the conjugation in the bridge will
reduce the communication between the end groups. Chemical factors, such as
the bond order, are not the only factors which affect conjugation; geometrical
factors such as rotation around a C—C bond or bending of the 7-system both
reduce the overlap between orbitals, which in turn reduces the degree of conju-

gation.? The effect of rotation was demonstrated by calculating the resistance
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through a biphenyl molecule, attached to two gold electrodes via S---Au bonds,
as a function of the angle between the planes defined by each phenyl ring.%® The
resistance was found to increase with the angle between the planes, reaching a
maximum at 90°. This explains why interactions between redox sites are greater
for molecules in which the various conjugated components are rigidly fixed in rel-
ative orientations approaching planarity, and, to a lesser extent, those in which

rotations are inhibited by steric hindrance.*3

The effect of conformation on the degree of electronic coupling between redox
groups can be advantageous. If we can alter the conformation of the bridge using
some external stimulus, the electronic coupling, and hence electron transport
properties, can be altered. The class of molecules where this is possible are

known as conformational switches. 6!

Since conjugated groups facilitate efficient electronic coupling between redox
groups, aromatic rings and 7t-conjugated macrocycles are often used as bridg-
ing structures. However care must be taken when using cyclical bridges since
structural isomers can have different coupling parameters. One of the simplest
demonstrations of this is the mixed-valence behaviour of the ortho, meta and
para isomers of a diferrocenylbenzene.% Upon analysis of the IVCT bands, the
para isomer was found to exhibit the strongest electronic coupling between the
ferrocenyl groups, followed by the ortho and, finally, meta isomers. The differ-
ence in coupling strength was attributed to quantum interference effects between
different tunnelling channels. However, this effect is not always observed. No
significant difference in coupling strength was observed for the structural isomers
of a diferrocenyl cyclobutadiene-CoCp sandwich structure where the ferrocenyl

groups are bound to either adjacent, or opposite, vertices of the cyclobutadiene.®

The electronic coupling also depends on the difference between the orbital
energies on the end groups and bridge, and, as a result, the same bridge may
lead to a different distance-coupling relationship between different end groups.
The effect of varying the bridge energy was demonstrated using symmetric di-
ferrocenyl molecules where the ferrocenyl groups are bridged by five-membered
heterocycles.% A series of heterogroups with varying electron donating ability
were inserted on the bridge, and the [VCT bands were analysed. The more elec-
tron donating the group on the bridge the higher the mixed-valence character of

the molecule, as expected for better orbital matching.

The energy of the redox groups can be similarly tuned by substitution of
electron donating or withdrawing groups. Indeed, this has already been exploited

to break the symmetry between ferrocenyl end groups in a diferrocenyl mixed-
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valence complex to fix the order in which the oxidations occur. %

Generally, the distance between the redox active elements of the molecule
should be 5 A or less to ensure class I or I1I mixed-valence behaviour. However,
longer-range coupling (10 A to 12 A) is possible through the 7-system of some
linkers, particularly conjugated macrocycles. %

In summary, in order to maximise electronic coupling between redox groups,
they should be connected at close range through conjugated linkers whose orbital
energies align with those of the redox groups. Molecules with large separations,
saturated linkers, and/or large energy barriers to electron transport through the
linker will tend to exhibit Robin-Day class I mixed-valence behaviour. Care must
be taken to ensure a mixed-valence compound, designed for a given application,
possesses the properties intended. This is non-trivial given the interplay between
the various factors which determine the degree of electronic communication be-
tween redox centres in a molecule, and cannot be guaranteed by assembling sev-

eral well-characterised building blocks.

1.2 Quantum-Dot Cellular Automata

QCA is a computational paradigm based upon quantum mechanical interactions
within the QCA cell and Coulombic interactions between cells.! A QCA cell
consists of a quantum dot (QD) located at each vertex of a square, as shown
in figure 1.4(a), where a QD simply refers to a region to which charge can be
localised, and can take the form of capacitively-coupled metal islands or redox
sites within a molecule. Adding two mobile electrons to a cell leads to a doubly-
degenerate ground state where the electrons occupy the dots at opposite vertices
of the cell. These degenerate states are used to encode binary information; the
different quadrupole orientations represent the “0” and “1” binary states shown
in figure 1.4(a).

An isolated cell will have a ground state which corresponds to a superposition
of the two degenerate charge configurations. Upon the application of a potential
to the cell, the degeneracy is lifted such that the electrons are forced to take on
either the “0” or “1” state, depending on the nature of the applied potential.
Importantly, the electrostatic interaction with a neighbouring cell is enough to
break the degeneracy so that cells aligned side-by-side will adopt identical charge
configurations. It is this cell-to-cell interaction which allows the propagation of
binary information, and allows Boolean logic operations to be performed.

If we consider the first cell in a line of coupled QCA cells to be the driver,
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Figure 1.4: (a) The binary states of a QCA cell, where the red dots indicate QDs
occupied by a mobile electron and empty dots represent unoccupied QDs. Two of
the basic QCA circuit components, the inverter and the majority gate, are shown
in (b) and (c), respectively.

the ground state of the line will be the situation where each cell has the same
configuration as the driver, so that changing the polarisation of the driver will
induce switching in all of the adjacent cells.%¢ We then have the simplest QCA
device: the wire. In conventional circuits a wire is not usually thought of as a
device, however, in QCA transmission of information along the wire depends on

proper transfer from cell to cell along the row.

All the elementary device logic elements can be constructed using different
layouts of QCA cells.! A QCA inverter [Fig. 1.4(b)] consists of a cell shifted
by one cell width, in the direction perpendicular to the propagation direction,
relative to the neighbouring cell. However, more reliable inverter designs have
been conceived.%” A fan-out structure is simply a T-junction of QCA cells, al-
though it requires power gain which in turn necessitates clocking. A three-input
majority gate is built by placing cells in a cross configuration, as shown in figure
1.4(c), which is much simpler than its complementary metal-oxide-semiconductor
(CMOS) equivalent.

The device cell adopts the binary state which is dictated by at least two of
the three inputs, and propagates this state to the output cell. The AND operation
can be implemented with a QCA majority gate by fixing one of the three inputs
to “0”. The output cell will adopt the “1” configuration if the other two inputs
are both in the “1” logic state, and “0” otherwise. Similarly, the majority gate
can perform the OR operation by fixing one of its inputs to “1”. The inverter
corresponds to the NOT operator. Since these three operations allow for complete

Boolean logic, QCA then constitutes a scheme for general computing.%® More
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complicated digital systems such as adders®” and simple microprocessors® have
already been designed by combining QCA majority gates and inverters in various

architectures.

QCA architectures must be clocked to avoid switching errors during transmis-
sion of information through a QCA wire with a weak link (such as an imperfectly
positioned cell), to avoid the trapping of the switching signal in a metastable cell
configuration, and to allow for power gain.®® Power gain is crucial to allow for
signal splitting and to compensate for dissipative processes during transmission

which would otherwise lead to the decay in the signal strength.™

In a clocked QCA system, the cells are switched between a neutral state,
where the charge state is delocalised around the cell, and an active state, repre-
senting the “0” or “1” binary state, depending on the external stimulus to the
cell. Clocking requires dynamic control of the tunnelling barrier height between
the dots in a cell.”t The clocking signal was originally envisaged as an electric
field, however, it was found that introducing an intermediate dot was a more
practical approach, particularly for MQCA. The intermediate dot is coupled to
clock-electrodes where a bias is applied to generate the clocking action. A positive
clocking potential attracts the mobile electron to the clocking dot which then pro-
duces the “NULL” state. A negative clocking potential repels the electron which
subsequently occupies one of the binary states according to the external potential

from adjacent cells.

The clocking signal also allows for the controlled transfer of information along
a line. The input cell is polarised as the clocking signal is applied to the line, which
causes the state to be transferred along the line. As this signal propagates the
input cell is returned to the null state so that the next input can be applied. This
is known as a shift register.”™ Clocking even allows latch-type memory devices to
be integrated into QCA circuits.

Modern CMOS devices are greatly complicated by large numbers of long in-
terconnect lines. QCA, on the other hand, allows for simplified interconnects
since cells communicate only with their nearest neighbours.™ A QCA compu-
tation is implemented by applying inputs to the edges of a system which then
relaxes to its ground state. The output of the computation is read from the other
edge of the circuit. This “edge-driven” nature of QCA implies that no signal
or power lines are necessary within the circuit interior.”* Another advantage of
the QCA scheme stems from the fact that no current flow is associated with the
transmission of information, since the intra-cell switching proceeds via tunnelling

and the inter-cell interaction is mediated by Coulombic forces. This should allow
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for extremely low power dissipation, thereby avoiding one of the most pressing
challenges in modern microprocessor design.! Additionally, the QCA paradigm is
not subject to the same scaling limitations as conventional field-effect transistor
(FET)-based devices are. In fact, QCA device performance should increase as

the device is down-sized.

1.2.1 Implementation of QCA

In this thesis, we consider only conventional, charge-based QCA. However, mag-
netic QCA, where the electrical dipoles are replaced with magnetic dipoles, is
also viable.”™ " Here, the dots are made up of magnetic domains, and the bi-
nary information is represented by the direction of the magnetization vector in
the nanomagnet quartets. The magnetic exchange interaction is responsible for
intra-cell switching, while ferromagnetic or anti-ferromagnetic coupling mediates
the inter-cell interactions. Magnetic QCA operation has been demonstrated at
room temperature. 677

It is important to note that the “quantum” in QCA does not imply that a
QCA device would be a quantum computer. For quantum computers, system-
wide quantum phase coherence is required, whereas in conventional QCA the
phase coherence is maintained only within each cell.! That being said, quantum
computing using coherent QCA has been proposed and is being actively devel-
oped. 7879

A practical QCA system was first demonstrated for a system comprised of
aluminium dots arranged on the vertices of a 60nm x 60nm square.® Gate elec-
trodes were used to move the electron between the two dots on one half of the
cell. Single-electron transistors were used to read the polarisation of the cell.

Since this initial investigation, many more experiments have been performed
on metal dot QCA cells,>%" %2 including the demonstration of a majority gate
where voltage inputs were applied to a QCA cell to mimic the potentials of three
input cells.®® The full truth table was reconstructed by varying the input voltages
and thus the operation of the majority gate was demonstrated.

Even with cells as large as 60nm x 60nm it would be possible to design a
microchip capable of outperforming commercially available transistor-based mi-
crochips due to enhanced device density and the flexibility of QCA computation.
The problem with metal-dot QCA at this scale is that they are functional only
at cryogenic temperatures. This is a result of the fact that the kink energy (the
difference between the energies of the ground state and the first excited state

of the array) is dependent upon the QD capacitance, which increases as the dot
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size is reduced. For stable computation this energy must be much greater than
kgT.! For room temperature operation, as required for commercial applications,
the cell size should be on the order of 2nm x 2nm, which is not feasible using
metal dots; controlled manufacture of small metal clusters would be exceedingly
difficult, and tuning the properties of these clusters would be an insurmountable
engineering challenge.

QCA was originally proposed for use with semiconductor QDs, and indeed
semiconductor-based QCA has been demonstrated. GaAs/AlGaAs heterostruc-
tures with top-gate electrodes were used, 3 as were etched Si QDs.8" 8% A func-
tioning QCA cell was demonstrated using phosphorus donors embedded in a sili-
con surface. 0 However, manufacture of semiconductor QDs is no less challenging
than that of metal dots.

The nature of the directional bonding in semiconductors can be exploited
to create dots of the required size. Wolkow et al. have used dangling bonds
on the H—Si(100)-(2x 1) surface to form a nanometer-sized QCA cell which was

stable at room temperature. 2

While this is promising as a proof-of-concept,
removing the hydrogen atoms with the STM tip to expose the dangling bond is a
time-consuming process and is not suitable for large-scale devices. Additionally,
Si dangling bonds are highly reactive and would be passivated on removal from
ultra-high vacuum (UHV).

To realise a QCA device capable of functioning at room temperature we need
a reliable way to manufacture large numbers of charge-containing dots, which are
stable under ambient conditions, in controlled geometries. The most sensible way
to do this is to harness the tools of synthetic chemistry to develop molecule-based

QCA devices.?

1.2.2 Molecular QCA

Molecules naturally fall within the size range required for stable QCA computa-
tion at room temperature, can self-organise, and are capable of storing charge.
Molecules are therefore natural candidates for use as QCA cells. Synthetic chem-
istry allows for the controlled manufacture of large numbers of identical, highly
tunable molecules with properties which can be engineered to produce functional
QCA cells. Implementation of MQCA requires the design of a molecule in which
charge can be localised in at least two specific redox-active sites and can tun-
nel between those sites.? The redox sites can be bound together via inter- or
intra-molecular forces, however, while it is possible that through-space coupling

mediated by tunnelling and Coulombic repulsions would be sufficient to drive
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QCA switching as it does for metal dots, most of the MQCA systems investi-
gated to date use molecules with two or more redox sites. In this thesis we use

both two-dot and four-dot molecules.

Robin-Day class II or III mixed-valence compounds (section 1.1) are prime
candidates for QCA cells.** Although Class III compounds have no barrier for
electron transfer in their unperturbed state, it is expected that the QCA en-
vironment will break the symmetry and induce a barrier to charge transfer.®3
However, it is not yet clear under what circumstances the induced barrier would
be high enough to confine electrons to specific dots at room temperature. The
QCA molecule should be two- or four-fold symmetric (depending on the num-
ber of dots) and possess functional groups which allow controlled attachment
and orientation on a surface. A means for arranging the molecules into useful
architectures and for providing input and reading output at the edge of the ar-
rays is also required for computation using MQCA cells, however this will not be

addressed here.

While a functioning MQCA cell has yet to be demonstrated, a considerable
number of molecules have been investigated, experimentally and/or computa-
tionally, as potential candidates. Some of these molecules are sketched in figure
1.5. One of the first molecules investigated in the context of MQCA already had
a long history in molecular electronics: the diallyl radical. This molecule, shown

9 and

in figure 1.5(a), was proposed for use as a molecular transistor by Aviram,
was later studied by Hush.?® The unpaired electron can occupy one of the al-
lyl sites, and tunnel between the two, fulfilling the electronic requirements for
MQCA candidates. However, the molecule presents no way of anchoring to a
surface and no way of self-assembling into the required structures, disqualifying
it for practical use. In spite of this, its simple nature made it attractive for com-
putational studies which would be intractable with more complicated molecules.
This allowed Lent et al.? to demonstrate its bistablilty and ability to switch in
response to an external driver. Wires composed of parallel diallyl radicals were
shown to be capable of transmitting binary information, and the operation of a
majority gate was demonstrated computationally.? Additionally, a triallyl radical
was shown to facilitate clocked QCA. %97 Thus, proof-of-concept for MQCA was

demonstrated at the computational level.

Since then several more complicated and more practical molecules have been
tested experimentally. Fehlner and Long identified a ferrocenyl tetrad as having
potential for MQCA applications.?®* This molecule, shown in Fig. 1.5(b), had

originally been reported in 1978,1% and is composed of ferrocenyl moieties bound
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Figure 1.5: Some of the QCA candidate molecules from the literature: (a) the
diallyl radical, (b) the Cb—Co—Cp sandwich ferrocenyl tetrad complex, (c) the
bisferrocenyl carbazole with some linker R for surface attachment.

to each corner of a cyclobutadiene ring which is itself coordinated in a Cbh—Co—Cp
sandwich. Electrochemical measurements on this molecule showed four separate
reversible one-electron waves, indicating the di-oxidised mixed-valence species
should be stable and possible to isolate. Analysis of the IVCT band indicated
Robin-Day class II behaviour.!%! Calculations showed that this molecule has two
degenerate electronic ground states which are localised on opposite dots, and
that the charge configuration could be switched by a neighbouring molecule at
300 K. 192 Despite the square geometry and favourable electronic properties of this
molecule, it is not clear how the packing and orientation would be controlled on
a surface.

A family of bisferrocenyl carbazoles have received significant study as poten-
tial QCA molecules. 3% Here a ferrocenyl group was attached symmetrically
to either side of a carbazole bridge, as sketched in Fig. 1.5(c), forming a weakly-
coupled class II compound with strong charge localisation.'% The carbazole can
be functionalised at various positions, opening up the possibility of fine-tuning the
coupling as discussed in section 1.1.3. Functionalisation with an alkanethiol at
the R position allows the diad to be attached to a gold surface. The molecule was
embedded in a self-assembled monolayer (SAM) and appeared as a double-lobed
structure in the STM images, indicating it was stable with respect to rotations
at room temperature and under the influence of the STM tip.!% Computational
studies on these molecules indicated that they were clockable and capable of

switching in response to a driver. 104

The electrostatic interaction between neigh-
bouring cells has been found to depend strongly on the geometry of both the
arrangement of QDs within the cell and the arrangement of the cells themselves,
highlighting the need for well designed molecular self-assembly and patterning. 1%
The kink energies were shown to be large enough that experimentally reasonable
variations in the position and orientation of the bisferrocenyl carbazole are not

expected to catastrophically damage the computational process.
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The Fehlner group have also synthesised a series of MV molecules based on
Ru and Fe metal centres coupled through conjugated linkers. % These molecules

107,108

have been attached to various surfaces, with their long axis parallel to the

surface, where bistable occupation of the metal centres has been demonstrated. 1%°
They also deposited a symmetric two-centre ruthenium complex flat on a Au(111)
surface where the oxidised (mixed-valence) species was found to pack in structures
resembling a QCA wire.!'® The STM contrast was found to relate to the charge
on the Ru metal centres.

Two- and three-centre Fe complexes were also characterised and deposited flat
on Au(111)."! The meta and para isomers of molecules with two (dppe)FeCp
groups linked to a central phenyl ring via ethynyl linkers were analysed.!'? The
para isomer is a class III molecule, and retains its delocalised structure on the
surface, while the charge on the class II meta isomer was found to be localised to
one of the Fe centres, indicating that the trends discussed in section 1.1.3 hold
for adsorbed MV compounds. The three-centre complex, which has potential for
clocking, was observed in its singly- and doubly-oxidised state.!!® The authors
did not report any tunnelling between the metal centres, driven by the STM tip,
possibly rendered unfavourable by interaction with the PFy  counter-ion or with
the surface.

These molecules rely on Van der Waals interactions to drive assembly into
potentially useful structures. However, Van der Waals interactions are weak
and different molecule-substrate interactions could interfere with self-assembly
driven by these forces. Additionally, the non-directional nature of Van der Waals
interactions makes building functional structures very difficult. We therefore
require strong directional intermolecular forces to drive self-assembly into a well-
defined architecture irrespective of the substrate.

Another class of molecules which have been investigated for applications in
MQCA are ferrocene-functionalised porphyrins.''* In our opinion, this class of
molecules has the potential to overcome several of these challenges and make

promising MQCA candidates.

1.2.3 Ferrocene-decorated porphyrins as QCA candidates

To implement MQCA we need to develop a molecule which has two or four “dots”,
coupled through a suitable linker which facilitates stable attachment to a surface
and enables self-assembly into useful patterns. Ferrocene was identified as a good
candidate for the active site very early on in the development of MQCA, as is clear

from the above discussion, in part because its electrochemistry is well understood.
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Figure 1.6: Building blocks for the QCA candidates examined in this work. The
ferrocene unit shown in (a), which can be oxidised to form the ferrocenium ion,
will act as the “quantum dot” in our QCA candidate molecules. The porphyrin
macrocycle which has been identified as a promising structural unit is shown in
(b), with the -, -, and meso- positions marked.

Additionally, diferrocenes are among the most studied mixed-valence compounds
(as is evident from the discussion in section 1.1.3) and as a result have well-
developed synthetic chemistry. The MQCA candidates investigated in this thesis

contain ferrocenyl groups as the “dot”.

Ferrocene was discovered serendipitously by Kealy and Pauson in 1951 in an
attempt to synthesise fulvalene (Cp=Cp) by reacting cyclopentadienylmagnesium
bromide over iron(IIT) chloride.'® The 1974 Nobel prize in chemistry was awarded
for the development of the chemistry of organometallic sandwich compounds,
indicating the importance of ferrocene and ferrocene chemistry. It consists of
a Fe(Il) atom sandwiched between two cyclopentadienyl rings [shown in Fig.
1.6(a)], where the Cp 7-orbitals coordinate with the Fe d-orbitals.’® The Cp
rings are eclipsed at equilibrium, giving the molecule Ds;, symmetry, however,
there is only a small barrier to rotation into the staggered conformation, such that
rotation is frozen out only below 164 K.1718 Ferrocene is reversibly oxidised into
ferrocenium, where the iron is in a Fe(III) oxidation state, at a potential of around

0.5V (depending on the solvent) vs. a saturated calomel electrode (SCE).!!

Porphyrins have long been popular elements of proposed molecular electronic
devices, " in part due to the versatility of their electronic properties, and in part
because they have been shown to enable self-assembly in a wide range of mo-
tifs. 12! Both of these properties suggest that porphyrins are promising units for
the structural backbone of MQCA devices. The porphyrin macrocycle is conju-
gated, suggesting favourable electron transfer properties, and indeed it has been

shown to be an extremely efficient bridge between ferrocenyl moieties, despite
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the relatively large separation between them (~12A).'?? Additionally, a variety
of different sites on the macrocycle can be functionalised, and a metal ion can
be inserted into the centre of the macrocycle, as indicated in Fig. 1.6(b), which
allows fine tuning of the porphyrin electronic properties. The porphyrin ring has
4-fold symmetry, and the meso-positions, which are the most accessible sites for
functionalisation, present the possibility of creating half-cell or full-cell QCA can-
didate molecules. The central metal ion also may have potential to act as the
extra dot for clocking of QCA cells.

In spite of these favourable attributes, relatively little effort has been expended
in developing a porphyrin-based MQCA candidate. However, numerous examples
of ferrocenyl-functionalised porphyrins exist already in the literature,'?® the ma-
jority of which consist of one or more ferrocenyl groups coupled to the porphyrin

124 or via some linker. 2> Examples of ferrocenyl groups

meso-sites, either directly
coupled to the B-sites,% or coordinated to a central metal ion, 2% have also been
reported. Some of these ferrocenyl-porphyrins have encouraging electrochemical

properties.

The first ferrocene-decorated porphyrin reported was 5,10,15,20-tetraferro-
cenylporphyrin (TFcP), where a ferrocenyl group is attached to each of the por-
phyrin meso sites,?* as sketched in Fig. 1.7 with R, = R,. Since it has four redox
sites bonded in a square geometry through a conjugated core, it is an obvious
candidate for MQCA. There was found to be a relatively strong m-electron inter-
action between the porphyrin and meso-ferrocenyl groups, facilitated by the rela-
tive co-planarity of the porphyrin and the meso-cyclopentadienyl group.'* Early
electrochemical experiments indicated that the oxidation of each ferrocenyl group
occurred very close together,!?” and later tuning found that the first and second
waves could be separated somewhat, while the others remained crowded.!?® It is
not clear that TFcP would self-assemble as an array of squares aligned side-to-
side as required to transmit a binary state in QCA, however, it is conceivable

that the (-sites could be functionalised in such a way to drive this geometry.

Adding an electron withdrawing acyl group, R, in Fig. 1.7, to the top Cp
ring of each ferrocenyl group results in a very promising MQCA candidate.!??
Electrochemical analysis showed two reversible one-electron oxidations followed
by a two-electron oxidation wave, all ferrocenyl centred and well separated. Spec-
troelectrochemical analysis confirmed these results and gave electronic coupling
parameters consistent with Robin-Day class II behaviour. The acyl group served
not only to reduce the energy of the ferrocenyl orbitals, but also to inhibit rotation

of the ferrocenyl groups, both of which increase electronic coupling as discussed
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Figure 1.7: Many of the criteria required for QCA are fulfilled by 5,10,15,20-
tetraferrocenylporphyrin (R; = R,), and attaching an acyl group (R, = R,) to
each Fc group results in a very promising QCA candidate.

in section 1.1.3. Additionally, since acyl groups are capable of hydrogen bonding,
we would expect this molecule to self-assemble into an array of square cells as
required for MQCA. To the best of our knowledge no studies of this molecule

adsorbed on a surface have been performed.

Insertion of a phenyl group between the ferrocenyl-groups and the porphyrin
core kills the inter-ferrocenyl coupling, resulting in a class I mixed-valence com-
pound. '?° This is attributed to the large angle between the phenyl group and the
porphyrin macrocycle, driven by steric interactions between phenyl hydrogens
and those of the porphyrinic 3-sites, which essentially breaks the conjugation.
Similarly, diferrocenyl-porphyrins where the ferrocenyl groups are coupled to the
macrocycle via an ethylene linker are also class I compounds.'3® As expected, sat-
urated linkers between the ferrocenyl groups and the porphyrin do not facilitate

131

electronic coupling.*?* We therefore expect that the ferrocenyl groups should be

directly coupled to the macrocycle in order to create a class II compound.

If we think about using ferrocenyl-functionalised porphyrins in a half-cell ge-
ometry, the most obvious molecule is one where a ferrocenyl group is bonded
to the meso-site either side of the porphyrin. Various permutations of these
types of molecules have been synthesised and characterised according to their
mixed-valence properties. The general effect of varying the ferrocenyl-porphyrin
linker, attachment site, coordinating metal ion (or lack thereof) and the effect of

additional substituents on the macrocycle are now understood.

The electrochemical oxidation potentials were studied as a function of the
metal ion coordinating to the centre of a diferrocenylporphyrin. The wave-
splitting dependence on the coordinating metal ion went, in descending order,

as follows: Ni>Zn>MnCl.!32 Additionally, the wave-splitting for the Zn complex
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was similar to that for the uncoordinated porphyrin. The effect of the coordinat-
ing metal ion has two contributions, the first depending on the electronegativity
of the ion, while the second was related to the configuration of the macrocycle.
The electronegativity of the metal ion modulates the barrier to electron trans-
fer as discussed in section 1.1.3, and therefore changes the coupling strength.
Diferrocenylporphyrins have a highly non-planar porphyrin core configuration,
which becomes more planar on coordination of a Ni ion thereby increasing the
conjugation and thus the coupling strength.

Structural isomerism is non-negligible for (bis)ferrocenyl-diphenylporphyrins,
with the trans isomer showing higher coupling than the cis isomer, however both
compounds were class I1.13% Functionalisation of the porphyrinic B-sites with
alkyl groups leads to stronger coupling between the ferrocenyl groups, due to
steric effects restricting their rotation relative to the porphyrin core. 2134

The effect of surface adsorption on the electronic coupling has received much
less attention. Vecchi et al.!3® attached TFcP to a Au surface, embedded in a
SAM, via an alkanethiol linker. They measured a three-electron oxidation peak
followed by a one-electron wave corresponding to the three unmodified ferrocenyl
groups and the one to which the alkanethiol group was attached, respectively.
This was intended for use in a photoelectrochemical cell, and such an attachment
scheme would not be useful for MQCA using this molecule or its derivatives
(which have more favourable electronic properties).

Since the electronic properties of large molecules such as porphyrins are often
only weakly perturbed upon adsorption, even on a metal surface, we propose
to adsorb these molecule flat (i.e. with the plane of the porphyrin macrocycle
approximately parallel to the surface plane) as required for building up QCA
architectures with these molecules. To the best of our knowledge there are no
published measurements on ferrocenyl-decorated porphyrins adsorbed flat to a
surface, besides those carried out recently by our collaborators which will be

discussed in chapter 4.

1.3 Molecular Adsorption at Surfaces

We noted in the previous section that the influence of the surface on molecu-
lar properties should not be neglected when designing component molecules for
molecular electronics. An adsorbate can bind to a substrate via Van der Waals,
Coulombic and/or covalent interactions. We need to ensure that these inter-

actions are strong enough to immobilise the molecule on the surface, but not so
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strong as to have a detrimental effect on the electronic properties of the molecule.
In this section we review the effect of surface adsorption on the properties of a
molecule.

When an atom or molecule adsorbs on a surface its orbitals broaden, mix
and shift in energy.'®® When the interaction is weak, the molecule will exhibit
properties very similar to those observed in the gas phase. Strongly-coupled
molecules, on the other hand, may be completely unrecognisable from the original
species in terms of conformation, chemical reactivity and/or electronic structure.
The coupling cannot be neatly divided into strong and weak regimes; in reality,
the coupling strength varies continuously between the two. However, it can be

instructive to analyse these limiting cases.

1.3.1 The Schottky-Mott limit

In the ideal case of no interaction between the substrate and an adsorbate, where
there is no rearrangement of the electron density, it can be assumed that the
vacuum levels of the surface and molecule will align. This is the well known
Schottky-Mott limit, for which a potential energy diagram is shown in figure
1.8(a). The electron and hole injection barriers, ®% and ®%, are given in the
Schottky-Mott limit by 37

®% = @, — Ex, (1.9)

Ph = B — ®,,, (1.10)

where ®,,, is the work function of the metal substrate, and E5 and E; are the
electron affinity and ionisation potential of the molecule, respectively.

In reality, there is almost always some interaction between the adsorbate and
substrate which causes some deviation from the Schottky-Mott limit. Reasons

for departure from the Schottky-Mott limit include:

« screening of the molecular polarisability by image charges in the metal

surface.
o the formation of an interface dipole, §.

o hybridization between molecular orbitals (MOs) and the electronic states

of the surface.
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Figure 1.8: Energy level alignment between a substrate and an adsorbate at (a)
the Schottky-Mott limit and (b) in the presence of an interface dipole.

1.3.2 Screening by image charges

The adsorption of a charged or dipolar species on a surface will induce redistri-
bution of the electron density within the surface to forming a charge of equal and
opposite magnitude below the adsorbed charge.'®® This so-called image charge
stabilises the charge in the adsorbate wvia electrostatic interactions. This inter-
action reduces the ionisation potential and increases electron affinity, narrowing
the highest occupied molecular orbital (HOMO)-lowest unoccupied molecular or-
bital (LUMO) gap. 3910 The screening parameter S describes the impact of these

interactions on the electron/hole injection barrier:

APy AP
- dd,, 4o,

S (1.11)

The Schottky-Mott limit is observed only on insulating substrates where there
are no free charges available to form an image charge, and therefore S = 1.
Additionally, adsorption on metal surfaces necessarily involves the formation of

an interface dipole, even for noble gas atoms, due to the push-back effect. 41142

1.3.3 Interface dipoles

A potential energy diagram describing the energy level alignment in the presence

of an interface dipole pointing into the surface is shown in figure 1.8(b). The
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Figure 1.9: The origin of the intrinsic dipole at a metal surface is sketched in (a).
The electronic charge density p~ (blue) leaks from the solid into the vacuum,
whereas the positive charge density pt (black) drops abruptly to zero at the
surface. Pauli repulsion between the electrons in an adsorbed molecule and those
leaking from the metal surface compresses this surface dipole, as illustrated in
(b). The effective dipole generated by this process is known as the push-back
dipole.

injection barriers in the presence of the interface dipole can be written as!37

0% = B, — Ep — 6. (1.12)

o = By — @, +0. (1.13)

The total interface dipole is the sum of all the contributing dipoles at the
surface, including the push-back dipole dp, dipoles in the molecule itself dyil,
which may be permanent or arise from conformational changes upon adsorption,
and/or dipoles arising from charge transfer across the interface which we refer to
here as the chemisorption dipole dcpem. The sources of these dipoles are outlined

in this section.

Metal surfaces contain an intrinsic dipole because, as illustrated by figure
1.9(a), the positive charge density from the nuclei of the constituent atoms drops
abruptly to zero at the surface, whereas the negative charge density leaks into
the vacuum. > When a molecule adsorbs on this surface, Pauli repulsion between
the electrons in the molecule and those leaking from the metal into the surface
pushes the metal electrons back towards the surface, reducing the dipole as shown
in Fig. 1.9(b). This is known as the push-back effect.

For a physisorbed molecule, no “true” chemical bond is formed, 7.e. no charge
is transferred between the substrate and adsorbate, instead the adsorbate is bound
by Van der Waals forces. Here induced and/or permanent dipoles interact with
image charges in the polarisable solid, leading to situations where charge transfer

is not fully screened. Chemisorption involves the hybridisation of adsorbate states
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with those of the substrate. The formation of chemical bond between the two
implies a charge rearrangement that will produce a dipole at the interface and
will shift the vacuum level. The modification of the electronic structure upon

chemisorption is described by the Newns-Anderson model.

1.3.4 Hybridisation between adsorbate and substrate states

The Newns-Anderson model 144145 describes the interaction of an adsorbate state
with energy ¢, with a substrate band with a continuum of states with wave vectors
|k) of width W. The degree of hybridisation is governed by the coupling matrix
element V,;. This model completely neglects the detailed electronic structure
of the adsorbate.!3¢ Newns developed a Hamiltonian which projects the surface
density of states (DOS) onto the adsorbate, which results in a local density of
states (LDOS) given by !4

_1 Ale)
pale) = (e —eq — A(€))2 + A2(e)’

where A(e) is the chemisorption function describing the width of the adsorbate

(1.14)

resonance

Ale) =7 |Val*0(e — &), (1.15)
k
and the level-mixing shift

& g~y Vrl” (1.16)

e—¢ € —Ek

-
©
I
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—
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offsets the resonance to an energy determined by € — g, = A(e).

If the resonance lies above the Fermi level (adjusted to include the effect of
the dipoles) an ionic bond is formed where an electron is transferred from the
adsorbate to the substrate. If the resonance lies below the Fermi level an electron
is transferred to the adsorbate from the substrate. If the broadened resonance
straddles the Fermi level the substrate and adsorbate will be covalently bonded,
sharing electrons.

Two limiting cases can be extracted from the Newns-Anderson adsorbate pro-
jected density of states (equation 1.14): weak chemisorption, which corresponds
to a wide band and V,;, < W, and strong chemisorption, where V; > .

In the case of weak chemisorption, the surface LDOS is assumed to be flat,
and therefore py(c) and A are independent of energy. Weak coupling implies that
A(e) is small. Then the projected DOS corresponds to a Lorentzian of width
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Figure 1.10: The Newns-Anderson model of adsorbate-substrate coupling at (a)
the weak, and (b) the strong-coupling limits.

A centred around the adsorbate MO energy ¢,. The result is a broadening of
the adatom valence level into a resonance with lifetime 7 = A~!. Since the
charge transfer between the adsorbate and substrate proceeds via tunnelling, the
tunnelling matrix elements decay exponentially with adsorption distance, the
lifetime broadening also decays exponentially with tunnelling distance A o< e™*?.
The shift and broadening of the molecular resonance as the distance between the
adsorbate and surface is reduced in the weak coupling regime described in figure
1.10(a).

The dipole formed due to weak chemisorption can be predicted by analysis
of the induced density of interface states (IDIS) model, 1517 where the broad-
ening of the adsorbate states implies that there are now finite numbers of states
in the energy range of the molecule’s HOMO-LUMO gap. This finite DOS in
the HOMO-LUMO gap is said to be induced by the surface. This allows charge
transfer for any value of ®. Under the IDIS model, the direction and magnitude
of charge transfer between the molecule and the surface is governed by the charge
neutrality level (CNL) of the molecule, Fcnr. The CNL is an analogue of elec-
tronegativity, and can be obtained by filling p,(¢) up to the level of charge in
the neutral and isolated molecule.!*” Charge transfer will occur to try to align
FEent, and Er, however the actual amount of charge transferred will depend on
the screening parameter (equation 1.11), which for the IDIS model can be written

as

1

S pu—
1+ 4re?p,(Erp)dA-1

(1.17)
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where p,(Er) is the density of states at the Fermi level, d is the adsorbate-

substrate distance, and A is the area associated with one molecule. Then 4

b — ECNL = S(@m — ECNL); (118)

and the dipole induced by the charge transfer is given by

Schem = (1 — S)(®,, — Eoxt). (1.19)

Incorporating the dipole arising from the push-back effect, dp, and the molec-

ular dipole, dyo1, gives the total interface dipole!8

drot = S(p + Ontor) + (1 — S)(Py, — Eonw)- (1.20)

It can be seen that physisorption is the limiting case of weak chemisorption
when the chemisorption dipole is zero. We therefore take the cases of physisorp-
tion and weak chemisorption together; strong chemisorption yields qualitatively
different results.

We can see that when there is no screening the gap will contain no states, and
no charge transfer can occur. If the molecular dipole and push-back effect are
both negligible, we retrieve the Schottky-Mott limit. For highly screened systems
(where S ~ 0) the IDIS contains sufficient charge to align Fermi level with the
CNL (Er ~ Ecny), and any additional charge transfer will be compensated with
an opposite dipole such that the molecule is pinned to the Fermi level.

In the strong chemisorption limit, shown in figure 1.10(b), the substrate LDOS
is strongly energy dependent, as is the case for partially filled d-bands. The
increased coupling V, results in the level-shift function A(e) being strongly energy
dependent. p, () then bears little resemblance to the electronic structure of either
the substrate DOS or the adsorbate, but instead gives rise to to MO resonances
corresponding to bonding and antibonding interactions between the MO level and
the peak in the substrate LDOS. Strong chemisorption can be thought of as a two-
step process.®0 The adsorbate states mix with the substrate bands which gives
rise to antibonding and bonding resonances (step 1) which are then themselves
broadened by interacting with the less energy dependent substrate s,p-bands (step
2). The interaction strength between molecule and substrate is determined by
the relative occupancy of these two resonances. If only the bonding states are
filled, the bond will be strong; however, increased occupancy of antibonding states
weakens the bond strength.

The increased reactivity of steps and kink sites, and non-close-packed surfaces
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can be explained in terms of this model. Lower coordination numbers result in
a narrower d-band centred on a higher energy. This reduces the filling of the
antibonding resonance and therefore results in a stronger interaction.

A similar argument explains why molecules tend to interact only relatively
weakly with the noble metals compared with early transition metal surfaces. 149150
The filling of states depends on the position of the d-states relative to the Fermi
level, which varies from metal to metal. Moving from left to right across the
row of transition metals, the d-bands shift downwards relative to the Fermi level.
Since the interaction of adsorbate states with the metal s,p-bands does not vary
much from metal to metal, it is the position of the d-band which controls the in-
teraction strength. The higher the position of the metal d-band, the more empty
antibonding states there will be and, consequently, the stronger the adsorbate-
metal interaction will be. Noble metals have d-bands well below the Fermi level,
which results in a repulsion that tends to cancel out the attraction due to inter-
action of the adsorbate states with the metal s,p-bands.

The low reactivity characteristic of noble metals tends to result in weak
chemisorption, and makes them attractive for use as molecular substrates. We
use the Au(111) surface as a preliminary surface to study the self-assembly of our
MQCA candidates. However, as will be seen in chapter 4, the lifetime broad-
ening associated with direct adsorption on metal surfaces makes studying the
charging properties impossible. To overcome this challenge we use metal sur-
faces pre-adsorbed with a range of thin insulating layers (TILs). This results in
greater separation between metal and adsorbate and therefore reduces hybridis-
ation, while at the same time meeting the conductivity requirements necessary
for analysis with STM.
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The STM was invented in 1982 by Binnig and Rohrer,* for which they were
awarded the Nobel prize in 1986. This was revolutionary because it allowed
atomic-resolution imaging of a variety of surfaces in real space. Atomic resolu-
tion had been observed with the field ion microscope (FIM) as early as 1955, !
however FIM is limited to the quite exotic structures at the apex of sharp metal
tips. STM itself is not without limitations: it is only suitable for conductive
materials, and electronic states are only accessible in a window defined by the
workfunction of the material and the workfunction of the tip.!°?

The STM consists of an extremely sharp metallic tip which is brought almost
into contact with a conductive surface. A potential difference is applied between
the tip and the sample, opening up a tunnelling energy window. Quantum tun-
nelling allows electrons to propagate from the tip, through the vacuum gap, into
the sample. The resulting tunnelling current is fed into a feedback loop which
controls the tip-sample separation. A map which approximates the surface to-
pography can be built by recording the movement of the tip required to keep the
tunnelling current constant as the tip is scanned over the surface.

Early research using the STM mainly involved analysing topographs of var-
ious metal and semiconductor surfaces. Atomic resolution with the STM was
first achieved on the (1 x 2) reconstruction of the Au(110) surface.'®® The field
of STM began in earnest after the Si(111) - (7 x 7) reconstructed surface was im-
aged with atomic resolution, helping to resolve a long-standing dispute about the

structure of this reconstruction.'® The interaction of small (atomic and molecu-
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lar) adsorbates with surfaces arose as a target for investigation very early on in
the development of the STM. Indeed, Au islands on silicon were one of the first
systems investigated.!®® Originally the focus was on studying reconstructions of
metal surfaces induced by molecular adsorption,®® but soon turned to exam-
ining the adsorbates themselves. Benzene was the first molecule to be imaged
in high resolution,® followed shortly by copper phthalocyanine.'®” More recent
work has focused on more complicated molecules, and has not been limited to
simple imaging. 1°®1%9 Adsorbates are now routinely manipulated with the STM
tip, 16%:161 allowing structures to be engineered from the bottom up. %2

An important application of the STM is in STS,'%® where the relationship
between the potential difference between the tip and sample, the tip-sample sep-
aration, and the tunnelling current is exploited to give information about the
electronic properties of the surface. The tunnelling current is related to the
LDOS of the tip and the sample, and, coupled with the high lateral resolution of
the STM, affords us the ability to map out the electronic structure of a material
with atomic resolution. %4

Today, STM has developed into a powerful tool for studying molecular ad-
sorbates. Controlled functionalisation of tips and the development of TILs as
decoupling spacers between molecules and surfaces have allowed molecules to be
imaged with incredible resolution. %15 The MOs of various adsorbates have been
mapped out in detail, and match the shapes predicted by DFT.®” Making and

breaking of bonds has also been demonstrated with STM, 168169

opening the door
for single-molecule chemistry.

In this chapter, we outline the operating principles of STM and the details of
the instrument itself. In section 2.1 we examine the physical principle underlying
STM. We introduce quantum tunnelling and show how the electronic properties
of the sample being examined relate to the observed data. In section 2.2, we elab-
orate on this for the case of molecules adsorbed on the substrate. In particular,
we examine how the different coupling regimes outlined in section 1.3 affect the
tunnelling characteristics. Section 2.3 explores the STM from an instrumenta-
tion point of view, and the details of the STM used to carry out the experiments

presented in this thesis are described in section 2.4.
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Figure 2.1: Tunneling through a 1D potential barrier.

2.1 Theoretical Background

2.1.1 Elastic tunnelling through a one-dimensional square barrier

The operating principle of STM is based upon quantum tunnelling, where quan-
tum particles, such as electrons, can leak into, or pass through a sufficiently thin
classically-forbidden region. To illustrate this phenomenon, and how it relates
to the STM, we first consider the case of elastic tunnelling through a 1D square
potential barrier. ™

The potential barrier V' (z), shown in figure 2.1, is of height Vj above the

bottom of the potential (V' = 0) in the region between z = 0 and z = d:

0, forz<Oandz>d,
V(z) = (2.1)
Vo, for 0 <z <d.

Since the potential is not time dependent, the spatial dependence of the wave-
function is obtained from the time-independent Schrodinger equation, which, in
the one-dimensional case, for an electron with energy ¢ is

h* 92
——Y(z2) = [V(2) —e|]Y(2). 2.2
() = V() — el(2) (22)
Outside the barrier, the potential is zero, and the wavefunction corresponds

to an oscillating plane wave for a free electron:

Yiree(2) X et (2.3)
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where k = v/2me/h.
Inside the barrier, the potential is Vy, and if the electron energy is less than
the potential ¢ < Vj, the electronic wavefunction is described by an exponentially

decaying real wave:

wbarrier(z) X efnz7 (24)

where k = /2m(Vy — ¢)/h. The exponent x controls how fast the wavefunction
decays inside the barrier. Since k is proportional to the square root of the dif-
ference between the electron energy and the barrier height, states furthest from
the top of the barrier are attenuated most strongly. This energy dependence is
shown by the dashed curves inside the barrier in figure 2.1.

If we assume the incident wavefunction travels from left to right, the general

solution is

Ae'** + Be~*z  for z < 0,
Y(z) = ¢ Ce™* + De*,  for 0 < z < d, (2.5)
Fettz, for z > d,

where A is the amplitude of the incident wave, which we take to be unity, B is the
amplitude of the reflected wave, C' is the amplitude of the decaying wave inside
the barrier, D is the amplitude of the wave reflected from the drop in potential
at z = d and F' is the amplitude of the transmitted wave. These amplitudes can
be found by solving for the wavefunctions at the boundaries z = 0 and z = d.
The transmission probability is given by the absolute square of the amplitude

of the transmitted wave:

4k*K?
(k2 4 k2)2sinh?(kd) + 4k2K2

T=|F?= (2.6)

For a tall, wide barrier xd > 1, so we can say that sinh®(kd) ~ (1/4)e**¢ and

we can neglect the 4k%x? term from the denominator, which gives

_ _16K*R® o
(k2 + 12)2
2.7
Cee(Vo—e) [ yPm0h— ) 27

It is important to note that the transmission function decays exponentially
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with the barrier width. This is the source of the extreme resolution achievable
with the STM.4

2.1.2 The WKB approximation

The Wentzel-Kramers-Brillouin (WKB) approximation is a semi-classical method
for describing quantum mechanical behaviour.'™ It can be used to extend the
solution for the 1D square potential barrier to more general barrier shapes.

As shown in section 2.1.1, it is the phase, ikz, of the wavefunction that is
modified by a potential V. We can break a spatially varying 1D potential into
small segments of constant potential - a series of infinitesimal rectangular barriers
of height V' (z) and thickness dz. The wavefunction still takes the form of a plane
wave, with the total phase shift being given by integration of the infinitesimal

phase shifts from zg to z;.

Y(z1) = Y¥(20) exp [z /Zzl VVi(z) — 5dz} (2.8)

For an electron with energy lower than the potential barrier ¢ < V(z), the

transmission factor can be written, under the WKB approximation, as:
Y(21)

() exp [—2\/712_”1 /2:1 VVi(z) — 6dz]. (2.9)

Using the trapezoidal approximation, the potential barrier in the STM tip-

2

r-|

sample junction can be written as

eV
2 Y

where @ is the tunnelling barrier height. The transmission coefficient is then

T(e,eV,z) = exp [—ozz“@ + 6;/ —€

where oo = 2v/2m/h. The exponential decay of the tunnelling probability with the

barrier width and the square root of the difference between the electron energy

V(eV) =+ (2.10)

: (2.11)

and the barrier height is retained for barriers of arbitrary shape treated under
the WKB approximation.
2.1.3 The Bardeen model of the tunnelling current

Bardeen developed a model for tunnelling in metal-insulator-metal junctions long

before the STM was invented.!™ In his model, the two electrodes are considered
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to be two separate systems, whose electronic states can be found by solving the
time-independent Schrodinger equation for each. The transition of an electron
in an initial state to a final state in the other electrode is treated as a scattering
problem within time-dependent perturbation theory.

When applying Bardeen’s model to the STM, the electrodes correspond to
the sample and the tip. In our case the tip is grounded and the potential is
applied to the sample. In the zero temperature limit, the energy levels in each
electrode are filled up to the Fermi level, and empty above. Then, if a potential
difference V}, is applied between the two electrodes, the energy levels of the sample
are shifted by eV}, relative to the tip. This means that there are states between
Ep; and Eps + eV}, which are filled in the tip and empty in the sample, or wvice
versa depending on the polarity of the applied bias, allowing electrons to scatter
from one to the other. This energy range is known as the tunnelling window.

Bardeen used Fermi’s golden rule!™ to calculate the transition rate for an

electron in an initial tip state ¢ at E;; to a final sample state f at F; ¢:

27
Whisss,f = 7 |J\4f¢|2 0 (Esr— Epy), (2.12)

where My; is the tunnelling matrix element.

The Dirac delta function in equation 2.12 implies that electrons can tunnel
only between two states with equal energy, so the total tunnelling rate is cal-
culated by summing over all pairs of final and initial states in the tunnelling
window, giving

27T 2
wt—>s:f2|Mﬁ| S(Er—E). (2.13)
i?f

Exploiting the fact that, for the Dirac delta function, [°3 f(¢)d(e — Ef) =

f(E¢), and writing the tunnelling matrix element as a function of energy, the

transition rate becomes

2w [EF:

Wise =7 [ IM* 300 (e = Ei) 320 (e = Ey) de, (2.14)
F,s 4 f

and since p(E) =3, §(F — E,), the tunnelling current can then be obtained by

multiplying the transition rate by the twice the electronic charge:

dme [eVs
h Jo

where the factor of 2 accounts for electron spin degeneracy, and the energies are

pele — eVi)ps(e)| M (e)[*de, (2.15)

I =2ew;_s =

referenced to the sample Fermi energy, such that Er, = 0 and Ep; = €V,
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()

Tip Sample Tip Sample

Figure 2.2: Potential energy diagram for the STM under (a) positive sample bias,
where electrons tunnel from the tip into the empty states of the sample, and, (b)
negative sample bias, where electrons tunnel from the sample filled states into
the tip empty states. The transmission coefficient is illustrated by the grey curve
and black arrows in the tip-sample gap. The sample LDOS is shown in blue, with
the portion available in the tunnelling window filled in. The tip is assumed to
have constant LDOS.

We then have an expression for the tunnelling current which depends on the tip
and sample LDOS, p;, and p; respectively, and on the tunnelling matrix element,
which can be approximated using the 1D WKB transmission factor (equation
2.11), T'(e,eVy, 2) = |M(g)[*: 152

drre eV

= %
h Jo

Figure 2.2 illustrates the various contributions to the tunnelling current im-

pi(e — eVy)ps(e)T (g, eV, z)de. (2.16)

plied by equation 2.16. The workfunction varies from material to material, and is
also dependent on orientation and geometry. When a tip and sample with differ-
ent workfunctions are brought into contact, tunnelling occurs between the two,
forming an electric field which aligns the respective Fermi levels. This electric
field is known as the contact potential difference (CPD). Here, for the sake of
simplicity, we will assume that the workfunction of the tip, &7, and the work-
function of the sample ®g are the same, &7 = &g = ®, and therefore Vepp = 0.
The Fermi level can then be referenced to the vacuum level such that Er = —®.

Here we assume that the tip has a constant LDOS over the energy range
spanned by the tunnelling window, as is reasonable for tips prepared as described

in section 2.4.3. When a positive bias is applied to the sample, the sample
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states are shifted down relative to the tip states, as shown in figure 2.2(a). This
opens a tunnelling window of width eV}, within which electrons can tunnel from
filled states in the tip to the sample’s empty states. The transmission function
(equation 2.11) is illustrated by the grey shaded curve in the gap region, and
implies that states near the top of the tunnelling window dominate the tunnelling
current. When the sample is positively biased, states nearest the Fermi energy
of the tip tunnel most strongly into the states at Eps 4 eV,. As the bias is
scanned over the positive range, it is the LDOS of the sample which dominates
the tunnelling current. The reverse is true for negative biases, which highlights

the importance of a flat tip LDOS when performing STS.

2.1.4 LDOS extraction

The quantity of interest in most STS experiments is the LDOS of the sam-
ple. According to equation 2.16, the tunnelling current at a given voltage also
depends on the tip LDOS and the tip-sample separation. A straightforward
method of determining p,(eV}) is not immediately obvious. In early STS experi-
ments, dI/dV (eV},) was used to approximate the sample LDOS, ™ however it is
clear that while dI/dV provides the contribution to the tunnelling current of the
states at € = eV}, it is not a good measure of p,(eV;).!™ Attempts to improve this
approximation by normalising the dI/dV signal were introduced, first by calcu-
lating dIn 7/dIn V','™ and more recently by calculating (d/dV)/(I/V).'™ This
method is still widely used, despite evidence that the approximation is flawed
and not independent of tip-sample separation.!”® Modelling the system under
the WKB approximation has led to the development of a number of methods
for extracting LDOS data from STS measurements.'”” The method used in this

thesis was developed by Naydenov et al.,'™ and is briefly outlined here.

Bardeen’s equation for the tunnelling current (equation 2.16) can be differen-
tiated using the mean value theorem for integrals, to give the following expression

for the differential conductance dI/dV (V}):

df oz
W(%) = ps(Vo) pe(0)T'(eV5, eVa, 2) — 57\/61(%)

” (2.17)
+ /0 Y T (e eV, 2)

dpi(e — eVy)

d
av, &

where 3 = B(Vp, ®,2) ~ 4.
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This can be rearranged to give

df

oz
eVy d . V
o (V)T (Vs eV, 2) [pt<o> b [ Pt LM ],
0 dv,
(2.18)
where . y
Ps,t(gae‘/;)vz) = pS(g) (6’6 b’Z) (219)

ps(V)T(eVy, eVyy, 2)

If we say that ps(e) changes slowly compared to T'(¢), we can say that Ps; ~
const. = 1, and replacing dp;(e — eV})/dV;, with —dp,(e — eV}) /de, the expression
inside the square brackets in equation 2.18 simplifies to p;(—eV}). We are then
left with the combined tip-sample LDOS:

d/ az

pse(Vi) = ps(Vo)ou(=Vo) ~ | 4 (Vi) — NG

. (2.20)

GL
K —
az 9

Then only unknown parameters are then the absolute tip-sample separation

I (Vb>] exp

z and the barrier height ®. These parameters can be calculated by measuring
an I(V') curve and its bias derivative dI(V')/dV at two different tip-sample sep-
arations and applying equation 2.20 to each set of measurements. The recovered

LDOS should be constant for all tip-sample separations, so we can define

. ps,t(‘/lh Zl)

, 2.21
Ps,t(%,ZQ) ( )

ARy, = ‘1

and find the &, and 2, values which give the minimum value for AR 5.

In order to recover the sample LDOS, the p; must be known. The atomic
composition and configuration of the tip is usually unknown, but the tip LDOS
can be calculated by performing combined tip-sample LDOS measurements on
a well-known surface structure. Generally, a good STM probe should have a
relatively flat LDOS which would contribute a background p;(0) to the combined
tip-sample LDOS, so that the structure of the combined LDOS spectrum reflects
that of the sample LDOS.
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Figure 2.3: A schematic of the DBTJ is shown in (a) where the coupling be-
tween a molecule and the substrate is denoted Ag and the coupling between the
molecule and the tip is denoted Ar. Tunnelling in this set-up can be described
by the equivalent circuit shown in (b), where Rg and Cg represent the resistance
and capacitance, respectively, of the molecule-substrate junction, and the corre-
sponding values for the tip-molecule junction are Ry and Cp. The charges on
the molecule-substrate and tip-molecule junctions are denoted gs and g7, respec-
tively, while ¢qq is a background charge.

2.2 Molecules in the Tip-Sample Junction

As we saw in section 1.3, a molecule has different properties in the gas phase and
when coupled to a surface. A molecule in the tip-sample junction is described
by two coupling parameters, Ar and Ag, corresponding to the tip-molecule cou-
pling and molecule-substrate coupling, respectively, as shown in figure 2.3(a).
Tunnelling through such a junction can be described by the double-barrier tun-
nel junction (DBTJ) equivalent circuit,!™ shown in Fig. 2.3(b). The molecule
is represented by the circuit element M, which has some predefined voltage re-
sponse, and resistor-capacitor parallel sub-circuits represent tunnelling through
the tip-molecule junction and molecule-substrate junction. Tunnelling through
the vacuum gap is modelled by a variable resistor as a reflection of the fact that
the tip-sample separation is under experimental control. Since molecules are
unstable at small tip-sample separations and high currents, we work under the
assumption that Rg > Ry and Cs > Cp. The resistance Rg and capacitance
Cs represent the junction between the molecule and the surface.

We treat the cases of strong and weak molecule-substrate coupling separately.
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Where the molecule is strongly coupled to the surface, the relevant tunnelling
rate will be high, and thus Rg will be very low such that the effect of Cy is
negligible. Here weak coupling is considered to correspond to a situation where
the MOs of weakly coupled molecules are localised on the molecule itself and
do not undergo significant hybridisation with the underlying substrate states.
We therefore require that the time an electron spends in the molecular states is
greater than the fundamental uncertainty in time described by the uncertainty

principle '8

h
> AE> —— 2.92
> At > S (2.22)

Since the energy uncertainty of the electron is less than the applied potential
AFE < eVp, and since the current I cannot exceed e/t because we require that the
electrons tunnel into weakly coupled molecules one at a time, we can write the
minimum resistance R, value for Rg and R for the molecule to be considered

weakly coupled as '

Vi h
Ruin = — > — = 25813 (. 2.23
7> (2.23)
Note that this should be considered as an order of magnitude calculation,

however, more rigorous treatments come to similar conclusions. '8!

In the following, we outline the tunnelling phenomena associated with tun-
nelling through adsorbed molecules in the strong and weak coupling regimes.
Particular attention is paid to the weak coupling regime, where the long excited

state lifetimes can give rise to very unusual tunnelling characteristics.

2.2.1 Strongly-coupled molecules

Molecules, especially small ones, generally couple strongly to the metal surface
upon which they are adsorbed. As described in section 1.3, strong substrate-
molecule coupling causes the discrete molecular levels to broaden, shift and
mix. #* The coupling between the adsorbate and substrate can be described by
a perturbation to the Hamiltonian, which causes the delta function-like DOS of
the molecule to broaden to a Lorentzian, with a width on the order of an electron
volt. The effects of this strong coupling and the resulting implications for the
local barrier and LDOS has been described in section 1.3. Tunnelling into the
strongly-adsorbed molecule-surface system will result in a current reflective of
this modified barrier and LDOS, governed by the principles discussed in section
2.1.3.
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The tunnelling current measured on applying some bias V}, has contributions
from multiple MOs, even those with energies far from the substrate Fermi level,
because of the broadening of MOs.'®? Tunnelling electrons can also excite the
vibrational modes of the molecule. Coupling to vibrational modes transfers some
of the energy of the tunnelling electron to the molecule where it is dissipated
vibrationally. For this reason tunnelling is said to be inelastic, and forms the

basis of a spectroscopy, inelastic tunnelling spectroscopy (IETS).!83

Inelastic tunnelling spectroscopy

Like many of the phenomena observed in STM, IETS was originally developed

184 Excitation of phonons during tunnelling

for metal-insulator—metal junctions.
increases the tunnelling rate and therefore appear as steps in the differential
conductance dI/dV at tunnelling voltages which coincide with the energy of
a vibrational mode hw;.'®® IETS spectra are usually presented as plots of the
second derivative of the current with respect to junction bias d*I/dV? against
the junction bias where the vibrational modes appear as peaks. The intensities
of these peaks are largest for modes which modify the tunnelling pathway of
electrons through the junction, by stretching the C—C bond in a 7t-conjugated
molecule, ¥ for example.

Inelastic electron tunnelling may also cause chemical bond-breaking and chem-
ical rearrangement in the tunnelling medium, either by electron-induced consecu-
tive excitation or via transient formation of a negative ion.'*¢ Inelastic tunnelling
can also be used to manipulate an adsorbate. or induce conformational changes

in a molecule. Detailed discussions of IETS can be found elsewhere. 187

2.2.2 Weakly-coupled molecules

The tunnelling characteristics of a molecule coupled weakly to the underlying
substrate are drastically different to those in the case of strong coupling. Some
of the phenomena arising from tunnelling into a weakly-coupled molecule are
outlined here. As discussed previously, if the tunnelling rates through the tip-
molecule and molecule-substrate junctions are sufficiently low (i.e. Rr and Rg
are greater than the minimum tunnelling resistance defined in equation 2.23)
transport through the junction occurs in a two-step process, known as sequential
tunnelling. *® Depending on the lifetime of the tunnelling electron in the weakly-
coupled molecule, the vibrational structure of the molecule may couple to the

electronic states, giving rise to new features in the STS, or, if the lifetime is
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sufficiently long, the molecule and its environment may relax, stabilising the

charge on the adsorbate and resulting in “charge capture”.

One effect of this two-step tunnelling process is to give rise to a capacitive
charging energy F¢ which offsets the energy at which the MOs of weakly-coupled
molecules contribute to the tunnelling current.!” This can be explained through

electrostatic modelling of the DBTJ equivalent circuit.

The double-barrier tunnel junction

The weak coupling regime corresponds to a DBTJ structure, the equivalent circuit
for which has already been introduced in Fig. 2.3. Analysis of the electrostatic
properties of the DBTJ circuit is a very powerful tool for understanding charge

transport in the real system.®°

We start by noting that the charge over each capacitoris ¢; = C;V; fori = S, T,
and that the total charge on the molecule is ¢ = ne = gr — g5 + qo, where
n = ns + np is the number of electrons occupying the molecule, and ¢q is a

background charge. The potential over Cy is

CrViy +mne — qo
Vs = , 2.24
g Cs + Cr (2.24)

and the voltage over Cr is

CsVy +ne — qo
Vi = : 2.25
T Cs+ Cr ( )

The electrostatic energy stored in the circuit is

2 2 CC V2 _ 2

B ds qgr  CsCrVii + (ne — qo) (2.26)

T 205 | 207 2(Cs + Cr)

Electron tunnelling between the molecule and the substrate requires work to
be done by the voltage source. The change in the voltage over C's due to electron

tunnelling is

e

AV =V, -V,e=——"—, 2.27
q q+ CS 4 CT ( )
which in turn results in a change in the charge on the capacitor
GCT
Aqs = CTAV = ———— 2.28
o= Cs + Cr (2.28)
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so that the work done by the voltage source can be written

eCrVj,

W=———-.
Cs+ Cr

(2.29)

A similar expression is valid for the other junction. The Helmholtz free energy
can be obtained by subtracting the total work from the electrostatic energy in

the circuit:

2 2
qs q7 neCrV, neCsV,
F —
(ns.nr) = 5o+ 90 TGt 0y T Ot O

1 1
- i {5 [C5CrVi + (ne = @o)?] + eWi(Csnr + Crns)}.
(2.30)

From this expression we can calculate the free energy change when an electron

tunnels through each of the barriers

e e

AFéﬁ = F(ns +1,n7) — F(ng,nr) = o {2 + (ne — qo) £ C’TVb} . (2.31)
(& e

AFrI:!: = F(ns,nT + ]_) — F(’n,s, 'I’LT) = m |:2 + (TLG — QQ> + CS%:| . (232)

Using Fermi’s golden rule, we can write the rate of tunnelling in terms of the

free energy change and the tunnelling resistances R = Rg, Rp'%

AF

F(AF> = _eQR(l _ eAF/kBT)'

(2.33)

The tunnelling rate between the tip and molecule is much slower than between
the molecule and the surface in STM measurements under normal conditions. !
This means that on average, from the point of view of the tip, the molecule
is always in its neutral state.'®® Then we need only consider the change in free
energy upon tunnelling through the tip-molecule junction. For tunnelling to occur
spontaneously we require the free energy change to be negative. Neglecting the
background charge ¢, inserting a factor a to account for the voltage drop over the

molecule-substrate junction (equation 2.24),!% and setting AF = 0 in equation
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Figure 2.4: Electrostatic charging causes the measured HOMO-LUMO of a
molecule adsorbed in a DBTJ configuration to be larger than that of the iso-
lated molecule.

2.31 for Cg > Cr gives

(2n + 1)e?

E p— pu—
c = aeV, 5Cs

: (2.34)

which is the well-known Coulomb staircase.

The Coulomb staircase is rarely seen for DBTJ structures with a central
molecular island because of the presence of multiple conduction channels (MOs)
in its energy spectrum. % However, the charging energy due to Coulomb blockade
has the effect of shifting the energies at which the MOs appear in STS.

When an electron tunnels into the molecular affinity level, it does so at an
energy E4 + E¢, where E¢ is given by equation 2.34, and, similarly, tunnelling
into the ionisation level occurs at an energy E; + E¢. This is the source of the
difference between the STM transport gap AVsry and the molecular HOMO-
LUMO gap Eq:19%193

aeAVormy = AEg + 2|E0| = AEopt — Je,h
o2 (2.35)
= AF —
¢+ Cs
where AE,, is the optical gap, J. is the electron-hole attraction energy. The
increase in the transport gap of a weakly-adsorbed molecule in a DBTJ is illus-

trated in figure 2.4.
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Sequential tunnelling

As previously mentioned, tunnelling through a weakly-coupled molecule occurs
one electron (or hole) at a time in a step-wise process known as sequential tun-
nelling. Figure 2.5(a) shows the potential energy diagram for sequential tun-
nelling through a positively-biased DBTJ. When an electron tunnels from the
tip into the affinity level of the molecule, as represented by the green arrow in
figure 2.5(a), it forms a transient molecular ion known as the negative ion res-
onance (NIR) of the molecule.!'¥ Since the ground state conformation of the
charged state of a molecule is different to the ground state conformation of the
neutral species, and since tunnelling is fast compared to nuclear motions (the
Born-Oppenheimer approximation), the molecular ion formed on tunnelling into
the affinity level is in a vibrationally-excited state. Provided that the lifetime of
the NIR is short, such that the electron tunnels into the substrate [red arrow in
figure 2.5(a)] before it has time to relax to the ground state conformation of the
molecular ion, the spatial distribution of the NIR level corresponds to that of the
LUMO. %7 Similarly, the spatial distribution of the positive ion resonance (PIR)
corresponds to that of the HOMO, and sequential tunnelling process through the
ionisation level is shown in figure 2.5(b). Thus, tunnelling into a weakly-coupled
molecule allows its MOs to be mapped out with the STM. However, because
the resonances correspond to temporary charging of the molecules, the energies
at which they appear in the STS are different to the energies of the MOs, as
discussed above.

The parameter a describing the bias drop over the molecule-substrate junction
can greatly influence the tunnelling characteristics of the system, and is related
to the relative tunnelling rates through each of the junctions, which is dependent
on the tip-sample distance. Additionally, when the weak coupling has been in-
troduced by placing a TIL between the molecule and the substrate, o will depend

on the thickness and local polarisability of the TIL. 93194

Co-tunnelling

Weakly-coupled molecules are visible in STM images measured at tunnelling
biases within the transport gap of the molecule. Since we usually adsorb the
molecule on a TIL to achieve weak coupling, the push-back effect is expected to
be minimal. Molecular dipoles will play a role, however contrast is seen even for
molecules without an intrinsic dipole. To explain the source of the extra contrast
we look to virtual states. %0

The overall free energy change for tunnelling between tip and sample is neg-
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Figure 2.5: When a positive bias potential V}, is applied to the sample, the vacuum
level Exv,. of the substrate shifts downward by eV}, and, due to the finite bias drop
between the adsorbate and the substrate a'V}, the vacuum level of the adsorbate
shifts by (1—«)eV,. When the applied voltage is sufficiently high for the tunnelling
window to contain the affinity level E4, an electron can tunnel into the affinity
level (represented by the green arrow), forming a NIR of the adsorbate. After
some time 7yr, which depends on the coupling between the adsorbate and the
substrate, the electron tunnels into the substrate, as represented by the red arrow.
A similar process occurs for negative sample biases, where holes tunnel through
the ionisation level E;, which is shown in (b).

ative (AF = —e|V}|) even for biases where the free energy change for tunnelling
through the individual junctions is positive. This suggests that a second-order
process is possible, where electrons simultaneously travel through each of the
junctions. This is known as co-tunnelling and is shown schematically in figure
2.6(a), where the electron tunnels through the affinity level such that an energy
uncertainty AE = Ep — E4 — (1 — a)eVj, is required to conserve of energy. The

maximum residence time is then > i/2AE. 1%

Lifetime of transient molecular ions

So far we have depicted sequential tunnelling as a process where a charge tunnels
into a molecular resonance to form a transient ion, which then relaxes back into
the neutral state when the charge tunnels into the other electrode. This is valid
for short-lived molecular ions. More complicated processes can occur when the
lifetime of the transient state increases, i.e. when the coupling between the
molecule and the substrate is reduced. When the transient molecular ion lifetime

is on the order of a period of a molecular vibration, the tunnelling electron can
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Figure 2.6: The potential energy diagram for the co-tunnelling process is shown in
(a), where an electron (or hole) occupies an electronic state outside the tunnelling
window for such a short time that the energy is considered conserved because of
its corresponding uncertainty. When the lifetime of the molecular resonance is
comparable to a vibrational period, the tunnelling electron can couple to the
vibronic states of the resonance, as shown in (b). Increasing the magnitude of
the potential applied to the sample by Aw;, where w; is the frequency of the excited
vibration, adds a new tunnelling channel, such that a Franck-Condon progression
associated with the transient molecular ion can be observed in the STS.

195 This can lead to satellite peaks for the

196,197

couple to the associated vibronic levels.
elastic peak representing a Franck-Condon envelope of vibronic states,
shown in Fig. 2.6(b).

as

The lifetime of the resonance is important, but so too are the relative tun-
nelling rates into, and out of, the molecule. These quantities are related. As
mentioned before molecules are unstable under high currents, corresponding to
small tip-sample distances and high tunnelling rates through the vacuum. There-
fore we consider that the tip-molecule junction is the bottleneck for tunnelling.
The asymmetry in the tunnelling rates means that coupling to vibronic states
will appear more strongly for resonant tunnelling through the affinity level than
through the ionisation level.'®® The reason for this is illustrated in figure 2.6(b).
At positive sample bias corresponding to the ground vibrational level of a molec-
ular resonance (aeV, = ELumo+n + Ec = E4,) an electron tunnels from the tip,
through the vacuum gap, into a molecular affinity level. The electron resides on
the molecule for some time 7 before tunnelling into the substrate. Since in the
sequential tunnelling regime the electrons can occupy the molecule only one at

a time, and since tunnelling through the DBTJ is limited by the tunnelling rate
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through the vacuum gap, any increase in this rate will lead to an increase in the
tunnelling current. The tunnelling rate through the vacuum gap depends not
only on the tip-sample separation, but also on the number of channels available
within the tunnelling window. A molecular vibrational mode, or combination
of modes, with energy hw;, which is vibronically coupled to the resonance level
we are tunnelling into, will contribute an additional tunnelling channel when the
magnitude of the sample bias is increased by the energy of the vibration (cor-
rected for the bias drop across the junction), i.e., when aeAV}, = hw;. This leads
to vibronic replicas of the resonance peak separated by hw;/a.

The case of tunnelling into an ionisation level results in weaker, possibly
negligible, effects of vibronic coupling on the STS. Here (eV}, < 0) an electron
tunnels from the substrate through the TIL into the molecule, where it is resident
for time 7 before tunnelling through the TIL in the rate limiting step. Opening
new channels by increasing the bias by aeAV, = hw; affects only the tunnelling
rate into the sample. Since in this regime electrons can tunnel only one at a time,
and since the tunnelling current is dominated by the tunnelling rate through the
vacuum, the effect of the extra tunnelling channels will be suppressed. In the case
of bipolar tunnelling, strong vibronic coupling is possible at either polarity. %4

It is important to note that the vibrational states seen in the dI/dV are
those of the transient molecular ion and not of the neutral molecule.'® We have
assumed here that the transient molecular ion relaxes into its ground vibrational
state before the electron tunnels out of the molecule. This may not be the case,
particularly if there are large conformational differences between the neutral and
charged states, in which case the molecular ion may only be able to relax to a local
minimum in its conformational potential energy surface. Longer-lived transient
states have more time to relax which increases the probability of adopting the
lowest energy conformation for that state.

We have also assumed that the molecule is left in its vibrational ground state
when the tunnelling electron vacates the level it tunnelled into. This also may
not be the case, and if it is not the molecule may or may not have time to relax
before another electron is injected. This can have implications for manipulation

of weakly-coupled molecules, and for the making or breaking of bonds. %

Charge capture

As mentioned in the previous section, the longer-lived a transient molecular ion
is, the more likely it is to adopt its lowest energy nuclear configuration. This is

equivalent to inner-shell relaxation which was described in section 1.1. Outer-shell
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Figure 2.7: The process of charge capture during sequential tunnelling. In (a)
an electron tunnels into the affinity level of the adsorbate, forming a transient
charged state, M. If the lifetime of this state is sufficiently long for inner and outer
sphere relaxations to take place, and its energy is sufficiently close to the Fermi
level for these relaxations to shift it below Ep, charge capture will take place.
Inner sphere relaxations involve configurational changes of the molecule to bring
it into the vibrational ground state of M, while outer sphere relaxations involve
the adsorbate environment and which may produce a dipole d,¢1.x, stabilising the
charged state, as shown in (b). Then, when the bias potential is removed, the
energy of the charged state will remain below the system Fermi level and the
charge will remain on the molecule, as shown in (c).

relaxation is also possible. This refers to relaxations in the geometry of the
underlying TIL lattice structure, changes in the image charge induced by the
molecule in the underlying substrate, relaxations in the geometry of adjacent
molecules, and any other changes in the environment of the molecular ion which
lower the total energy of the system. Even if they do not stabilise a charged state,

coupling to the vibrations in the supporting lattice can cause a broadening in the
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line-shape of the resonance.!®” Inner-shell relaxations lower the relative energy
of the excited state, and outer-shell relaxations create potentials which act to
oppose the effect of the charge in the excited state.

If the affinity level (or ionisation level) of the molecule is sufficiently close to
the Fermi level, the inner and outer shell relaxations can shift the state across
the Fermi level, resulting in a stable molecular ion.%?%" This “charge capture”
mechanism is shown schematically in figure 2.7. This was first demonstrated

by Repp et al.?"!

where Au adatoms on NaCl bilayers were charged reversibly.
Here the lifetime of the Au~ state was sufficiently long to allow coupling to the
vibrations of the NaCl ionic lattice and for relaxations in that lattice to take place.
Bistable charge states have subsequently been observed in a range of molecules
on surfaces including NaCl/Cu(111),'%® Al,0,/NiAl(110),% and h-BN /Tr(111).193
In all cases the relaxation of the TIL lattice was the dominant factor driving the
stabilisation of the charged state. A hysteretic I(V') loop is the signature of a

bistable charge state in an adsorbate.

2.3 Instrumentation

2.3.1 The scanning tunnelling microscope

A schematic of an STM is shown in figure 2.8. The STM consists of an atomically-
sharp metallic tip mounted on a piezo-electric actuator which is capable of con-
trolling the tip position with an accuracy below 1 A in  and y and at least 0.01 A
in z.1%2 Many different configurations of the piezoelectric actuator have been used
to achieve this positional stability. Here we show a tube scanner, which is one of
the most widely used configurations due to its high resonance frequency, which
helps minimise vibration transmission and allows high speed imaging.2°? The tube
scanner has three sets of electrodes, controlling deformation in x, y and z. The
potentials applied to the x and y electrodes are specified by the user to scan over
an area of a known size (once the piezo constants have been calibrated using a
reference sample).

To begin a STM experiment, the tip must first be brought within tunnelling
range of the sample. First, the tip is brought macroscopically close to the surface
using the course approach mechanism which moves the entire piezotube using
stick-slip motion of piezoelectric actuators. An automated approach mechanism
is then used to bring the tip 4 A to 7 A from the sample. Here the dynamic range

of the z-piezo is swept while the circuit searches for the set-point current. If this
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Figure 2.8: Schematic of a scanning tunnelling microscopy.

current is not available, a course approach step is taken which is smaller than the
dynamic range of the z-scanner. This process is repeated until the tip is close
enough to the sample to draw the set-point current.

We have experimental control over two out of three parameters during an
STM experiment: the sample bias V;, the set-point current I,, and the tip-
sample separation zpie,e. There are two primary modes used for STM imaging:
constant-current mode, where V, and I, are fixed while zpie,, is recorded, and

constant-height mode, where V, and zpie,o are fixed while It is recorded.

2.3.2 STM imaging modes

In constant-current mode, the potential applied to the z-electrode is obtained
from a feedback mechanism, where the measured tunnelling current (typically
2pA - 2nA) is amplified and converted to a voltage using an operational am-
plifier (with a gain of 1 x 10°VA™! and a cut-off frequency of 1.1kHz) in the
current-amplification mode. This signal is then subtracted from a reference volt-
age corresponding to the set-point current. The resulting voltage signal is am-

plified and fed back to the z-piezo, so that the tip-sample separation is adjusted
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to minimise |Iy — I,,| using a digital proportional-integral (PI) controller. We
use only the integral term, with a time constant on the order of 400ps. We
therefore obtain a set of coordinates of the form 2pieo(z,y). This can be plotted
as a contour map, commonly referred to as a topological map, however it does
not necessarily correspond to the geometrical topography of the sample. The
measured zpieso does not exactly correspond to the absolute separation of the tip
and sample, but is dependent upon the local electronic properties of the sample
at the tunnelling bias. The 2pie,o(z,y) map is in reality a map of the surface of
constant LDOS at the applied bias.??® A schematic feedback mechanism is shown
in Fig. 2.8, with the inset showing the path of the tip above a surface during
imaging in constant-current mode.

The other imaging mode is the constant-height mode. Here the tip is
rastered in x and y with the feedback loop is disconnected. The tunnelling cur-
rent is measured, so that we get a map of the current magnitude at every point
Ir(x,y). The absence of a feedback mechanism allows for high frequency imaging,
however it is extremely risky, since the current can reach very high values if a
surface feature approaches the set-point tip-sample separation. Additionally, the
background plane of the sample must be carefully defined, which can be very dif-
ficult in the presence of drift. For this reason, constant-current imaging is much

more widely used.

2.3.3 Scanning tunnelling spectroscopy

Two of the three experimental parameters V, Iy, and 2pie,0, can be independently
varied over a point on the surface, while measuring the third, to provide a wealth
of information about the electronic properties at that point. There are three

primary tunnelling spectroscopies: 172

o I(V4, 2) spectroscopy, which is known as constant-height spectroscopy if z

is fixed, or variable-height spectroscopy if z varies in a predefined way.
o Z(V,) spectroscopy, which is known as constant-current spectroscopy.
 I(z) spectroscopy.

To record an I(V4, z) spectrum, we measure the tunnelling current as Vj, and 2z
vary in some pre-programmed way.”® Since the tunnelling current is an integral
over all the states in the bias range from the Fermi level to V, (equation 2.16),
the differential conductance signal dI/dV is often measured using a lock-in am-
plifier to track a small AC signal (10mV, 966 Hz) applied over Vj, to identify the
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contribution of the state at V, to the tunnelling current. At bias ranges where
the current is quite flat, the current can be measured as the bias is scanned at
constant height, while maintaining a high signal-to-noise ratio. Over larger bias
ranges, z should be varied to keep the measured current high enough for low noise,
and low enough to avoid modifying the tip and/or sample. Moreover, measuring
I(V}, z) at two different tip-sample offsets while recording the d//dV signal allows
the LDOS to be extracted as described in section 2.1.4.

In constant-current spectroscopy we measure the response of zpieso as the
sample bias is swept, while keeping the current fixed at some set-point. This
allows large bias ranges to be measured without losing resolution, however care
must be taken with biases close to the Fermi level and with samples with a band-
gap since the tip-sample distance may be reduced to very small distances in these
regions to try to obtain the set-point current which can modify the tip and/or
surface. Here we also tend to look at the dI/dV signal for ease of identifying
states of interest.

We can also fix the sample bias, and vary the tip-sample distance while mon-
itoring the current response. This is I(z) spectroscopy. In the tunnelling regime,
we expect an exponential increase of the current as the tip-sample separation is re-
duced, as governed by the transmission coefficient (equation 2.11). The exponent
of this decay provides an estimate of the apparent barrier height, provided there
are no sharp peaks in the LDOS near the sample bias at which the measurement
is carried out.

The dI/dV signal can also be recorded while imaging. As mentioned above,
the dI/dV signal corresponds to the contribution of the states at Vj, to the tun-
nelling current. Therefore the dI/dV signal obtained while scanning maps out

the relative intensity of the square of the sample wavefunction at energy eV}.

2.4 Experimental Details

2.4.1 The UHYV system

The STM apparatus, shown in figure 2.9, consists of three UHV chambers: the
STM chamber, the preparation chamber, and the load-lock. The load-lock can
be vented and pumped independently of the other two chambers via a turbo-
molecular pump, enabling transfer of samples and tips without breaking the vac-
uum. The load-lock has a base pressure of 1 x 107! mbar after a 48 hour bake.

An ESD system, described in the next chapter, is mounted on the load-lock.
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Figure 2.9: The UHV system used in this work, which consists of three chambers:
the STM chamber which is cooled by a cryostat and houses the CreaTec STM, the
preparation chamber which has various attachments for preparing and analysing
samples, and the load-lock chamber which allows new samples to be introduced to
the system without breaking the vacuum in the preparation and STM chambers.

The preparation chamber has a base pressure of 5 x 107! mbar, and contains
various tools for preparing and analysing a sample. The preparation chamber is
equipped with a quadrupole mass spectrometer (QMS), a sample storage stage
with spaces for up to five samples and an additional vertical sample mount for
NaCl deposition, a sputtering gun, a low-energy electron diffraction (LEED) ap-
paratus, and a H, cracker for hydrogen passivation of silicon. The system is
equipped with a manipulator which allows transfer of samples between the cham-

bers. The manipulator is generally kept at room temperature, but can be cooled
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by liquid nitrogen if necessary. The preparation chamber is pumped by an ion
pump, equipped with a titanium sublimation pump, and is separated from both
the STM chamber and load-lock by gate valves. The STM chamber (base pres-
sure <3 x 107! mbar) houses the scanner assembly which is cooled by a bath-type
cryostat.

Since diffusion is an activated process, it can be frozen out at low tempera-
tures, affording us highly stable surfaces where individual features can be studied
for long periods of time. Additionally, operation of the STM in UHV means that
the sample remains clean almost indefinitely. The cryostat also helps to reduce
the pressure by acting as a cryopump. The cryostat has two stages: a 4 L inner
cryostat, which is itself cooled by the 15 L outer cryostat. Both cryostats are kept
at 77 K using liquid nitrogen, however the inner cryostat can be further cooled
to liquid helium temperatures. In addition to freezing out atomic and molecular
motion, working at lower temperatures reduces the thermal drift and sharpens
the Fermi surface of the sample under investigation.

Since the tip-sample distance is one of the critical experimental parameters,
the microscope must be very stable with respect to vibrational excitation. Suc-
cessful operation of a STM therefore requires adequate mechanical isolation. The
tip-sample distance should be stable to within 0.01 A to allow operation at tun-
nelling current set-points in the pA range.®? The STM and preparation chambers
are pumped by ion pumps which have no moving parts and emit no vibrations,
and during scanning the load-lock turbo pump is switched off. As mentioned
above, all elements of the STM scanner assembly are designed to be compact and
rigid so that it has a high resonance frequency and a low transfer function for
ambient vibrational frequencies. This comes down even to the choice of material
used for the tip, where tungsten and Ptlr are popular choices, partly because of
their high stiffness. Additionally, a number of vibration isolation techniques are
used to filter out vibrations which are transmitted through the frame or in the
ambient. The whole UHV system is suspended on Newport pneumatic dampers,
and vibrations transmitted to the system are excluded from the scanner by the
combination of suspension springs with eddie-current dampers which attach the
STM head to the cryostat.

2.4.2 The CreaTec low-temperature STM

The microscope used in the experiments presented in this thesis is a commercially
available CreaTec LT-STM. The microscope head, shown in Fig. 2.10 is based

on the Pan-type slider.?%* This design is structurally rigid which aids in avoiding
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Figure 2.10: A front (a) and top (b) view of the CreaTec Pan-type slider STM
scanner assembly:.

transfer of mechanical vibrations as already discussed. In the Pan-type scanner,
a triangular prism with polished sides is attached to the STM body by a pair

205 Two of the actuator pairs are

of shear piezoeletric actuators on each side.
mounted directly to STM body, while the other is mounted onto a beam that
is pushed down by a stiff plate spring. The prism can be manipulated in the

z-direction using slip-stick motion of the piezo stacks.

The prism itself is hollow, and a piezoelectric tube scanner is mounted inside.
Contacts for mounting the STM tip or qPlus sensor are attached to the top of the
scanner tube. This whole assembly is mounted on piezoelectric actuators which
allow for course positioning in z and y. During scanning z is finely controlled
by the tube scanner, while the (x,y) position can be controlled either by the
tube scanner or by the outer piezo stacks. We use the tube scanner for (z,y)

positioning in the work presented in this thesis.
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2.4.3 Tip preparation

The tip plays a crucial role in determining the quality of data acquired in STM
experiments. The reciprocity principle states that the electrode with the sharper
wavefunction will image that with the more diffuse one,?"® which in practice
means that the tip must be sharp to avoid experimental artefacts such as multiple
tips. Additionally, as we have seen in equation 2.16, STS measures a convolution
between the LDOS of the tip and the sample. We therefore require the tip LDOS
to be featureless in the tunnelling bias range. This is particularly important in
analysis of the filled states, where tip features dominate the spectra [see Fig.
2.2(b)]. For these reasons we take particular care to prepare and characterise the
STM tips.

STM tips are etched from tungsten wire using 2 M NaOH and the DC current
method described by Ibe et al.?°®. Here, a length of high purity tungsten wire is
placed above the centre of the NaOH beaker. A stainless steel loop is positioned
in the liquid, centred on the tungsten wire. A potential difference of ~5V is
applied between the tungsten wire anode and the stainless steel cathode. The
exact value of the etching voltage governs the resulting tip aspect ratio. Since
etching occurs mainly at the meniscus, the wire is dipped into and retracted from
the liquid several times to remove the oxide and smoothen it. The tip is then
etched, by immersing the end of the wire in the NaOH with the circuit on. The

electrochemical reaction proceeds as follows:

Anode: W 4+80H —— WO,> +4H,0 +6e"
Cathode: 6H,0 +6e — 3H, +60H"
Overall: W +20H  +2H,0 — WO,* + 3H,

A neck forms at the meniscus, as shown in figure 2.11(a), and when it becomes
sufficiently small for the weight of the section below to overcome the tensile
strength of the neck, the neck breaks, leaving an extremely sharp tip. The control
circuit, which monitors the current differential, shuts off the power when this
occurs to avoid the newly formed tip being blunted by the etching process. Any
residual salt from the etching process is removed by immersion in deionised water.
When loaded into the UHV chamber, these tips are annealed to approximately
1000 K using electron bombardment to remove the wet oxide resulting from the
etch process.

Since we are mainly interested in examining the STS of molecular systems,
it is important to have a reliable probe with known chemical composition and

pr(E), due to the convolution of tip and sample LDOS. To ensure we have a

62



2.4 EXPERIMENTAL DETAILS

(a)
| Control
circuit

(I)ABH ~ 5.46 eV

0.0 05 1.0 15 20 25
Az(A)

Figure 2.11: High quality STM tips are prepared by etching tungsten wire in a

NaOH solution as shown in (a). These tips are then inked on Pt(111), by locally

melting the surface by forming a contact with the tip. Withdrawing the tip from

the surface forms a neck, an example of which is presented in (b). The composition

of the tip is confirmed by carrying out I(z) spectroscopy (section 2.3.3) where an

apparent barrier height of approximately 5.5€V is expected between a Pt tip and
surface.

metallic tip with relatively flat density of states, tips are inked and characterised
on a single crystal Pt(111), using the method described by Naydenov et al.2°T The
inking process involves approaching the tip to contact, and locally melting the
Pt surface in the contact area. A Pt neck is extruded from the surface as the tip
is withdrawn, which eventually breaks, leaving Pt atoms forming the apex of the
tip and a feature on the surface, an example of which is shown in figure 2.11(b).
This process is repeated until the resulting tip is sharp, which can be verified by
scanning over the Pt surface feature left after inking, and has a featureless pr(E),
and until the tip is thoroughly covered in Pt, as confirmed by the observation of
an apparent barrier height of 5.5¢V in the I(z) spectra. A representative /(z)
spectrum between a Pt tip and a Pt(111) surface is shown in Fig. 2.11(c).

63



2. Scanning Tunnelling Microscopy

64



ELECTROSPRAY DEPOSITION

The first problem to be overcome in any surface science investigation is that
of preparing the substrate surface and to deposit on it the target system to be
investigated. Since here we are interested in probing QCA candidate molecules
with STM and STS in UHV, we need a technique capable of depositing these
molecules on conductive substrates with controllable coverage. This is non-trivial
given the complexity implicit in any MQCA candidate and the low tolerance for
impurities.

The study of adsorbates has a long history in surface science, with the devel-
opment of new techniques being required to enable the deposition of increasingly
complex adsorbates. Simple metals are usually deposited by sputtering or evap-
oration, while more complicated materials can be deposited by molecular beam
epitaxy (MBE)?% or chemical vapour deposition (CVD).?% Gas-phase molecules
are introduced to a UHV system through a leak valve, where their sticking coef-
ficient on a surface can be controlled by varying the sample temperature.

Molecules are often transferred to a clean surface in vacuum wvia sublima-
tion, 2!% however this is limited to molecules which are relatively volatile and ther-
mally stable.?!! Vapour pressure tends to decrease with molecular weight, which
in turn leads to higher temperatures being required to sublimate the molecule in
experimentally useful quantities. At some point the thermal energy required for
sublimation will approach the energy of the weakest bond in the molecule, lead-
ing to fragmentation. When considering highly-functionalised molecules designed
specifically for applications such as molecular electronics, this threshold is easily
reached. As will be seen in the next section, our QCA candidate molecules are not

compatible with sublimation-based deposition. It is clear then that alternative
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strategies for surface preparation are needed.

One approach is to build the QCA structure from the bottom-up by depositing
and assembling molecular precursors.?'? This approach has been quite successful,
for example in the case of graphene-like macromolecules which can be constructed
from relatively simple building blocks.?'? 26 However, an obvious limitation of
bottom-up assembly, which will be discussed in more detail in chapter 7, is that
it must be possible to deposit precursors by conventional methods and they must
survive the assembly conditions.

In section 3.1 some alternative strategies for preparing thin films of complex
molecules are reviewed and, of these, ESD is identified as the most promising.

217,218 where

ESD is a technique that has its origins in mass spectroscopy (MS),
it is used to produce gas-phase ions of fragile analytes. This technique has since
been adapted to prepare samples for analysis in UHV.?!? Section 3.2 lays out
theoretical framework behind ESD, while the experimental details of the ESD
set-up are outlined in section 3.3. Finally, in section 3.4, we discuss the impurities
that are an unavoidable consequence of exposing a surface to an electrosprayed

solution.

3.1 Molecular Deposition Strategies

By far the most common method of depositing molecules onto a surface in UHV
involves sublimating the molecules from a Knudsen cell.?!? Molecules are heated
in a crucible until they enter the gas phase, where they then impinge on the sample
in vacuo. This technique is often referred to as organic molecular beam epitaxy
(OMBE), despite the fact that the growth may or may not be epitaxial, depending
on the details of the molecule-substrate interaction.?? OMBE is ubiquitous in
molecular surface science, primarily because the coverage can be finely controlled
after careful calibration. Additionally, OMBE is an extremely clean deposition
method, provided the source material is of high purity and has been well degassed.

Of course, OMBE is not without its limitations. To facilitate OMBE, the
molecule should be thermally stable at least up to the sublimation temperature,
otherwise unwanted reactions will compete with the formation of the molecular
beam. Dissociation occurs when the thermal energy approaches the intramolec-
ular binding energies (typically 2eV to 4eV), but other types of reactions, such
as polymerisations, are possible.??! In general, OMBE is suitable for molecules
with a molecular weight not exceeding 1000 g mol~*.222

Due to the their large size and fragility, many biologically and electroni-
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cally interesting molecules have traditionally been out of reach of the powerful
tools developed for UHV surface analysis.??*?2* Since, as we saw in chapter 1,
MQCA candidates require a certain level of complexity in order to incorporate
the electronic, structural and organisational properties required for viable QCA
functionality, we anticipate that it is likely they will be thermally labile. Indeed,
other groups have found that their QCA candidate molecules were not OMBE-

compatible, 110-113,225

3.1.1 Decomposition of MQCA candidates upon sublimation

To prove the need for an alternative to OMBE, we attempted to sublimate our
MQCA candidate molecule in UHV. The molecule used here, ZnTFcBP, is shown
in figure 3.1(b) and consists of a TPP molecule with the hydrogen at the 4-
position on each phenyl ring exchanged for N-(1-ferrocenylethyl)acetamide. This
molecule is described in greater detail in chapter 4. First, we formed an OMBE
source by electrospraying multilayer coverages of ZnTFcBP onto a clean Au(111)
surface in UHV. This sample was held in front of a second Au(111) sample and
annealed to approximately 800 K. The resulting surface was then analysed with
STM, and is shown in figure 3.1.

As can be seen from figure 3.1(a), well-organised molecular islands are found
on the otherwise relatively clean surface. The rod-like species observed on the
surface is an impurity species we see after every deposition by electrospray, which
seems to have been co-deposited with the molecule during OMBE. These contam-
inants are described in greater detail in section 3.4. The other features on the
surface are due to tip-forming in the vicinity.

These molecular islands appear qualitatively different from those observed
when the intact molecules assemble on Au(111), which are described in section
4.3. Here, particularly in Fig. 3.1(f), we clearly resolve the porphyrin core of the
molecule, as well as the phenyl rings. Most of the porphyrin rings are in the planar
configuration, while some have a saddle geometry, as can be distinguished from
the elevated position of two opposite pyrrole rings in the topography. 226 However,
we observe no feature which can be attributed to the Fc groups, which leads us
to conclude that they have detached from the molecule during sublimation. The
square unit cell of the molecular islands has a side length of ~19 A, very simi-
lar to that measured for islands of 5,10,15,20-tetra-(4-carboxylphenyl)porphyrin
(TCPP) which self-assemble with a cyclic hydrogen bonding structure.?*” We
cannot say with any certainty exactly which bond has been broken, however,

since TPP molecules pack with a nearest-neighbour distance of 14 A,22® we be-
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Figure 3.1: OMBE of ZnTFcBP [sketched in (b)] onto Au(111) results in the

surface shown in (a). No feature corresponding to the Fc groups are observed

indicating the molecule has fragmented, and possible fragmentation points are

shown in red and blue in (b). The structure of the assembly is proposed in (c).

Variable-height STS on the 7-system of molecular fragments at is shown in (d),
recorded at the location marked by the black dot in (e) and (f).

lieve that the hydrogen bonding groups are still attached. In the sketch of the
molecule in Fig. 3.1(b), the red and blue markers indicate bonds which may have
been broken. A proposed packing model is shown in Fig. 3.1(c).

We have also performed STS on these islands. In the spectrum presented in
Fig. 3.1(d), we see a sharp peak at —1.4V in the filled states, corresponding to
the HOMO, and a broad LUMO peak at 1.25V. Topographic maps of the HOMO
and LUMO are shown in Fig. 3.1(e) and (f), respectively, while the corresponding
dI/dV intensity maps are shown in Fig. 3.1(g) and (h). The HOMO has a double
lobe structure, while the LUMO is delocalised over the entire molecular island.

It is clear that our MQCA candidates are not OMBE compatible, and that

an alternative deposition strategy is required.
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3.1.2 Alternatives to OMBE

Molecular thermolability does not, however, rule out deposition by sublimation.
Fragmentation during OMBE can be minimised by exploiting the kinetics of the
sublimation and dissociation processes. Since the fragmentation and sublima-
tion processes will have different activation energies, there will be a temperature
regime at which the rate of one process is strongly favoured over the other. Here
we will assume that the activation energy for sublimation is lower than that for
fragmentation, such that at high temperatures sublimation is favoured. Then,
by supplying thermal energy to the molecules on a short time-scale, far more
molecules should enter the gas phase than dissociate. This is the rapid heating
deposition technique.??? Crucibles are generally incapable of the time-response
required for deposition via rapid heating, so analyte-covered filaments or laser
pulses are more often used.????Y Rapid heating can be an effective way of de-
positing molecules, however it can be difficult to obtain high-coverages with this
technique, and very large molecules or nanomaterials may still present difficul-
ties. 231

These very large molecular structures can be transferred to the surface using

232 Here, a fibreglass brush is covered

a technique known as dry contact transfer.
in a powder of the analyte species, which is then transferred to the UHV chamber
and brought into direct contact with the sample. Some analyte particles will be
transferred to the sample surface. The primary drawback of this technique is that
large clusters are often transferred to the sample, which can destroy a STM tip,
and when only single analyte species are transferred they can be very difficult to
find. However, for non-volatile, insoluble species such as carbon nanotubes, the
dry contact transfer method can be the most viable option.?33

For soluble analytes, pulsed valve deposition is possible.??? Here, a solution
containing the analyte species is introduced to the vacuum chamber through a
very small aperture (50 pm to 500 pum) which is opened for a very short period
of time (~100ms). The coverage is controlled by varying the number of solu-
tion pulses incident on the sample, however this is not very reproducible due to
the complex fluid dynamics involved. During pulsed valve deposition, very high
pressures of up to 1 x 107°mbar can be reached. Solvent molecules have been
reported to stick to the surface even when deposition takes place far above the
reported desorption temperature of the solvent.?%23 MQCA candidates investi-
gated by other groups were deposited via pulsed valve.!10-113:225
The main advantage of the pulsed valve method is that solubility is the only

limiting factor in terms of the kinds of species which can be deposited. ESD is
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a technique which retains this advantage, but allows for better coverage control
and lower operational pressures.?!® Here, ionised droplets are produced from an
electrified solution. These droplets undergo a desolvation process, eventually
forming gas-phase ions which are subsequently introduced to vacuum through
a differentially-pumped controlled leak, where they subsequently impinge on a
sample. ESD allows different types of molecules to be deposited under the same
conditions, forgoing the need for arduous calibration processes for each. This is
attractive for our work where the properties of QCA candidate molecules may
need to be tuned. Additionally, it has been reported that molecules electrosprayed
onto insulating substrates can retain the charge they picked up during the ESD
process, 236238 which may be useful for MQCA applications. In the next section

we outline the ESD process.

3.2 Principles of ESD

The challenge of non-destructively generating gas-phase ions from complex mole-
cules, particularly biologically relevant ones such as proteins, was a long standing
issue in mass spectroscopy. Many “soft” ionisation process have been devised to
this end,?% 212 and electrospray ionisation (ESI) has emerged as the most popular

217

of these.?!8 ESI was pioneered by Dole?'” and developed by Fenn,?*? and is now

ubiquitous in mass spectroscopy. It is now possible to produce intact ionised
species with molecular weights greater than 1 x 108 Da using ESI-MS. 2447246
Instead of being fed into a mass spectrometer, the ionised molecular beam
can instead be directed onto a surface where the material is deposited. This is
known as preparatory mass spectrometry (p-MS), and was originally used for
separating nuclear isotopes as part of the Manhattan project.?4” The first use
of electrospray-based p-MS was in preparing thin films of radioactive material
for use as alpha particle sources.?*® Later, ESD was used for fabrication and

249252 and for producing thin films of polymers?3

deposition of nanoparticles,
and biomolecules. 425 Thundat et al.?*® used electrospray to deposit DNA on a
Au sample for ambient STM analysis. Electrospray was brought to UHV as early
as 1977 where it was used to modify metal surfaces.?*” However, it was James
O’Shea’s group at Nottingham who pioneered the development of electrospray as
a technique for depositing intact analytes onto surfaces in UHV to be analysed
with conventional surface science tools. 2%

The electrospray ionisation process occurs in three stages.?® First, the solu-

tion containing the analyte species is extruded through an electrified capillary,
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where the high electric field causes the surface tension of the liquid to be over-
come by the electrostatic repulsion of the molecules within the solution. This
leads to the formation of a conical meniscus at the end of the capillary. Within
a certain potential range, small charged droplets are emitted from the apex of
the cone. In second stage of the ESI process, solvent molecules evaporate from
the droplets, leading to an increase in repulsive forces between the charges within
each droplet. Above a threshold charge-to-volume ratio, these droplets undergo
a “Coulomb explosion”, where the droplet splits up into many progeny droplets.
This process continues until ionised molecules are formed in the third stage of
the ESI process. There are competing models for the formation of ions from the
droplets, and which of these models is a better description of the ion formation
process depends on the properties of the analyte species.

These three stages of ESI are described in more detail below.

3.2.1 Formation of the Taylor cone

In the first stage of the ESI process, a solution containing the species of interest
is fed from a reservoir to a narrow, conductive capillary. This capillary, known as
the emitter, is held at a very high potential relative to the entrance capillary to
the vacuum system, which acts as the counter-electrode. If the counter-electrode
is large and planar compared to the emitter, the electric field, F¢ in the air at

the emitter tip can be approximated as?6%:261

b Ve
7 reln(4d/re)’

where r¢ is the outer radius of the emitter capillary, Vi is the applied potential

(3.1)

and d is the distance between the emitter and the entrance capillary. This field
is sufficient to oxidise some of the molecules and causes a separation of charge
in the liquid droplet at the emitter tip.2%? When a positive bias is applied to the
emitter, as is the case in the work described in this thesis, positively charged
species in the solution will be repelled from the emitter. The balance of the
repulsive electrostatic interactions between these positive charges at the liquid
surface and the surface tension of the liquid determines the shape of the droplet
at the emitter tip.

The shape of the liquid meniscus at the emitter tip is thus strongly dependent
on the magnitude of the applied potential, but is also influenced by many other
variables, such as the electrical conductivity, the surface tension and viscosity

of the liquid, the liquid flow rate, the ESD system geometry, and the dielectric
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Figure 3.2: Charge separation in an electrified solution extruded from a capillary.
Under a range of biases a cone-jet is formed where a stream of liquid is emitted
from the tip of a cone. Varicose instabilities cause this stream to break into
charged droplets, which then undergo successive desolvation - Coulomb explosion
cycles.

strength of the ambient medium.?%® The prototypical droplet shape is known

264,265 Taylor, who

as the Taylor cone, although it was first observed by Zeleny.
described it mathematically, showed that the electrostatic and capillary pressures
are at equilibrium at each point on the surface for a cone with a half-angle at the
apex of 49.3°.266 Therefore, the ideal Taylor cone exists only for a single value of
the applied potential; however, stable conical menisci exist for a range of applied
potentials.

Charged droplets are emitted from the apex of these conical menisci for a
range of field strengths, typically on the order of 10°Vm™ to 107V m~!. The
stable droplet-emitting conical menisci are collectively known as cone-jets.?%” The
high field at the surface of the cone pushes positive ions towards the apex. These
ions drag the liquid with them, producing a filament of liquid, known as a “jet”,
down-field along the long axis of the emitter. 2%

At the location of the jet, the charge density is so large that the surface tension
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is overcome and can no longer hold the fluid together. Varicose instabilities cause

268,269 wwhich are then accelerated towards

the jet to break up into charged droplets,
the counter-electrode. The sign of the charge on each droplet is the same and is
governed by the polarity of the applied potential. The droplets therefore repel
each other and form a conical “electrospray”. Evaporating solvent causes these
droplets to shrink which eventually makes them unstable, leading to the second

stage of the ESI process.

3.2.2 The desolvation process

As the charged droplets are accelerated towards, and enter, the entrance capillary
to the vacuum, solvent evaporates from the droplets. This leads to an increase in
the droplet charge-to-volume ratio because the charge level in the droplet remains
the same. When the droplet approaches the “Rayleigh stability limit”, defined by
the Rayleigh equation, it undergoes a Coulomb explosion process, which generates
many, much smaller, progeny droplets.?”® The Rayleigh equation is defined as

follows: 27!

qr = 27 (2e0yr)Y?, (3.2)

where ¢ is the charge on a droplet with radius r, v is the surface tension of the
liquid, and €q is the permittivity of the vacuum. Electrosprayed droplets tend to
undergo Coulomb fission at charge-to-volume ratios lower than that defined by

equation 3.2, due to deviations from perfect spherical symmetry. 272

Studies of Coulomb explosions suggest that that the fission is uneven, where
offspring droplets contain in the region of 1% of the mass of the parent droplet,
but ~ 15% of its charge.?™ This is a more stable configuration, because, although
the charge-to-volume ratio is increased in the offspring droplets relative to the
parent droplet, the charge is spread over a greater total surface area, which re-
duces the repulsive interactions between the charges. As solvent evaporates from
these droplets, they too undergo successive Coulomb explosions. This process
continues until the droplets impinge on the surface, or until single, charged ana-
lyte ions are formed. There are several models describing how gas-phase ions are
produced from charged droplets, the two most common of which are discussed in

the following section.
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Figure 3.3: Schematic of the charged residue model (CRM) and the ion evapora-
tion mechanism (IEM) of ion formation.

3.2.3 Formation of gas-phase ions

The first model of ion formation in ESI was proposed by Dole and co-workers,
and is known as the charged residue model (CRM).?'"2™ In the CRM the orig-
inal concentration is assumed to have been quite low, such that after successive
Coulomb explosions only a single analyte ion is left from the droplet. After the
last solvent molecule evaporates, the analyte molecule forms a gas phase ion with
the residual charge of the droplet. A schematic of the CRM is drawn in Fig. 3.3.

An alternative model, known as the IEM, was developed by Iribarne and
Thompson. 2727 This model postulates that when a droplet reaches a certain
size (which is above the Rayleigh limit), the analyte is ejected as a gas-phase ion
due to the interaction of the charged analyte with the droplet’s internal electric
field, as sketched figure 3.3.

The difference between the two models is that in the CRM the ion is formed
through the action of successive Coulomb fission events, while in the IEM the
analyte evaporates from the droplet into the gas phase through the action of

the electric field on the droplet surface. However, the distinction between these
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Figure 3.4: Schematic of the electrospray apparatus.

two models is unclear when the droplet is very small such that the expulsion of
the analyte ion could be regarded as a final Coulomb fission. In any case, there
is some consensus that, in general, the IEM is applicable for smaller molecules,
whereas the ionization of molecules whose extended length is greater than the
size of the charged droplet are better described by the CRM.?™"

Both of these mechanisms for the formation of gas-phase ions are softer than
most other methods. One reason for this is that the internal energy of the analyte
and solvent molecules in the droplet may be dissipated as the solvent desorbs. 262
This leads to little fragmentation of analyte molecules in ESI-MS and it has been
shown that non-covalent interactions can be preserved throughout the ionisation
process, 2’8 leading to the possibility of depositing 3-D structures which have been

assembled in solution.

3.3 The Electrospray Apparatus

For the work in this thesis we use a commercially-available ESD system man-
ufactured by MolecularSpray. Here, the plume of ionised droplets is formed in
ambient, as discussed in the previous section, before being introduced to vacuum

through differential pumping stages. The ESD system is shown in figure 3.4.
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The ESI stage of the system consists of an emitter capillary, with an internal
diameter of 100 pm into which the solution to be deposited is fed. This emitter
capillary is equipped with a polyetheretherketone (PEEK) sheath to insulate it
and to increase its mechanical stability. A very high positive bias (0.5kV to 5kV)
relative to the grounded entrance capillary is applied to the emitter through a
liquid junction. The distance between the tip of the emitter and the entrance
capillary is between 1 mm and 3 mm, which translates to an electric field in the

region of 1MV m™.

The entrance capillary has an inner diameter of 0.25 mm,
and is essentially a controlled leak. The spray of droplets passes through the
entrance capillary to the differential pumping stages, where it freely expands in

vacuulll.

The differential pumping has three stages, pumped by two rotary pumps
and a turbo-molecular pump, which have operational pressures on the order of
10mbar, 0.1 mbar and 4 x 10~% mbar, respectively. These pumping chambers are
separated by skimmer cones whose apertures are 600 pm and 400 pm in diameter,
which serve to collimate the molecular ion beam. The droplets pass through a
final aperture (1 mm in diameter) into the deposition chamber, which has a base
pressure of 1 x 107 mbar. A pneumatic gate valve is located between the exit
aperture and the deposition chamber, which allows the deposition time to be

accurately controlled.

The sample is situated in the deposition chamber on a custom-built stage
which allows positioning of the sample in x and y with millimetre precision. The
distance between the emitter and the sample is 50 cm. Correct alignment between
the entrance capillary and the sample is confirmed by shining a light through
the entrance capillary and observing its reflection from the sample surface. The
sample stage is electrically-connected to an electrode which allows the ion current

to be measured, and, if necessary, a potential to be applied to the sample.

With the gate valve open, the deposition chamber pressure is of the order
5 x 1072 mbar, which rises to ~1 x 107%mbar during ESD. When the gate is
closed the pressure drops to 1 x 10”8 mbar within two minutes, 1 x 1072 mbar
within 20 minutes and to the base pressure within one hour. It is important to
note here that these pressures are measured with a vacuum gauge which is located
far from the sample, so that the real pressure at the sample during ESD may be

significantly higher than indicated.

A solution must be conductive in order to be ESD compatible. For molecules
which are soluble only in non-conductive organic solvents, small quantities of acid

or base can be added to increase the conductivity of the solution, or mixtures
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of different solvents can be used. In the work presented here we use chloroform,
chloroform and methanol mixtures, or tetrahydrofuran (THF) and methanol mix-
tures as the solvents. It is important to minimise the transport of bubbles to the
emitter, as these give rise to an unstable cone-jet. Additionally, the solution
concentration should be within certain levels; too low concentrations will neces-
sitate long deposition times, which can lead to co-deposition of large quantities
of impurities (see section 3.4), while high concentrations can lead to blockages of
the entrance capillary. We find that the optimum range is between 0.01g1™! to
0.3gl™1.

3.3.1 Electrospray Deposition Rate

As already mentioned, the ion current incident on the sample during ESD can be
measured. This electrical current is related to the material flux on the sample.
Assuming the ion current Ig is carried by singly charged ions of the analyte
species, the coverage © after exposure of the sample to ESD for time ¢ can be

estimated as

_ Qtot Amol _ EAmolt
€ Asub € Asub ’

where Qo is the total charge incident on the surface, A, is the area covered by

©

(3.3)

the adsorbed molecule, and Ag,, is the area of the substrate.

A representative ion current measurement during ESD is shown in Fig. 3.5.
Here, a 0.1 gL~! solution of ZnTFcBP in THF:CH;OH was electrosprayed onto
a Au(111) surface for 4 minutes, with the emitter held at 1.5kV relative to the
entrance capillary. Integrating the current over the duration gives the total charge
transported to the surface as 5.6 nC. We have estimated the electrospray beam
diameter to be approximately 2 mm, by measuring the ion current as the sample
was moved, keeping all other parameters constant. Then, assuming one charge
per molecule and a molecular area of ~3.25nm? (see chapter 4), according to
equation 3.3, we get a coverage of approximately 4 x 10~* monolayers in the
region where the electrospray was incident.

A standard STM measurement involves scanning an area of approximately
200nm x 200nm. At ~4 x 10~* monolayers coverage, we would, on average,
expect to find just five molecules per scan in the region exposed to ESD. How-
ever, in repeated experiments where molecules have been deposited under similar
conditions, we find significantly higher coverages. This is because several of the

assumptions made in equation 3.3 are not justified.
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Figure 3.5: The ion current (black) and chamber pressure (blue) during a 4 minute
ESD of ZnTFeBP/THF:CH,OH onto Au(111).

First of all, equation 3.3 assumes that the coverage resulting from ESD is
uniform in the region of the sample where the electrospray beam was incident.
It is well-known, however, that the coverage profile is approximately Gaussian.
While uniform coverages are usually desirable when depositing thin molecular
films for device purposes, it can be very useful to have a gradient of molecular
densities in surface science experiments. A non-uniform coverage profile allows
investigation of different molecular densities with the same parameters, which
can be particularly useful when the molecular packing structure is coverage de-
pendent. However, uniform coverages can be achieved by adding electrostatic

lenses, if required.

We observe significant coverage in areas even far from the center of the beam.
Diffusion plays a role here, but cannot explain why the total coverage is obviously
far higher than the ion current would suggest. In deriving equation 3.3 we have
assumed that the molecules arrive as single ions, however it is clear that this is not
the case. We observe significant variations in coverage even on the micrometer
scale, suggesting that the molecules arrive on the surface in droplets containing

multiple molecules.

Full experimental control of the ESD dose can be achieved with a significantly
more complicated set-up, including an ion funnel, quadrupole mass selection, re-
tarding grid analysers and time-of-flight (TOF)-MS.%™ However, for our purposes
this is not necessary. By monitoring the ion current and chamber pressure during
deposition, a qualitative measure of coverage can be attained. When combined
with the coverage gradient, we can reproducibly prepare surfaces with large areas

in the requisite molecular density regime.

The electrical contact to the sample can also be useful for other purposes.

It has been reported that some molecules, particularly proteins, can fragment
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if their kinetic energy is too high when they impact the surface.?%281 A poten-
tial can be applied to the sample to bring this energy below the fragmentation
threshold (typically <10eV).2%2 Alternatively, it may be desirable to accelerate

283,284 \We have never

the molecules, particularly if surface modification is the goal.
observed significant quantities of fragmented molecules after ESD, possibly due
to their landing in small droplets where the solvent sheath dissipates the kinetic

energy.

3.4 Impurities Introduced During ESD

As we have seen, ESD involves exposure of the sample to a beam of charged
droplets at relatively high pressures. The cleanliness of the resulting surface is
limited by the purity of the solution and by the contaminants introduced during
the electrospray process. Care must be taken that both the source material of the
target molecule and the solvent in which it is dissolved are pure. Additionally, it
is important to check the compatibility of the solvent with the surface since some
surfaces can crack solvent molecules, leading to unwanted adsorbates, or indeed
react with the solvent itself. Since we often desire to deposit molecules which are
only weakly soluble, it can be difficult to identify solvents which are compatible
with both the molecule and the surface. However, we found that no matter how
much care was taken to eliminate the introduction of impurities in the analyte
solution, it was impossible to eradicate contaminants from the surface altogether.

The Au(111) surface provides a convenient way of examining the introduction
of impurities during ESD. It is an unreactive surface and, as a result, solvent
compatibility is generally not an issue. However, the herringbone reconstruction
generates relatively reactive kink sites were molecules preferentially adsorb, so
that by monitoring the cleanliness of the kink sites, as well as the step edges, we
can get a qualitative idea of the surface cleanliness.

Opening the gate valve to the electrospray system while there is no solution
flow, i.e., when only air enters the UHV chamber, results in a surface where the
vast majority of kinks and step edges are clean. In contrast, the kinks are always
occupied after exposure of the sample to the active electrospray, regardless of
the solution contents and even when the sample is not in the direct path of the
droplet beam. Larger defects are seen when the sample is in the path of the spray,
examples of which are shown in figure 3.6.

In general, the contaminants introduced by ESD fall into two categories:

solvent-dependent and solvent independent, both of which are seen in figure
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Figure 3.6: Impurities co-adsorbed with target molecules after ESD. Three species
can be distinguished in (a): the target molecule (square features), contaminants
originating from the solvent (labyrinthine feature), and contaminant from else-
where [rod-like features covering the Au(111) herringbones|. These are shown in
greater detail in (b). The rod-like features are shown after a cleaner deposition
in (c).

3.6(a). Here, we have removed the exit aperture from the apparatus (see Fig.
3.4) and deposited a solution of ZnTFcBP in THF:methanol. The square fea-
tures arising from the ZnTFcBP molecule can be seen to blend seamlessly into
the contaminant features so that we can say that ZnTFcBP is adsorbed in a
contaminant matrix. The removal of the exit aperture results in a much higher
concentration of contaminants than we see from a standard deposition. The
rod-like defects which cover the herringbone features are observed after every
deposition and as a result are not related to the nature of the solvent. The other
type of contaminant is dependent on the solvent, and appears as a disordered
chain-like structure. Other groups have observed almost identical features when
depositing molecules via pulsed valve, which they attribute to THF.!*! The THF
feature is resolved in greater detail in figure 3.6(b).

A higher resolution STM topograph of the rod-like contaminants is presented
in Fig. 3.6(c). The rods vary slightly in length but are usually on the order of 30 A.
This length variation suggests that the rod-like species are polymeric fragments.

On Au(111) they self-assemble in a double row structure along the herringbone,
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whereas on Cu(111) they pack along one of the close-packed directions of the
substrate. The rods align with the close-packed directions on Cl—Cu(111) also,
however they have only been observed isolated rather than packed into islands.
Assigning the origin of these features is more difficult. Since we see these
features after ESD of solvent only, the purity of the target molecule is not the
critical factor. Some of the solvents used are quite aggressive, and as a result
one explanation could be that they are removing some material from the PEEK
fittings in the electrospray apparatus. However, these features were still present
when the PEEK parts were replaced with solvent-resistant polytetrafluoroethy-
lene (PTFE). Examining the contaminant peaks commonly seen in ESI-MS, we
find that they include those corresponding to polysiloxanes, a polymeric com-
pound which is ubiquitous in labware coatings, especially syringes, and is even
found in the ambient.?®® A polydimethylsiloxane (PDMS) chain ten units in
length is approximately the size of the rods we see in the STM topographs. Thus,
we postulate that these are the source of the solvent-independent contaminants.
Both the THF features and the rod-like features can be removed by annealing
the sample.?®8 However, since the MQCA candidates are thermally sensitive, and
since we can prepare surfaces with only small quantities of contaminants, this is

not necessary.
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FUNCTIONALISED PORPHYRINS ON
NOBLE METALS

In chapter 1 we described the requirements for a good MQCA candidate, and
settled on ferrocene-decorated porphyrins as the basis of those we would explore.
Porphyrins are known to self-assemble in a multitude of different patterns, many
of which have the fourfold symmetry we require.'?! To ensure that our architec-
tures are stable with respect to variations in temperature and electric field, we
require that they are bound with strong intermolecular forces. Hydrogen bonds
are relatively strong and allow separation of the design of the electronic properties
of the molecular network from the design of its topology. This makes them attrac-
tive for use in molecular device components, and therefore we have chosen to add
functional groups which facilitate hydrogen-bonding to our ferrocene-decorated
porphyrins.

In this chapter we describe the properties of metal-supported hydrogen bonded
networks of these ferrocene-decorated porphyrins. We first provide an introduc-
tion to hydrogen bonding and outline how hydrogen bonding can be exploited to
build functional architectures. We then detail the structure and electrochemical
properties of the molecules investigated in this chapter. In section 4.2, we briefly
describe the Au(111) and Cu(111) surfaces upon which the candidate molecules
are adsorbed. The adsorption and self-assembly characteristics on these sub-
strates are explored in section 4.3. Finally, in section 4.4 we explore the elec-
tronic properties of these self-assembled molecules from both an experimental
and theoretical viewpoint.

The work presented in this chapter?” has contributions from several different
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groups. The molecule was synthesised by Pier Giorgio Cozzi’s group, and char-
acterised electrochemically by Francesco Paolucci’s group, both at the University
of Bologna. Our collaborators in the Samori group at the Université de Stras-
bourg carried out the in situ STM measurements. Finally, DFT calculations were

carried out by Alejandro Santana-Bonilla of the Cuniberti group in Dresden.?%®

4.1 Hydrogen-Bonded Porphyrin Networks for Molecular
QCA

Supramolecular chemistry is the field of chemistry which considers the design
and assembly of functional molecular networks.?*® By designing a molecular com-
ponent with appropriate electronic properties and with “molecular recognition”
groups which interact non-covalently in a pre-programmed manner with other
components, a supramolecular device can be built from the bottom-up. Hy-
drogen bonding interactions are one type of these non-covalent intermolecular
interactions, and are widely exploited in the engineering of supramolecular ar-
chitectures. Hydrogen bonds can span a wide range of interaction strengths,
from 0.2eV to 1.7eV, which is ideal for assembling stable molecular networks,
but which remain reversible, such that the thermal energy at room temperature
is sufficient to allow these networks to self-heal.?” Additionally, the directional
nature of hydrogen bonds allows for high selectivity in supramolecular design.?%?

The hydrogen bond is a cohesive force arising from a complex electrostatic
interaction between a dipole, generated when a electronegative atom X bonds to
hydrogen, and an electron cloud.?”® The X—H bond is polarised by the electron-
withdrawing nature of X, which creates a partial positive charge at the hydrogen
site.?”! This so-called “donor” can interact with the partial negative charge on an
“acceptor” group, which commonly takes the form of a lone pair or 7-system. The
donor-acceptor interaction is shown schematically for an amide dimer in figure
4.1(a), where each N—H donor interacts with the acceptor group arising from the
lone pair on the oxygen atom on the other amide group.

Hydrogen bonds are typically classified as strong, moderate (conventional),

291 In general,

or weak, however the line between these groups is rather arbitrary.
the hydrogen bond strength tends to increase with increasing acidity of the XH
group, and increasing basicity of the donor. The strongest hydrogen bonds are in
ionic systems, since the electrostatic interaction between a monopole and a dipole
tends to be stronger than an equivalent interaction involving two dipoles.?? The

strongest known hydrogen bond occurs between HF and F~, where the bonding
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Figure 4.1: Hydrogen bonding interactions between amine groups. The electro-
static origin of the hydrogen bonding interaction is sketched in (a), where the
electronegative N atom withdraws electron density from the H atoms bound to
it. The resulting electron deficient areas on these H atoms can then interact
with the electron-rich O lone pairs. Hydrogen-bonded dimer, trimer, tetramer
and catameric motifs are shown in (b)-(e), respectively. The R group will play a
major role in determining the self-assembly structure.

is best described by an ionic model corresponding to the [F—H—F]~ system.?%

Hydrogen bonds involving charged donors and/or acceptors tend to have en-
ergies between 0.65¢eV to 1.7¢V and corresponding H---A distances from 1.2 A
to 1.5A.292 On the other hand, the weakest hydrogen bonds generally involve
C—H---A and X—H---7 interactions, with CH,---FCH; being the weakest exam-
ple.??* These weak hydrogen bonds are characterised by H---A distances greater
than 2.2 A, and energies less than 0.2 éV. The moderate strength, or conventional,
hydrogen bonds are favoured for the engineering of supermolecules. These tend
to involve N—H:--O=C and O—H---O=C interactions where the bond energies
and distances are between 0.26V to 0.65¢V, and 1.5 A to 2.2 A, respectively.

Besides a dependence on the character of the donor and acceptor, and upon
the separation between them, the strength of hydrogen bonds also have an an-
gular dependence.?! Hydrogen bonds are strongest in a linear configuration,
however the angular dependence is weak and deviations from 180° are often
observed to accommodate multiple hydrogen bonds. In the majority of cases,
biological and engineered, hydrogen bonded synthons (molecular subunits of a

supermolecule) form arrays where the X atom in the acceptor group simultane-
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4. Functionalised Porphyrins on Noble Metals

ously acts as a donor, which is what gives rise to the multitude of complicated ice
crystal phases.?! Additionally, functional groups such as carboxyl groups and
amide groups contain both hydrogen bonding donors and acceptors, allowing
them to bond in a multitude of configurations. Some of the possible configu-
rations are shown for an amide in figure 4.1(b)-(e), where the structure formed
will depend on the nature of the R group, and if confined to a surface, on the
molecule-substrate interaction. The tandem nature of these hydrogen bonds is
not confined to homo-molecular recognition, as is well known for the DNA base

pairs.

Another interesting thing to note about these multiple hydrogen bonds is that
they are cooperative: the overall bonding interaction is stronger than the sum of
the constituent bonds. This can occur, for example, in water where alignment of
multiple O—H bonds increases the dipole within each. When hydrogen donor and
acceptor groups are linked by 7-bonds, the delocalised nature of the electrons can

291 Ty this case the increased interaction

lead to polarisation across multiple bonds.
strength is known as resonance-assisted hydrogen bonding (RAHB).?%2% The

configurations in figure 4.1(b)-(e) all benefit from RAHB.

A variety of 2D porphyrin-based hydrogen-bonded networks have been re-
ported. These can take on a variety of architectures, depending on the symmetry
of the functionalisation?*” and on the selectivity of the attached hydrogen bonding
group. 2*® TPPs functionalised with hydrogen bonding groups at the 4-positions of
the meso-phenyl groups are known to self-assemble into square patterns, 27,299,300
with the nature of the network depending on the details of the molecule-substrate

301,302 Here we have chosen amide groups as the functional group for

interaction.
self-assembly, which form relatively strong hydrogen bonds and can bond in a
conformationally flexible manner, as we have already seen. Amides are similar to
carboxylic acids in terms of hydrogen bonding, so that we would expect a TPP
molecule functionalised with amides at each of the 4-positions of the meso-phenyl

rings to self-assemble in a manner similar to that reported for TCPP, 227,299,301,302

The other reason amide groups were chosen is to allow for simple molec-
ular synthesis. The amide coupling reaction, where an amide is formed by
treating a carboxylic acid with an amine, offers a convenient way to attach Fc
groups. This allowed our collaborators to create a four-fold symmetric ferrocene-
decorated porphyrin by reacting commercially-available TCPP with a ferroceny-
lamine.?% Both the free-base and Zn-metallated analogues were synthesised and
their properties are discussed below. The molecules are known as 5,10,15,20-
tetra[ N-(1-ferrocenylethyl)benzamide|porphyrin and zinc 5,10,15,20-tetra[N-(1-
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4.1 HYDROGEN-BONDED PORPHYRIN NETWORKS FOR MOLECULAR QCA

DCM/TFAB v
IIIp 1V
0.02 1
< 0.00
-0.02 1
L0.04 125 A'g/AgCl(sa,tl)

2 1 0 1 2
E (V)

Figure 4.2: Molecular structure of ZnTFcBP (a) and H,TFcBP (b). A CV of a
H, TFcBP analogue measured by El Garah et al.% is shown in (c), where peaks
I, II, IV and V are all single electron redox peaks originating from the porphyrin
core, and peak III is a four-electron oxidation of the equivalent ferrocene groups.
The CV was performed in DCM under ultra-dry conditions, using TBAH as a
supporting electrolyte. A glass-sealed platinum disk ultramicroelectrode, with
a 125 pm diameter, was used as the working electrode, while the platinum and
silver spirals were used as counter electrodes and quasi-reference electrodes, re-
spectively. Potentials were measured with decamethylferrocene standard and
were referenced to Ag/AgCl(sat).

ferrocenylethyl)benzamide|porphyrin, and will be referred to as H,TFcBP and
ZnTFcBP throughout this chapter. ZnTFcBP and H,TFcBP are sketched in
figure 4.2(a) and (b), respectively.

Since the phenyl groups are out of plane with the porphyrin ring, they serve
as spacers only and we would not expect electronic interaction between the fer-
rocenyl units even if the linker did not contain a saturated bond.3** This has
been confirmed by our collaborators, who performed electrochemical analysis of
an analogue of HyTFcBP.3% The resulting CV, reproduced in figure 4.2(c), shows
a single four-electron oxidation peak originating from the equivalent ferrocenyl
groups, as well as peaks corresponding to oxidations and reductions of the por-
phyrin core. The analogue investigated differs only in the attachment of a dodecyl
chain to the carbon atom linking the Fc group to the amide, where we have a
methyl group. This alkyl chain increases the solubility of the molecule but is not
expected to alter its electronic properties, therefore ZnTFcBP and H, TFcBP can
be assigned as Robin-Day class I molecules. In chapter 1 we listed Robin-Day
class II behaviour as a requirement for potential QCA molecules. However, it is
possible that supramolecular mixed-valency could render these molecules viable.

There are now several examples of mixed-valence supermolecules, where redox

centres in different molecules are coupled across a set of hydrogen bonds. 305306
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Mixed-valence behaviour in a hydrogen-bonded dimer can be very strong, with at
least one example of class III behaviour reported.®’” Additionally, it is possible
that through-space coupling between the Fc groups, which is highly sensitive

08 could be sufficient to facilitate

to the separation between the redox centres,?
the kind of mixed-valence behaviour required for MQCA. However, Paolucci et
al., who carried out the electrochemical measurements, found no evidence of
electronic coupling of any kind between the Fc groups when the molecules were
assembled on the highly-ordered pyrolytic graphite (HOPG) surface.3%

While the lack of electronic coupling between Fc groups within and between
these molecules is not ideal for MQCA applications, modulating the distances
between the Fc units within a cell and between adjacent cells will favour intra-
cell tunnelling stimulated by inter-cell electrostatic interactions. Regardless, we
believe that ZnTFcBP and H,TFcBP are valuable as a reference point, and as
a first iteration towards a functional system. These molecules should allow us
to investigate the behaviour of self-assembled ferrocenyl-decorated porphyrins,
and the effects of injecting charge into these systems. We hope that limiting the
interactions to electrostatic and through-space tunnelling will allow us to better
understand these assemblies before the complexity of a through-molecule channel
is added. If indeed we are able to create a supramolecular mixed-valence analogue
of this system, by substituting the saturated linker between the aminyl-nitrogen
and the Fc group for a conjugated one, having ZnTFcBP /H, TFcBP as a reference

point will be very valuable.

4.2 The Au(111) and Cu(111) Surfaces

We first characterise the behaviour of ZnTFcBP and H,TFcBP molecules on
Au(111) and Cu(111), before attempting to decouple the molecules from the
surface. As we discussed in section 1.3, the noble metals are relatively inert, and
the close-packed surfaces of these are the least reactive of all. Since both gold
and copper have a face-centred cubic (fcc) crystal structure, the (111) plane is the
close-packed plane. The ease of preparing these substrates, combined with the
aforementioned inertness explains the ubiquity of Au(111) and Cu(111) in UHV
molecular characterisation. The bulk lattice constant of gold is 4.08 A, which
leads to a nearest neighbour distance of 2.88 A and a step height of 2.36 A on the
(111) surface, while the corresponding values for copper are 3.61 A, 255 A and
2.08 A, respectively.3%?

The Au(111) surface has an interesting structure, unlike most fcc metals,
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Figure 4.3: Topographic and electronic properties of the Au(111) and Cu(111)
surfaces. An STM topograph of the Au(111) surface is shown in (a) where the
step height is 2.36 A. The herringbones can clearly be resolved in the inset (same
scale), where impurities can be seen to preferentially adsorb at the kink sites.
The scattering of the Cu(111) surface state from the step edges and from small
adsorbates, likely water (depressions) and CO protrusions, can be seen in the
topographic map in (b). This scattering can be more clearly resolved in the
dl/dV channel, as can be seen from (c). The onset of the surface state can
be measured using STS and, as shown in (d), appears at —0.55V on Au(111)
(black), and at —0.45V on Cu(111) (red). Imaging conditions: (a) 50pA, 1V;
inset 20 pA, —2V; (b), (¢) 100 pA, —150 mV.

its (111) surface undergoes a reconstruction.®'? Elastic strain drives a uniaxial
compression of the top atomic plane by 4.55% in the [011] direction, leading
to alternating fcc and hexagonal close packed (hcp) domains, and a 23 x /3
unit cell.311312 The atoms between the fcc and hep domains occupy less sym-
metric sites and, as a result, are displaced normal to the surface. These “her-
ringbones” or soliton lines appear as ~0.2 A protrusions running along the [112],
and symmetry equivalent, directions in STM topographs, such as that shown in
figure 4.3(a).?13314 They run for approximately 250 A before changing direction
by +120°. The corners where a herringbone changes direction are known as kink
sites, and are preferential adsorption sites.2?"3!5 Since the herringbones can be
observed at almost all STM imaging conditions, and often through a molecular
layer, they can be very useful since the packing direction of adsorbed molecules
can be assigned without having to achieve atomic resolution which can be very

difficult to achieve without disrupting the adsorbed species.3'¢

Additionally, a Shockley-like surface state is present on both the Au(111) and
Cu(111) surfaces, with a band edge energy of —0.52eV and —0.45¢eV, relative
to the Fermi level, respectively.?!” 320 STS showing the Au(111) and Cu(111)
surface states are shown in Fig. 4.3(d), in black and red, respectively. The her-

ringbone reconstruction on Au(111) acts as a superlattice for this surface state. 3!
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The surface state manifests as a freely-diffusing 2D electron gas, and can scatter
from, or form an interface state with, adsorbed atoms or molecules. 32322 Figure
4.3(b) shows a Cu(111) surface with an atomic step and some adsorbates, and
the scattering of the surface state from these features can be seen in Fig. 4.3(c).
The workfunctions of the Au(111) and Cu(111) surfaces are 5.31eV and 4.94 ¢V,

respectively.3?

4.3 Adsorption and Self-Assembly of MQCA Candidates

Single crystals of Au(111) and Cu(111) (MaTeck, Germany) were prepared by
multiple cycles of Ar™ bombardment followed by annealing up to 800 K. Surface
quality was confirmed with LEED before deposition of molecules. ZnTFcBP and
H,TEFcBP were deposited via ESD, from a solution prepared by dissolving the
molecules in a solvent appropriate to the surface (chloroform or THF for Au(111)
and THF for Cu(111), and in both cases methanol was added in a 1:1 ratio to
improve conductivity).

Deposition of ZnTFcBP onto Au(111) results in the formation of large molec-
ular islands characterised by prominent square features at most biases, as shown
in figure 4.4(a). The unit mesh is approximately square, measuring (23.0 £ 1.0) A
x (21.5 4 1.0) A. This is in good agreement with the structure of ZnTFcBP at the
solid-liquid interface, as can be seen from the in situ STM image in Fig. 4.4(b),
which has a square unit mesh with side length 22 A. The Fc groups dominate the
contrast in UHV, whereas at the solid-liquid interface the TPP backbone of the
molecule is primarily resolved.

The fact that the same structure is observed on HOPG and Au(111), in air, in
1-phenyloctane, and in UHV, for both the free-base and Zn-metallated versions of
the molecule, suggests that the surface plays a minimal role in the self-assembly,
and it is the intermolecular interactions which drive the self-assembly structure.
This is supported by the fact that we see the molecules growing over a step edge
in a carpet-like fashion, indicated by the green arrow in Fig. 4.4(a). In fact,
ZnTPP is known to adsorb preferentially at Au(111) step edges due to the lower
coordination number,3'® but the continuous growth of the molecular island over
the step indicates that the molecule-molecule interaction is favoured over the
molecule-substrate interaction.

However, having said that, it is clear that the surface plays a role in directing
the self-assembly on Au(111). We observe molecular domains rotated by multiples

of 60°, which reflects the symmetry of the underlying substrate. One of the unit
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Figure 4.4: Self-assembled ZnTFcBP islands are shown on Au(111) in (a) where
they were measured with LT-STM in UHV, and (b) at the 1-phenyloctane/HOPG
interface where they were analysed using in situ STM. The structure of the molec-
ular islands is identical with a square unit cell of side length ~22 A (indicated
by black square), however the source of contrast is the Fc groups in UHV and
the TPP backbone in situ. The green arrow in (a) indicates a molecular island

overgrowing a step edge, while the blue arrows indicate packing faults. Imaging
conditions: (a) 10pA, 1V, (b) 25pA, —650mV.

cell vectors is aligned with the herringbone directions, which means that the other
unit cell vector is aligned with one of the close packed directions of the surface,
i.e., the unit mesh is aligned at multiples of 60° with the [112] and [110] directions.

A model of the packing structure is shown in the bottom half of figure 4.5.
Each molecule is bound to four others by hydrogen bonding in the so-called cyclic
dimeric structure,** where the amide donor and acceptors are separated by ap-
proximately 1.75 A, which is within the range of a typical N—H---O hydrogen
bond length (see section 4.1). This differs from the cyclic tetramer structure
adopted by the ZnTFcBP fragments we saw in section 3.1.1, and from the struc-
ture of TCPP observed at the air/HOPG interface,??” but is almost identical to
the structure of CoTCPP on Au(111) in acidic solution reported by Yoshimoto

et al.3"

1.3%0 attribute the change in self-assembly architecture, relative

Yoshimoto et a
to that observed for H,TCPP, to the increased molecule-substrate interaction
driven by the presence of the Co metal center. Since we see the same structure for
ZnTFcBP and H,TFcBP, we do not attribute the formation of the cyclic dimeric
structure to the molecule-substrate interaction, but to steric interactions between
Fc groups in the pores left by the hydrogen bonded TPP backbones. Interestingly,
the network structure is almost identical to that in a layer of ZnTCPP molecular
sieves, where the pores are kept open by molecular templating. 325:326
Four molecules each contribute one Fc group to a quartet as highlighted in

red in figure 4.5. These Fc quartets resemble the type of structures we would
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Figure 4.5: Structural model of the square and zig-zag self-assembly motifs. The
square features observed on Au(111) for both ZnTFcBP and H,TFcBP originate
from a ferrocene quartet, highlighted in red, where each Fc group is bound to
a different molecule. When the hydrogen-bonded molecular rows are offset from
each other by half a unit cell, a zigzag structure is visible in the STM topography.
The zigzag arises from groups of two ferrocenes from a molecule either side, as
highlighted in blue.

require for MQCA. It is well-known that Fc groups prefer to pack orthogonal to
each other,327328 however we were unable to resolve differences between the Fc
groups in the STM topography as can be seen from the higher resolution images
in Fig. 4.6(a) and (b).

The square structure is formed when the molecule-molecule interactions domi-
nate over the molecule-substrate interactions. However, as we already mentioned,
the alignment of the overlayer with the high-symmetry directions of the sur-
face indicates that the molecule-surface interaction is not irrelevant. Indeed, the
molecular periodicity appears to be quasi-commensurate, with a unit cell length
corresponding to 8 atomic distances along the close-packed directions. When
ZnTFcBP is adsorbed on the Cu(111) surface, which is slightly more reactive and
known to interact more strongly with TPPs than Au(111) does,3?° we observe the
familiar square features in a minority phase. The favoured structure appears to
be a fully commensurate (9 x 9) overlayer, with unit mesh vectors 23 A in length,
separated by 60°. This structure is shown in Fig. 4.6(c).

It should be noted that the unit cell vectors along the close-packed direction
are identical for the square and zigzag motifs formed on Au(111) and Cu(111),
respectively, indicating that the hydrogen bonding is preserved in rows along this
direction. Additionally, we know from observing the zigzag features within the
molecular islands on Au(111) [as indicated by the blue arrows in figure 4.4(a)] that
the molecules are not rotated relative to one another (since the square periodicity

is maintained either side of the zigzag row) but shifted by half a unit cell length.
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Figure 4.6: ZnTFcBP and H,TFcBP both assemble into molecular islands with
a square unit cell on Au(111), shown in (a) and (b), respectively. On Cu(111),
however, the molecule-substrate interaction is stronger, which favours assembly
of ZnTFcBP into a zig-zag pattern (c), and prevents self-assembly of H,TFcBP
completely resulting in the isolated molecules shown in (d). Imaging conditions:

(a) 10pA, —1V, (b)-(d) 20pA, —1V.

Figure 4.5 shows the transition between the two packing motifs, and the blue

feature shows how the zigzag feature arises.

The driving force for this structure is less obvious. Since the amide-amide
hydrogen bond energy is approximately 0.5eV 330333 the energy cost of ~1eV
associated with breaking two of these bonds per molecule must be compensated
by a total energy reduction associated with forming the commensurate structure
on Cu(111). The most obvious source is that associated with adsorption of each
molecule in the site which provides the highest adsorption energy. However, while
adsorption with the metal ion over the top site is favoured, the reported difference
between that and the bridge or hollow site is on the order of 50 meV.334335 Addi-
tionally, metallated TPPs are known to self-assemble with the same incommensu-
rate structure on Au(111), Ag(111) and Cu(111), irrespective of the central metal
ion.228:336-344 Gince, for metallated TPPs, the difference in molecule-substrate in-
teraction strength is controlled by the d,» orbital occupancy, and we do not

see an incommensurate-commensurate transition going from CoTPP/Au(111) to
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CoTPP/Cu(111), we would not expect to see this for a Zn metal center, which
has a filled d,» orbital and therefore interacts less strongly with the surface than

does Co.3%

Zn'TFcBP is more complicated than TPPs, and it is well known that the nature
of the termination of the phenyl groups can have an impact on the mobility of the
molecule.?*! For example, metallated 5,10,15,20-tetra(4-bromophenyl)porphyrins
(Br,TPPs) are known to be immobile on Cu(111) if in a saddle configuration,
but mobile if planar.346347 The large contribution to the STM topography from
the Fc groups in the filled states where the porphyrin conformation is most easily
distinguished makes it difficult access the porphyrin core, however we believe that
ZnTFcBP remains planar on Cu(111). Additionally, there is no reason to believe

that a saddle distortion would interfere with hydrogen bonding.?%

We instead attribute the different structures on Au(111) and Cu(111) to the
difference in surface energies between these substrates. Au(111) has a surface en-
ergy of 80 meV A%, while the corresponding value for Cu(111) is 112 meV A% 348
The (9 x 9) structure is more close packed than the incommensurate square
structure, with an area of 460 A’ /molecule compared to 530 A’ /molecule. The

increased density helps to minimise the surface free energy.?*

In contrast, the behaviour of H,TFcBP on Cu(111) is much better understood.
As can be seen from Fig. 4.6(d), H,TFcBP does not self-assemble on Cu(111),
instead isolated molecules are observed. The molecules typically measure 20 A
x 17 A, with some disorder in the position of the Fc lobes, attributed to their
conformational flexibility with respect to the rest of the molecule. Additionally,
each Fc group appears considerably larger than when the molecule is organised
into molecular islands, suggesting that they may be able to move under the
influence of the tip. The isolated molecules are found with a relative orientation

of 60°, further reflecting the strong molecule-substrate interaction. 342

H,TPP is well-known to be immobilised on Cu(111), where its iminic (—N=)
nitrogen interacts strongly with the underlying substrate, pushing the aminic
(—NH—) nitrogens away from the surface plan, thereby driving a saddle defor-
mation in the usually planar porphyrin core.3* This saddle deformation is ac-
companied by deformation of two pyrrole rings toward the surface and two away
from the surface, and a rotation of the phenyl rings more in plane with the por-
phyrin. It has been suggested that free-base porphyrins have strongly preferred
adsorption sites,3*? and more recently that Cu atoms are partially extracted from
the surface,®° forming an intermediate to the Cu-metallated porphyrin which is

formed at higher temperatures where the aminic hydrogens can desorb.??® It
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would be interesting to self-metallate H,TFcBP on the Cu(111) surface and see
if the (9 x 9) structure is retrieved, since this would provide further evidence for
our attribution of the structure driving force to a surface energy minimisation
rather than a specific interaction between the metal center and the surface.3%!
However, this has not been attempted due to the thermolability of the Fc groups

(see section 3.1.1).

The diffusion barrier is significantly increased for H,TPP/Cu(111), however
the molecules are mobile at room temperature as demonstrated by the separa-
tion of H,TPP and CoTPP, which self-assembles on Cu(111).%* This, combined
with fact that the (9 x 9) structure is commensurate means that the preferred
adsorption site is not the only factor impeding self-assembly. This confirms the
intermolecular repulsion mechanism put forward by Rojas et al.3*? Indeed, we
observe scattering of the Cu(111) surface state from H,TFcBP, as has been seen
for H,TPP.3*? Thus, we can say that the strong H,TFcBP-Cu(111) interaction
is due to the interaction of the TPP core of the molecule with the underlying
Cu(111).

The difference in adsorption properties of ZnTFcBP and H,TFcBP suggests
that the molecules interact with the surface primarily through the TPP core of
the molecule. However, due to the convolution of the geometric and electronic
properties in STM measurements, and since these molecules are quite large, it
is not possible to confirm this with STM alone. To assign the adsorption con-
figuration, we turn to DFT calculations carried out by our collaborators in the
Cuniberti group at TU Dresden. Here, they calculated the total energy of the sur-
face as a function of adsorption distance (referenced to the Fe-surface separation,
averaged over the four Fc groups) for two configurations of both ZnTFcBP and
H, TFcBP; one where the porphyrin core is closest to the Au(111) surface and the
Fc groups are pointing away, and the other where the Fc groups are closer to the
surface. These configurations are shown in Fig. 4.7, and from the total energy
curves it can be seen that for both molecules the lower energy configuration is

the former.

We have already noted that the conformation of adsorbed porphyrin deriva-
tives can greatly impact the self-assembly of those molecules. In figure 4.8(a)
and (b), contour maps highlighting the calculated deformation of the porphyrin
macrocycle at the center of ZnTFcBP and H,TFcBP are shown. From these it
can be seen that the porphyrin macrocycle is best described as ruffled, according
to the standard classification of porphyrin distortions, for both ZnTFcBP and

H,TFcBP. The calculated deviations from planarity are quite modest; when Fc
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Figure 4.7: DFT calculations of the total energy of the molecule-substrate system

for both ZnTFcBP and H,TFcBP show that the adsorption configuration with the

ferrocene groups facing away from the surface (black) is energetically preferable
to that where they are closer to the surface (red).

groups are directly bound to the porphyrin macrocycle, out of plan distortions
up to £0.6 A are expected,?>® although no data for these molecules adsorbed on
a surface are available, which could restrict the deformation in order to maximise
interaction with the surface. The large angles between the phenyl groups and
the plane of the porphyrin (58° - 88°) are consistent with ruffling, whereas for a

saddle deformation, angles below 30° are expected. 34135

As previously mentioned, STM topography is a convolution of geometric and
electronic information, and, as a result, we do not expect to be able to resolve
the moderate ruffling of the porphyrin. Indeed, at biases where we resolve the
porphyrin, it appears planar for ZnTFcBP, as can be seen from Fig. 4.8(d). A
small depression is observed at the centre corresponding to the filled Zn d,» or-
bital.35%3% However, for H,TFcBP, while most of the macrocycles appear as a
hollow ring, we see some with prominent features along the diagonal of the por-
phyrin meso-meso axis. These features are well known to arise when a porphyrin
adopts a saddle conformation,??® and have been reported many times in the past
even within the same molecular island. 2%%357 Indeed, Zhang et al. **® have reported
that they observe two porphyrin conformations, even when the difference in ad-
sorption energy approaches 1eV. We reported this for the ZnTFcBP fragments
on Au(111) in chapter 3, however we did not observe any of the intact molecules

in the saddle conformation. Two H,TFcBP molecules with flat macrocycles and
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Figure 4.8: The porphyrin macrocycle at the centre of H,TFcBP and ZnTFcBP
adopts a non-planar conformation when adsorbed on Au(111), as shown in (a)
and (b) respectively, according to DFT calculations. In some of the H,TFcBP
molecules on Au(111) the porphyrin core appears flat with a central depression,
while in others two protrusions are observed along a molecular diagonal [shown
in (c)] which are due to the deflections of the pyrrole rings in the saddle confor-
mation. For ZnTFcBP, all of the porphyrin cores look identical as shown in (d).
Imaging conditions: (a) 25pA, —0.575V, (a) 20pA, —1.5V.

two with saddle conformations (indicated by the sketches of the porphyrin ring
showing the deflection of pyrrole groups) are shown in figure 4.8(c), where the

pyrrole groups protrude by ~0.4 A.

In summary, we have found that ZnTFcBP and H, TFcBP both interact with
Cu(111) and Au(111) primarily with their TPP backbones. The porphyrin has a
ruffled macrocycle when adsorbed on the surface, which, for H,TFcBP, can un-
dergo a saddle deformation. On Cu(111) there is a significant molecule-substrate
interaction for ZnTFcBP and H,TFcBP which prevents self-assembly into the
square patterns they were designed to form. The Au(111) surface, on the other
hand, both molecules self-assemble in this square pattern, driven by four sets of

cyclic dimeric hydrogen bonds, which results in Fc quartets resembling the type
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of structures necessary for MQCA applications.

4.4 Electronic Properties of Molecular Networks

Now that the adsorption and self-assembly of our MQCA candidates have been
fully characterised, we describe the electronic properties of these assemblies. 28"
We begin by analysing the projected density of states (PDOS) calculated by
our collaborators in Dresden, and the details of the calculations can be found
elsewhere. 728 The PDOS of ZnTFcBP and H,TFcBP, calculated both in the
gas-phase and adsorbed on Au(111), are presented in the top and middle panel of
Fig. 4.9, respectively. The similarity between the gas-phase and adsorbed PDOS
is expected for weakly adsorbed molecules. The calculated electron localisation
function (ELF) takes the value of 0.2 to 0.5 in the region between the molecule and
the surface, indicating that no significant charge transfer takes place and that the
interaction between the molecule and the surface is non-covalent in nature.?*® The
minor changes to the PDOS upon adsorption are attributed to conformational
changes, where the Fc units tilt and undergo torsional distortions with respect
to the phenyl rings. Additionally, it can be seen that, as expected,3%36! the
coordination of a zinc metal center to the porphyrin macrocycle has very little
effect on the PDOS.

The calculated HOMO-LUMO gap of both ZnTFcBP and H,TFcBP is re-
duced from ~3.2eV in the gas phase to ~2.7eV upon adsorption, which is at-
tributed to screening by image charges, as discussed in section 1.3, in addition to
the small conformational changes already mentioned. This compares quite well
with the 2.3 eV transport gap measured from the STS, shown in the bottom panel
of Fig. 4.9. Despite the fact that DFT often underestimates the HOMO-LUMO
gap, 392 the overestimate observed here is comparable to that reported for similar
systems. 3% Additionally, the position of the porphyrin-centred LUMO, which is
335,363

relatively insensitive to the conformation of the porphyrin macrocycle, is

in good agreement with the reported values for TPPs,338:3%6:358

including that
reported for the ZnTFcBP fragment in chapter 3.

As described in section 2.1, the STM current is proportional to the integral
of the LDOS over the tunnelling window, weighted by the transmission function.
The dI/dV signal, on the other hand, corresponds to the LDOS intensity at the
selected bias voltage, and therefore we can directly compare dI/dV maps to the
MOs at various energies. The MOs are very closely separated and are broadened

by the presence of the surface, as outlined in section 1.3, so that the d//dV
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Figure 4.9: Comparison of calculated PDOS and MO spatial distribution to
STS data and dI/dV maps. The PDOS for organised ZnTFcBP and H,TFcBP
molecules in the gas phase and adsorbed on Au(111) are shown in the top and mid-
dle panels, respectively. These are compared to STS data for the two molecules,
shown in the lower panel, and relatively good agreement is observed once the en-
ergy scales have been adjusted. We compare the calculated MOs to dI/dV maps
at energies marked by the grey lines (I-VI), and here too we find good agreement.

maps correspond to a superposition of MOs. Starting from the filled states at a
bias —3V, the PDOS intensity is localised on the C atoms, and the MO marked
I is localised predominantly on the TPP part of the molecule. We find good
agreement between the spatial distribution of the MO in I and the corresponding
d//dV map. Similarly, both the MO distribution and d//dV maps between —2V

to —1V, marked II and III respectively, show localisation to the Fc sites.

In the empty states region of the spectrum (positive biases), there is negligible
contribution from the Fe atoms, and the PDOS is localised entirely on the C
backbone of the molecule. At 1.3V (IV) we clearly map out the TPP core in
the dI/dV channel, in good agreement with the MO distribution. Moving to
higher biases, we begin to lose contrast in the d//dV map, since the MOs are
more evenly distributed throughout the molecule. Some contrast is available for
peak V, at ~2.3V, where it mainly appears between adjacent molecules, across

the amidophenyl groups, but this contrast disappears at 3'V.
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Figure 4.10: The workfunction is altered by ~0.5 eV upon adsorption of ZnTFcBP
and H,TFcBP. In (a) we show the calculated plane-averaged electrostatic poten-
tial profile through the relaxed slab, with a model of the surface behind the plot.
Far from the surface, the electrostatic potential with and without the each of
the molecules reveals a workfunction difference of 0.5e¢V. We compare this to
experimental data in (b), where we have extracted the apparent barrier height
from I(z) data measured along a line from the bare Au(111) to over the molecular
island. We again find a reduction of 0.5eV on the molecular island relative to the

Au(111).

In the modelling we have detected a surface dipole, which lowers the effective
workfunction of the system by 0.5eV, as shown in figure 4.10(a). Here, the
plane-averaged electrostatic potential is shown for a cross-section of the molecule
adsorbed on the three-layer Au(111) slab, and far from the surface there is a
0.5¢eV difference between the electrostatic potential for the bare slab and that
with either of the adsorbed molecules. This dipole was identical for ZnTFcBP
and H,TFcBP, as expected from the similarity of the PDOS. We have compared
this to the difference in apparent barrier height, extracted from the I o e~V Paz
relationship as discussed in chapter 2, measured from I(z) spectra along a line
going from the bare Au(111) to above the molecular island. The resulting ®4
values are shown in figure 4.10(b), with the topographic profile along the line
on which the spectra were measured shown on the other axis, and a STM image
of the area in the inset. We find approximately a 0.5eV difference between the
barrier height measured above the bare Au(111) surface and above the molecular

island, in excellent agreement with the theory.

Both the intrinsic molecular dipole and the charge transfer dipoles are very
small for this system and we therefore attribute the formation of the surface
dipole to the push-back effect, as discussed in section 1.3. The A® = —0.5eV
measured here is slightly less than literature results for CoTPP/Ag(111) where
AP = —0.7¢V,*** and ZnTPP/Ag(111) where A® = —0.86 ¢V.3* However, con-
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sidering the larger molecule-surface separation (~4 A for ZnTFcBP compared to

~3 A for CoTPP) and larger molecular area we expect a smaller push-back dipole.

The fact that we see molecular contrast even within the bias window corre-
sponding to the HOMO-LUMO gap can, at least partly, be attributed to the
presence of the surface dipole induced by adsorption of the molecule. In the
bias range between —3V and 1V, the Fc groups dominate the STM contrast,
which should indicate that the magnitude of surface dipole is greatest at these
locations. Unfortunately, the apparent barrier height cannot be measured with
submolecular resolution, since a finite area of the surface is sampled during 7(z)
spectroscopy. Since the surface dipole is mainly due to the push-back effect, we
expect it to be greatest above those parts of the molecule which are closest to
the surface. The Fc moieties are situated 2A to 3 A further from the surface
than the porphyrin core, and therefore we expect that the surface dipole can-
not account for the observed contrast. It is possible that the modulation of the
Au(111) surface state by the molecule could account for the STM contrast within
the HOMO-LUMO gap. However, as we will see below, ZnTFcBP and H,TFcBP
have different effects on the surface state, which if this were the cause of the
molecular contrast would lead to differences in the topography of ZnTFcBP and
H,TFcBP in the low bias regime, which was not observed. Another possibility is
that tunnelling through virtual states at the Fc sites increases the tunnelling rate

and therefore the current, as discussed in section 2.2.2.

As we have already mentioned, the surface dipole is primarily due to the
push-back effect. Since the push-back effect involves suppressing the leakage of
electrons into the vacuum, it is reasonable to expect it to have some effect on the
surface state which is localised to this region. It is well-known that molecular
adsorption can quench or shift the surface state. 322365366 Tq investigate the effect
of adsorption on the surface state, we integrated the PDOS in the region of the
surface state, from —0.5V to 0V, and the resulting integrated density of states
(IDOS) maps are shown in Fig. 4.11(a). We can clearly see that the modulation
pattern is different for H,TFcBP and ZnTFcBP.

To compare the IDOS maps in Fig. 4.11(a) with experimental results, we have
extracted LDOS data from I(V}, z) spectra (as outlined in section 2.3.3) mea-
sured across both H,TFcBP and ZnTFcBP. Colour maps displaying the LDOS,
measured across the section of molecule shown in figure 4.11(b), are shown in fig-
ure 4.11(c), where the shaded regions exclude energies outside the surface state.
Again, we can clearly see that the surface state is detected in different locations.

The areas in which the surface state is detected are shown schematically in figure
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Figure 4.11: DFT and STS mapping of the modulation of the Au(111) surface
state by the adsorbed molecule. Maps of the relative intensity of the surface
localised DOS, calculated by integrating the PDOS from —0.5V to 0V are shown
in (a) for H,TFcBP (top) and ZnTFcBP (bottom). A schematic of the regions
in which the surface state was detected for each of the molecules are shown in
(b). The detection regions were taken from (c) where LDOS maps were extracted
from I(V}, z) data recorded across the line indicated in (b). The regions outside
the surface state region are made opaque, and it can be seen that H,TFcBP and
ZnTFcBP have different effects on the Au(111) surface state.

Z/nTFcBP

Sample Bias (V)

X (nm)

4.11(b), and we can assert that overall there is reasonably good agreement be-
tween the theoretical and experimental patterns of the surface localised density
of states.

On closer inspection of the dI/dV map corresponding to peak III in figure
4.9, it can be seen that the Fc groups have varying LDOS intensity at this bias.
A larger image of this d//dV map is presented in Fig. 4.12(a). To investigate
the origin of this behaviour we measured Z(V,) spectra along the line in Fig.
4.12(b), and constructed a contour map to visualise the evolution of the spectra,
which is shown in Fig. 4.12(c). It is clear that the porphyrin-centred LUMO
state is constant in energy, whereas the empty states show a Fe-based peak which
is strongly modulated in space.

We have estimated the centres of the states by fitting each spectrum with
Gaussian curves (two on the filled states side, and one in the empty states) whose

widths were fixed at 0.45V, and these centres are indicated for each spectrum
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Figure 4.12: The dI/dV map for peak III in figure 4.9 shows a position depended
intensity, as is shown for a larger area in (a). To ascertain the origin of this
behaviour we have constructed a dI/dV heat map from constant-current spectra
measured along the line in (b). This heat map is shown in (c), and it is clear that
the LUMO, which is localised on the molecules conjugated backbone, is constant
in energy, whereas the Fc-derived OMOs shift in energy. By tracking the centres
of these peaks in (d), which were obtained by fitting Gaussian curves with FWHM
of 0.45V, we can see that the Fc-based peaks are shifting in a concerted manner,
while the TPP-derived peak is approximately constant in energy.
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in Fig. 4.12(d). It should be noted here that the Fc peak is detected across the
island, while the state localised to the conjugated backbone of the molecule is
not, due to the relative heights of the respective parts of the molecule and the
finite extent of the tip. The porphyrin-derived state is approximately constant
in energy, varying by +0.08 V around a center of 1.42V. On the other side, the
Fc based peaks shift around —1.10V and —1.55V by +0.2V. The separation
between the two filled states appears to be constant at 0.44V, with an error

comparable to that of the LUMO which is taken as the experimental error here.

The concerted nature of the shifting OMO states suggests that it is a modula-
tion of the local surface dipole which is driving this behaviour. The linker between
the Fc groups and the amide is conformationally flexible, and indeed DFT cal-
culations of the relaxed structure show that each Fc group in the molecule has
a different conformation. The Fc groups in ZnTFcBP range from being almost
parallel to the surface to having a 30° rotation, and the Fe ions at the center of
these groups varying at heights from 6 A to 6.7 A relative to the surface. While
this small height difference should not appreciably impact the push-back dipole,
which in any case is expected to be greatest beneath the TPP backbone of the

molecule, it can still shift the MO energies in the hundreds of mV range, primarily
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due to screening effects. 36" While DFT predicts just four Fc conformations, in the
real system we expect a continuum of possible orientations due to finite island
size, the influence of the underlying herringbone reconstruction, packing faults,
and entropic effects.

The pattern of LDOS intensity modulation in Fig. 4.12(a) appears random,
suggesting that conformational variations do not propagate through the island.
We attempted to modify the conformation of the Fc groups in a quartet to inves-
tigate this, however the molecular islands were found to be extremely stable and
detectable changes in conformation could not be made without also modifying
the tip.
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Figure 4.13: The conformational influence on the LDOS intensity variations was
investigated by scanning a molecular island before and after modifying it, by
moving the STM tip 6 A towards the surface with the sample bias set to 0V,
at the location indicated by the arrow. The topography is shown at a sample
bias of —0.75V for the first and second scans in (a) and (d), respectively, and
the difference map in (g) highlights the changes. Comparing the d//dV maps in
(b) and (c) to those in (e) and (f) results in the difference maps in (h) and (i),
which show that large variations in the d//dV intensity between the two scans
occurs only in those Fc quartets where topographical changes can be resolved,
i.e., where the island was modified and near its edge at the top left of the image.
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In figure 4.13 we show two STM measurements of an organised ZnTFcBP
island where the local geometry has been slightly altered between the scans by
approaching the tip 6 A toward the surface with the bias set to 0V. The to-
pographs in Fig. 4.13(a) and (d) were measured at —0.75V in order to minimise
the contribution from the LDOS localised on the Fc groups. The conformational
changes, insofar as they manifest in the STM apparent height, are visualised in
figure 4.13(g), which was constructed by taking the absolute value of the differ-
ences between the height values in Fig. 4.13(a) and (d).

Comparing the d//dV maps at —1.285V and —1.61V for each of the two
scans [Fig. 4.13(b) and (e) and Fig. 4.13(c) and (f), respectively], it is clear
that the tip has indeed been modified in the process of modifying the molecular
island. In the second scan, the tip is noisy in the region between the Fc quartets,
indicating an unstable tip apex. In spite of this, the LDOS intensity distribution
is consistent between the two scans, at both biases, except in those cells which
show topographic differences from one scan to the other. This is visualised in
the difference maps presented in Fig. 4.13(h) and (i). We conclude from this
that, while the electronic properties of these assemblies depend on the local con-
formation, conformational irregularities are not strongly propagated, and that
moderate steric interactions between the Fc units would not be expected to spu-
riously switch the charge configuration in a QCA device constructed from these

molecules.

As discussed in chapter 1, upon changing the oxidation state of the Fc groups,
we expect some conformational reorganisation of the molecule. Since we have seen
that ZnTFcBP and H,TFcBP form very stable self-assembled structures where
conformational differences are not propagated, it is reasonable to expect that
charging some of the Fc groups would not disrupt the molecular packing. To
test this hypothesis, we require that the Fc groups be sufficiently decoupled from
the underlying substrate that the lifetime of the resonance is sufficiently long
to facilitate charge capture as outlined in chapter 2. Despite the fact that the
Fc groups are located quite far from the surface, and that they are decoupled
from the rest of the molecule through the saturated linker, we find no evidence
of the self-decoupling which has been observed in other systems.3%® In fact, the
broad width of the Fc-derived states is indicative of coupling to the underlying
substrate. Rigidity of the system is reported to be an important factor for effective
self-decoupling,®® and as we have seen the Fc groups are not rigidly bound. In
order to investigate the effects of injecting charge into these systems, we therefore

need to insert a spacer layer between the metallic substrate and the molecular
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assembly, which will be the focus of the next chapter.

4.5 Conclusions

In this chapter we have described a molecule which forms stable hydrogen-bonded
molecular islands with a square architecture. While ZnTFcBP and H,TFcBP
lack the Fc-Fc electronic coupling which is required for MQCA, we believe they
represent a valuable model system for MQCA. However, in order to investigate
the properties of these assemblies when some of the Fc groups have been oxidised,
we need to decouple the molecular states from those of the substrate. This task
is the focus of the next chapter.

We found that the adsorption properties are similar in many ways to those of
the TPP molecule on which these molecules are based. Both ZnTFcBP and
H,TFcBP bind to the surface predominantly via Van der Waals interactions
which are strongest beneath this TPP backbone. We have reported that the
molecule-molecule interactions drive a square packing motif for both the free-
base and Zn-metallated versions of the molecule on Au(111) in UHV, in air and
at the solid-liquid interface, and at the air- and liquid-HOPG interfaces. We have
also shown that surfaces with stronger molecule-substrate interactions, such as
Cu(111), can drive deviations from the desired square architecture, or in the case
of H,TFcBP disrupt self-assembly altogether. We have also shown that while the
ruffled macrocycle geometry is favoured for this molecule, and that the confor-
mational flexibility distinctive of TPP derivatives is retained.

By comparing STS measurements to DFT calculations of the PDOS and MOs,
we have shown that the HOMO and LUMO are localised to the Fc and TPP parts
of the molecule, respectively. We find good agreement between experiment and
theory for the presence of a 0.5eV reduction of the workfunction upon adsorp-
tion of ZnTFcBP or HyTFcBP on Au(111), and in the modulation pattern of the
surface state by the molecules. We have also observed variations in the energies
of the OMOs localised on different Fc groups which we have attributed to con-
formational disparities between them. The shifts of these states appear not to
be propagated over the molecular assembly which leads us to believe that these
islands may be insensitive to the conformational changes which are expected to
occur upon charge injection. If this conformational flexibility were to hold upon
replacement of the saturated amine-ferrocene linker with a conjugated version,
such that intermolecular Fe-Fc coupling was introduced through the hydrogen

bonds, the result would be a highly promising system for demonstrating MQCA.
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THIN INSULATING LAYERS

In the previous chapter we showed that we could create square arrays of func-
tional molecules on surfaces where the molecule-molecule interaction dominates.
We found that these arrays had interesting electronic properties, with molecular
states well-localised on different parts of the molecule. However, these states were
hybridized with the electronic states of the underlying metal, and, as described
in section 2.2, we require them to be weakly coupled to the substrate states in
order to probe their excited states. We saw in section 1.3 that orbital overlap
is the key parameter influencing the coupling of adsorbate and substrate states.
Therefore, the adsorbate can be protected from hybridisation with the substrate
states by increasing the separation between the two.

There are three popular strategies to minimise the perturbation of adsor-
bate electronic structure on adsorption: self-decoupling through the use of bulky

side—groups,369’370 371,372

pre-depositing a sacrificial adsorbate layer, and inserting
a TIL between the molecule and substrate.3™37 Additionally, in very specific
cases lateral intermolecular interactions have been shown to result in weakly cou-
pled molecules, 337 however this is not generally applicable. Self-decoupling
would add another layer of complexity onto an already demanding list of design
requirements, while using a sacrificial adsorbate layer may result in favoured ad-
sorption sites and interfere with the self-assembly, and, as a result, neither of
these strategies are pursued here.

The use of TILs is based on the fact that, in order to hybridise, adsorbate and

substrate states not only need to be in close spatial proximity, but need to have
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similar energies. Insulators have no states within the band gap so that the frontier
MOs cannot hybridise with the insulator states in the band gap region. Defect
states lie within the band gap, facilitating coupling with the adsorbate, and as a
result the quality of the insulating film is very important.?”” For STM we require
a conductive substrate, ruling out bulk insulators. However, insulating films thin
enough to allow tunnelling are STM-compatible, and have been demonstrated to
exhibit a band gap approaching that of the bulk.3™

Depositing molecules on TIL-on-metal systems is by far the most popular
strategy for investigating weakly-perturbed adsorbate states, and has had facili-
tated some extraordinary experiments. The frontier MOs of pentacene have been
mapped out with STM in astonishing detail, and were found to match extremely

167

well the shapes predicted by theory."®" This has subsequently been repeated

for other molecules.?™® Additionally, charge has been injected into atomic and

158,192,379,380

molecular adsorbates, and single-molecule chemistry has been per-

formed. 159,381,382

The ability to tune substrate properties is clearly a very powerful tool in
STM experiments. In this chapter we outline our attempts to investigate self-
assembled arrays of QCA candidate molecules on various different spacer layers,
and the challenges associated with using ESD with complex substrates. We start
by describing the substrate systems used, then in section 5.2, we show that some
of these are incompatible with ESD. Finally, in section 5.3 we show limited success
in decoupling molecules using Cu,N—Cu(100), while our molecules are strongly

bound to the CuyN—Cu(110) surface.

5.1 TILs for Decoupling MQCA Candidates

A variety of thin film systems have been reported as effective decoupling lay-
ers in the literature, including inorganic salts,3"3%37380 inorganic and metal ni-
trides 193387389 and oxides,?%0 393 alkanethiol films,3%* noble gas layers,378395:3%
and passivated semiconductors.3?” We focus here on three systems: NaCl(100) on

Au(111) and the surface nitrides of Cu(100) and Cu(110).

5.1.1 NaCl/Au(111)

NaCl(100) is one of the most widely used TILs in surface science and indeed has
played a role in STM experiments for more than two decades.®®® Bulk NaCl is
an insulating ionic crystal with a cubic crystal structure, where each Na™ ion is

surrounded by six Cl~ ions, and vice versa, at a separation of 5.63 A.3% This
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Figure 5.1: NaCl(100) on Au(111). (a) shows large bilayer NaCl(100) islands
smoothly overgrowing Au(111) steps, with trilayer islands beginning to go on
top. The apparent height of the bilayer is 3.2 A, with the third layer 1.8 A high,
which is shown by the line profiles in (b). The high resolution image of a third-
layer islands in (c) shows perfect non-polar step edges and atomic resolution of
the C1 species. The Au(111) surface state is shifted ~250 mV towards the Fermi
level upon adsorption of NaCl(100), as illustrated by the I(V}, z) spectra plotted
in (d). Imaging conditions: (a) —1V, 20pA; (c¢) =2V, 20pA

structure maximises the contact between unlike charges. The bulk band gap is

approximately 8.5¢eV, which is established in very thin films.3%

Thin films displaying the NaCl(100) facet have been grown on a range of sub-
strates, including Ge(100),3% Cu(111),%° Cu(110),°" Cu(211),%%? Ag(100),13
Al(111), A1(100)%°* and Au(111).%% The (100) plane is favoured since it is elec-
trically neutral, i.e., each layer contains the same number of Na® and Cl~ ions.
It is for this same reason that islands with four-fold symmetry and 90° angles
between edges are exclusively observed, minimising the appearance of unstable
kinks. These islands overgrow steps in a carpet-like fashion, where they tend
to align their polar axis parallel with the step edge due to Coulombic inter-
actions with the Smoluchowski dipole at the step.%%® This can be seen for the
bilayer /trilayer NaCl(100) films grown on Au(111) in Fig. 5.1(a), from which it
is also clear that adsorption of NaCl does not modify the herringbone reconstruc-
tion on the Au(111) surface.
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These films are prepared by sublimating NaCl from a crucible in UHV, which
allows for precise control of the layer thickness. Sublimated material travels as
Na*Cl™ clusters, thus maintaining the stoichiometry.“’” Monolayer NaCl can be
grown if the sample is held at low temperature during deposition, but is unstable
at room temperature where it spontaneously converts to bilayer.4® For both
monolayer and bilayer growth, the next layer begins to grow before previous layer
has terminated, as can be seen from figure 5.1(a). All of the films used in our
experiments were prepared at room temperature. Annealing the bilayer/substrate
system to 470 K promotes its conversion into predominantly trilayer NaC1(100). %
The apparent height of an NaCl(100) bilayer is 3.2 A, less than twice that of a
single layer (1.8 A), while the third layer appears as a 1.5 A step, as can be seen

in figure 5.1(b). 1%

A high resolution image of a third layer island on top of a NaCl bilayer is
shown in figure 5.1(c). Here we clearly resolve atomic corrugation, with a near-
est neighbour distance of ~4 A. This corresponds to the 3.99 A spacing between
two ions of the same species in the bulk (100) plane. It has been reported that
under normal conditions we resolve the Cl™~ ions in STM irrespective of the ap-
plied bias, 383404 although the Na™ ions have also been resolved.3%¢ The nearest-
neighbour distances for the NaCl(100) layer are modulated by the underlying
herringbone reconstruction, which can clearly be seen through the NaCl(100)

layers in Fig. 5.1(a).
The NaCl film compresses the charge density leaking from the underlying

substrate as discussed in section 1.3, forming a push-back dipole which reduces
the workfunction by 1.1eV on Au(111).4%® Adsorption of a NaCl(100) bilayer also
transforms the Au(111) Shockley surface state into an interface state localised
between the metal and the film, and shifts its energy by ~250meV, as can be
seen in the STS plots shown in Fig. 5.1(d). The shift in the band onset energy
is attributed to a reduction in the image potential upon adsorption of a NaCl
film. %1% In fact, the onset of the interface state is modulated by the Au(111)
herringbone reconstruction, with a 60 meV shift towards the Fermi level over the

fcc domains compared to the hep domains. 366

This interface state is extremely useful for investigating the excited states of
adsorbates since it can be used to probe the charge state of an adsorbed atom

407 The layer itself decouples an adsorbate efficiently enough that its

or molecule.
ion resonances may have experimentally accessible lifetimes.®® The electrostatic
interaction between an adsorbate and the interface state electrons depends on

the charge of that adsorbate. Neutral adsorbates have a short-range repulsive
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potential which should only weakly scatter interface electrons. A negatively-
charged adsorbate will have a longer-range potential and therefore strongly scatter
the interface state. On the other hand, a positively-charged atom or molecule
will interact attractively with the interface electrons, localising them below the
adsorbate. 4!

While NaCl bilayers efficiently decouple adsorbate states from those of the
underlying substrate, the adsorbates states can still be broadened by coupling to
vibrations in the NaCl lattice.'6"#12 This can be advantageous since it may help
stabilise the charged states of an adsorbate, as outlined in section 2.2, however,
when probing the electronic structure of an adsorbate, as little perturbation as
possible is desired. Using heavier ions can mitigate this electron-phonon coupling,

as has recently been demonstrated using RbI films.3™

5.1.2 Cu,N—Cu(100)

The nitrides of the close-packed surfaces of copper are also popular choices as
spacer layers. In the bulk, CusN has an anti-ReO, structure, where nitrogen
atoms occupy the corner sites of a cubic unit cell, with a Cu atom along the edge
between each pair of nitrogen atoms.*'3 The unit cell vector is 3.819 A in length.
Atomically thin copper nitride layers can be formed on all of the close-packed
copper surfaces. 414416

Molecular nitrogen is physisorbed on Cu(100) at low temperatures,” but
not at room temperature. #'%4!9 Nitrogen chemisorption must be activated, and is

commonly achieved by electron irradiation,*!¥ decomposition of NH,,420:421

or by
bombarding a copper surface with nitrogen ions.%?? Such a N overlayer is stable
up to temperatures around 770 K.423

Chemisorbed nitrogen atoms occupy every other fourfold hollow site on the
Cu(100) surface, forming a ¢(2 x 2) overlayer structure which has a Cu—N bond
length of 1.85A.42! Cu,N islands, such as that shown in figure 5.2(a), consist of
alternating rows of Cu and CuN.3¥" The ¢(2 x 2)-N layer is incommensurate with
the underlying substrate, leading to strain in the film.#?* This strain gives rise to
two different coverage regimes in which the elastic strain manifests in different
ways.

In the low coverage regime, corresponding to © < 0.5 ML, adsorbed nitrogen
atoms attract each other to form c(2 x 2) islands with edges running in the
(100) directions. Strain limits the size of these Cu,N islands to ~52 A.4%> As the
coverage increases, these rectangular islands come closer and closer together until

they form a grid-like array. The low-coverage Cu,N—Cu(100) surface is shown in
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Figure 5.2: The structure of a ¢(2 x 2)-N island is illustrated in (a), which has
been reproduced from Hirjibehedin et al.*"The topographs in (b) and (c), and
the corresponding line profiles in (d), show the self-organised array of these rect-
angular islands, and that the STM contrast is primarily electronic in origin, and
inverts above ~3V. This contrast dependence can be explained by looking at
the variable-height spectra in (e), where the Cu,N LDOS is suppressed, with
electronic states appearing at ~2.3V and ~3.9V These states are mapped out
in the d//dV maps in (f) and (g) corresponding to the topography in (b) and
(c), respectively, and it can be seen that they are localised on the Cu,N islands.
Imaging conditions: (b), (f) 2.3V, 20pA ; (c¢), (g) 3.7V, 20 pA.

figure 5.2(a), where the Cu,N islands appear as ~0.8 A depressions in the topog-
raphy at a sample bias of 2.3 V.

Despite this apparent height difference, the N atoms are very close to coplanar
with the Cu(100) surface.*® As for many other systems, the observed contrast
reflects spatial variations in the LDOS, rather than the geometric corrugation. 426
Indeed, this can be seen in Fig. 5.2(c), which shows the same area as Fig. 5.2(b),
but measured with the sample held at 3.7V such that the contrast is inverted.
Line profiles across the blue and red lines in Fig. 5.2(b) and (c), respectively, are
shown in Fig. 5.2(d) where the relative apparent heights can be compared.

The variable-height spectra displayed in Fig. 5.2(e) for Cu(100) and Cu,N
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show the origin of this contrast inversion. On the Cu(100) areas we observe a
broad peak centred on 1.8V, attributed to an unoccupied surface state,*?” which
is suppressed on Cu,N. The Cu,N islands have electronic states at 2.2V and
3.9V, the origin of which is still unclear.*?® The dI/dV maps corresponding
to these peaks [Fig. 5.2(f) and (g)] show that they are localised to the Cu,N
islands. The feature close to the Fermi level on the filled states side is due to
an asymmetry in the tip LDOS, and the close approach of the tip during the
measurement upon which the Cu,N layer is known to become leaky.?*® From
Fig. 5.2(e) the dI/dV intensities for the Cu(100) and Cu,N can be seen to cross
at approximately 3.5V, which is indeed close to where the topographic contrast
inversion occurs. The Cu,N layer suppresses the DOS over a range of at least
4eV,*28 allowing it to efficiently decouple atomic and molecular states from the
underlying Cu(100).%%8429 Additionally, the workfunction is increased by 0.9 eV
upon chemisorption of nitrogen, which is attributed to the charge transfer from

the surface to the N atoms in the formation of the polar Cu—N bonds. %

In Fig. 5.2(b) and (c), bright spots can be seen on the Cu,N islands. These

431 The occurrence of these

protrusions have been attributed to nitrogen vacancies.
defects in the Cu,N surface may be beneficial, since although molecules are more
strongly coupled to the substrate at defect sites,>™ defects in TILs act as anchors
for molecules.*3? This is important since the sticking coefficient is generally sig-
nificantly smaller on the TIL than on a metal, such that diffusing molecules will
tend to be found on the metal,*3! and, as mentioned in chapter 3, we are limited

to room temperature deposition.

An alternative way to ensure that some of the target molecules can be found
adsorbed on the spacer film is simply to minimise the area of bare metal exposed.
The ¢(2 x 2)N overlayer is incommensurate with the Cu(100) surface and, as
a result, full coverage cannot be achieved. However the high coverage surface
may suffice. As mentioned above, the strain arising from the incommensurability
manifests in different ways for the high and low coverage regimes. In the high
coverage regime, c¢(2 x 2) terraces are separated by narrow trenches which may
contain some remnant Cu(100), depending on the terrace size, as can be seen from
the STM topograph shown in figure 5.3(a).*?* The line profiles in Fig. 5.3(b) and
(c) show that these trenches are one atomic layer deep (1.8 A), ~16 A wide, and
run for tens of nanometers in the (110) directions. The trenches relieve strain
by allowing the Cu,N islands to expand outward.*?> The remnant Cu(100) forms
cross structures which resemble the island structure at low coverage and show

the same apparent height difference, indicating they are coplanar with the Cu,N
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Figure 5.3: A STM topograph of the high coverage Cu,N—Cu(100) surface is
shown in (a), showing Cu,N terraces separated by strain-relieving trenches and
Cu(100) crosses. Imaging conditions: 1.5V, 35 pA. The apparent height profiles
in (b) and (c) show that the steps correspond to the Cu(100) steps, with height
1.8 A, and that the trenches are also one atomic layer deep and ~16 A wide. The
schematic in (c) shows Cu(100) in grey and Cu,N in light red, with the outward
relaxation exaggerated for illustration purposes.

terrace. The width of the crosses and trenches depends on the phase of the

adjacent islands. 33

5.1.3 CuyN—Cu(110)

Activated N* ion bombardment of the Cu(110) surface also results in a surface
nitride,'* which exhibits a band gap exceeding 3 eV.*3! This nitride has a p(2x 3)
structure, with a periodicity of 10.8 A in the [100] direction and 5.1 A in the [110]

414 corresponding to a coverage of 0.65 ML.43* An STM topograph of

direction,
CuyN—Cu(110) is shown in figure 5.4(a). This surface structure is described by a
pseudo-(100) surface reconstruction, where two close-packed [110] Cu rows form
chains with N atoms adsorbed in the fourfold hollows between them.*3* It is these

N, atoms which are imaged prominently in figure 5.4(a). Between these chains
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Figure 5.4: The topography of the CuyN—Cu(110) is shown in (a), where the
protrusions correspond to nitrogen atoms in the top sites and are indicated in
blue in the unit cell shown in (b). Imaging conditions: —0.75V, 20 pA. The line
profiles in (c) show a periodicity of 11 A in the [100] direction and 5 A in the [110]
direction, in good agreement with the literature. The different surface sites have
different spectroscopic signatures as shown in (d) for the locations indicated by
the green, red and blue arrows in (a).

is a missing row, which forms the depression in the topography. N atoms are
adsorbed in two other fourfold hollow sites, labelled N, and N in Fig. 5.4(b).
The N, atoms can be seen between the N, atoms along a chain, and are more
clearly resolved when the N, atom is missing. The N, atoms are located at the
bottom of the missing rows and are not resolved here. The line profiles in figure
5.4(c) show a 11 A x 5 A unit cell and a corrugation amplitude of ~0.5 A which

is in good agreement with the expected values.*3*

It can clearly be seen in figure 5.4(a) that some of the N, atoms are missing
so that the [110] chains are imaged. The nitrogen atoms preferentially desorb
from these “top” sites indicating that this surface was over-annealed after ion

bombardment. The binding energy is higher at the nitrogen vacancy sites than
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at other surface sites.?3> Another type of defect that arises is in imperfections
in the spacing between the chain structures, where they are occasionally found
beside each other instead of being separated by a missing row. These 1D defects
shift all adjacent rows by the same amount. 4

The different sites on the Cuy;N—Cu(110) surface show different spectroscopic
signatures. We observe a peak at —0.5V which is due to the asymmetry of the

sample density of states around the Fermi level, 436

combined with the approach
of the tip during variable-height ST'S. This peak is stronger over the N, site than
over the occupied and vacancy N, sites due to the surface corrugation and the
finite size of the tip apex, which allow for closer effective tip-sample distances. 3"
Over N, and N, the state with an onset energy of approximately 3V has been
attributed to the N 2p states, and is broader over the N, sites due to contributions
from more N states.*3® We find an additional state beginning at ~2.5V on the
N vacancy sites. Other groups have reported a state at 2.0V which we do not
see here. Bhattacharjee et al.*3® have postulated that this state is an interface
state arising from the Cu(110) surface state at ~2.0 V. If this is correct, the high
density of nitrogen vacancies could strongly scatter the interface state, rendering

it undetectable, however more data is needed to confirm this.

5.2 Compatibility of ESD with TILs

The standard method of depositing molecules onto TILs is to use OMBE, with the

substrate held at low temperatures.43®

Here, as established in chapter 3, we are
limited to ESD at room temperature. Other groups have successfully deposited
molecules on TILs at room temperature, however they generally worked with high
coverages, saturating any exposed metal to drive adsorption on the TIL. 439440
Since ESD does not provide the precise coverage control that is possible with
OMBE, we first wanted to confirm that it was possible to image molecules on
TILs under the moderate coverage conditions expected with ESD.

In chapter 4 we established that the molecule-substrate interaction occurs
primarily between the TPP core and the surface. We therefore deposit ZnTFcBP
onto NaCl/Au(111) via OMBE in the same way as was done in section 3.1.
Although we know the molecule fragments at the linker between the amide and
the Fc groups, if we can observe ZnTFcBP fragments on the NaCl bilayers, we
expect to be able to image intact ZnTFcBP also. The result of such a deposition
is shown in figure 5.5(a), where the ZnTFcBP fragments cover the metal surface,

leaving large areas of bare NaCl exposed, as expected. However, it can be seen
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Figure 5.5: Fragmentative OMBE of ZnTFcBP onto Au(111) partially covered
with bilayer NaCl(100). The molecules preferentially adsorb on the bare metal, as
can be seen from (a), but can also be found at defect sites and third-layer island
edges on the NaCl, where they appear as the four-lobed features seen clearly in
(b). Imaging conditions: —2.5V, 10 pA.

that there are many adsorbates on the NaCl bilayer, anchored at the edges of
third-layer islands and other defects.

Looking at the higher resolution image in Fig. 5.5(b) it can be seen that
the ZnTFcBP fragments appear as four-lobed squares. Third layer step edges
are known to be preferential adsorption sites,**! possibly stabilised here by elec-
trostatic interactions between the amide groups and the ions in the NaCl(100)
edges. The molecules at these step edges also act as nucleation sites for self-
organised islands to grow on the NaCl. It is clear from the relative coverages on
the metal and NaCl that quite high total coverages must be deposited. To achieve
the necessary coverages we have exploited the non-uniform deposition profiles of
the electrospray and the NaCl source. We deposited overlapping areas of both
as shown schematically in figure 5.6(a), where the green circle represents NaCl

coverage and the pink circle represents the area exposed to the electrospray.

STM topographs corresponding to the areas indicated in Fig. 5.6(a) are shown
in figure 5.6(b)-(i). Figure 5.6(b) was measured far from the area exposed directly
to the ESD beam, and the familiar NaCl(100) bilayer is observed, with small
third layer islands, and some of the rod-like impurity species discussed in section
3.4. Moving towards the center of the area exposed to the NaCl source, we see
almost a complete bilayer of NaCl(100) with third- and fourth-layer islands on
top, as is shown in figure 5.6(c). In Fig. 5.6(d) and (e), the NaCl morphology
is changed, favouring smaller and/or pitted islands with comparable bilayer and
trilayer coverage, along with many unstable features. The regions in which these
were measured correspond to those in which the edge of the electrospray beam

overlaps with the NaCl coverage. Where the NaCl coverage begins to fall off in
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Figure 5.6: ESD of ZnTFcBP onto NaCl was attempted by exposing a partially
NaCl-covered Au(111) surface to the electrospray. The areas exposed to the
NaCl (green) and electrospray (pink) sources are shown schematically in (a),
where the approximate locations of topographs (b)-(i) are also indicated. On one
side we have clean NaCl(100) bilayers and on the other we have large ZnTFcBP
coverages, however the morphology of the NaCl is clearly modified where the
exposures overlap. Additionally, there were large areas of the surface where no
stable imaging conditions could be found.

areas exposed to electrospray, we see quite large ZnTFcBP coverages surrounding
irregular NaCl islands which seem to favour a triangular shape and an apparent
height between 5 A and 8 A. In Fig. 5.6(g), we have small NaCl islands and some
of the square ZnTFcBP domains, and moving to figure 5.6(h) and (i) we see no
NaCl islands but high ZnTFcBP coverage. In the region of the sample between
the areas shown in Fig. 5.6(e) and (f) we could find no imaging conditions at
which the system was stable.

It is clear that the NaCl(100) layers are modified by exposure to the elec-
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trospray. The triangular shape of the crystallites, seen most clearly in Fig.
5.6(f), is indicative of NaCl(111). In fact, Hebenstreit et al.*** have reported
that NaCl(100) can be converted to non-stoichiometric NaCl(111) on Al(100) by
depositing excess Na. They report that these NaCl(111) islands are unstable
under the STM tip, and that even more complicated structures develop in the

presence of additional adsorbates.

While the mechanism driving the changes in the NaCl layer is unclear, it
could be that the electrospray removes some of the Cl™ ions, effectively creating
an excess of Na. Alternatively, the modification of the NaCl film could be driven
by charge injection during ESD. It is well-known that NaCl layers can be modified
using charge injection from the tip.%4® Bulk alkali halides form rectangular pits
similar to those in Fig. 5.6(e) upon exposure to electron beams.*** Momentum
transfer from ion bombardment or exposure to plasma can also modify alkali
halide surfaces.*4>%¢ During electrospray the surface is exposed to adsorbates
and bombarded with ions whose momentum and/or charge may be transferred,
which means that several factors could play a role. It should be noted here that
Hinaut et al.**" have successfully imaged organic molecules electrosprayed on a
bulk KBr(100) crystal using atomic force microscopy (AFM), where they observed
some pitting, but no large-scale surface modification.**” Due to the low-stability
of the NaCl(111) crystallites during STM imaging, further study of this system

was not undertaken.

We have established that NaCl is incompatible with ESD, at least under the
conditions in our experiment, and we expect other adsorbed ionic crystals to be
similarly affected. TILs which are covalently bound to the surface should be more
resistant to modification. We then turn to the copper nitride surfaces introduced
in section 5.1. As we already described, the Cu(100) ¢(2 x 2)-N structure is
incommensurate, preventing formation of a complete monolayer, such that bare
Cu(100) is always exposed. This is problematic since the Cu(100) surface is quite
reactive and, unlike Cu(111) or Au(111), tends to react with the solvents in which

448

the molecule is dissolved,**® and may crack the molecule itself.

To illustrate this, we have exploited the sputtering intensity profile to prepare
a Cu(100) surface with a N coverage gradient such that at one side of the sample
we have bare Cu(100), in the middle we have the low coverage Cu,N structure,
and on the other side we have the high-coverage structure. We have then exposed
this sample to a 2:1 mixture of methanol and THF, which are the solvents used
for deposition of QCA candidates. Topographs of the resulting surface are shown

in figure 5.7, where it can be seen that the formerly flat Cu(100) is now rough
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Figure 5.7: TILs can protect surfaces from reaction with solvent molecules during
electrospray. Bare Cu(100) reacts with electrosprayed solvent as shown in (a).
The topograph in (b) shows that Cu,N islands remain clean after exposure to
solvent. However, only the high-coverage Cu,N—Cu(100) surface is deemed ESD-
compatible, since only the Cu cross structures are contaminated as shown in (c).

and inhomogeneous. While all of the exposed metal in figure 5.7(b) has reacted,
the Cu,N islands are clean and intact. The high coverage Cu,N surface is only

affected at the Cu crosses, and is therefore a suitable ESD substrate.

5.3 Compatibility Issues Between Molecules and TILs

ESD of ZnTFcBP onto Cu,N—Cu(100) results in a surface such as that shown in
figure 5.8(a). At first glance this surface looks disordered, however upon closer
inspection it can be seen that there are small areas of molecules organised in the
square structure described in the previous chapter. These organised areas follow
the trenches, extending no more than two unit cells either side. As previously
noted, adsorbates on TILs are commonly found at defect sites and not in the
center of terraces, which explains the preferential alignment along the trenches.
Fig. 5.8(c) shows a high-resolution topograph of one of these organised islands,
where it appears that the molecules are suspended on the edge of the trench and
tilt down into it to form hydrogen bonds. However, the reduced LDOS at the
center of the bridge may be contributing to the apparent height, obscuring the
planarity of the molecules.

The Cu,N layer facilitates much better resolution than was possible on the
metal substrates, as shown in Fig. 5.8(c), where both the TPP core and the Fc
groups are clearly resolved. This is reflected in the STS, plotted in Fig. 5.8(b),
where both the ferrocene-centred HOMO and porphyrin-centred LUMO have a
significantly narrower width on Cu,N relative to Au(111). The HOMO-LUMO

gap is also measured to be increased by 0.4V on the nitride film. An increased
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Cu,N—Cu(100)
Au(111)

Figure 5.8: The small terrace sizes inhibit molecular self-assembly, which occurs
preferentially at the Cu,N trenches, as shown in (a). The reduced widths of the
electronic states on Cu,N relative to Au(111), compared in (b), indicates reduced
coupling. This is corroborated by the higher resolution attainable, where the
topograph in (c) shows that the TPP core and Fc groups can be clearly resolved.
The HOMO shows site dependent intensity in the d//dV map in (d), while that
associated with the LUMO does not vary from molecule to molecule, as shown
in (e). Imaging conditions: (a) —2.0V, 10pA ; (¢) —=1.5V, 20pA ; (d) —1.5V,
20pA ; (e) 1.5V, 20 pA.

measured gap is expected when the molecule is adsorbed on a TIL due to reduced
screening, as discussed in chapter 1. However, since there is no clean metal
available on this surface it was not possible to ensure that the wider gap could
not be attributed to a gap on the tip. Fig. 5.8(d) and (e) show that while the
porphyrin-centred LUMO has approximately constant dI/dV intensity on each
molecule, the Fc states vary from site to site, as was the case for the molecules
adsorbed on Au(111).

We did not observe any vibronic replicas of the STS peaks nor any hysteresis
in the spectra indicating were we able to inject charge into the system, which as
outlined in section 2.2.2 are signatures of the weak coupling regime. This indicates
that while the hybridisation of molecule and substrate states was reduced, it was
not sufficiently small for our purposes. It is known that at defect sites the coupling
is greater,®™* which indicates that we should probe molecules at the center of the

Cu,yN terraces. Unfortunately, the terraces are small and the copper features act
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as nucleation sites for impurities, disrupting the molecular ordering. We therefore
move to the Cu;N—Cu(110) surface which is commensurate and should allow for

molecular ordering on a large scale.

Depositing ZnTFcBP on CuyN—Cu(110) results in an unexpected structure.
Here, the molecules are aligned in the [001] direction with the TPP core perpen-
dicular to the surface. An STM image of this surface is shown in figure 5.9(a),
and a model of the adsorption configuration is shown in figure 5.9(b). Careful
inspection of figure 5.9(a) reveals that the molecules are adsorbed in a specific
site: along the [110] chains with the center of the molecular feature approximately
in line with the “link” in the chain corresponding to the N, positions. Here we
assign the molecule as having two “legs” pointing down into the valleys of the
corrugated CugN surface such that the molecule straddles one of the chain struc-
tures. The molecules, when found together, are spaced at approximately 12.1 A
intervals and appear ~10.7 A wide, as can be seen from Fig. 5.9(c) and (d),
respectively. The molecules are also found in two different orientations, labelled
“R” and “L” in figure 5.9(a), and appear to favour opposite orientations when

packing in adjacent rows.

Porphyrins adsorb with the molecular plane perpendicular to the surface when
7-7t stacking is the dominant intermolecular interaction and has an energy which
is greater than molecule-surface interaction energy in the flat geometry. 3% For this
molecule, however, hydrogen bonding dominates the intermolecular interactions,
which is stronger than 7t-7t stacking interactions. Additionally, the fact that we see
isolated ZnTFcBP molecules in the edge orientation rules out 7-7t stacking as the
driving force for this adsorption geometry. The apparent preference for a clearly
defined adsorption site indicates some specific interaction between the molecule
and the substrate. We note here that the surface shown does not correspond to a
complete CusN layer, but is nitrogen deficient since almost all of the N, sites are
unoccupied. These vacancies are reported to be preferential adsorption sites,*3>
however it is difficult to see here how the upright molecular configuration would

maximise the interaction with these sites.

The vacancy sites may however be related to the driving force for this molecu-
lar configuration. Carboxylic acids are known to deprotonate on Cu(110), leaving
a carboxylate anion which interacts strongly with the surface atoms.*4?4%% This
has been reproduced recently for a ferrocene derivative, with a COOH group
bound to each Cp ring, on CuyN—Cu(110).%*° Additionally the H—N—C=0
groups of guanine, cytosine, thymine and adenine are deprotonated on contact

with Cu(110), allowing the resulting lone pair on the N atom, as well as that of
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Figure 5.90 A STM scan of ZnTFcBP adsorbed on nitrogen-deficient
CuyN—Cu(110) is shown in (a), where the molecule appear as two-lobed fea-
tures straddling a N, vacancy. Imaging conditions: (a) —1.5V, 10pA. The green
arrow indicates where one of the molecules has flipped from the “R” to the “L”
orientation under the influence of the STM tip. A tentative assignment of the
adsorption configuration is presented in b), where the molecule interacts with
the surface in the missing-row depressions through its amide group. When the
molecules pack together they are spaced by ~12.1 A as indicated in (d), and ad-
jacent rows have opposite directions. The line profile across the molecule in (d)
gives a feature size of approximately 10.7 A.

the C=0 group, to interact with the surface Cu atoms.*?! For these DNA bases,
the reaction proceeds via an enolic intermediate, and it is possible that in our case
a tautomerisation of the amide into an imidic acid facilitates the deprotonation
reaction.

Berger et al.43°

noted that their CusN surface was missing the N, atoms,
and postulated that these nitrogen atoms may react with the cleaved H atom
and desorb as NH;. It has been reported that surface oxygen facilitates the
deprotonation of aniline on Cu(110) by reacting to form water molecules which
subsequently desorb,%*? which lends credence to this hypothesis. It is, on the other

hand, possible that the N, vacancies were generated by over-annealing the surface
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Figure 5.10: We observed a ZnTFcBP molecule switching from an upright con-
formation (a) to a flat conformation (b) on Cu;N—Cu(110) during measurement
of the Z(V}) spectrum shown in (c¢). We were not successful in attempts to repeat
this, indicating that the molecule is strongly bound to the surface.

as in Fig. 5.4, and were therefore already present on the surface before deposition.
Alternatively, some other species could have reacted with the N, atoms during
electrospray. While more data is needed to establish if the missing atoms are
generated by the deprotonation reaction, or indeed if the N, vacancies allow
the deprotonation to take place, the high stability of the upright conformation
supports the deprotonation hypothesis.

During Z(V,) spectroscopy we observed a molecule switching from a two-lobed
structure to a four-lobed one, corresponding to a conformational change from
upright to flat. The molecule is shown before (a) and after (b) the spectrum shown
in figure 5.10(c), where the switch occurs at approximately —1.5V. However,
this switching behaviour could not be reproduced, even when subjected to more
aggressive manipulation attempts. This indicates that the molecule is strongly
bound to the surface, since if the molecules were bound to the surface by a dipolar
interaction, between the surface Cu atoms and the oxygen lone pairs for example,
it should be possible to manipulate them with the STM tip. Additionally, during
scanning we observed that molecules occasionally appeared to rotate. This can
be seen from the feature indicated by the arrow in figure 5.9, which we attribute

to an inversion of the molecule which keeps the covalently-bound anchor points
fixed.

In the flat configuration shown in Fig. 5.10(b), the molecule appears as a four-
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Figure 5.11: Contour maps illustrating the evolution of variable-height spectra
across the blue and red lines in (a) are shown in (b) and (c), respectively. It can
be seen that there is a tip state at ~0.5V, and a state below —1V corresponding
to the Fc-based peaks observed already for ZnTFcBP.

lobed structure measuring (13.5 4 0.1) A on each side. We note that it appears
almost identical to the ZnTFcBP fragment on NaCl(100)/Au(111) shown in figure
5.5. This raises the possibility that the molecule has been cracked by the surface.
It is plausible that the N—C bond linking the ethyl ferrocene group to the rest of
the molecule is cleaved by the CuyN—Cu(110) surface via the same mechanism
as the deprotonation process. We expect the ethyl ferrocene product of such a
reaction to desorb at room temperature, leaving no indicative trace for STM.
On the other hand, the molecules show a spectroscopic signature which sug-
gests that the molecules are intact. Variable-height spectra measured across the
blue and red lines in Fig. 5.11(a) were compiled into contour maps, shown in
Fig. 5.11(b) and (c), respectively. Here we see a tip state at ~0.6 V, and a state
at —1.5V which is localised on the molecule. This corresponds to the location
of the Fc-derived HOMO for ZnTFcBP, however, it is possible that it has some
other origin. Computational modelling is needed to elucidate the interaction of
ZnTFcBP with the CuyN—Cu(110) surface, however it is clear that the com-
plex nature of this system makes it unsuitable for studying the excited states of

organised ZnTFcBP arrays.
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5.4 Conclusions

In this chapter we have introduced some TILs commonly used to decouple molec-
ular adsorbates from metallic substrates, and outlined some of the challenges
associated with depositing molecules onto these spacer layers via ESD. We have
shown that NaCl(100) films on Au(111) are modified during ESD, possibly form-
ing NaCl(111) crystallites. We expect that other ionic crystals would be similarly
modified, and therefore suggest that only those films which are chemically bound
to the underlying metal constitute ESD-compatible surfaces. The nitrides of the
close-packed copper faces meet this criterion, however they present their own
difficulties.

Cu(100) is reactive so that any exposed metal is contaminated by solvent
molecules, and since the ¢(2 x 2)-N overlayer is incommensurate, exposed metal
is unavoidable. Bare metal makes up only a small fraction of the high coverage
Cu,N—Cu(100) surface, which is therefore considered ESD compatible. However,
the small terrace sizes on this surface are not conducive to self-assembly, especially
for large molecules such as ZnTFcBP, and as a result organisation is observed

almost exclusively at the trench edges.

CuyN—Cu(110) is commensurate, allowing full coverage to be achieved. The
surface appears to be suitable for examining electrosprayed molecules, however
it is possible that some species introduced via electrospray has led to the large
quantities on nitrogen vacancies on the surface. Molecule-substrate interactions
were found to dominate the adsorption properties of ZnTFcBP on this substrate,
prohibiting the study of self-assembled arrays of these molecules. The observed
upright adsorption configuration is believed to be due to a specific interaction
between deprotonated amide groups on the molecule and the surface Cu atoms.
It is possible that the molecule is cracked by the surface, perhaps by the same
mechanism as the proposed deprotonation. From analysis of the topography
alone, we have not been able to confirm whether or not the molecule is still
intact, however, the STS signature is indicative of attached Fc groups. More
data is needed to fully elucidate the interaction of ZnTFcBP with CuyN—Cu(110),
however the complexity of this system renders it unfavourable for our purposes

and a systematic study is not undertaken here.

Other TILs have been reported in the literature which we believe would be
useful for STM investigation of self-assembled molecular networks deposited us-
ing ESD, notably h-BN/Cu(111)% and Al,0;—NiAl(100),3™ and these will be

investigated in the future. In the next chapter we investigate whether Cl atoms
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can effectively decouple molecular states from Cu(111) states, and present some

new findings on the interactions between chlorine atoms on the Cu(111) surface.
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FUNCTIONALISED PORPHYRINS ON
CHLORINATED COPPER

As we saw from the previous chapter, none of the standard TILs investigated
were compatible with electrosprayed ZnTFcBP/H,TFcBP. In order to decou-
ple the molecular assemblies from the underlying metal we need to identify an
ESD-compatible TIL, which has defect-free terraces large enough to facilitate
self-assembly. While several potentially useful alternative TILs exist in the liter-
ature, notably Al,0;—NiAI(100)'" and h-BN/Cu(111),%* these are complicated
to prepare.

During the course of our research we found that we could prepare stable
chlorinated copper surfaces by simply exposing a clean Cu(111) surface to chlo-
roform introduced to vacuum wvie ESD. Since bulk Cu(I)Cl has a band-gap of
3.25eV, %4 and since ultra-thin insulating films can exhibit a band gap approach-
ing that of the bulk even when only a few atomic layers thick, 4 it is possible that
Cl—Cu(111) would be an effective surface for decoupling molecules. Indeed, Xe
monolayers have been found to effectively decouple molecular adsorbates. 378:395:3%

Beyond this, the Cl—Cu(111) system is interesting in its own right, as ev-
idenced by the fact that it has been studied continuously for more than three
decades. 009 In this chapter we describe the evolution of the Cl1—Cu(111) sur-
face with increasing Cl coverage, and provide new insight into the electronic
properties of this surface (section 6.1), which we published in Physical Review
B.461 Then, in section 6.2, we describe the behaviour of our MQCA candidate
molecules adsorbed on the C1—Cu(111) surface.
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6.1 Properties of the Chlorinated Cu(111) Surface

The structure of chlorine adsorbed on Cu(111) has already been studied exten-
sively. The initial studies used LEED* but more recently these have been

2 surface-extended X-ray absorption fine

followed by photoelectron diffraction,
structure (SEXAFS), 153 and x-ray standing wave techniques. "4 The introduc-
tion of STM %5 has allowed investigation of local features, with atomic resolution,
which are averaged out by other techniques. Most of the published research has
been focused on the structure and desorption behaviour of the chlorine adlayer, 466
with the electronic properties of the Cl—Cu(111) surface being less well studied.
Some first principles calculations have been performed, including a detailed paper
by Peljhan and Kokalj, which describes the electronic properties of the surface at

various Cl coverages. 467

6.1.1 Chlorination of Cu(111)

Almost all existing studies focus on surfaces that are formed wia dissociation of
molecular chlorine in vacuum. Chlorine gas is extremely reactive, and exposure
to even low pressures of Cl, can cause corrosion and damage of UHV equipment.
For this reason, chlorine-emitting electrochemical cells are used instead of the
leak valves used for less reactive gases.*%® These electrochemical cells are highly
controllable and therefore facilitate the deposition of a finely controlled dosage.

Jones and Clifford reported that chloroform adsorbs dissociatively on Cu(111)
at room temperature.?%’ Initially the chloroform molecules physisorb, before the
C—Cl1 bonds break sequentially, leaving three Cl atoms and a C—H radical ad-
sorbed on the surface. The C—H radical diffuses on the surface until it meets
another, and it reacts to form ethyne, which then desorbs.®® While ESD of
chloroform does not have the same degree of experimental control as the electro-
chemical cell in terms of the resulting Cl coverage, a saturated monolayer is all
that is required for use as a spacer layer.

The reaction of chloroform with Cu(111) was previously reported to self-
terminate at the (v/3 x v/3) R30° structure (1/3 ML).*% However, we find that
electrospray deposition of chloroform onto Cu(111) results in a Cl adlayer with
coverage between 3/8 and 7/19 ML. We attribute the higher coverage obtained
here to the action of the electrospray. During exposure of the sample to the well-
collimated electrosprayed molecular beam, there is high pressure at the sample
and the adsorbed Cl atoms may be temporarily displaced, allowing an excess of

chloroform to react with the surface.
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hep fcc  top bridge

fcc domain domain wall hcp domain

Figure 6.1: The different adsorption sites on an fce(111) surface. The vertices of
the triangular grid represent surface atoms, with the shaded triangles representing
fce sites and the empty triangles representing hep sites. The blue, pink and green
circles represent adatoms in fcc, hep, and bridge sites, respectively. This colour
scheme is used throughout this chapter.

6.1.2 Structure-coverage relationship

Figure 6.1 shows the various adsorption sites on a fcc(111) surface. In this figure
and throughout the paper, adatoms in fcc, hep, and bridge sites are coloured blue,
pink, and green, respectively. As Cl atoms are added to the Cu(111) surface they
form chains, where the adjacent atoms alternate between adsorption in fcec and
hep sites, or small (v/3 x v/3) R30° islands with the Cl atoms in fcc sites.*® As
the coverage increases, a porous structure is formed, with voids enclosed by the
aforementioned Cl chains or (v/3 x v/3) R30° ribbons. The voids close as more
Cl atoms are added to the surface, until the coverage reaches 1/3 ML, where a
uniform (v/3 x v/3) R30° adlayer is formed.*%

Above 1/3 ML, Cl atoms form crowdion interstitials where some of the Cl
atoms surrounding the interstitial are displaced from fcc sites to hep or bridge
sites. %™ These crowdion interstitials condense into domain walls as the number
density increases.*%® A section of a domain wall is shown in Fig. 6.1, where the CI
atoms transition from a (v/3 x v/3) R30° domain in which the Cl atoms occupy fcc
sites, to one in which they occupy hcp sites, by passing through a line of atoms in
bridge sites. The size of these domains shrinks with increasing Cl coverage until,
at 0.4 ML, the fcc and hep domains are each one atomic row wide.*™ Between
0.4 ML and 5/12 ML, the mesh is further compressed such that some of the Cl
atomic rows are in sites intermediate between bridge and hollow. Above 5/12

ML, further uniaxial compression of the surface mesh is unfavourable because it
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would result in Cl-CI nearest-neighbour distances smaller than the Van der Waals

diameter of chlorine.*™!

Figures 6.2(a) and 6.2(b) show the (19 x v/3) structure, corresponding to a
coverage of 7/19 ML. Here domains, alternating between two and three atomic
rows wide, are separated by rows of Cl atoms adsorbed in bridge sites. The atoms
in bridge sites can be distinguished from those in hollow sites by analysing the
topography. Since the inter-row distance is shorter between a row of Cl atoms
in hollow sites and a row of Cl atoms in bridge sites than between two rows of
atoms in hollow sites, the contrast between the atoms is reduced. Therefore,
where there is greater contrast between two atomic rows, indicated by the cyan
arrow in Fig. 6.2(a), atoms in these rows can be assigned to hollow sites. Where
there is reduced contrast between an atomic row and the row on either side of it,
indicated by yellow arrows, the atoms in this row can be assigned to bridge sites.
Alternatively, the bridge sites can be identified by noticing that atomic rows in
adjacent domains do not align exactly. The atomic row (along the uncompressed
direction) where there is an offset between adjacent rows in both of the other two
(compressed) directions, as indicated by the black lines in Fig. 6.2(b), can be
identified as the bridge site.

Due to the symmetry of the structure, the fcc domains cannot be differen-
tiated from the hcp domains by analysis of the topography alone. To identify
the adsorption site, this adlayer was modified by locally applying a large current
and desorbing some of the Cl atoms to form large domains [see left side of Fig.
6.2(c)]. Since it was previously established that Cl atoms occupy fcc sites in the
(v/3 x v/3) R30° adlayer,*% due to the slightly larger adsorption energy relative
to the hep sites, %™ the large domain is assumed to consist of Cl atoms occupying

fece sites.

The relationship between Cl coverage and structure in the uniaxial compres-
sion regime is described in Fig. 6.3. At 1/3 ML the chlorine atoms occupy the
Cu(111) fec sites in the isotropic (v/3 x v/3) R30° structure, **64% which is marked
by the lower dashed line in Fig. 6.3(a) and shown schematically in Fig. 6.3(b).
As the coverage increases crowdion interstitials appear on the surface, which then
condense into domain walls resulting in a non-uniform uniaxial compression of
the (v/3 x v/3) R30° structure.*® The domains get progressively smaller as the
coverage increases. The (8 x y/3) structure shown in Fig. 6.2(a) is indicated
in Fig. 6.3(a), and shown schematically in Fig. 6.3(c). The (19 x v/3) struc-
ture, shown schematically in Fig. 6.3(d), was also observed after electrospraying
chloroform on clean Cu(111). The (5 x 4/3) structure, indicated in Fig. 6.3(a),
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Figure 6.2: Topographic images of uniaxially compressed Cl adlayers on Cu(111).
The compression direction is indicated with grey arrows. Part (a) shows atomic
resolution of the Cl adlayer, imaged at 1.0V, 50 pA. The striped pattern allows
us to differentiate between Cl atoms adsorbed in hollow sites and those in bridge
sites. Part (b) shows the enlarged area indicated by the red square in (a). Here,
atoms in bridge sites can be distinguished by following the atomic rows along the
compressed axes. The blue, pink, and green circles represent Cl atoms occupying
fce, hep, and bridge sites, respectively. These were assigned by analysing the
image in panel (c), where high current was applied to desorb some of the Cl
atoms, forming a large (v/3 x v/3) R30° domain. Since in the uncompressed
(v/3 x v/3) R30° structure, the Cl atoms all occupy fcc sites, we assign the Cl
atoms in the largest domain to fcc sites.

corresponding to alternating fcc and hep domains one atomic row in width, has
been previously reported for Cl1 on Ag(111).47

Between 1/3 and 2/5 ML, where Cl atoms occupy fce, hep, and bridge sites
only, the relationship between coverage in monolayers ©, the number of chlorine

atoms per unit cell Ny, and the length of the unit cell L are given by:
Na
2L

where N, is related to the number of atomic rows in the fcc domain Ry and

0= (6.1)

the number of atomic rows in the hcp domain Ry, according to the following

equation:

Ny = (b4 1)(Rfec + Ruep +2), (6.2)

and the unit-cell length is:

bl
= %(:ﬂ%m + 3Ry + 4), (6.3)
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Figure 6.3: Coverage vs structure relationship in the uniaxial compression regime.
Ry and Ry, represent the number of atomic rows in the fcc and hep domains,
respectively. The orange, light brown, and dark brown circles represent the cop-
per atoms in the first, second, and third layer from the surface, respectively.
Blue, pink, and green circles represent Cl atoms occupying fcc, hep, and bridge
sites, respectively. Part (a) shows the coverage decaying exponentially to 1/3 ML
(indicated by the lower dashed line), corresponding to the (v/3 x v/3) R30° struc-
ture [presented in (b)], as the domain widths increase. The upper dashed line in
(a) corresponds to the maximum coverage structure in the uniaxial compression
regime. Part (c) shows the (8 x v/3) structure where domains, two atomic rows
wide, of Cl atoms occupying fcc sites are separated from hcp domains by a row
of CI atoms in bridge sites. Part (d) shows a model of the (19 x v/3) structure,
shown in Fig. 6.2(a), where the fcc and hep domains are both three and two
atomic rows wide, respectively.

where b = (Rjec + Rnep) mod 2.

At coverages between 0.4 ML and 5/12 ML, single row fcc and hep domains
are separated by domain walls several rows wide, where the chlorine atoms occupy
adsorption sites that are less symmetric than bridge sites. The most compressed
structure possible under the uniaxial compression regime is the (12 x /3) struc-

459,471

ture, corresponding to a coverage of 5/12 ML [indicated by the upper dashed

line in Fig. 6.3(a)].

6.1.3 Electronic properties of uniaxially compressed chlorine adlayers

The Cl—Cu(111)-(v/3 x v/3) R30° surface is shown in Fig. 6.4(a). The CI atoms
occupy the fcc sites, with a nearest neighbour distance of do.c) = \/§acu(111) =
4.4 A. We have measured STS on this surface [figure 6.4(b)] and found a single
peak, at 1.6V, in the tunnelling window between +3.5V. Since the CI p, and
py orbitals are doubly occupied, and therefore below the Fermi energy, we assign

the observed STS peak to an interface state between the Cu d orbitals and the
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Figure 6.4: The topography (a) and STS (b) of the C1—Cu(111)-(v/3 x v/3) R30°
surface.

Cl 3 p, state. While there are no significant antibonding features in the PDOS
spectrum calculated by Peljhan and Kokalj,*®” the calculated spectrum only ex-
tends 2 eV into the empty states. Considering that calculated energy scales often
need adjusting to match experimental results, and that the antibonding Cu d -
Cl 3 p, interaction is expected to be strong, this state may simply lie outside the
calculated range. Since the Cu s, d - Cl 3 p, bonding interaction, the Cus, d - Cl
3 pxy bonding interaction, and the Cu d - Cl 3 pyy antibonding interaction are
accounted for in the calculated PDOS, we anticipate the antibonding interaction
between the Cu d and Cl 3 p, states to be the next state available in the wider

energy range for tunnelling in these measurements.

STS data for the (8 x v/3) Cl overlayer are presented in Fig. 6.5. The differ-
ential conductance, measured between 1.0V and £3.0 V using constant-current
spectroscopy is plotted in Fig. 6.5(a). Variable-height spectroscopy was used
to access the low bias range between 1.0 V. These data were used to extract
the combined tip-sample LDOS pg;(V'). Constant-current spectroscopy, variable-
height spectroscopy, and the approach used to extract the LDOS from the result-

ing data, are described in chapter 2.

We make several observations from Fig. 6.5(a). The first is that for spectra
measured over each domain type, as for the (\/§ X \/§) R30° system, we observe
only a single peak in the tunnelling window between 3.5V and —3.5V. Here the
center of the peak measured on the fcc domain is at ~1.8 V, whereas this state
appeared at approximately 1.6 V for the uniform adlayer in Fig. 6.4. We attribute
this difference to the effect of the domain size; as we will see below, the energy of
this electronic state shifts towards the Fermi level as the domain size increases.
However, we first focus on the effect of the domain registry on the antibonding in-

teraction, namely, that the state is further blue-shifted by approximately 200 mV
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Figure 6.5: STS measured over the fcc (blue) and hep (pink) domains on a
(8 x v/3) Cl overlayer are shown in (a). From 1.0V to £3.0V the differential
conductance was measured using Z(V}) spectroscopy, and Between —1.0V and
1.0V, the LDOS, extracted from variable-height spectra,!™ is shown. The peak
at 1.8 V is attributed to the interaction of the Cl 3 p, state with the Cu d states.
This state is blue-shifted by approximately 200 mV on the hcp site relative to
the fcc site. A STM topograph recorded at 2.0V is shown in (b), where the fcc
domains appear as ridges and the hcp domains appear as valleys. The energetic
shift in the observed state between the fcc and hep domains is shown more clearly
in the LDOS contour map in (¢). The maxima can be seen to follow the domain
type. Approximate positions of the Cl bridging rows are indicated by the yellow
arrows in (b) and dashed lines in (c).

when measured on a hcp domain compared to a fcc domain.

This dependence of the energy of the antibonding interaction on the domain
registry gives rise to corrugation in topography. A topographic map of the (8 x
V/3) structure [shown schematically in Fig. 6.3(c)] at 2.0V is presented in Fig.
6.5(b). At this bias we lose atomic resolution and the fcc domains appear as ridges
in the topography. Similar features have been observed in the topography of Cl
adlayers on Ag(111), where the dark features they observe in the topography at
1.98 V were attributed to areas of increased chlorine density, i.e., centred around

470 Tf this were true, the topographic feature would be centred

the bridging rows.
on, and have the same periodicity as, the bridging rows which are indicated by
the yellow arrows in Fig. 6.5(b) [and the dashed lines in the topographic profile in
Fig. 6.5(c)]. Since this is not the case, we are confident in assigning its origin to
the shifting electronic state, and we attribute the bright features to fcc domains,

and the dark features to hcp sites.
The shift of the observed state is shown in more detail in Fig. 6.5(c), where the

combined tip-sample LDOS has been extracted, as above, from variable-height
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Figure 6.6: Multi-channel STM data for a (19 x v/3) Cl adlayer on Cu(111).
(b), (d) and (f) show topographic maps of the surface at 1.5V, 1.8V and 2.1V,
respectively, while (c), (e) and (g) show corresponding differential conductance
maps. Blue, pink and green circles indicate Cl atoms adsorbed in Cu(111) fce,
hep and bridge sites, respectively. (a) shows topographic (bottom) and d//dV
profiles (top) along the orange (1.5V), purple (1.8V) and red (2.1V) lines in
(b)-(g). The dashed lines in (a) mark the positions of bridge rows [indicated by
the yellow arrows in (b)-(g)].

spectra measured across several domains [purple dashed line in Fig. 6.5(b)].
There was a small lateral drift during the acquisition of the spectra, which appears
as an offset in the angle of the line across which the spectra were measured, so
that these data were not precisely recorded perpendicular to the long axis of the
domains. The maxima in the LDOS contour map in Fig. 6.5(c) can be seen to
shift smoothly from approximately 1.9V on the fcc domains to approximately
2.1V on the hcp domains. We note here that it is unclear why no distinct state
is observed for the Cl atoms occupying bridge sites, despite the difference in Cl
adsorption energy between hollow and bridge sites being only ~80—90 meV .46

The shift of the STS peak with domain registry is shown more clearly in figure
6.6. Line profiles for the topographic [Fig. 6.6(b),(d),(f)] and d//dV maps [Fig.
6.6(c),(e),(g)], recorded concurrently at 1.5V, 1.8V, and 2.1V, respectively, are
shown in figure 6.6(a). It is clear that the states at 1.8 V and 2.1V are anti-phase
to each other and arise from the domain registry. Additionally, we can confirm
from Fig. 6.6 that the topographic feature that appears above ~1.7V is related
to this STS peak, and is centred on the fcc domain, rather than on the domain
walls.

To investigate the origin of the blue-shift of the Cu d -Cl 3 p, antibonding
interaction, two Gaussians were fitted to each spectrum. The widths of the Gaus-
sians were set to be equal within each fit. The average width across all the spectra
was obtained and the peaks were re-fit with the widths fixed at the average value

of 0.4V, and the centres free to vary. The average value of the two peak centres
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Figure 6.7: Deconvolution of the LDOS measurements from Fig. 6.5(c) into
components from the fcc and hep sites. A linear background was subtracted
from each LDOS spectrum, and two Gaussians with equal widths were fitted to
each. Representative fits for spectra on the fcc, bridge, and hcp sites are shown
in (a). Residuals from these fits are shown at the bottom of the panel. The
variation of the peak height is shown in (b). The two peaks are anti-phase and
correlate with the topography. The peak at 1.91V corresponds to the interface
state between fce Cl atoms and the Cu(111), and the peak at 2.14V is attributed
to the corresponding state for Cl atoms adsorbed in hcp sites.

was (1.91 +£0.07) V and (2.14 £ 0.06) V, respectively. Each spectrum was re-fit
with the peak centres fixed at these values. Samples of the fits are shown in Fig.
6.7(a). The amplitudes of the two peaks for the spectra in Fig. 6.5(c) are shown
in Fig. 6.7(b). The peak heights are anti-phase to each other, and follow the
topography, with the peak at 1.91V being strongest on the fcc domains and the
peak at 2.14V being strongest on the hcp sites, consistent with Fig. 6.6. The
observed shift is therefore due to the variation in the amplitude of the relative
local contribution from the fcc-Cl and hep-Cl peaks, rather than a shift in the
energy of either of these peaks. Since the amplitude of the fcc peak is non-zero
in the hcp domains, and wvice versa, it is clear that these states are not strongly
localized.

We postulate that the energy difference between the fcc state and the hcp
state is due to the change in magnitude of the dipole between the two sites.
No difference in the measured apparent barrier height could be resolved between

the two domains, possibly due to the fact that the expected difference is similar
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to the margin of error of the measurement. However, DFT calculations show
that the charge on a Cl atom occupying a hcp site is higher than on one in a
fce site®” due to the increased number of immediate Cu neighbours, and that
the workfunction is expected to be 0.04eV higher for a hcp domain than for a
fec domain.?™ Indeed, calculations of uniform Cl adlayers on Ag(111), which is
closely analogous to Cu(111), show that the excess charge on the hcp-Cl atom

47 The additional charge at Cl atoms

resides, at least partially, in the p, orbital.
adsorbed at the hcp site is likely responsible for the observed shift in the hcp
unoccupied p, state to higher energies.

As we mentioned above, the state is found at lower energies on the uniform
(v/3 x v/3) R30° adlayer relative to the compressed adlayers. To investigate the
origin of this effect, domains of various sizes were produced by applying high
current as in Fig. 6.2. The larger domains were assumed to have fcc registry,
while the domains which remained largely unchanged were assigned as hcp. This
area is shown in Fig. 6.8(a). The LDOS was extracted from spectra measured
across these domains, along the blue dotted line in Fig. 6.8(a), as previously
described. The resulting contour map is shown in Fig. 6.8(b). Analysis of this

plot leads to two observations:

1. The energy of the interface state shifts closer to the Fermi level as the

domain size increases.

2. The energy of the interface state is greater at the edge of a domain, near the
bridge sites constituting the domain wall, and decays towards the center of

the domain.

We now explore the latter in more detail, by examining the peak behaviour
across the largest domain in Fig. 6.8(a) [between ~150—210 A in Fig. 6.8(b)]. A
plot of the interface state energy (approximated by the bias voltage corresponding
to the maximum LDOS value) with increasing distance from the bridging row is
shown in Fig. 6.8(c). It can be seen that, going from the domain edge towards
the center, the bias value corresponding to the energy of the interface state tends
asymptotically toward 1.6 V. We note that the interface state appears at 1.6 V in
the STS of a uniform (v/3 xv/3) R30° Cl adlayer, where every Cl atom is adsorbed
in a fec site (see Fig. 6.4). This suggests that the presence of the domain walls
perturbs the interface state, and shifts it to higher energies. However, it is unclear
whether this is due to the increased Cl density in the vicinity of the bridge rows,
or because of a specific interaction of the fcc Cl—Cu(111) interface state with the

corresponding bridge Cl state (which was not detected in the available tunnelling
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Figure 6.8: A topographic map of an area that has been modified with the tip
to form domains of varying sizes is shown in (a). The LDOS along the blue
dotted line in (a) is shown in (b). The energy of the interface state on the fcc
domains shifts closer to the Fermi level as the domain gets larger, but does not
vary from 2.1V for the hep domains which have constant width. The position of
the peak maximum in the largest domain is plotted in (c) as a function of the
distance to the domain edge. As the distance from the domain edge increased, the
peak maximum asymptotically approaches 1.6 V, the peak position for a uniform
(v/3x+/3) R30° Cl adlayer. The domain size effect was modelled in (d) by placing
the curve extracted in (c¢) at the locations of the bridging rows in (b). The red
curves are the sums of the asymptotic curves, and the blue circles represent the
measured peak positions.

window).

The effect of domain size on the energy of the Cl—Cu(111) interface state
was modelled using the relationship derived above. The approximate positions of
the bridge rows, estimated from Fig. 6.8(b), are represented by dashed vertical
lines in Fig. 6.8(d). The observed peak voltage - distance relationship, fitted in
Fig. 6.8(c), was then inserted at each of these positions. Next, the domain walls
on either side were assumed to contribute additively, and the resulting predicted
peak energy at every point across each fcc domain was calculated [indicated by
the red curves in Fig. 6.8(d)]. Finally, this was compared to the measured energy
of the interface state at various locations on each fcc domain, indicated by the

blue circles, and it is clear that for larger domains very good agreement between
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the predicted and measured values is obtained. For the smallest domain, however,
this simple model significantly underestimates the effect of the domain size on the
energy of the interface state, and therefore the interaction between the domain
walls and the Cl—Cu(111) interface state for the smallest domains is not well
described by adding the contributions from two non-interacting domain walls.
In summary, we have produced uniaxially compressed chlorine adlayers on
Cu(111) by exploiting the decomposition of chloroform on this surface. We have
described the relationship between coverage and structure in the uniaxial com-
pression regime, and provided new information about the electronic properties
of these surfaces. In particular, we have identified a single electronic state aris-
ing from the adsorption of Cl on Cu(111), and attributed it to an antibonding
interaction between the Cl 3 p, and Cu d states. The energy of this state was
found to depend on the registry and size of the Cl domains, being blue-shifted
for hcp domains compared to fcc domains, and for small domains compared to

large domains.

6.2 ZnTFcBP on Chlorinated Cu(111)

To test how well the Cl adlayer performs in decoupling molecules from the under-
lying Cu(111), we electrosprayed ZnTFcBP onto a pre-formed Cl—Cu(111) sur-
face. The molecules self-assemble into a square array, driven by hydrogen bonds
between the amine groups, as was described in chapter 4 for ZnTFcBP/Au(111).
This indicates that, as expected, the molecule-molecule interaction dominates,
rather than the molecule-surface interaction. An STM topograph of ZnTFcBP
islands on the Cl—Cu(111) is shown in Fig. 6.9(a), with the unit cell marked in
blue.

Figure 6.9(b) shows a higher resolution image of the area marked by the
black box in Fig. 6.9(a). Here we clearly resolve the TPP core of the molecule.
The improved topographic resolution could be a result of reduced coupling be-
tween ZnTFcBP and the underlying metal as we saw for the molecules at the
Cu,N—Cu(100) trenches in chapter 5, however, it may also be due to the STM
tip. Occasionally Cl atoms are picked up by the tip, and are known to increase
imaging resolution due to the Cl p orbitals terminating the tip.30%4™ These rel-
atively mobile Cl atoms can also be problematic for STS experiments.

We performed STS measurements on the ZnTFcBP/Cl—Cu(111) in the hope
that the ionic resonances and/or vibronic states would be experimentally ac-

cessible. No spectroscopic signature of weak molecule-substrate coupling was
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Figure 6.9: It can be seen from (a) that ZnTFcBP self-assembles in a square
pattern on Cl—Cu(111), identical to that found on Au(111). On the Cl—Cu(111)
surface we can resolve clearly the TPP core of the molecule, as can be seen in
(b). The dI/dV signals, recorded during Z(V;) spectroscopy on Au(111) (black)
and Cl—Cu(111) (red), are compared in (c). The states corresponding to the Fc
groups and 7-system are shifted in energy by —0.5V on Cl—Cu(111) relative to
Au(111). Imaging conditions: (a) 20pA, —2.5V; (b) 20pA, —0.75V.

observed, indicating that the Cl—Cu(111) surface is not an effective spacer layer.
Molecular spectra are qualitatively similar on Au(111) and Cl—Cu(111), as can
be seen from Fig. 6.9(c). On both surfaces we observe a peak in the filled states
localised to the Fc groups, and one in the empty states centred on the 7-system
of the porphyrin.

Both peaks are down-shifted by ~0.5V on the Cl—Cu(111) compared to
Au(111). This shift can be explained by comparing the workfunctions of the two
surfaces. The workfunction of Cu(111) is 4.94eV,323 which increases by ~0.8 eV
upon adsorption of Cl at a coverage of approximately 1/3 monolayers according
to Goddard et al.**® The Au(111) surface has a workfunction of 5.31eV.3?3 The
difference in workfunction between the two surfaces (A® = ®ya11) —Pcrcuain =
—0.43 eV =~ —0.5 eV) accounts for the shift in the energy of the ferrocene- and
porphyrin-based electronic states on the different surfaces.
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6.3 Conclusions

We report STS data for uniaxially compressed Cl adlayers on Cu(111), formed
by exploiting the dissociative interaction of electrosprayed chloroform with the
copper surface. We observe a single peak in the empty states, which we attribute
to the antibonding interaction between the Cl 3 p, orbital and the Cu d states.
The energy of this peak was found to be higher on the hcp domains than on
the fcc domains. Decomposition of the peak into contributions from each of the
adsorption sites reveals that the hep Cl—Cu(111) interaction is approximately
230 mV more antibonding than the equivalent fcc interaction, and that the states
are not well localized but leak into adjacent domains. We suggest that this energy
shift is due to more charge transfer from Cu to Cl adatoms at hcp sites.

The energy of the interface state in large fcc domains was found to depend on
the distance from the domain edge. The peak position was found to approach that
for a pristine (v/3x+/3) R30° - Cl adlayer, where all the adatoms are in fcc sites, as
the distance from the domain edge increases. The peak position was modelled for
domains of different sizes based on this asymptotic energy - distance relationship,
and the predicted peak position was found to match closely the measured value,
except for small domains where the peak position is underestimated. We postulate
that the observed asymptotic relationship originates in the interaction between
the electronic states due to Cl atoms adsorbed in bridge sites and those in fcc
sites. There was no peak due to the bridging site observed in the available
tunnelling window. We believe these results shed important light on the ordering
and interaction between Cl adatoms on Cu(111) and their influence of the local
electronic structure of the surface.

The adsorption and self-assembly behaviour of ZnTFcBP/Cl—Cu(111) was
found to be identical to that on Au(111). The molecule is spectroscopically very
similar on the two surfaces also. We observe a rigid shift in the spectra over
both the Fc sites and the 7-system of the molecule, which we attribute to the
workfunction difference between the two surfaces.

The single layer of Cl atoms is not sufficient to prevent hybridization of the
MOs with the Cu(111) electronic states, which may be due to the small size
of the Cl atoms. It is possible that using larger halide adlayers, such as (v/3 x
v/3) R30°—1,%7% would be more effective. We instead examine a different molecule
which has more favourable properties for MQCA, including the possibility to

couple the molecules into covalently-bonded wires.
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TOWARDS COVALENTLY-COUPLED
QCA DEVICES

In the work presented so far we have relied on self-assembly driven by hydro-
gen bonds to create molecular networks. These non-covalent networks have the
advantage of being reversible and, as a result, tend to adopt the lowest energy
configuration and heal defects in the network. However, these bonds are quite
weak (0.05eV to 0.7¢eV), which can allow molecules to diffuse relative to the other
molecules in the network, and prevents transfer of the network from substrate to
substrate.

Covalent bonds are significantly stronger (on the order of several eV) and
therefore covalently-bonded networks are significantly more thermally, chemically
and structurally stable than those held together with non-covalent interactions.
The highly directional nature of covalent bonds allows for well-defined structures
to be designed and assembled from the bottom-up.*”” However, the irreversibil-
ity of covalent bonds means that any defects introduced into the network are
permanent.*”™® While complicated structures can be engineered in solution using
the tools of synthetic chemistry, their size and nature are often limited by sol-
ubility.*™ To be useful for device purposes, these assemblies usually need to be
supported on a substrate. Intact molecular networks get progressively more diffi-
cult to deposit onto a substrate as their size increases, though significant progress
in this area has been made in recent years.224:480:481

An alternative approach is to use pre-deposited building blocks to assemble
a molecular network on a substrate.?®? To assemble the molecular networks, a

bond in some functional group within the molecular building block must be bro-
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ken, and a new one formed between the activated precursors. This requires the
supply of energy, which is commonly achieved by heating the sample, or in some
instances using a STM tip. While allowing for the construction of extremely pre-
cise, well-defined architectures, assembling a network using STM-induced molec-
ular manipulation and bond scission is extremely time consuming. Annealing a
sample to initiate the reaction is a much more efficient way to build large net-
works, however it often results in significant numbers of defects, as mentioned
already. Additionally, the functional group involved in network formation must
have an activation energy that is sufficiently low that the reaction can be initiated
without degrading the rest of the building block.

The topology of such a network is determined by the number and nature of
the functional groups which undergo the reaction to form the covalent bonds,
as well as by the symmetry of the building block itself.4®3 The properties of the
network are governed by the nature of the building block “core” and the bonds
linking the building blocks. %4

In this chapter we investigate a molecule designed specifically for forming
covalently-bonded wires via surface-catalysed coupling reactions. This molecule
is described in section 7.2. We were not successful in coupling the molecules, as is
discussed in section 7.5. However, the intact molecule was found to self-assemble
on both Au(111) and Cu,N—Cu(100), and found to exhibit interesting electronic

properties on both surfaces, as discussed in sections 7.3 and 7.4, respectively.

7.1 Covalent Coupling at Surfaces

Multiple types of surface reactions have been demonstrated to date, including
condensation polymerisation, Glaser coupling, alkane polymerization, boronic
acid condensation, decarboxylative polymerization, imine coupling, acylation re-
action, dimerization of N-heterocyclic carbenes, azide-alkyne cycloadditions and
Bergman cyclizations. 85749 Ullmann coupling was the first of these covalent cou-
pling reactions to be adapted for surface engineering, and remains one of the most
widely used today.

The Ullmann coupling reaction is a well-developed tool in organic synthesis
for coupling aryl groups. The classic Ullmann reaction involved the synthesis of
symmetric biaryls, where a copper catalyst forms an activated intermediate with
an aryl-halide.??>4% This activated species reacts oxidatively with the second
aryl-halide, forming a complex which eliminates the copper halide upon reduction,

leaving the coupled biaryl. It has been developed since then, allowing for a varied
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range of applications and less harsh reaction conditions.4°74%

In 1992, Brian Bent’s group showed that an analogous reaction could be per-
formed on a metal surface in UHV.*® They deposited iodobenzene onto Cu(111)
at low temperature, where they saw that the C—I bond dissociated at 175 K and
the resulting phenyl radicals reacted to form biphenyl above 300 K. Hla et al. '
successfully induced bond scission of the C—I bond in iodobenzene deposited
on Cu(111) using electrons injected with the STM tip. They showed that the
residual phenyl groups could be manipulated next to one another, and a reaction
induced by inelastic tunnelling which rotates the unfulfilled C atom away from
the stabilising Cu(111) step edge.

Grill et al.?'? were the first to adapt the surface Ullmann coupling reaction
for molecular engineering. They showed that with appropriate precursor design
various network morphologies could be produced, and that a stepwise coupling
reaction could be induced by using a precursor with two different halides,®%
opening the door for the design and synthesis of complicated molecular networks
on a surface. The Ullmann coupling reaction has since been demonstrated for a

variety of precursors on many different surfaces. %3

The surface usually plays a role in the reaction beyond simply acting as a
support. For example, using a more reactive surface can lower the temperature
required to break the C—X bond, which is generally the reaction limiting step.5%!
Additionally, some surfaces, such as Cu(110), impart a preferred orientation onto
molecular islands, which helps to minimise the presence of defects in a network. %2
Insulating surfaces are often required for device applications, and the Ullmann

503,504 T¢ i5 pos-

coupling reaction has been shown to be possible on an insulator.
sible to transfer covalently-bonded molecular layers between substrates, which

would be useful for device applications. %

Most of the surface reactions published to date have used relatively simple pre-
cursors and have aimed at building molecular networks with interesting emergent
properties, rather than harnessing the properties of the precursors in a controlled
way. For example, these reactions are most often used to assemble graphene-
like structures with precise architectures which are predicted to give rise to de-
sirable electronic properties, such as a band-gap.®’® These graphene structures
include porous graphenes®” and graphene nanoribbons with well-defined edge

structures. 214

The work presented in this chapter has a different aim. We intend to utilize
the surface Ullmann coupling reaction to create a covalent scaffold on which

electronically-interesting functional groups are aligned in a well-defined pattern.
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Figure 7.1: Structure of Feo(BrPh),P and expected dimensions are shown in (a).
Hydrogen atoms not explicitly shown. A molecule such as that shown in (b) could
be used to couple four Fcy(BrPh),P molecules into a majority gate structure, as
depicted in (c). Blue, red and green squares indicate the input, active and output
cells, respectively.

7.2 Precursor to Functional Molecular Networks

The molecule investigated in this chapter is a porphyrin derivative inspired by
the seminal work of the Grill group,?'? and was synthesised by Stefano Masiero at
the University of Bologna. It consists of two ferrocenyl groups bound to opposite
meso-positions on the porphyrin ring and with bromophenyl groups in trans-
configuration in the other two meso-positions. The IUPAC name for the molecule
is 5,15-diferrocenyl-10,20-bis(4-bromophenyl)porphyrin, but it will be referred to
as Feo(BrPh)sP from this point in. A structural model of Fey(BrPh),P is shown
in Fig. 7.1(a).

As outlined in section 1.2.3 there exist in the literature a variety of similar
molecules, with ferrocenyl units directly linked to a porphyrin core, which allows
us to predict some of the properties of Fcy(BrPh),P. In fact, Nemykin et al.?%
have synthesised an almost identical molecule, with the Br atoms on the phenyl
rings replaced by hydrogen atoms, analysed its IVCT bands, and performed DF'T
calculations. They found it to possess Robin-Day class II character, and predicted
that the porphyrin macrocycle was highly distorted from planarity in the gas
phase, primarily due to steric interactions between the porphyrin B-hydrogen
atoms and those on the ferrocenyl-Cp rings. Since the presence of the Br atoms
on the phenyl groups should have no effect on the coupling between the ferrocenyl
moieties, it is reasonable to expect Fcy(BrPh),P to exhibit the mixed-valence

behaviour we require for MQCA applications. These properties, combined with
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the potential for breaking the phenyl—Br bond, and creating covalently-coupled
chains via the Ullmann coupling reaction, as discussed in the previous section,
are what makes Fcy(BrPh),P interesting for device purposes.

It is easy to see that a covalently-linked Fey(BrPh)sP chain would be useful
as a MQCA wire. The strong coupling between the Fc groups in each porphyrin-
centred half-cell should be preserved (provided it is not disrupted by molecule-
substrate interactions) while the intra-cell coupling is expected to be mediated
by electrostatic interactions only. Furthermore, the intra-cell coupling could be
tuned by inserting a suitable linker between the Fco(BrPh),P units.

Beyond the MQCA wire, it is conceivable that computationally-useful struc-
tures could be engineered based on Fcy(BrPh)sP. Co-depositing Feo(BrPh),P
with a small proportion of a molecule designed to link the molecular wires in a
cross geometry, and subsequent annealing of the surface should result in a random
network of wires and majority gate structures. An example of such a molecule
is shown in Fig. 7.1(b), and the resulting majority gate is shown in Fig. 7.1(c)
where the input, output and active cells are highlighted in blue, green and red,
respectively. While this molecule may not be synthetically feasible it illustrates
how molecules can be designed to act as MQCA device components. Similarly, a
precursor molecule designed to create inverter architectures could be envisaged.
While the random nature of the resulting networks would not allow for a useful
device to be fabricated, they could be used for proof-of-concept demonstrations of
molecular implementation of QCA logic functions. Combining multiple analogues
of Feo(BrPh)oP with different functional groups for stepwise coupling, could, in
theory, provide a way to controllably create useful molecular architectures, how-
ever significant progress in synthetic chemistry at surfaces would have to be made

before this became a realistic possibility.

7.3 Fco(BrPh);P on Au(111)

Before we attempt to couple the Feo(BrPh),P units, we first characterise them
on Au(111).

7.3.1 Self-assembly

Feo(BrPh)oP does not possess any functional groups which drive directional self-
assembly. Halogens can participate in hydrogen bonds, or can form halogen
bonds,?*® neither of which are expected to be very strong or directional for this

molecule. The molecule is relatively large, so that packing to maximise Van der
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Figure 7.2: Self-assembled islands of Fco(BrPh)oP on Au(111). The large area
scan in (a) shows both the ordered and disordered areas of the surface. A close-
up of a molecular island is shown in (b), with the molecule and surface unit cell
marked in. (c¢) topographic profiles along the lines indicated in (b). The unit cell
parameters are a =17 A, b =26.5A. The b parameter has dual periodicity stem-
ming from the distance between the Fc groups within the molecule dg. =11 A and
the distance between nearest Fc groups in adjacent rows dyo =15.5A. Imaging

conditions: (a) 15pA, —2.5V; (b) 20pA, —1.25V.

Waals interactions is expected to play a role in self-organisation of Fcy(BrPh),P
on the surface. The lack of a strongly preferential packing structure, coupled
with the non-trivial amount of impurities present due to ESD, explains why most
of the surface is disordered, and only small well-organised islands are present, as

shown in figure 7.2(a). Molecular ordering is increased after gentle annealing.

When the molecules do self-assemble, they first form lines at an angle of ~15°
to the (112) directions, as determined from the Au(111) herringbone ridges, with
a repeat unit ¢ measuring approximately 17 A. Di(bromophenyl)-di(iodophenyl)
porphyrin (Br,I,TPP) self-assembles with the Br atoms next to the porphyrinic
B-hydrogens, giving a nearest neighbour distance of approximately 15 A.%% Sim-
ilarly, NiBr,TPP packs with a square unit cell of side length 16 A, where the

150



7.3 Fcy(BrPH),P ON AU(111)

driver for self-assembly is attributed to the phenyl 7t-7t interaction, as well as
to the Br---H—C hydrogen bonds.*? We believe that the same interactions drive
self-assembly of Fco(BrPh),P into lines. However, since the Fc groups obscure the
rest of the molecule, it is not possible to confirm this without a relaxed molecular

model.

The molecular rows pack with an inter-row periodicity of 26.5A. Adjacent
rows are offset by half a unit cell length, giving a 60° angle between the surface
unit cell vectors. The surface unit cell is indicated relative to the centre of the
porphyrin core in figure 7.2(b). We note here that the unit cell periodicities are
within the margin of error of distances corresponding to 6 and 9 Au(111) nearest
neighbour distances (17.3A and 25.9A, respectively), indicating a commensu-
rate unit cell. The red line in figure 7.2(b) has dual periodicity representing
the intramolecular Fc-Fc distance and the spacing between adjacent rows, as can
be seen in figure 7.2(c). The intramolecular Fe-Fc distance is 11 A, while adja-
cent rows are separated by 15.5A. The expected intramolecular Fe-Fe distance
is approximately 12 A, and the small discrepancy observed could be either due
to the inherent experimental error, or due to conformational relaxations upon

adsorption.

The origin of the feature between the Fco(BrPh)sP rows is less clear. From
the structure we have assigned to the islands, it does not appear to arise from
any part of the molecule, in terms of geometry alone. It is present both before
and after annealing up to 200°C, which suggests that neither Au(111) adatoms
nor residual solvent atoms are the cause. This does not rule out interaction
with some less volatile impurity, however the regularity of the structure and its

apparent thermodynamic stability make this very unlikely.

The fact that we see breaks in the inter-row feature at the island edges
where packing is imperfect, as well as in the middle of the island, such as at
the bottom left-hand corner of Fig. 7.2b, suggests that the feature is due to
some easily removed part of the molecule. It is possible that the feature stems
from an electronic interaction between the Br atoms in adjacent molecular rows.

1.%212 shows a feature

Close inspection of a Br,TPP island reported by Grill et a
reminiscent of our zigzag feature between the Br atoms on adjacent molecules.
This same feature can be seen more clearly in the cobalt 5,10,15,20-tetra(4-bro-
mophenyl)porphyrin (CoBr,TPP) islands in ref. 347. However, seeing as the
distance between the molecular rows is significantly larger than the Br-Br dis-
tance in Br,TPP/CoBr,TPP islands, and since the Br atoms seem not to be

pointing directly into the gap between the rows, it is unlikely that this feature
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Figure 7.3: The minority packing phase of Fcy(BrPh)sP on Au(111). (a) shows a
transition between the majority phase and the minority phase, with the unit cells
marked in pink and yellow, respectively. Imaging conditions: 20 pA, —1.8 V. (b)
shows the apparent height profiles along the lines indicated in (a). The unit cell

parameters for this structure are a = 17.5A and b = 23.5A. The period along
the blue line is ¢ = 32.5 A.

can be attributed to the Br---Br interaction.

Other groups have observed a similar feature which they attribute to a per-
turbation in the surface charge density in the pores and around the edges of a
covalently-bonded porphyrin network.?'® The topographic feature resulting from
this perturbation looks very similar to our inter-row feature. However, we do not
observe any such feature at the island edges, only between the molecular rows.
Additionally, no such feature was observed for islands of unreacted Br,TPP.212:347
It is possible that the small intermolecular spacing obscures the feature in the
Br, TPP islands.

We also observed a minority phase where this feature does not appear. The
row structure is identical to that in the majority phase, however the rows are
shifted relative to each other so that Fc groups from molecules in different rows
are beside each other, rather than interdigitated. This structure is shown in Fig.
7.3, and is described by the unit cell vectors @ = 17.5 A, which represents the
intermolecular spacing along the row and is within the experimental error of that
in the majority phase, and, b = 23.5A, representing the inter-row periodicity.
The angle between the unit vectors is approximately 95°.

The fact that at the top of Fig. 7.3 we see the majority phase shifting to
the minority phase with no disruption to the island, supports our assertion that
the zigzag feature between molecular rows is not due to any species other than
Feo(BrPh)oP. The closer inter-row spacing may suppress the appearance of the
zigzag feature, consistent with it originating in a surface charge density perturba-

tion. However, we remain unable to definitively assign the origin of this feature.
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Figure 7.4: STS across a molecular row on Au(111). (b) shows a dI/dV colour
map compiled from Z(V}) spectra measured along the yellow line in (a). Imaging
conditions for (a): 20pA, —1.3V.

7.3.2 Electronic properties

We then investigated the electronic properties of these assemblies. We measured
the dI/dV signal during Z(V}) spectra taken along the yellow line in figure 7.4(a),
as described in section 2.3.3. These spectra were compiled into a colour map,
shown in Fig. 7.4(b), which allows us to track the intensity of the various peaks
along the molecular row.

The strong peaks below 0.5V are artefacts of the experiment, where the
tip sharply approaches the surface to maintain the set-point current at low bias.
The primary peaks observed occur at approximately 1.6V, 1.0V, —0.75V and
—1.2V. The corresponding HOMO-LUMO gap is therefore 1.75¢€V.

Nemykin et al.>® have performed DFT calculations on a very similar molecule,
differing only in that the phenyl Br atoms are replaced with H atoms. They found
that HOMO-LUMO gap of 5,15-diferrocenyl-10,20-diphenylporphyrin (Fc,Ph,P)
was ~1.3€eV in the gas phase. DF'T is known to underestimate the HOMO-LUMO
gap, particularly when comparing gas phase calculations to measurements on ad-
sorbed molecules.!! Using the same methodology, Nemykin et al. calculate the
HOMO-LUMO gap of TPP to be ~1.85eV, whereas TPP adsorbed on Au(111)
shows a gap of ~2.3¢eV.%!? Additionally, STS transport gaps are similar for TPP
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and 5,15-di(bromophenyl)-10,20-diphenylporphyrin (Br, TPP),3%8512:513 gupport-
ing our expectation that the presence of Br atoms on the phenyl rings does not
significantly alter the MO energetics. The gas phase calculations underestimate
the gap of TPP/Au(111) by the same proportion as they differ from our mea-
surements on Fcy(BrPh),P.

Nemykin’s group also calculated the spatial distribution of some of the MOs
of Fe,Ph,P, and found that the HOMO was predominantly Fc-centred, while the
LUMO was found on the porphyrin macrocycle. We have imaged the spatial
distribution of the STS peaks, by measuring the dI/dV signal, at a bias corre-
sponding to the STS peaks, as the tip was scanned over the molecular island. The
dI/dV maps were recorded concurrently, by scanning each line backwards and
forwards for each selected bias before moving on to the next line. The resulting

topographic and differential conductance maps are shown in figure 7.5.

We expect the MOs to be broadened due to the hybridization with the Au(111)
surface, as discussed in section 1.3, and therefore that the states we image in
the STM differential conductance maps actually have contributions from several
MOs. That being said, it is clear that at —0.8 V, corresponding to the HOMO
level, we see that the state is localised on the Fc groups, as shown in figure
7.5(b). Additionally, we can see from figure 7.5(e) that differential conductance
maps near the LUMO energy show the 7-system of the molecule, again agreeing
qualitatively with the DFT calculations. The higher energy states show very little

spatial variation.

Closer analysis of Fig. 7.5 reveals that not all of the molecules show the same
dl/dV signal intensity at a given bias. Specifically, molecules exhibiting a strong
dI/dV signal intensity at —0.8 V show no response at —1.3V and 0.8 V, and wvice
versa. This on/off effect suggests a modulation of the STS peaks. Looking again
at these states in Fig. 7.4(b), it is clear that on every molecule sampled there
is appreciable d//dV intensity at both —0.8V and —1.3V. Furthermore, the
state at —0.8 V appears to be stronger over every molecule. It is unclear why a

difference is observed between the point spectroscopy and the d//dV maps.

The distribution of molecules “on” and “oft” in the d//dV maps in Fig. 7.5
is reminiscent of that observed for the modulation in the LUMO observed by
Auwiérter et al.3%* for CoTPP islands. They attributed this effect to small vari-
ations in adsorption geometry caused by the incommensurate molecular adlayer.
We have not been able to find molecular islands large enough to discern if there is
a Moiré pattern corresponding to the MO modulation, however, since we believe

the Fcy(BrPh)sP overlayer structure to be commensurate with Au(111), we do
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Figure 7.5: Topography [(a) and (h)] and d//dV intensity maps (b)-(g) over
a Fey(BrPh)oP island on Au(111) surface, recorded concurrently for bias values
corresponding to STS peaks.

not expect this to be the case.
On the other hand, differences in adsorption site are not the only factor con-
trolling the adsorption geometry. We saw in chapter 4 that adsorbed porphyrins

1.3 examined the adsorption con-

can adopt different conformations. Zhang et a
figuration of Br,TPP molecules on Au(111) and found that while the saddle
geometry was the favoured conformation, the inverted dome conformation was
also stable. They were able to distinguish between the configurations based on
the topography, and induce switching between the two using the STM tip. They
found a rigid shift of 0.5V in the STS going from the inverted dome conformation
to the saddle configuration, which they attributed to a different surface dipole
for each geometry.

In our case, the bulky nature of the Fc groups makes it impossible to resolve
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Phenyl down Phenyl up

Figure 7.6: Molecules which appear identical in (a) when imaging at —1.25V
reveal subtle topographic differences in (b) when imaging at 1.25V. Those
molecules showing a weak feature perpendicular to those from the the Fc groups
(indicated by a blue box) also show strong dI/dV intensity at —1.25V can be
seen from (c). The effect of different conformations on the topography is shown
schematically in (d), with the Fc groups removed for clarity. Imaging conditions:
(a), (c) 20pA, —1.25V; (b) 20pA, 1.25V.

the core of Fco(BrPh),P and assign the macrocycle conformation in the same
way. We do, however, resolve subtle topographic differences between different
molecules within an island when imaging at biases in the empty states, where
the electronic contribution from the Fc groups is minimised. It can be seen in
Fig. 7.6(a) that, at —1.25V, the molecular topography looks identical at each
site, however at 1.25V some of the molecules have additional features along the
opposite diagonal to the Fc groups, which are highlighted by the boxes in Fig.
7.6(b). We attribute these features to different porphyrin conformations which
change the position of the bromophenyl groups, as shown schematically in Fig.
7.6(d). The molecules on which these topographic features are visible correspond
almost exactly to those where the HOMO is close to —1.25V, as can be seen by
comparing figure 7.6(b) and (c).

The shifting STS reported by Zhang et al. was ascribed to modulation of the
surface dipoles by different molecular conformations. The MO energy modulation
observed here cannot be simply attributed to the surface dipole, since that would
imply a rigid shift in energy, in which case we would expect figure 7.5(f) to resem-
ble a contrast inversion of figure 7.5(e). However, conformational changes in the

macrocycle also imply altered bond lengths and angles, and can therefore modify
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the electronic properties of the isolated molecule.?'* It has been reported that
deformation of the macrocycle narrows the HOMO-LUMO gap.?®51® The main
source of the HOMO-LUMO gap narrowing is attributed to the destabilisation of
the HOMO; the LUMO is relatively unaffected.®!” This effect has been found to
hold for porphyrins adsorbed on a surface.*® However, the peripheral functional
groups are also reported to play a large role in determining the energetic effects

of modifying the porphyrin ring configuration.363518,519

Conformational changes in the porphyrin core may have quite a complicated
effect on this molecule since the HOMO and LUMO are localised on different parts
of the molecule, and since the coupling between the Fc groups is conformation
dependent (see section 1.1.3). In the gas phase, this molecule has a ruffled geome-
try, with the phenyl rings approximately orthogonal to the porphyrin macrocycle,
and the attached Cp rings of the Fc moieties at an angle of ~45° relative to the
porphyrin core.?*® The phenyl rings of TPP are known to prefer an angle below
50° when adsorbed on a surface,®?” which induces non-planarity in the core due to
steric interactions between the phenyl- and B-hydrogens.** Decreasing the angle
between each of the Cp rings and the porphyrin core should increase the coupling
between the two Fc groups and would be expected to alter the MO energies.
Additionally, Br,TPP tends to adsorb on a surface in the saddle conformation
to maximise the interaction between the Br atoms and the surface,??® and it is

possible that the same may occur for Fey(BrPh)sP.

In summary, we observe a modulation in the STS peak intensities, which we
attribute to differences in the porphyrin ring conformation, however modelling of
Feo(BrPh),P adsorbed on the surface is necessary to elucidate this effect. Meta-
lation of a porphyrin is known to change the ring conformation, dependent upon
the size of the ion.”?! We intend to take advantage of this by inserting metal
ions into the core to favour the saddle configuration and see if this suppresses the

modulation of the MOs energies.

7.4 Templated Assembly of Fco(BrPh)sP on Cu,N-Cu(100)

We require that the molecules be only weakly coupled to the substrate in order
to be able to investigate their switching behaviour. In this section we discuss the
structure and electronic properties of self-assembled molecular rows on the high

coverage Cu,N surface, which was introduced in section 5.1.2.
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7.4.1 Surface-templated self-assembly

Mobile molecules tend to diffuse around the surface until they find a surface
site at which the molecule-substrate interaction is sufficiently strong to render
them immobile. Molecules deposited onto a surface held at a temperature at
which the thermal energy is less than the diffusion barrier tend to be found in a
random pattern, since they stick where they land. On the other hand, molecules
deposited onto a surface held at a temperature at which they are mobile and
subsequently cooled will tend to be found at more reactive surface sites, such
as steps or vacancies, or if the coverage is sufficiently high, in closely-packed
islands nucleated around some reactive site. The molecule-surface interactions
tend to be very weak on an insulating substrate such that molecules are usually
mobile at room temperature, and molecules tend to be found at reactive sites
on the surface. For example, molecules tend to anchor at oxygen vacancies on
Al,0,—NiAl(100). 197432

This helps explain the behaviour we observe when Fco(BrPh),P is deposited
onto the high-coverage Cu,N surface. Here, molecules tend to accumulate on the
exposed Cu(100) crosses or along the trenches. Since the exposed Cu reacts with
the solvent (and possibly the molecule) we find organised molecules only along
the trenches, as shown in Fig. 7.7(a). Closer analysis of the image in figure 7.7(b)
reveals that they form rows identical to those found on the Au(111) surface.

There appeared to be more packing faults in the rows along the trenches
than in the islands on Au(111). More specifically, sections of the rows with
different orientations are often found along a single trench. We attribute this
to the rotation barrier presented by the sides of the trench. On Au(111) when
molecules meet they tend to stick together due to the interaction of the Br atoms
with the porphyrin 3-hydrogens or, if the alignment between them does not allow
for that, due to Van der Waals interactions. Provided they have sufficient thermal
energy, they will tend to move and/or rotate to adopt the most energetically
stable packing configuration. When adsorbed in the Cu,N trenches, however, the
trench walls impede molecular rotations which results in an increased incidence

of packing faults.

7.4.2 Electronic properties of molecular rows over trenches

We then investigated the electronic properties of these molecules along the Cu,N
trenches. First, we measured Z(V}) spectra at many points along each of the
black lines in Fig. 7.8(a), which we then compiled into colour maps as already

described. These are presented in Fig. 7.8(b)-(g). The primary features observed
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Figure 7.7: Fco(BrPh),P adsorbs preferentially along the trenches on the high-
coverage Cu,N surface, as shown in (a). The smaller scale image in (b) shows
that the molecular orientation is very similar to that along the rows on Au(111).
Line profiles along the lines in (b) are shown in (c¢). Imaging conditions: (a)
20pA, —2.5V; (b) 20pA, —2.25V.

in these spectra occur at 1.4V, 0.6V, —1.25V and —1.5V. This gives a STM
transport gap of ~1.85V, similar to that observed for molecules adsorbed on
Au(111). The similarity of the gap on the different surfaces indicates that the
coupling between the molecular and substrate states at the Cu,N trenches is
comparable to that on Au(111).

From analysis of how the peak intensity changes with position on the molec-
ular row, we can assign the filled state peaks as being centred on the 7-system
of the molecule, and those in the empty states as originating from the Fc groups.
The filled states on the molecule were mostly energy invariant, while there was
some shifting of the peaks on the empty states side of the spectrum. This shift
appeared to occur at regions in the wire where the molecular packing was imper-
fect.

We mapped out the dI/dV signal at a variety of different biases in order to
investigate the spatial variation of the peak intensity, as we did for the islands
on Au(111) in figure 7.5. As can be seen from Fig. 7.9(a), the tip used to make
these measurements was not atomically sharp, causing it to image replicas of

the surface features in the well-known multiple tip phenomenon.*3" Figure 7.9(b)
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Figure 7.8: STS colour maps compiled from Z(V}) spectra recorded along the
lines in (a) are shown in (b)-(g). Imaging conditions: 20 pA, —2.25V.
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Figure 7.9: A molecular row adsorbed along a Cu,N trench is shown in (a), with
a corresponding molecular model in (b). d//dV maps recorded concurrently for
this row are shown for the sample biases indicated in (¢)-(i).

shows a model of the packing structure along the trench.

Here we find significant intensity at 1.0V, —1.25V, and —1.5V. It is unclear
why we see greater signal at 1.0V than at 1.4V, since the STS colour maps in
Fig. 7.8 suggest the reverse should be true. The state at 1.0V appears to be
delocalised throughout the molecular 7t-system, as expected for the LUMO. The
OMOs closest to the Fermi level should be predominantly localised on the to the
Fc positions, as already described, and this appears to be borne out by the d//dV
map in figure 7.9(d), recorded at —1.5V.

The dI/dV map for —1.25V [Fig. 7.9(d)] is particularly interesting. The
state appears to encompass the entire molecule and not just the Fc groups as
the HOMO-assigned peak was on Au(111). The dI/dV signal is strong even

between the molecules which may suggest intermolecular 7-interactions. Addi-
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tionally it appears that the intensity of this state depends on the environment
of the molecule and not just on the part of the molecule. It is not clear from
looking at the molecular features we expect in these areas from our model in
Fig. 7.9(b) why the intensity should be reduced close to the center of the wire,
which supports the hypothesis that this state has some intermolecular electronic

component.

Intermolecular coupling of MOs has been observed in the past.5?? Interest-
ingly, Chen et al.??® have observed that intermolecular delocalisation of 7-MOs
can occur along lines of 3,4,9,10-perylene-tetracarboxylicdianhydride (PTCDA).
Co-adsorbed coronene molecules confine the PTCDA to 1D chains, where the
distance between nearest neighbours is smaller than for a homogeneous PTCDA
layer, allowing the HOMOs of adjacent molecules to overlap. We posit that the
trenches confine the Fco(BrPh),P molecules in a similar manner and slightly al-
ter the packing, facilitating orbital overlap. However, no measurable difference
in the packing periodicity was observed. Intermolecular coupling of MOs would
critically depend on the phase of the MO at the point of overlap, which could be
investigated with DFT. While including the substrate trench structure is not com-
putationally feasible, the intermolecular distance could be fixed and a molecular

row investigated in free space.

The aim of adsorbing Fco(BrPh)sP on a TIL was to attempt decouple it
sufficiently in order to access its ionic resonances. However, after significant effort
no spectroscopic signature of charging, or indeed of molecular vibronic states,
was observed. Since it has been shown that Cu,N is an effective decoupling

387524525 we attribute this to the adsorption position of the molecules. The

layer,
relatively strong interaction of Fcy(BrPh)sP with the trenches in which they are
adsorbed serves to immobilise them, but also couples them, so that the molecular
states are hybridised with those of the surface, and the lifetime of electrons in
the MOs is short. A similar effect is seen for molecules adsorbed on defect sites
on Al,0,—NiAl(100),' and for the ZnTFcBP molecules investigated in chapter

5.

To be able to probe the excited states of the molecules we need to examine
molecules adsorbed close to the center of the terraces. For this we need to move to
areas of higher coverages where molecular rows nucleate at the trenches and grow
out onto the Cu,N island. Where this occurs the row tends not to adsorb in the
center of the trench, instead one porphyrin center seems to rest on either trench
edge, which allows each row to interact with the lower coordinated atoms at the

trench edge. Unfortunately, in areas of higher coverage there are proportionally
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more weakly-bound impurity species from the electrospray which makes STM
very difficult. To date we have not been able to obtain reproducible data on

these areas, however work in this area is ongoing.

7.5 Towards Covalently Bonded QCA Wires

As mentioned at the beginning of this chapter, the goal was to build covalently-
bonded molecular wires using the Ullmann coupling reaction. To this end we have
annealed the Fey(BrPh)s,P/Au(111) sample to progressively higher temperatures
and examined the surface after each cycle. After deposition at room temperature,
we have seen that the surface is mostly disordered with small organised areas. As
after annealing to 100 °C for 10 minutes, the only noticeable difference is a slight
increase in the number and size of organised areas.

As we noted already, intact Fco(BrPh),P does not form strong intermolecular
bonds, and combined with the presence of impurities introduced during ESD, this
leads to a largely disordered surface with small areas of organised molecules. This
disorder can make it difficult to discern morphological changes which occur dur-
ing annealing, however we are confident that no such changes occur below 200 °C.
Annealing the sample to approximately 300 °C produces significant changes in the
surface structure, with many of the adsorbates desorbed and only the chain-like
structures shown in Fig. 7.10(a) remaining. Upon further annealing, to ~450°C,
we find dendritic structures which are characteristic of degraded polymeric net-
works. °20

The chains shown in Fig. 7.10(a) resemble those shown in Fig. 7.10(b) which
produced by Grill et al. wvia thermally-activated polymerisation of Br,TPP.?12
They report that temperatures between 250 °C to 300 °C are required to break

212,500 which matches

the C—Br bond and activate the Ullmann coupling reaction,
the temperature used in our experiment. It is clear from Fig. 7.10(a) that no
features corresponding to the Fc groups are present, indicating they dissociate at
these temperatures.

The bond strength of C4H;—Br is ~3.5¢V,3?® whereas ferrocene is reported
to have a dissociation energy of ~3.9eV.%?" There is approximately a 0.7V dif-
ference between the bond strength of C4H;—Br and C4H;—I,%%* which resulted in
a ~80 °C difference in the annealing temperatures required to break the phenyl-
iodine and phenyl-bromine bonds.*" Since we expect that we have temperature
control to within ~20 °C, it should be possible, on the basis of the bond energetics

alone, to activate the Ullmann coupling reaction without decomposition of the
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Diveods

2 Nnm

Figure 7.10: Upon annealing the Feo(BrPh),P/Au(111) system to approximately
300°C structures such as that shown in (a) are observed on the surface. These
resemble the 1D chains produced by Grill et al. via surface-catalysed coupling of
Br, TPP,?'? which are shown in (b). Imaging conditions: (a) 20 pA, —2.0V.

Fc groups. However, the thermodynamics of molecular dissociation are modified
on surfaces. As a clear illustration of this, ferrocene is known to dissociate on a
Au(111) surface cooled to 80 K, whereas it dissociates in the gas phase only above
673 K.5%8

Another interesting observation is that there appears to be a feature in the
center of most of the porphyrin macrocycles. The unreacted Fcy(BrPh),P mole-
cule has a free base core, which usually appears hollow or with bright features
at either side of the core, depending on the macrocycle conformation. Such a
feature in the centre of a porphyrin ring can be due to the presence of some

529531 Qelf-metalation is known to occur on some surfaces,®? but has

metal ions.
never been reported to occur on Au(111). However, co-deposited Fe adatoms
are known to be able to displace the inner porphyrinic H atoms, metallating

533534 Dissociation of the ferrocene groups may have made Fe adatoms

the core.
available on the surface to participate in the metallation reaction. However, it
is impossible to confirm this assignment without knowing the dissociation and

reaction mechanism of the Feo(BrPh),P molecule.

Fey(BrPh)sP is stable up until approximately 200 °C, indicating that if the
activation temperature for the coupling reaction can be reduced below this, wires
with intact Fc groups may be formed. Future work will focus on reducing the
temperatures required for the coupling reaction. The simplest approach would

be to use a more reactive substrate such as Ag(111) or Cu(111), or indeed one
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of the non-close packed faces of a noble metal, which are known to reduce the
energy required to break the Br—C bond.?*” However, this may introduce ESD
compatibility issues as we saw in chapter 5, and may also reduce the dissociation
temperature of the Fc groups. Additionally, we wish to examine these wires on
a variety of surfaces and, as a result, surface-sensitive preparation conditions are
not desirable.

Instead, we will take two approaches. The first approach will be to exchange
the Br atoms for a functionality which has a lower activation temperature, such
as iodine or an ethynyl group. The C—I bond is weaker than the C—Br bond, and
is known to facilitate on-surface Ullmann coupling at approximately 120 °C.%%
Glaser coupling of acetyl groups has an lower activation temperature than the
Ullmann coupling reaction,®® and may therefore be feasible. The drawback of
this approach is that it necessitates the synthesis of new molecules.

The second approach can be implemented with the Feo(BrPh),P molecules,
and involves coupling them in solution and subsequently depositing the wires.

536-538 and

The reaction is more likely to be facile in solution than on a surface,
therefore failure in solution would indicate that an alternative coupling mech-
anism should be attempted. Wires containing over 40 covalently-linked por-
phyrin subunits have already been deposited by ESD,??* so that we would expect
Fey(BrPh),P-derived porphyrin nanowires tens or hundreds of nm long to be ESD
compatible. These long chains may be pinned at certain points on the Cu,N sur-
face, allowing those parts of the wire which are at the center of a Cu,N terrace,

and should therefore be decoupled from the underlying Cu(100), to be addressed.

7.6 Conclusions

We have deposited Fco(BrPh),P on Au(111), where we have characterised its
packing structure and electronic properties. We observed a modulation of the
STS peaks over some molecules compared to others, which we believe is due to
conformational differences. However, more experiments and/or modelling of the
system are needed to confirm this.

We found that the trenches on the high-coverage Cu,N—Cu(100) surface tem-
plate self-assembly into molecular rows. These rows had the same periodicity as
those on Au(111), yet gave rise to interesting electronic properties. We saw what
we believe to be intermolecular coupling of MOs, facilitated by minor changes in
the packing structure driven by the trenches. In this case too, we require DFT

calculations for confirmation.
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Fco(BrPh)oP was found to be coupled to the Cu,N strongly enough at the
trenches that its ion resonances were not sufficiently long-lived to be experimen-
tally accessible. Molecules adsorbed close to the center of the Cu,N islands are
expected to be decoupled from the underlying metal. Molecular assemblies were
found to nucleate from the trenches and grow outwards, so that molecules could
be found near the middle of Cu,N terraces. However, the presence of weakly-
adsorbed species has to date prevented acquisition of reproducible data in the
higher coverage regions of the sample, and work in this area is still ongoing.

We attempted to couple these molecules into covalently-bonded wires, but
were unsuccessful. The carbon-bromine bond energy is quite similar to the
Cp—Fe bond energy in a ferrocene molecule and, as a result, dissociation of
both may occur at similar temperatures. We are planning to attempt to couple
Fco(BrPh)oP in solution and deposit the pre-assembled wires onto both Au(111)
and Cu,N—Cu(100). Analogous molecules with the Br atoms replaced with I or
ethynyl groups may also be synthesised in order to facilitate lower temperature

on-surface coupling reactions.
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QCA presents a promising alternative computational paradigm to continue the
computational power gains in the post-Moore world. Within QCA, binary states
are represented by the charge configuration within a cell, and logic operations are
implemented using patterned arrays of electrostatically-coupled cells. Molecular
scale QCA should offer power dissipation approaching the theoretical minimum,
as well as extremely high device densities. The aim of this work has been to make
progress towards demonstrating MQCA.

The challenges associated with using STM to demonstrate switching in QCA
cells built from molecular components include identifying suitable molecules, de-
positing and organising these molecules on passivated surfaces, and injecting
charge into these decoupled assemblies. Once these challenges have been over-
come, attempts to read-out and switch the charge states can be made. While
progress has been made, work remains to be done in order to meet this goal.

We have investigated two candidate molecules here. The first of these is a
TPP derivative, symmetrically functionalised with an amido-ferrocene. We have
shown that these molecules, like other porphyrins, interact more strongly with
Cu(111) than with Au(111), and that the higher surface energy on Cu(111) drives
self-assembly into a more close-packed structure than is observed on Au(111).
On Au(111), where intermolecular interactions govern the self-assembly, these
molecules organise in a square motif which is desirable for QCA applications.
We found good agreement between our STS measurements of the LDOS of these
adsorbed layers and the theoretical predictions. The HOMO energy was observed
to depend on the local conformation, but that these conformational differences

do not propagate through a molecular layer.
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To switch the charge state of the ferrocenyl moiety we needed to decouple
the molecular states from the substrate states. This was particularly challenging
given that the molecules were incompatible with standard deposition techniques.
We found that NaCl(100) layers on Au(111) were incompatible with ESD, since
their morphology was changed after exposure to the beam, resulting in a highly
unstable surface. We believe that other ionic films would be similarly modified,
and that only chemisorbed insulating films should be used in combination with
ESD. We investigated two such systems, the nitrides of Cu(100) and Cu(110),
and found that both are indeed ESD-compatible, however neither are well-suited
for use with our molecule. The small terrace size of Cu,N—Cu(100) interferes
with self-assembly, such that organised molecules are only found at trench edges,
where they are not sufficiently decoupled. On CuyN—Cu(110), on the other hand,
we find evidence for deprotonation of the amide groups, leading to an upright

adsorption geometry and strong coupling to the surface.

The final substrate investigated for this molecule was a chlorinated copper sur-
face, which allowed higher resolution imaging, but no access to excited states. We
did, however, provide new insight into the electronic properties of the Cl—Cu(111)
surface in the coverage regime where the adlayer is uniaxially compressed. Here
we detected an electronic state arising from the chlorine adsorption on Cu(111),
which we attributed to an antibonding interaction between the Cl 3 p, orbital
and the Cu d states. The energy of this state was found to depend on the chlorine
adsorption site, being higher for those adsorbed in fcc sites than hep sites. The
interface state energy was also found to depend on the size of the domain and on

the distance from the domain edge.

The second molecule we investigated was a brominated ferrocenyl-porphyrin,
designed to undergo a surface-catalysed polymerisation reaction. We found that
the functional part of the molecule decomposed at temperatures similar to that
required to cleave the bromine-phenyl bond, which activates the Ullmann coupling
reaction. We believe that using the iodinated analogue of this molecule will
facilitate the coupling reaction within the thermal budget for the intact molecule.
In spite of the failure of the coupling reaction, we found interesting behaviour of
the precursors, which were found to self-assemble on Au(111) where both the
HOMO and LUMO energies were sensitive to the conformation of the central
porphyrin macrocycle. We found that the Cu,N—Cu(100) trenches template the
self-assembly of this molecule into wire structures, and we saw what we believe to
be intermolecular overlap of MOs, however modelling of this system is required

to confirm this.
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As already mentioned, in future we plan to attempt the coupling reaction
with the iodinated version of this molecule. Another avenue we intend to pursue
is to couple these molecules in solution and deposit the resulting molecular wires
via ESD. This should allow us to find wires with segments near the center of the
Cu,N terraces, which we expect to be less coupled than those at the trenches.

The major challenge remaining is to observe organised molecules on substrates
where their electronic states are sufficiently decoupled to allow for charge injec-
tion. We have identified two new insulator-on-metal systems which we believe
will solve the issues encountered to date, and facilitate demonstration of MQCA.
These substrate systems, h-BN/Cu(111) and Al,0;—NiAl(100), have both been
well-characterised and are capable of decoupling molecular states from those in
the underlying metal. The next step for this research is to form these surfaces,
and confirm their compatibility with ESD and with our MQCA candidates.
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