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Summary

In recent years it has become clear that a move to cleaner, more efficient energy genera-

tion is required. Solid oxide fuel cells (SOFCs) are a promising technology for electricity

generation as they can overcome combustion efficiency limitations, and can utilise a

range of fuels, including hydrogen, methanol and ethanol. However, there are a num-

ber of challenges currently associated with them. High temperatures are required for

operation of current generation fuel cells, leading to high costs and accelerated perfor-

mance degradation. Recently, the development of more efficient SOFCs which operate

at intermediate temperature, in the region of 600–1000 K, has been investigated. Both

optimisation of the materials currently used for components for SOFCs, and devel-

opment of alternative materials have been considered as methods of improving their

efficiency. The cathode, at which the oxygen reduction reaction takes place, currently

requires a high operating temperature due to poor catalytic activity for the reaction at

lower temperature, thus development of improved materials for intermediate tempera-

ture SOFCs is of great importance.

In this thesis, we first investigate LaMnO3, which has been widely used in high tem-

perature SOFCs, examining the performance of density functional theory (DFT) and

post-DFT methods in modelling its structural and electronic properties. Our results

show that DFT fails to model the structural and electronic properties of LaMnO3 cor-

rectly and although hybrid DFT can give an improved description of the structure, it

does not correctly model features in the electronic density of states. The PBEsol + U

functional is used to model the low index surfaces, and oxygen vacancy formation in

the bulk and at these surfaces are examined. Nudged elastic band calculations are used

to determine the activation energy for oxygen migration in bulk LaMnO3. The intro-

duction of alkaline earth defects to bulk LaMnO3 in investigated, considering both the

site selectivity and the charge compensation mechanism. Larger dopant cations (Ca,

Sr, Ba) are found to have lower formation energies on the La site, while the smaller

Mg cation shows preference for the Mn site. For all defects, charge compensation by

hole formation is preferred over oxygen vacancy formation.

Secondly, the layered Ruddlesden-Popper oxide La2NiO4 is examined, which has at-

tracted attention due to its good ionic and electronic conductivity in the interme-

diate temperature range, and stability under SOFC operating conditions. As the

Ruddlesden-Popper structure can accommodate both oxygen vacancies and intersti-

tials, both are modelled in bulk La2NiO4 and at its low index surfaces, to establish
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the dominant oxygen defects. As interstitial defects are found to be dominant, nudged

elastic band calculations are used to determine the mechanism and activation energy

for oxygen interstitial migration, with the lowest activation energy found to be signifi-

cantly lower than was predicted in LaMnO3. Sr and Fe defects are introduced to both

the La and Ni site, to determine their site selectivity and charge compensation mecha-

nism, with Sr defects having lower formation energies on the La site, and Fe defects on

the Ni site. Under SOFC operating conditions, doping with Sr is compensated by the

formation of delocalised, unbound holes, which will improve the electronic conductivity

of the material. Doping with Fe is compensated by the formation of oxygen intersti-

tials, which can improve the ionic conductivity, but strong binding of the defect will

limit the improvement.

Finally, LaCrO3 is investigated as a potential mixed ionic and electronic conductor.

The origin of the charge carriers in LaCrO3 and Sr-doped LaCrO3 is established, con-

sidering intrinsic and extrinsic defect formation. The thermodynamic transition levels

are calculated, allowing identification of defects with low formation energies and shallow

transition levels. The activation energy for oxygen migration in bulk LaCrO3 is found

to be significantly higher than in either La2NiO4 and LaMnO3, therefore La2NiO4 and

LaMnO3 are likely to be more suitable for SOFC applications.
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Chapter 1

Introduction

In recent years, there has been a drive to develop technologies for more environmentally

friendly, sustainable, and efficient energy generation. In the period from 2015–2040,

world energy consumption is projected to rise by 28% [1], with much of the increase

in energy demand in non-Organisation for Economic Co-operation and Development

countries due to strong economic growth, fast-growing populations and increased access

to marketed energy. Currently, oil, coal and natural gas account for over 80% of the

world primary energy supply [2]. The dependence on fossil fuels is not viable long-

term, due to geopolitical instabilities in regions of supply, environmental consequences

associated with burning fossil fuels, and limited supply, with the reserves of crude oil

and natural gas projected to be exhausted by 2070 at the current reserves-to-production

ratio [3]. Biofuels and nuclear account for ∼ 15% of the world energy supply, but

there are safety concerns associated with the use of nuclear power, and biofuels have

significant land and process water requirement, as well as producing greenhouse gases.

Therefore, the development of other methods of energy generation is required.

More environmentally friendly energy sources, such as wind, hydro, solar, tidal and

geothermal currently account for only 4% of the global energy supply [2]. Though

these technologies offer advantages such as sustainability and production of little or

no harmful waste products, one of the major drawbacks of wind or solar electricity

generation is their intermittent nature. Due to fluctuations in energy demand, these

technologies can often provide either an energy surplus or deficit. Fuel cells are an alter-

native method of energy generation, offering a cleaner method of producing electricity

than combustion of fossil fuels, and are suitable for large-scale electricity generation [4].

1
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They can be used as stand-alone energy generators or can be incorporated into smart

grids. The issue of fluctuation in energy production from tidal or solar sources can be

addressed by use of a combination of electrolysis and fuel cells. When the supply of

electricity exceeds the demand, the excess can be used for water electrolysis, storing

energy in the form of hydrogen. This hydrogen can then be supplied to the fuel cell to

generate electricity when demand increases.

1.1 Fuel Cells

Fuel cells are electrochemical devices which convert the chemical energy of a fuel into

electrical power by reaction of the fuel with oxygen, with greater theoretical efficiency

than conventional heat engines, as the process is reversible and they are not limited by

the Carnot cycle [5]. In addition, in a combined heat and power (CHP) system, excess

heat can be used for heating or cooling. A number of types of fuel cell exist, with a

range of applications. Depending on fuel cell type, fuels such as hydrogen, methanol,

or light hydrocarbons may be used.

Polymer electrolyte fuel cells (also known as proton exchange membrane fuel cells,

PEMFCs) use a solid polymer membrane electrolyte which exhibits high proton con-

ductivity, such as perfluorosulfonic acid [6]. They operate at relatively low tempera-

tures, (below 100°C for low-temperature, and up to 300°C for high-temperature), so

have fast start-up and experience less wear on components, but require noble metal

catalysts due to their stability in the acidic conditions inside the cell, which increases

their cost. These fuel cells, which use hydrogen as fuel, have attracted recent attention

due to their use in fuel cell vehicles, such as the Toyota Mirai [7]. Direct methanol fuel

cells (DMFCs) are a type of PEMFC, which use methanol mixed with water as fuel

[8]. Methanol, as a liquid, is easier to transport as a fuel than hydrogen gas and has a

higher energy density. However, DMFCs exhibit sluggish methanol oxidation and low

efficiency of 20–30%, limiting their applications. They are suitable for use for backup

power or portable devices as the energy density is more important for these devices

than the conversion efficiency.
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Alkaline fuel cells (AFCs) use an alkaline electrolyte and can exhibit very high perfor-

mance, with efficiencies of over 50% reported for a 6 kW stack [9, 10]. However, AFCs

are highly susceptible to CO2 poisoning, which can have a significant negative impact

on the cell durability, performance and lifetime due to the formation of carbonate. Al-

kaline membrane fuel cells offer an advantage over AFCs as they are less susceptible to

this poisoning and corrosion, but have poor membrane conductivity and power density.

Phosphoric acid fuel cells (PAFCs) use liquid phosphoric acid as electrolyte and Pt for

the cathode and anode [11, 12]. They operate at temperatures of 150–190°C under

conditions of ambient pressure up to 5 atm. They can achieve efficiencies of up to 85%

in CHP systems, but electricity generation alone is ∼ 37%. PAFCs are typically less

powerful than other fuel cell types for the same weight and volume and due to the size

requirements and use of Pt electrodes, there are high costs associated with PAFCs.

Molten carbonate fuel cells (MCFCs) are high-temperature fuel cells, operating at

600–700°C, for electrical utility, military, or industrial applications [13]. Advantages of

MCFCs are their high efficiency and fuel flexibility, and their operating temperatures

mean they are suitable for use in CHP systems. Sub-megawatt MCFC power plants

have been reported to have electrical efficiencies of up to 50%, and very high efficiency

can be achieved in CHP systems, with total efficiencies of up to 80%. However, due

to the high operating temperatures, they experience accelerated breakdown of com-

ponents, and they have long start-up times. In addition, they use corrosive liquid

electrolytes, such as Li2CO3, leading to difficulties with handling.

SOFCs have attracted significant attention for electricity generation as they offer a

number of advantages over other fuel cell types [4]. They use a ceramic electrolyte,

which means there are no issues with handling. They are highly efficient, with electrical

efficiency of over 60% [5], and in CHP systems can achieve efficiencies of greater than

85%. They can reform hydrocarbons internally, allowing the use of a variety of fuels

such as hydrogen, methanol, ethanol or natural gas [14–16], and are suitable for use

in distributed generation [17]. Components which do not contain noble metals may

be used, with greater availability of materials and reduced cost. SOFCs have low

emissions compared to combustion-based electricity generation, with by-products of
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CO2 and H2O, or H2O alone when hydrogen fuel is used. Solid oxide cells may be used

as reversible cells, which can be operated in fuel cell mode, or in electrolysis mode.

When operated in fuel cell mode they generate electricity, and in electrolysis mode,

they use electricity for water electrolysis. As many renewable sources of energy (wind,

solar) are intermittent, and electricity demand fluctuates, operation in electrolysis mode

allows storage of excess energy in the form of hydrogen. This hydrogen can be used as

fuel in the fuel cell to generate electricity if demand requires it.

1.2 Solid oxide fuel cells

Current technologies operate at high temperatures (T > 1000 K), due to poor elec-

trolyte conductivity and poor activity of cathode materials for oxygen reduction at low

temperature. However, operation at high temperature requires the use of expensive

materials for the interconnects, and leads to accelerated performance degradation rates

and issues with the mismatch of thermal expansion coefficients (TECs), which can

cause cracking of components during operation. As a result, work is now being carried

out to reduce the operating temperature of SOFCs to the intermediate temperature

(IT) range (600–1000 K). Development of alternative materials, capable of operating

at lower temperatures is one option for this, while optimisation of current materials for

operation at IT is another.

1.2.1 Solid oxide fuel cell operation

A SOFC consists of a cathode, separated from an anode by a solid electrolyte, and

the electrodes are connected to an external circuit, as shown in figure 1.1 [18]. The

cathode is often a mixed ionic and electronic conducting ceramic, which must have

good electronic conductivity and a high oxygen diffusion coefficient; the electrolyte is

a dense oxygen ion conducting ceramic with high ionic conductivity; and the anode

is often a metal-ceramic composite with suitable electronic conductivity and catalytic

reactivity for promotion of anodic reactions. In addition, the components must have
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good chemical compatibility with other components, good TEC match to avoid crack-

ing, stability under the SOFC operating conditions, high strength and, to make them

viable for widespread application, should have low cost [4].

Cathode                  

Anode                

Electrolyte

e-

e-

O
2 
in

Fuel inDepleted fuel out 

O2-

Unused gas out

Figure 1.1: Schematic of a solid oxide fuel cell

Oxide-based ceramics are used for the electrolyte, and include yttria stabilised zirconia

(YSZ), gadolium doped ceria (GDC), samarium doped ceria (SDC), and the perovskite

La1−xSrxGa1−yMgyO3−0.5(x+y) (x,y = 0.1–0.2) (LSGM). The anode is usually a porous

ceramic-metallic composite, often of the electrolyte material and NiO (e.g. NiO/YSZ,

NiO/GDC, NiO/SDC), which gives a TEC close to that of the other cell components.

At high temperatures, noble metals or electronically conducting oxides can be used for

the cathode, with insufficient long-term stability and high costs associated with noble

metals making them unsuitable for commercial applications. Electronically conducting

perovskite-based materials, such as Sr- or Ca-doped LaMnO3 provide good performance

at high temperature, and excellent TEC match with electrolyte materials. At lower op-

erating temperatures, mixed ionic and electronic conducting perovskites are required,

with A- and B-site co-doped LaFeO3, LaCoO3 or LaMnO3, or layered perovskite-based

materials, such as Ruddlesden-Popper materials considered as potential cathode ma-

terials. The interconnects have high electronic conductivity, using doped LaCrO3 or
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metal alloys such as ferritic stainless steel, as they are stable under both oxidising and

reducing conditions.

At the cathode, oxygen from the air is reduced, generating oxide ions in the electrolyte,

according to the oxygen reduction reaction (ORR)

1

2
O2(g) + 2e− → O2− (1.1)

The generated oxide ions are transported through the electrolyte to the anode, where

they react with the fuel, generating water (and CO2 where hydrocarbon fuels are used),

and releasing electrons to the external circuit, generating electrical power [5]. At the

anode, the (hydrogen) fuel reacts with the oxide ions according to

H2(g) + O2− → H2O + 2e− (1.2)

The ORR is often limited by poor ionic conductivity of the cathode to taking place at

three-phase boundaries (TPB), a narrow region, where air, electrode and electrolyte

meet (figure 1.2 (a)). In order to ensure the reaction is not restricted to the TPB,

mixed ionic and electronic conductors are ideally used as cathode materials, allowing

oxygen incorporation on the whole surface of the cathode [19] (figure 1.2 (b)). This

increases the region in which the ORR can take place, improving the performance of

the fuel cell. Options for improving the performance of SOFCs include optimising the

Cathode

Electrolyte

TPB

O
2

O2-

O
ads

2e-

O
ads MIEC Cathode

ElectrolyteO2-

2e-

O2-

O
ads

O
2

Figure 1.2: Schematic of a three-phase boundary in a solid oxide fuel cell showing
(a) oxygen reduction at the three-phase boundary and (b) oxygen reduction at a

mixed ionic and electronic conducting (MIEC) cathode surface
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currently used materials for use at IT, or developing potential new materials for the

SOFC components.

1.3 Perovskite Oxides

Perovskite oxides are a family of compounds with crystal structure related to that of

CaTiO3 [20]. The ideal perovskite structure, ABX3 (where A and B are cations, with a

combined charge of +6 (e.g. A1+ and B5+, A2+ and B4+ or A3+ and B3+) and X is often

oxygen), has cubic symmetry, with space group Pm3̄m, and consists of 12-coordinate

A ions and corner-sharing BX6 octahedra, as shown in figure 1.3.

Figure 1.3: Ideal cubic perovskite structure. A ions are shown in green, B ions are
shown in blue and X ions in red

Perovskite oxides can exhibit superconductivity, colossal magnetoresistance, ferroelec-

tricity, piezoelectricity, and optical transparency, depending on their composition [21–

26]. Materials with similar pseudocubic structures and matching lattice constants

can be synthesised, and they can exhibit both p- and n-type conductivity, and thus

could be used to fabricate all-perovskite-oxide transparent electronics. They can ac-

commodate ionic substitution on both the A- and B-sites, carrier doping and oxygen

non-stoichiometry. Sb- and Nb-doped SrSnO3 thin films have shown high optical trans-

mittance, above 90%, and good n-type conductivity, as well as good compatibility with

other perovskite oxide thin films [27]. Recently, the transparent perovskite BaSnO3

has been shown to exhibit high electron mobility when doped at the Ba site with La
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(200–300 cm2V−1s−1), and conductivity (104 Scm−1), which is comparable with current

n-type TCOs such as In-doped SnO2 [26].

1.3.1 Goldschmidt tolerance factor

The cubic perovskite structure is uncommon, and the main factors responsible for its

distortion are strain effects (ionic radii), deviation from the ideal composition, and

Jahn-Teller effects, with a combination of these effects often observed [28]. In the

cubic cell, shown in figure 1.4, the lattice parameter, a, can be written in terms of the

ionic radii, rA, rB and rX, in the A-X and B-X planes.

A-X plane

B-X plane

r
A
+r

X

r
B
+r

X

A XB

a

a

Figure 1.4: Goldschmidt tolerance factor in the cubic perovskite unit cell. The
lattice parameter a is given in terms of the ionic radii in the A-X and B-X planes

Thus, the lattice parameter of the unit cell is given by

a =
√

2(rA + rX) = 2(rB + rX) (1.3)
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The ratio of these expressions for a is known as the Goldschmidt tolerance factor, t

[29], which allows estimation of the size mismatch and hence the degree of distortion

expected.

t =
(rA + rX)√
2(rB + rX)

(1.4)

In the ideal case, t = 1, and values of t between 0.9 and ∼ 1 give a cubic or pseudocubic

structure e.g. SrTiO3 (t = 1.00). When t is greater than 1, due to either large A or small

B cation, the A cations do not fit into their interstices, and hexagonal or tetragonal

structures become more stable, e.g. BaNiO3-type structures (t = 1.13). If t < 0.9, the

BX6 octahedra tilt to fill space (GdFeO3-type distortion), giving orthorhombic (figure

1.5 (a)) e.g. GdFeO3 (t = 0.89) [30], or rhombohedral (figure 1.5 (b)) structures. It

should be noted that the Goldschmidt tolerance factor is simply a tool which allows

rough estimation of the structure, and the crystal structure may differ from what is

predicted by this factor e.g. BaTiO3 (cubic, with t = 1.06), LaMnO3 (orthorhombic,

with t = 0.95) and LaAlO3 (rhombohedral, with t = 1.01).

In perovskite materials, distortion of the structure may also occur due to Jahn-Teller

effects. The Jahn-Teller character of cations at the B site, such as Mn3+ in LnMnO3

(Ln = La, Pr, Nb), or Mo5+ in the double perovskite Ba2NdMoO6, leads to elongation

of the BO6 octahedra (figure 1.5 (c)). Jahn-Teller distortions occur when there are

degenerate d orbitals; the system undergoes distortion, lowering its symmetry and

energy, and removing the degeneracy [31]. Variation of the oxygen content can also

lead to deviation from the ideal structure. The presence of oxygen vacancies means

that there are incomplete octahedra within the structure, causing it to distort from

cubic, e.g. SrFeOx compounds, where 2.5 ≤ x ≤ 3 (figure 1.5 (d)).
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(a) (c)

(b) (d)

Figure 1.5: (a) Orthorhombic GdFeO3 structure, showing octahedral rotations; (b)
rhombohedral LaAlO3; (c) tetragonal Ba2NdMoO6, showing elongated BO6 octahe-
dra; (d) orthorhombic SrFeO2.5, showing oxygen vacancies and incomplete octahedra

1.4 Ruddlesden-Popper oxides

Ruddlesden-Popper phases, An+1BnO3n+1, where A is a rare-earth or alkaline earth

and B is a transition metal, have shown promise as cathode materials for IT-SOFCs.

These materials consists of n ABO3 perovskite layers separated by AO rocksalt layers,

shown in figure 1.6. They can accommodate either oxygen hypostoichiometry or hyper-

stoichiometry depending on their composition, allowing tuning of their electrochemical
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and electrical properties for use as SOFC cathodes. Oxygen hyperstoichiometry can

be achieved by incorporation of oxygen ions into interstitial sites in the rocksalt layers.

A
2
BO

4

A
3
B

2
O

7

A
4
B

3
O

10

n = 1 n = 2 n = 3

AO

ABO
3

Figure 1.6: An+1BnO3n+1 Ruddlesden-Popper oxides, for n = 1–3, with A atoms
shown in green, B atoms sit at the centre of the grey octahedra and O atoms are

shown in red

1.5 Cathode Materials for SOFCs

The main family of materials which has been investigated for the cathode of SOFCs is

the perovskite oxides, the structure of which is described in section 1.3. For high tem-

perature operation, La1−xSrxMnO3−δ (LSM) is used due to good electrical conductivity,

electrochemical activity for the ORR, high thermal stability, good TEC match with

common electrolyte materials (table 1.1), and good compatibility with the commonly

used electrolytes, such as YSZ, GDC and LSGM [18, 32–36]. In table 1.1, the con-

ductivity listed is the reported experimental electrical conductivity in the temperature

range 500–900°C unless specified as ionic (σi) or electronic (σel).
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Table 1.1: Thermal expansion coefficients, and experimentally measured conduc-
tivity for perovskite based cathodes and commonly used electrolyte materials

Cathode TEC (× 10−6 K−1) σ (S cm1) Ref.

LaMnO3 11.3–12.4 103 [37]

La1−xSrxMnO3−δ 12.0-13.7 120–202 [33, 34, 37]

∼ 10−7–10−4 (σi) [36, 38, 39]

La0.6Sr0.4CoO3−δ 21.3 1500–2500 [40]

La0.6Sr0.4Co0.2Fe0.8O3−δ 15.3 300–330 (σi); [41]

8 × 10−3 (σel)

Ba0.5Sr0.5Co0.8Fe0.2O3−δ ∼ 24.0 30–35 [42]

La2NiO4+δ 13.0 ∼ 50–60 [43]

Pr2NiO4+δ 13.6 ∼ 100–120 [43]

Nd2NiO4+δ 12.7 ∼ 30–40 [43]

GdBaCo2O5+δ 16.4 400–900 [44]

PrBaCo2O5+δ 24.6 ∼400–600 [45, 46]

LaCrO3 ∼ 8.5 0.2–0.35 [47, 48]

Electrolyte

GDC 13.5 ∼ 10−2 (σi) [35, 49, 50]

YSZ 10.8 ∼ 10−3–10−1 (σi) [35, 50]

LSGM 11.1 ∼ 10−2–10−1 (σi) [35, 50]

Other perovskite oxides have been examined as potential cathode materials for IT

operation, such as Sr-doped LaCoO3, which has shown good mixed ionic and electronic

conductivity, and good ORR activity [18, 35, 51]. In La1−xSrxCoO3−δ, the introduction

of Sr at low concentration (x < 0.4) is charge compensated by a change in Co valence,

with a maximum in Co4+ concentration at x = ≈0.4, while for higher concentration

(x > 0.4), compensation is mainly by formation of oxygen vacancies. This results in

improved catalytic activity and ionic conductivity of the cathode. However, Sr-doped

LaCoO3 reacts with YSZ at low temperature, forming insulating SrZrO3 and La2Zr2O7,

and has a very high TEC. The use of GDC or SDC electrolytes which are stable with

Sr-doped LaCrO3, or a barrier interlayer between cathode and electrolyte can address

the issue of reactivity with YSZ, reducing the formation of the Zr-containing insulating
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phases. Composite cathode/electrolyte materials or doping at the Co site can reduce

the TEC to values closer to those of the electrolyte materials. When doped with Fe

at the Co site, (La1−xSrxCo1−yFeyO3−δ), it retains good catalytic activity, mixed ionic

and electronic conductivity, and has improved TEC and improved thermomechanical

stability compared to Sr-doped LaCoO3, but lower electronic conductivity in the IT

range (table 1.1) [40, 41, 52–55].

Perovskite oxides with alkaline-earth metals at the A-site have also been considered for

SOFC cathodes, e.g.Ba0.5Sr0.5Co0.8Fe0.2O3−δ (BSCF) [18]. BSCF has a very high bulk

oxygen transport rate due to its high vacancy concentration (δ > 0.65). However, it has

low thermal stability, a high TEC, and lattice instability, with Ba-rich compositions

lying at the border of the cubic perovskite stability [42, 56, 57]. Švarcová et al. report a

phase transformation between the cubic phase and a mixture of the cubic and hexagonal

phases results in decreased electrical conductivity and slower oxygen transport, which

leads to performance degradation over time at low operating temperatures [57].

Layered double perovskites, AA’B2O5+δ, where A is a rare earth, A’ is an alkaline

earth (usually Ba), and B is a transition metal, have recently attracted attention as

potential SOFC cathode materials due to their good oxygen transport properties, high

electronic conductivity above 600 K, and fast oxygen surface exchange kinetics [18, 46,

51, 58]. GdBaCo2O5+δ is one such material, which exhibits good chemical compatibility

with GDC and LSGM electrolytes, but reacts with YSZ at temperatures greater than

700°C, forming BaZrO3, and has a higher TEC than these electrolyte materials [44, 51,

59]. PrBaCo2O5+δ also shows very good oxygen transport properties and fast oxygen

surface exchange. However, it has a high activation energy for oxygen diffusion and a

very high TEC, so will mismatch with common electrolyte materials [45, 46].

Ruddlesden-Popper phases have also shown promise as cathode materials. The most

widely studied Ruddlesden-Popper materials are those in the n = 1 series, with A =

La, Nd and Pr and B = Ni. These materials show high diffusivity of oxygen interstitials

in the LaO layers, promising electrocatalytic properties and TECs which show a good

match to those of common electrolytes. They have lower electronic conductivity com-

pared to perovskite-based materials, with higher conductivities observed in the n = 2, 3
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series. They show improved ionic conductivity, good long-term stability, compatibility

with LSGM, and good electrode performance.

While perovskite-based materials are the most widely studied for SOFC cathode appli-

cations, non-perovskite-based materials have also been examined, such as pyrochlores

(Bi2Ru2O7, Pb2Ru2O7), which exhibit good ionic conductivity and high catalytic ac-

tivity for the ORR. However, due to issues with long-term stability with GDC (degra-

dation into Ru2O) or YSZ (e.g partial transformation of Bi2Ru2O7 into Bi3Ru3O11)

electrolytes and the high cost of Ru-based pyrochlores, they are unlikely to be suitable

for large-scale development [60, 61]. Bismuth oxides based on Bi4V2O11 Aurivillius

phases (BIMEVOX materials, BI = bismuth, ME = metal dopant, V = vanadium, OX

= oxygen) show good oxide ion conduction at reduced SOFC operating temperatures

[55, 62]. They have poor electronic conductivity so have been investigated in com-

posites with electronically conducting metals. These materials also have poor thermal

stability so may not exhibit the long-term stability required for commercial use.

1.5.1 Previous studies on LaMnO3-based SOFC cathodes

Very little experimental work has been carried out on LaMnO3-based materials for use

in IT-SOFCs, with the main focus being on Sr-doped systems for high temperature ap-

plications [54]. Above 750 K, LaMnO3 is pseudocubic, and below this, it is orthorhom-

bic. The electronic conductivity of LaMnO3 may be enhanced by substitution of La3+

by divalent cations such as Ca2+, Sr2+ or Ba2+ [37, 63]. Sr is the most commonly

used dopant for LaMnO3-based cathodes, as Sr-doped LaMnO3 is stable and has high

electronic conductivity under the oxidising conditions at the cathode. The structure

of La1−xSrxMnO3−δ varies with the Sr content, with different works reporting different

crystal structures. The early work of Hammouche et al. found La1−xSrxMnO3−δ to

have a hexagonal-rhombohedral structure for x = 0.1–0.5 [64], while later works report

an orthorhombic structure for x ≤ 0.2, a monoclinic or hexagonal structure for 0 ≤ x

≤ 0.2, and a rhombohedral or tetragonal structure for x ≥ 0.5 [65–67].

The enhancement of the electronic conductivity is due to the formation of charge com-

pensating holes when La is substituted by a divalent cation [68]. In La1−xSrxMnO3−δ
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(x ≤ 0.5), doping with Sr oxidises the Mn ion, effectively increasing the hole concentra-

tion and improving the electrical conductivity [69–72]. In Kröger-Vink notation, this

is given by

Mnx
Mn + SrO

LaMnO3←−−−→ Sr
′

La + Mn
r

Mn + Ox
O (1.5)

where Mnx
Mn is a Mn(III) ion Sr

′

La is a Sr ion at a La site, Mn
r

Mn is a Mn(IV) ion and

Ox
O is an oxygen ion in an oxygen site.

The TEC of LaMnO3 is reported to be in the range 11.3–12.4 × 10−6 K−1, which

is higher than that of YSZ (10.8 × 10−6 K−1) and lower than that of GDC (13.5 ×

10−6 K−1), but in good agreement with that of LSGM (11.1 × 10−6 K−1) [35]. When

doped with Sr, the TEC increases, with values of 12.0–13.7 × 10−6 K−1 for increasing

Sr content [33, 34, 37], giving improved compatibility with GDC. The electronic con-

ductivity of La1−xSrxMnO3−δ (for 0 ≤ x ≤ 0.8) as a function of oxygen pressure and

temperature up to 1273 K has been investigated [72–74]. For lower Sr concentrations

(x ≤ 0.2), the conductivity was found to increase with temperature, while for higher

Sr concentration (x ≥ 0.3) a decrease in conductivity with temperature was observed.

This change in behaviour was attributed to a metal-insulator transition in Sr-doped

LaMnO3. Under oxygen-excess conditions (pO2 > 10−5 bar), the conductivity was

found to remain constant, but decreased sharply under oxygen-deficient conditions.

Oxygen surface exchange and diffusion are important for the ORR at the cathode,

and by improving the ionic conductivity of the cathode, the active area for the ORR

may be increased. The magnitude of the diffusion coefficient in LaMnO3-based mate-

rials is low compared to other acceptor-doped LaBO3 (B = transition metal) due to a

low oxygen vacancy concentration, which limits the ionic conductivity in these materi-

als. Secondary ion mass spectrometry (SIMS) has been used to determine the oxygen

diffusion coefficient of La1−xSrxMnO3−δ, which was found to increase with increasing

Sr content for x = 0.35–0.5 at 1173 K (∼ 10−14–10−12 cm2s−1) [75], or with increas-

ing temperature from 973–1273 K in La0.8Sr0.2MnO3 (∼ 10−16–10−12 cm2s−1) [76, 77].

Substitution by Co on the Mn site was found to further increase the oxygen diffusion
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coefficient (∼ 10−14–10−8 cm2s−1), but caused a decrease in the electronic conductiv-

ity [75]. Short circuit diffusion was observed by De Souza et al. in La0.8Sr0.2MnO3,

which was speculated to be fast oxygen diffusion along grain boundaries [76]. An 18O

exchange study, followed by SIMS, and numerical analysis of 18O depth profiles, by

Navickas et al. found the oxygen diffusion coefficient for grain boundaries to be three

orders of magnitude higher than for grains [78]. This indicates that grain boundary

transport of oxygen could enhance the performance of La1−xSrxMnO3−δ cathodes for

SOFCs. A range of ionic conductivities have been reported for Sr-doped LaMnO3 in

the temperature range 1073–1273 K, with values of ∼ 10−7–10−4 S cm−1 with increasing

Sr content [36, 38, 39]. The variation in reported ionic conductivity may be due to

differences in preparation methods and measurement of the samples. The low ionic con-

ductivity of Sr-doped LaMnO3 indicates that further doping or modification is required

for it to be suitable for use in IT operation. As the oxygen vacancy concentration is

not increased, at IT the ionic conductivity of La1−xSrxMnO3−δ is low and the reduction

of oxygen is limited to the TPB regions. Doping La1−xSrxMnO3−δ at the B site with

Mg or a transition metal cation such as Co, Fe or Ni can cause an increase in the

oxygen vacancy content which can improve the ionic conductivity and the performance

of LaMnO3-based materials for IT operation [79].

Composite cathode materials may offer improved ionic conductivity and a larger TPB,

and can provide reaction sites for the ORR across the surface of the cathode. Compos-

ites of La0.8Sr0.2MnO3/YSZ, with 30–40 wt.% LSM have been investigated [80, 81] to

determine their thermal stability and oxygen diffusion properties. At high temperature,

the oxygen diffusion coefficient of La0.8Sr0.2MnO3/YSZ composites is higher than that

of La0.8Sr0.2MnO3 but lower than that of YSZ, and ionic conductivities of 3–5 × 10−3

S cm−1 at 1173 K are reported. However, the thermal stabilities of the composites are

an issue at higher temperatures, with the reaction of La0.8Sr0.2MnO3 and YSZ forming

La2Zr2O7 and MnO, which can impede cathode performance [82].

One of the disadvantages of the use of LaMnO3-based materials as SOFC cathodes is

that they can readily react with other components of the fuel cell, such as the YSZ

electrolyte and the Cr-containing interconnects, at high temperature. The reactivity
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between La1−xSrxMnO3 and YSZ electrolyte has been extensively studied [83–86]. The

reactivity of the cathode can be affected by the ratio of A- and B-site cations present,

which can either enhance or degrade the cathode performance [66]. When A/B ≤ 1,

Mn3O4 is formed, which can improve performance. However, in A-site deficient mate-

rial, the Mn3+ reactivity is enhanced, which leads to greater Mn dissolution in YSZ.

When A/B > 1, La2O3 is formed, which has a negative impact on performance due

to low conductivity and poor stability of its hydrated phase La(OH)3. In addition,

La2O3 reacts with YSZ, forming the highly resistive La2Zr2O7 phase at the bound-

ary of cathode and electrolyte. In La1−xSrxMnO3−δ, a high Sr content can lead to

Sr depletion from the lattice and formation of the insulating phase SrZrO3, again de-

grading cathode performance. In contrast to YSZ, no reactivity is reported between

GDC and La1−xSrxMnO3−δ [87], and studies on the compatibility of LSGM found that

there is minimal diffusion of Mg and Ga into La1−xSrxMnO3−δ, even at high tempera-

ture [88, 89]. La1−xSrxMnO3−δ may also react with the interconnects, which are often

Cr-containing materials, such as stainless steel or LaCrO3-based materials. At high

temperature under oxidising conditions, volatile Cr-containing species are generated.

These species can interact with LaMnO3-based cathode materials, poisoning them and

reducing their performance [90–92].

Extensive theoretical studies have been carried out on both cubic and orthorhombic

bulk LaMnO3, further discussed in section 4.1. Density functional theory (DFT) and

DFT + U (discussed in sections 2.2.5 and 2.2.6) studies have been carried out to in-

vestigate the performance of the local density approximation (LDA) and generalised

gradient approximation (GGA) in the simulation of structure, electronic and magnetic

properties [93–96]. In these studies, both LDA and GGA (using Perdew-Wang-91

(PW91) and Perdew, Burke, and Ernzerhof (PBE) approximations) can reproduce the

volume to within 1% of the experimental values, but underestimate the Jahn-Teller and

GdFeO3 distortions, and the band gap of orthorhombic LaMnO3. Use of DFT + U,

which corrects for the self-interaction error by penalising delocalisation of electrons (dis-

cussed in section 2.2.6) improves the description of the electronic and magnetic struc-

tures and the structural parameters [96]. Previous DFT + U studies have only applied
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a +U correction to the Mn 3d states, the effect the application of a +U correction to

the O 2p states as well as the Mn 3d states has not previously been examined. Hybrid

DFT (discussed in section 2.2.7), using the Heyd, Scuseria and Ernzerhof (HSE06),

Becke, 3-parameter, Lee-Yang-Parr (B3LYP) and PBE0 functionals also provide an

improved description of electronic and magnetic structure of LaMnO3 compared to

standard DFT [97–100]. Previous theoretical studies of LaMnO3 surfaces, using DFT

and hybrid calculations, have focused mainly on the high-temperature phase [101–104],

and work on the orthorhombic phase has only focused on some of the low index surfaces

[105]. Further investigation is required to determine the stability of all the low index

surfaces of LaMnO3 and formation of defects at these surfaces.

In this thesis, the structural and electronic properties of LaMnO3 are examined, testing

the performance of PBE, PBE + U, PBEsol, PBEsol + U, and HSE06 functionals to

describe these properties. The low index surfaces of LaMnO3 are modelled using the

functional which best describes the bulk properties. In bulk LaMnO3 and at its low

index surfaces, the formation of oxygen vacancies is investigated, and in bulk LaMnO3

the energy barriers to oxygen migration are calculated. In addition, doping LaMnO3

with akaline earth metals is examined, to determine site selectivity and the charge

compensation mechanism for the dopants.

1.5.2 Previous La2NiO4+δ studies for SOFC cathodes

La2NiO4+δ (Ruddlesden-Popper phase with n = 1, as shown in figure 1.6) has attracted

attention as a cathode material for SOFCs as it can accommodate oxygen interstitial

ions in the LaO layers, centred in a tetrahedron of nearby La ions [106], providing a path

for oxygen diffusion [107]. Hybrid DFT calculations using B3LYP in CRYSTAL09 [108]

show rotation of the NiO6 octahedra away from the oxygen interstitial in orthorhombic

La2NiO4+δ (δ = 0.125), with the apical oxygen ions nearest the interstitial displaced to-

wards their Ni centres. For δ = 0, La2NiO4 is reported to undergo two structural phase

transitions, with a low temperature tetragonal phase (space group P42/ncm) present

up to ∼ 80 K, an orthorhombic phase present up to ∼ 770 K (space group Bmab) and a

high temperature tetragonal phase above this (space group I4/mmm) [106, 109, 110].



Chapter 1: Introduction 19

La2NiO4+δ based materials exhibit good electronic conductivity in the temperature

range 600–1100 K (10-110 S cm−1), higher ionic conductivity than perovskite-based

materials (∼ 10−2 S cm−1), good TEC match with electrolyte materials, and stability

at SOFC operating conditions [55, 62].

Oxygen diffusion in La2NiO4 has been examined by a number of groups, using SIMS to

examine oxygen tracer diffusion. Studies on La2NiO4+δ single crystal [43, 111], poly-

crystalline La2Ni1−xCoxO4+δ [112], and epitaxial films [113] find the oxygen diffusion

coefficient to be one to two orders of magnitude higher in the ab plane (LaO layers)

compared to along the perpendicular direction (c axis). Although there is limited mo-

bility in the perpendicular direction due to this anisotropy, the conductivity in the ab

plane is high enough to give ionic conductivity suitable for mixed ionic and electronic

conducting cathodes.

The effect of introducing dopants to the La and Ni sites has also been investigated, with

alkaline-earth or rare-earth dopants introduced at the La site, and transition metals

such as Cu, Co or Fe at the Ni site. Substitution of Sr for La can increase the electronic

conductivity (up to ∼ 270 S cm−1) of La2NiO4 and improve its stability, though the

TEC increases with Sr content to values greater than those of the electrolyte (up to 17

× 10−6 K for high Sr content), and causes a decrease in the oxygen diffusion coefficient

[43, 114].

The introduction of Co was found to have little effect on the oxygen diffusion coefficient

in La2Ni1−xCoxO4+δ for x ≤ 0.3, and higher diffusion coefficients were observed when

the Co content was high (x ≥ 0.5) [112]. The behaviour of crystal lattice deformation in

La2NiO4-based materials due to interstitial oxygen has been investigated for 10% Fe-,

Co- and Cu-doped systems, in the temperature range 873–1173 K (high temperature

tetragonal structure), for oxygen partial pressure pO2 = 10−24–1 bar [115]. Both Fe-

and Co-doped only exhibit oxygen-excess stoichiometry, while Cu-doped can exhibit

oxygen deficiency under low pO2 , which is also seen in Sr-doped La2NiO4 and La2CuO4.

Previous studies on La2NiO4 and Nd2NiO4 showed that oxygen vacancies and oxygen

interstitials are unlikely to coexist in these materials, therefore the value of δ can

be assumed to be the oxygen interstitial concentration [116, 117]. The interstitial
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concentration is found to be dependent on dopant species, with Fe-doped showing the

highest hyperstoichiometry. Fe doped in La2NiO4 is trivalent according to Mössbauer

spectroscopy measurements, with a magnetic sextet observed at 4 K [118], with Fe

doping charge compensated according to

Fe2O3 + V ”
i → 2Fe

r
Ni + O”

i + 2OX
O (1.6)

Oxygen transport in Sr- and Fe-doped La2NiO4 (La2−xSrxNi1−yFeyO4+δ, x = 0.5, y =

0.1–0.4 and x = 0.8, y = 0.1,0.2 and 0.4) has been examined for the high-temperature

tetragonal phase [119]. It was found that effect of Sr substitution on the oxygen per-

meation flux was dependent on the Fe content, with an increase in the oxygen flux

for low Fe content (y = 0.1), which was attributed to an increase in oxygen vacancy

concentration. For higher Fe content (y = 0.2–0.4), the oxygen overstoichiometry is

significantly higher than for y = 0.1, and doping with Sr led to a decrease in the oxygen

flux due to a decrease in the interstitial oxygen concentration. The highest oxygen per-

meation flux was obtained for La1.5Sr0.5Ni0.6Fe0.4O4+δ, which although it showed lower

ionic conductivity than undoped La2NiO4, the oxygen surface exchange, which has a

significant role in cathode performance, was improved, giving an overall improvement

in its properties for SOFC application.

Recent experimental work on the {110} and {001} surfaces of Sr-doped La2NiO4 using

low energy ion scattering (LEIS) have determined that Ni is not present at the out-

ermost surface layer, and using angle-resolved photoelectron spectroscopy near-surface

region of these terminations saw that the amount of Ni decreases as the surface is ap-

proached [120, 121]. This was supported by their study of the thermodynamic stability

of La2NiO4 [122]. A Ni-enriched layer was found a few nanometres below the surface.

This Ni-rich region is reported to be due to segregation of the La cations to the sur-

face, and partial decomposition at the surface of La2NiO4 into La2O3 Ni-rich n > 1

Ruddlesden-Popper phases.

The compatibility of La2NiO4 with GDC, YSZ and LSGM electrolytes has been inves-

tigated for temperatures up to 1273 K. La2NiO4 was found to react with both GDC



Chapter 1: Introduction 21

and YSZ at 973 and 1173 K, decomposing into higher order Ruddlesden-Popper phases

and insulating Zr-containing phases (YSZ electrolyte) which limits its suitability as

cathode material for SOFCs [123, 124]. However, it has been found to be stable with

LSGM electrolyte, with no evidence of formation of secondary phases after a period of

72 h at temperatures up to 1273 K.

Previous computational studies on La2NiO4 have been carried out on the orthorhombic

and tetragonal phases using DFT, DFT + U, hybrid-DFT and molecular dynamics

(MD), further discussed in section 6.1. The incorporation of oxide ions into the lattice,

oxide ion mobility, interaction of molecular oxygen and oxygen surface exchange have

been investigated using DFT and DFT + U calculations [108, 125–127]. MD has also

been used to investigate the oxygen transport in La2NiO4, to determine the diffusion

mechanism and determine the effect of oxygen content on the activation energy [128].

In their work, the low index surfaces have been examined using METADISE, with the

crystal morphology predicted, as well as the effect of doping with Fe or Cu at the Ni

site on the surface stability, and the compensation mechanism for doping with Sr on

the La site [129].

Orthorhombic La2NiO4 is investigated in this thesis, with the formation energy of

oxygen defects in the bulk and at its low index surfaces examined. The oxygen diffusion

mechanism for interstitial oxygen as investigated, considering paths within the rocksalt

layers and across the perovskite layers. In addition, the site selectivity and the charge

compensation mechanism for Sr and Fe doping is examined.

1.5.3 Previous studies on LaCrO3 for use in SOFCs

LaCrO3-based materials may be suitable as SOFC cathodes as they have good elec-

tronic conductivity and good chemical stability under SOFC operating conditions [130].

LaCrO3 has mainly been investigated as interconnects for high temperature SOFCs.

The TEC of LaCrO3 when undoped is 8.5 × 10−6 K, which is significantly lower than

other components, but doping with Sr or Ca increases it to ∼ 10–11 × 10−6 K, which

is closer to that of YSZ [131–134]. Co-doping with Sr at the La site and Co or Mn at

the Cr site was also found to increase the TEC, which is attributed to an increase in



Chapter 1: Introduction 22

the average ionic radius of the B-site cation, while doping with other transition metals

(Fe, Ni) did not have an observable effect [134].

LaCrO3-based materials have attracted attention as oxygen transport membranes for

applications in energy conversion, gas separation and syngas production (e.g. by par-

tial oxidation of coal, oil or natural gas) [48]. Doped LaCrO3 materials have excellent

thermochemical stability across a range of temperatures up to 1273 K, and oxygen par-

tial pressure from 10−20–0.21 atm. They exhibit predominantly electronic conductivity,

and undoped LaCrO3 has low ionic conductivity. The introduction of dopants at the

La and Cr sites of LaCrO3 may be used to obtain the desired thermal and electrical

properties. Sr and Ca are used as La site dopants, and are expected to improve the

electronic conductivity [135, 136]. The use of transition metal dopants on the Cr site

is to maintain the thermal and structural stability and to increase the oxygen vacancy

concentration. In the oxidising conditions of SOFC cathodes, substitution of La with

Ca or Sr will be charge compensated by hole formation. There is little experimental

work on Cr site doping, with Fe, Ni or Co doping reported to cause an increase in the

oxygen vacancy concentration of doped LaCrO3 [137].

Undoped LaCrO3 has a lower orthorhombic to rhombohedral phase transition tem-

perature (∼ 550 K) than other perovskite oxides used for SOFC cathodes, but the

introduction of dopants can stabilise the structure at higher temperatures, depending

on dopants concentration and type. La0.75Sr0.25Cr0.5Mn0.5O3−δ when fired at 900°C for

120h [138], and LaCr0.8Fe0.2O3 and LaCr0.6Co0.2Fe0.2O3 calcined at 1123 K are stable

in the orthorhombic structure [139]. Both La1−xSrxCrO3 (x < 0.2), sintered at tem-

peratures from 1173–1873 K [133, 140, 141], and La0.8Sr0.2Cr0.8Mg0.2O3 at 1673 K [142]

were also found to have orthorhombic structure.

In this thesis, the ionic and electronic conductivity of LaCrO3 is investigated for ap-

plication in SOFC cathodes. The formation of intrinsic and Sr defects in LaCrO3 is

investigated, to determine the origin of charge carriers in LaCrO3. The formation en-

ergies and barriers to migration of oxygen vacancies in bulk LaCrO3 were calculated

to examine its potential as an ionic conductor.



Chapter 1: Introduction 23

1.6 Oxygen diffusion in perovskite-based materials

Oxygen vacancies are the dominant oxygen defect in ABO3 perovskite-based materials,

with diffusion occurring via migration of the vacancies. In this mechanism, the atoms

move from a lattice site into a neighbouring vacancy, which allows migration of oxygen

through the crystal, as shown in figure 1.7 (a) [143]. In materials which can accommo-

date interstitial oxygen, such as Ruddlesen-Popper phases in their rocksalt layers, there

are two possible diffusion mechanisms for the interstitial oxygen. The simplest mech-

anism of diffusion of interstitials is that where an interstitial migrates directly from

one interstitial site to the next, shown in figure 1.7 (b). This mechanism is known as

interstitial diffusion. The second mechanism is one where interstitial atoms migrate via

a neighbouring lattice site, known as interstitialcy diffusion. The interstitial displaces

an atom from a lattice site to the next interstitial site. This mechanism can occur via

collinear interstitialcy diffusion, where the path is straight, shown in figure 1.7 (c), or

via non-collinear diffusion, shown in figure 1.7 (d).

Lattice site

Vacancy

Interstitial

Displaced atom

(a)

(d)

(b)

(c)

Figure 1.7: Diffusion mechanisms for oxygen ions in perovskites and perovskite-
based materials. (a) vacancy diffusion, (b) interstitial diffusion, (c) interstitialcy

diffusion (collinear), (d) interstitialcy diffusion (non-collinear)
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1.7 Thesis outline

The flexibility of SOFCs and their potential for high efficiency fuel conversion has made

them an attractive technology for electricity generation. However, the high costs and

performance degradation associated with operation at high temperatures (> 1000 K)

has driven research to investigate materials suitable for lower temperature operation.

The work presented in this thesis has been motivated by the need to develop suitable

cathodes for lower temperature operation of SOFCs. Chapter 1 has introduced fuel

cells, with a focus on SOFCs and the materials used for the cathode. The materials

which are of interest in this thesis are introduced, with background on their application

in SOFCs.

Chapter 2 covers the computational theory behind the methods used in thesis, outlining

the theory of electronic structure methods. Chapter 3 focuses on the implementation of

these methods within the Vienna ab initio simulation package (VASP). This includes

an overview of the methods used to gain insight into the geometric and electronic

properties of the materials under investigation.

In Chapter 4, the structural and electronic properties of LaMnO3 are examined. Analy-

sis of the performance of PBE, PBE + U, PBEsol, PBEsol + U, and HSE06 functionals

to describe these properties is carried out. From this investigation, a suitable functional

is chosen to simulate the low index surfaces of LaMnO3. Chapter 5 examines defect

formation in LaMnO3. The formation of oxygen vacancies in bulk LaMnO3 and at its

low index surfaces is investigated, and the energy barriers to oxygen migration in bulk

LaMnO3 are determined. In addition, the site selectivity and charge compensation

mechanisms for alkaline earth defect formation in LaMnO3 are examined.

The Ruddlesden-Popper oxide La2NiO4 is investigated in Chapter 6, with determina-

tion of the formation energy of oxygen defects in the bulk and at its low index surfaces.

As La2NiO4 can accommodate oxygen vacancies in the perovskite layers and oxygen

interstitials in the rocksalt layers, both are simulated in the bulk and at the surfaces

in order to determine the dominant oxygen defect. The oxygen diffusion mechanism
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for interstitial oxygen as investigated, considering paths within the rocksalt layers and

across the perovskite layers.

In Chapter 7, LaCrO3 is investigated as a potential mixed ionic and electronic con-

ductor for SOFC cathode applications. The origin of charge carriers in LaCrO3 is

investigated, considering intrinsic defects and Sr defects, and calculating the thermo-

dynamic transition levels. In addition, the formation and migration of oxygen vacancies

in the bulk material was investigated.

Finally, in Chapter 8, the findings presented in this thesis are summarised. This is

followed by an outline of possible future work in the investigation of these materials

for SOFC applications.





Chapter 2

Computational Theory

Computational chemistry methods allow us to examine the properties of a wide range of

materials, to rationalise experimental observations, gain information about properties

which cannot be measured experimentally, and predict structural and electronic prop-

erties of materials which have not yet been synthesised. A range of theoretical methods

are available, and it is important to employ a suitable approach for the system size,

properties being calculated, and level of accuracy required. Classical methods, which

use force fields to model interactions between atoms, can calculate large systems in

a relatively short period of time but do not explicitly consider electrons. Quantum

mechanical methods can be used to determine the electronic structure of materials,

but are more computationally expensive.

In this chapter, quantum chemistry is discussed, along with some widely used quantum

chemistry methods. These methods include Hartree-Fock (HF), density functional

theory (DFT), and hybrid-DFT, and their advantages and disadvantages are addressed.

The application of the DFT-based methods used in this work is then outlined.

2.1 Quantum chemistry

2.1.1 The Schrödinger Equation

The aim of quantum chemical calculations is the approximate solution of the Schrödinger

equation, which in its time-independent form is

ĤΨ = EΨ (2.1)

27
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where Ĥ is the Hamiltonian operator, E is the energy and Ψ is the wavefunction.

The Hamiltonian operator is defined as the sum of the kinetic and potential energy

operators

−~2

2

∑
i

1

mi

∇2
i + V (r) (2.2)

where ~ = h
2π

, i is the index over all particles in the system, mi is the mass of particle i,

the Laplacian, ∇2
i = ( ∂2

∂x2i
+ ∂2

∂y2i
+ ∂2

∂z2i
), is the kinetic energy operator, and V(r) is the

potential energy of the system as a function of its coordinates, r. The Hamiltonian can

be split into its nuclear and electronic components, with contributions to the kinetic

energy from the nuclei (T̂N) and the electrons (T̂e), and to the potential energy from

nuclei-nuclei ( ˆVNN), nuclei electron ( ˆVNe) and electron-electron (V̂ee) interactions, as

shown in equation 2.3

Ĥ = T̂N + T̂e + V̂NN + V̂Ne + V̂ee (2.3)

The solution of the Schrödinger equation would allow calculation of the ground state

energy and the wavefunction of the system being studied. However, the electron-

electron interaction in equation 2.3 cannot be determined analytically, therefore an

exact solution can only be obtained for systems with one electron (e.g. H, He+, Li2+,

etc.). In order to solve the equation numerically for systems with greater than one

electron, various approximations are necessary.

2.1.2 The Born-Oppenheimer approximation

The wavefunction may be separated into its nuclear and electronic contributions to

aid in solving the Schrödinger equation. As the nuclear mass is so large compared to

that of the electrons they move significantly more slowly than the electrons, and can

be treated as static relative to the electrons. This is known as the Born-Oppenheimer

approximation. The Born-Oppenheimer approximation is applied in the majority of

cases, only failing when dealing with very light atoms, or when the motion of nuclei

and electrons is strongly correlated. The kinetic energy of the nuclei is approximated
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as zero, meaning that the T̂N term in equation 2.3 can be neglected. As the nuclear

positions are treated as fixed, the potential energy of the nuclei-nuclei interactions only

needs to be calculated once for each atomic configuration, and is defined as

V̂NN =
∑
A<B

=
ZAZB
rAB

(2.4)

where e is the electron charge, ZA and ZB are the nuclear charges of atoms A and B,

and rAB is the distance between them.

When the nuclear-nuclear terms are excluded, the electronic Hamiltonian contains three

terms to be calculated:

Ĥe = T̂e + V̂Ne + V̂ee (2.5)

For a system with N electrons, T̂e is defined as

T̂e = −
N∑
i

1

2
∇2
i (2.6)

The nuclei-electron potential energy is calculated using

V̂Ne = −
M∑
A

N∑
i

ZA
riA

(2.7)

where riA is the distance between nucleus A and electron i in a system with M nuclei

and N electrons.

However, the electron-electron term, V̂ee is not simple to solve, and requires further

approximation.
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2.2 Quantum chemistry methods

2.2.1 The Hartree model

The Hartree model divides the many-electron wavefunction into the product of one-

electron wavefunctions involving a one-electron Hamiltonian, h(i), and ignores electron-

electron interactions, as shown in equation 2.8a, with h(i) defined in equation 2.8b.

H =
N∑
i

h(i) (2.8a)

h(i) = −1

2
∇2
i −

M∑
A

ZA
riA

(2.8b)

This gives a set of spin orbitals, χi, occupied by electron i, and with energy εi, which

satisfy

h(i)χi(xi) = εiχi(xi) (2.9)

The resulting wavefunction, which is known as the Hartree product, is the product of

the individual one-electron wavefunctions (equation 2.10a), and the total system energy

is given by the sum of the spin orbital eigenvalues (equation 2.10b)

ΨHP = χi(x1)χj(x2)χk(x3) . . . χn(xN) (2.10a)

E = 〈Ψ|H|Ψ〉 = ε1 + ε2 + ε3 + . . .+ εN (2.10b)

2.2.2 The Hartree self-consistent field model and variational

principle

The first issue with this approach is that the electron-electron interactions are ne-

glected, ignoring the fact that electrons repel each other. In the Hartree self-consistent
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field (SCF) model, this is treated by assuming that electrons move in the average po-

tential field of all nuclei and electrons in the system. However, this potential field is

determined by the form of the wavefunction, which is unknown.

The variation principle states that the expectation value, ET of a Hamiltonian, Ĥ,

calculated using a trial wavefunction, ΨT , can never be lower than the true ground

state energy E0, as shown in equation 2.11

〈ΨT |Ĥ|ΨT 〉 = ET ≥ E0 = 〈Ψ0|Ĥ|Ψ0〉 (2.11)

This means that the energies calculated from a set of trial wavefunctions can never

be lower than those of the true wavefunctions, therefore the lowest energy trial wave-

function will be closest in energy to the ground state. In the SCF model, a set of trial

wavefunctions is chosen for each electron, which are used to generate the potential field,

which in turn generates a new set of wavefunctions. This process is iterated until there

is no change in the wavefunctions, or until the given convergence criteria are reached.

From this, calculations can be improved by varying the wavefunction until the lowest

energy solution is obtained. However, there is no way of determining how close the

trial solution is to the true ground state.

2.2.3 Slater Determinant

The second issue with the Hartree wavefunction, is that it does not satisfy the Pauli ex-

clusion principle, i.e. the sign of the wavefunction must be inverted under the operation

of interchange of two electrons, as shown in equation 2.12

Ψ(. . . xi . . . xj . . .) = −Ψ(. . . xj . . . xi . . .) (2.12)

An antisymmetric wavefunction can be constructed for a system with N electrons and

N spin orbitals, by expressing it as the determinant of the N × N matrix of orbitals
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Ψ =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

χ1(x1) χ2(x1) . . . . . . χN(x1)

χ1(x2) χ2(x2) . . . . . . χN(x2)

. . . . . . . . . . . . . . .

. . . . . . . . . . . . . . .

χ1(xN) χ2(xN) . . . . . . χN(xN)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.13)

This is known as the Slater determinant, which for a two electron system is given by

equation 2.14, and produces a wavefunction that is antisymmetric with respect to the

interchange of the electrons.

Ψ =
1√
2

[χ1(x1)χ2(x2)− χ1(x2)χ2(x1)];
1√
2

[χ1(x2)χ2(x1)− χ1(x1)χ2(x2)] = −Ψ

(2.14)

2.2.4 The Hartree-Fock method

There are three contributions to the total energy of the system, a one-electron term,

a Coulomb term and an exchange term. The one-electron term is given by the one-

electron operator H1 =
∑

i h(i), which includes the kinetic energy and the nucleus-

electron interaction and is the energy (denoted as Hcore
ii ) associated with the contribu-

tion from molecular orbital χi, given by

Hcore
ii =

∫
χi(1)h(i)χi(1)∂τ1 (2.15)

The 1 in equation 2.15 represents the electron in an integral involving the coordinates

of a single electron. For N electrons in N orbitals, the contribution to the total energy

is negative and is given by

Ecore
total =

N∑
i=1

∫
χi(1)h(i)χi(1)∂τ1 (2.16)
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The second contribution to the total energy is the Coulomb integral, Jij, which repre-

sents the electrostatic repulsion between orbitals.

Jij =

∫∫
χi(x1)χj(x2)

1

r12

χi(x1)χj(x2)∂τ1∂τ2 (2.17)

The Coulomb energy, which is repulsive and increases the energy of a system, is given

by a double sum over orbitals i and j.

ECoulomb =
N∑
i=1

2∑
j=i+1

∫∫
χi(x1)χj(x2)

1

r12

χi(x1)χj(x2)∂τ1∂τ2 (2.18)

The third term is the exchange integral, Kij, which has no classical analogue and results

from the condition of antisymmetry of the wavefunction.

Kij =

∫∫
χi(x1)χj(x2)

1

r12

χi(x2)χj(x1)∂τ1∂τ2 (2.19)

Electrons with the same spin cannot occupy the same point in space and tend to avoid

each other, and so experience a lower Coulomb repulsion. The Kij term is only non-

zero for electrons of the same spin and reduces the Coulombic repulsion between these

electrons, with the total energy given by a double sum over the orbitals

Eexchange =
N∑
i=1

∑
j∗=i+1

∫∫
χi(x1)χj(x2)

1

r12

χi(x2)χj(x1)∂τ1∂τ2 (2.20)

where the j∗ represents electrons with the same spin as i.

The HF approach, although a useful method for the description of many systems, suffers

from a number of limitations. In HF, the electron-electron potential is described as an

average effect and does not treat the correlated motion of electrons. The correlated

motion means that electrons try to avoid each other and are less likely to be found close

together than the HF approach suggests. Correlation may be divided into (i) dynamical

and (ii) non-dynamical correlation. Dynamical correlation is due to the movement of

electrons; for two electrons, the probability of finding one electron at a certain position
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at any instant depends on the instantaneous position of the second electron. Non-

dynamical correlation is due to degenerate or near-degenerate states around the highest

occupied molecular orbital. The correlation is usually 0.1% or less of the total energy,

but the energy differences are around the same order of magnitude, so large errors can

occur in the calculation of properties where electrons are redistributed.

Post-HF methods, such as Configuration Interaction, Møller-Plesset perturbation the-

ory, and Coupled Cluster, have been developed to attempt to achieve greater accuracy.

However, these methods are very computationally expensive and thus only suitable for

the simulation of relatively small systems. Large periodic supercells are required for

defect calculations in semiconductors, and DFT is widely used for these calculations.

2.2.5 Density Functional Theory

Modern DFT originates from the work of Hohenberg and Kohn [144]. They put forward

two theorems: (a) the ground state energy of a system is uniquely defined by the

electron density (E is a unique functional of ρ(r)), and (b) the ground state electron

density gives the exact total energy of a system, and a variational principle applies. The

information contained in the ground state electron density can be used to determine

the ground state properties of the system. The ground state electron density depends

only on three variables, compared to 3N variables for the wavefunction of a system

containing N atoms. In principle, this offers an advantage over HF, as there is a

large reduction in the number of variables, although in practice, the electron density is

obtained from the wavefunction.

The total energy can be written a function of the electron density, which itself is a

function of the position vector, r

E[ρ(r)] = T [ρ(r)] + Eee[ρ(r)] + ENe[ρ(r)] (2.21)

where T [ρ(r)] is the kinetic energy, E ee[ρ(r)] is due to the electron-electron interactions

and ENe[ρ(r)] is due to the nuclei-electron interactions. The energy can be rewritten
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as

E[ρ(r)] =

∫
ρ(r)V (r)dr + F [ρ(r)] (2.22)

where the

∫
ρ(r)V (r)dr term represents the interaction of an external potential in

which the electrons move, V (r), with the electron density, ρ(r), and F [ρ(r)] is the

Hohenberg and Kohn universal functional, valid for any number of particles and any

external potential. The universal functional contains the kinetic energy and electron-

electron interaction terms, so is dependent only on the electron density. If the nature

of the functional was known, it would allow computation of the exact ground state

energy. However, the exact form of the universal functional is unknown.

Kohn and Sham proposed a scheme to address the kinetic energy, in which a theoretical

system of non-interacting electrons with the same exact ground state density as a

fully interacting system is considered [145]. The allows splitting of the kinetic energy

into the energy associated with the non-interacting electrons (TS) and a correction

due to electron-electron interactions (TC). The E ee term is split into the Coulombic

interaction, J [ρ(r)], and the non-classical part of the electron electron interaction, ENC .

The Hohenberg and Kohn universal functional becomes

F [ρ(r)] = TS + J [ρ(r)] + EXC [ρ(r)] (2.23)

EXC [ρ(r)] is the exchange-correlation energy, which contains TC , and ENC , which de-

scribes the non-classical part of the electron-electron interaction. T s can be calculated

using a similar approach to HF. The density is expressed as the sum of the square of

a set of one-electron orbitals, with the Kohn-Sham equations a function of the exact

ground state density

ρs(r) =
∑
i

|χi(r)2| (2.24)
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T s can then be expressed in terms of these one-electron orbitals

Ts = −1

2

∑
i

〈χi|∇2|χi〉 (2.25)

The Coulombic term can be written in terms of the density

J [ρ(r)] =
1

2

∫∫
ρ(r1)

1

r12

ρ(r2)dr1dr2 (2.26)

The total energy is then given by

E[ρ(r)] = Ts + J [ρ(r)] + EXC [ρ(r)]︸ ︷︷ ︸
F[ρ(r)]

+ENe[ρ(r)] (2.27)

ENe, the energy of the nuclei-electron interactions is given by

ENe[ρ(r)] = −
M∑
A

N∑
i

∫
ZA
riA

ρ(r)dr (2.28)

The one-electron Kohn-Sham equations may then be solved for the wavefunction and

energy using a SCF approach. The variation principle is applied to the equation to

obtain the set of orthonormal molecular orbitals which minimise the energy.

In principle, this approach is exact, but only if the exact form of the exchange-

correlation functional is known. However, it is unknown and must be approximated.

Unlike HF, which captures the exact exchange but zero correlation, DFT includes ap-

proximate exchange and correlation. In order to solve the Kohn-Sham equations for

the total energy, an expression for the exchange-correlation energy is required. One of

the advantages of DFT is that even relatively simple approximations of EXC [ρ(r)] can

provide a reasonable description of structural and electronic properties.

Many exchange-correlation functionals are based on the uniform electron gas model,

in which the electron density is constant throughout space, which is similar to the

behaviour of valence electrons in a metal. One such functional, introduced by Kohn

and Sham is the local density approximation (LDA) or local spin density approximation

(LSDA), for closed and open shell systems respectively. In this approximation, the
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energy depends only on the local density, and it is assumed that at each point the

energy is the same as for a uniform electron gas of the same density. The exchange

energy is then given as a function of the electron density by Dirac’s equation [146].

The correlation energy has been determined using Monte Carlo methods [147], with

the exchange energy subtracted from the total energy. A fit to this data was performed

by Vosko et al. [148] to give an expression for the correlation energy. LDA performs

reasonably well for predicting structural properties, but tends to overestimate binding

energies and underestimate bond lengths.

Work was later carried out to improve on LDA, to calculate the energy not only in

terms of the local density, but also the gradient (the variation of the density close to r)

[149, 150]. The generalised gradient approximation (GGA) introduces terms involving

the gradient, often in the form of a correction to LDA. GGA functionals can be derived

by fitting to experimental data, such as that of Becke which is a correction to the LSDA

exchange [151], or the Lee-Yang-Parr correlation functional, which is a functional form

for the correlation energy [152]. However, these functionals are usually fitted to data

for small molecules and the first few rows of the periodic table, and are less suited to

heavier elements. Other GGA functionals which do not depend on empirical parameters

exist, such as that of Perdew and Wang (PW91) [150], Perdew, Burke, and Ernzerhof

(PBE) [153], and PBEsol, a revision of PBE [154]. PBEsol is designed to improve

equilibrium properties of solids and their surfaces, such as their lattice parameters and

bond lengths.

As well as the exact form of the exchange-correlation functional being unknown, DFT

suffers from some other significant disadvantages. Unlike post-HF methods such as

coupled cluster or configuration interaction, where the addition of higher order terms

can improve the system and eventually obtain the exact energy, there is no system-

atic way to improve DFT functionals, and improvements can only be recognised by

the results they produce. Another significant disadvantage arises due to the approxi-

mate nature of the exchange-correlation functional. The total HF energy includes the

Coulomb integral which contains the self-interaction, and the exchange integral, and

these terms cancel. In DFT the Coulomb and exchange integrals do not necessarily
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cancel, leading to the self-interaction error (SIE), which is an issue in systems con-

taining localised electrons. This can result in delocalisation of states which should be

localised, or prediction of a metallic system in some materials known to have a band

gap. SIE can be corrected by inclusion of an empirical correction parameter on specific

orbitals, or by using hybrid functionals, which mix a percentage of exact HF exchange

with DFT exchange-correlation functionals.

2.2.6 DFT + U

One method used to reduce the effect of SIE is the introduction of a Hubbard term, U,

to valence states to describe the interaction between the ions, along with an exchange

term, J. Combining these terms gives the effective Ueff , where Ueff = U–J of Dudarev

et al. [155]. The correction to the energy is given by

EDFT+U = EDFT +
Ueff

2

∑
Iσ

∑
i

λIσi (1− λIσi ) (2.29)

and encourages integer occupation of specific orbitals (σ) on specific atoms (I ) with

occupations λIσi , to which Ueff is applied, by penalising partial occupation of orbitals.

Integer occupation of orbitals is encouraged using a quadratic correction by increasing

the energy of the delocalised system. The correction is zero when the orbital has integer

occupation (n = 0 or 1) and is at a maximum halfway between integer occupations, as

shown in figure 2.1 [156]. An advantage of the DFT + U approach is that it does not

increase the computational cost compared to standard DFT functionals. However, the

+U parameter is system dependent, and a value which produces the correct localisation

of defect states may not necessarily be the optimum value for other properties of the

system as they are not due to the SIE.

The selection of a U value may be done by ab initio derivation, e.g. using a linear

response method [156], using a Koopmans-like approach [157–159], or by empirical

fitting to experimental parameters. The band gap is often used to fit values of U, but

fitting to experimental data rather than employing a U value to correctly localise a

polaronic defect state can result in defect states which do not agree with experimental
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Figure 2.1: Sketch of the total energy as a function of the number of electrons.
The bottom curve is the difference between the DFT energy and the exact result

spectra. The comparison of features in the band structure or the relative position

of a defect state in the band gap to experimental data, such as x-ray photoelectron

spectroscopy or ultraviolet photoelectron spectroscopy, is a more suitable means of

fitting a U value.

2.2.7 Hybrid DFT

Hybrid functionals are another approach used to improve upon DFT results, in which

the exchange-correlation energy is expressed as a linear combination of exact HF ex-

change with approximated DFT exchange and correlation. Hybrid functionals have

been developed, which include parameters fit to experimental data. One such func-

tional is B3LYP [160], which combines Becke’s exchange functional, LDA exchange

and correlation, HF exchange, and the LYP correlation expression. The exchange-

correlation energy is given by

EB3LY P
XC = (1− a)ELDA

X + aEHF
X + b∆EB88

X + (1− c)ELDA
C + cELY P

C (2.30)
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with a = 20%, and b and c both fitted to atomisation energies, ionisation potentials

and proton affinities of compounds of a small number of light elements. This makes

the functional less accurate for heavier elements or compounds containing them, such

as metals and metal oxides. The PBE0 functional [161], which has a combination of

25% HF with 75% PBE exchange and 100% PBE correlation, has been reported to

work well for metals and metal oxides.

The HSE06 functional used in this thesis combines a screened short-range (SR) HF

exchange with short- and long-range components of the PBE exchange [162, 163]. The

functional applies a screened Coulomb potential to the exchange interaction, with the

extent of the screening controlled by a screening parameter, ω. At long range, the

exchange functional has PBE behaviour only, while at short range it consists of a

percentage of HF exchange, with the remainder given by PBE exchange. The HSE06

exchange-correlation energy is given by

EHSE
xc = αEHF,SR

x (ω) + (1− α)EPBE,SR
x (ω) + EPBE,LR

x (ω) + EPBE
c (2.31)

For HSE06, α, the mixing parameter (percentage of HF exchange), is 0.25. The term

ω is a screening parameter which controls the extent of the SR interactions. At ω =

0, the functional gives the PBE0 functional, at ω = ∞ it approaches PBE behaviour,

and in HSE06, a value of ω = 0.207 a−1
0 is used.

Hybrid functionals may be used to help correct for SIE, although this can depend on

the percentage of HF exchange used. A disadvantage of hybrid DFT is that it is not

possible to get the exact energy, as it combines non-local HF exchange with local DFT

exchange and correlation. As well as this, it is much more computationally intensive

than DFT methods due to the HF exchange when using a plane wave basis. HSE06 has,

however, been shown to give improved results for structure and electronic properties

for many materials [164–168].
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2.2.8 Density Functional Perturbation Theory

Many physical properties of a solid, such as polarisability, phonons, and dielectric,

are dependent on the system’s response to some form of perturbation. Density func-

tional perturbation theory (DFPT) allows calculation of these properties within the

framework of DFT. Two main formalisms of DFPT have been developed, by Baroni

[169, 170] and Gonze [171, 172]. Baroni’s method uses Green’s function methods to

self-consistently solve a series of equations; Gonze’s method is based on a perturbative

expansion of the Kohn-Sham energy functional, giving a variational problem for even

orders of expansion.

2.3 Solid state simulation

2.3.1 Periodic boundary conditions

Owing to the large number of electrons in a macroscopic crystal, it is unrealistic to

attempt to perform calculations for the entire system. Due to the fact that these

crystals are a highly ordered arrangement of atoms repeating in three dimensions,

periodic boundary conditions may be employed. This means that instead of attempting

to perform calculations for the entire system, a finite repeat unit is used, with special

boundary conditions. The size (a, b and c lattice vectors) and shape (α, β and γ

cell angles), along with the atomic coordinates define the crystal structure. This is

repeated periodically in three dimensions, as shown in figure 2.2. For pure systems,

calculations are carried out on this unit cell, while for defective systems, it is necessary

to use a supercell expansion of the unit cell in order to minimise interactions between

the defects and their periodic images.
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Figure 2.2: A 3 × 3 × 3 expansion of a unit cell, with the unit cell shown in solid
red lines

2.3.2 Brillouin zone and k-points

Bloch’s theorem [173] states that the electronic wavefunction of a periodic system can

be written in the form

Ψ(r) = eikru(r) (2.32)

where eikr is the phase factor which describes the interactions between repeating unit

cells, r is a spatial direction, and k is the wavevector. u(r) is the periodic Bloch function

representing the cell periodic part of the wavefunction, which can be expanded into a

finite number of plane waves summed over the range of reciprocal space vectors. The

use of plane wave basis sets is described in section 2.3.3.

The wavevector in equation 2.32 represents the phase relationship of the wavefunction

between unit cells, with in-phase and out-of-phase interactions between orbitals in

different unit cells varying as a function of k. Figure 2.3 is a schematic band structure
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of a hypothetical one-dimensional system, each unit cell of length a containing an s

orbital. At k=0, the cells are in-phase with each other, and at ±π
a

they are out of

phase with each other. k only has unique values within a 2π
a

range (equation 2.33), but

an infinite number of points exists between these two points. This region in which all

k values are unique is known as the Brillouin zone.

-π/a 0 π/a
k

E
(k
)

a

aa

Figure 2.3: Schematic band structure showing the in-phase and out-of-phase inter-
actions in the first Brillouin zone

k′ = k +
2nπ

a

eik
′a = ei(k+ 2nπ

a
)a

= eikae2inπ

= eika (2.33)

In DFT calculations, the electron density is calculated at each iterative step of the

electronic optimisation (section 2.3.4), and is obtained by integrating the square of the

Kohn-Sham wavefunction over the Brillouin zone. This integral can be approximated by

summing over a set of k -points, which minimises the computational cost. The density

of k -points required is dependent on the system, with metallic systems requiring a

denser mesh of k -points than non-metallic systems, in order to accurately describe the

Fermi level. The Monkhorst-Pack method is used here to generate k -point meshes,
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which contain k -points evenly spaced, either from the origin, giving an even mesh, or

offset from a given k -point, giving an odd mesh, as in Γ-centred meshes [174].

2.3.3 Basis sets and pseudopotentials

In quantum chemical approaches, the representation of orbitals as mathematical func-

tions is required. These representations are usually a linear combination of functions,

known as basis functions. Molecular orbitals may be approximated as localised atomic-

like functionals, derived from Gaussian functions. Plane waves (of the form eiGr, where

G is a reciprocal lattice vector) are widely used as the basis set for solid state calcula-

tions, due to their periodic nature, and can offer high accuracy.

The standing wavefunction can be expressed as a linear combination of plane waves,

differing by reciprocal lattice vectors.

u(r) =
∑
G

cGj e
iGr (2.34)

where cGj are the plane wave coefficients, and j is the band index used to identify

the bands determined at each wavevector k in the first Brillouin zone. Although the

Fourier series needed to fully describe a system is in principle infinite, the basis set

can be reduced to a finite size by introduction of a plane wave cutoff. The plane wave

cutoff produces the minimum number of plane waves required to accurately model the

system. The basis set is dependent only on the size of the cell, and not the number of

atoms, so basis set superposition error and the Pulay force do not arise compared to

localised basis sets. However, there is the issue of Pulay stresses which arises in plane-

wave calculations due to the incompleteness of the basis set with respect to changes in

volume. A high cutoff is required to represent a wavefunction with rapid changes in

electron density (i.e. electrons close to the core of an atom), but must not be so high

as to make the calculation intractable. An advantage of using a plane wave basis set

over a localised basis set is that it can be optimised through the variation of this single

energy cutoff.
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In order to describe core electrons in an all-electron calculation, an unreasonably high

cutoff would be required, as the wavefunction changes so rapidly. The pseudopotential

approximation is used to overcome this, and can be made as the core electrons are

relatively unaffected by the chemical environment of an atom. The strong potential of

the ionic nucleus and core electrons is replaced by a weaker pseudopotential [175]. The

pseudopotential has the same shape as the valence electrons outside the core region,

within the core region it has fewer nodes, and reduces the size of the plane wave basis

required. The cutoff in systems with multiple elements must offer adequate convergence

for all species in the system. In oxide materials, such as the ones examined in this thesis,

the cutoff energy is limited by the electrons of oxygen, not the heavier cations.

Blöchl introduced the projector augmented wave (PAW) method, for high-quality, ef-

ficient calculation of the electronic structure of materials [176]. In the PAW method,

core states are represented by localised basis sets, the effect of which is projected onto

valence electrons, which are represented by plane waves. This approach retains the

physics of all-electron calculations and produces the correct nodal behaviour of valence

electron wavefunctions, while offering the numerical advantages of the pseudopotential

methods.

2.3.4 Electronic and geometric optimisation

In order to optimise a periodic system, the lattice vectors and atomic positions, which

are often obtained from experimental results, are required. An iterative process is car-

ried out for the electronic and geometric optimisation, as outlined by the schematic

in figure 2.4. A trial wavefunction and charge density are generated, either from a

previous iteration, or randomly generated if there is no previous iteration, and these

are used to generate the Hamiltonian. Diagonalisation of the Kohn-Sham Hamiltonian

to obtain the eigenvalues is carried out. The computational cost of traditional diago-

nalisation methods is high for plane wave methods, scaling as N 3, where N is the size

of the basis set. Iterative diagonalisation schemes use only a subset of the eigenval-

ues, and are more efficient than traditional methods. When the Kohn-Sham equations

are solved, a new charge density and wavefunction are obtained, allowing generation
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of a new Hamiltonian. This procedure is iterated until the energy of two electronic

iterations (∆E) is within a given threshold (Ediff).

Initial structure

Generate Hamiltonian

Solve for wavefunction

ΔE < E
diff

?

Calculate charge density

Update positions

Calculate forces

Calculation complete

Forces converged?

Yes

Yes

No

No

Electronic 
optimisation

Geometric 
optimisation

Figure 2.4: Schematic showing the iterative process for electronic and geometric
optimisation

Once the convergence criteria are met, the new wavefunction is then used to calculate

the forces and update the ionic positions. Force is the derivative of the energy with

respect to position; therefore, forces can be determined by moving each atom in all

directions and calculating their energy. However, this will require 6N calculations of the

energy for a system with N atoms. The Hellmann-Feynman theorem [177] states that

the force on any fixed nucleus in a system of electrons and nuclei is simply the classical

electrostatic interaction exerted on the nucleus, therefore once the wavefunction has

been determined, the forces can be estimated directly from it. At each step, the forces

on each ion are calculated and the positions are updated, and if the force convergence

criterion is not met, a new SCF step starts. The system has reached a minimum energy

ionic configuration when there are zero net forces on each ion (or as close to zero as

specified by the force convergence criterion).
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Computational Methods

All calculations were performed using VASP [178–180]. VASP is a widely used quan-

tum mechanical code due to its flexibility, with DFT, DFT + U, HF and hybrid-DFT

methods implemented within it, and contains its own set of PAW pseudopotentials,

optimised for each element. VASP simulates solid state systems through the use of

periodic boundary conditions, modelling a given unit cell as an infinite lattice. When

a fully optimised geometric and electronic structure has been obtained, further calcu-

lations can be carried out to determine properties such as density of states and band

structure. In this chapter, the methods used in structural optimisation, calculation of

the electronic structure, defects and surface simulation are outlined.

3.1 Structural optimisation

For all materials described within this thesis, the first step in their simulation is to

optimise the unit cell geometry. This is done by using an experimental crystal struc-

ture as the starting point for the simulations. The unit cell is optimised over a range

of volumes, with atomic positions, lattice vectors and cell shape allowed to relax while

holding the cell volume fixed. This is repeated until the optimisation completes in one

step, so there is no change in basis set. An energy-volume curve is fitted to the Mur-

naghan equation of state [181], with the minimum of this curve used to determine the

equilibrium cell volume (figure 3.1). This minimises the problem of Pulay stresses and

changes in basis set which arise in plane-wave calculations due to the incompleteness

of the basis set with respect to changes in volume [182].

47
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Figure 3.1: (a) Murnaghan equation of state fite (lines) to energy-volume data
(points) for LaMnO3 for three different k -point meshes. The 3 × 3 × 1, 3 × 3 × 2
and 5 × 5 × 3 curves are shown in black, red and green respectively. (b) Close-up
of the region around the minimum, showing the energy convergence of the k -point

meshes

The plane wave cutoff is required to be sufficiently high to describe rapid changes in the

electron density, but also low enough that the calculation does not become prohibitively

expensive (section 2.3.3). Usually, a lower cutoff (200–300 eV) is sufficient for heavier

elements, but as the systems examined in this thesis contain lighter elements such as

oxygen, higher cutoffs are often required (400–500 eV) to describe the rapid changes

in electron density. The PAW pseudopotentials in VASP provide a minimum cutoff

required to accurately describe each element and its electronic configuration. The



Chapter 3: Computational Methods 49

cutoff used in this work is the highest minimum cutoff (400 eV), which is that of

oxygen, as it has been previously shown to be sufficient for semiconducting oxides such

as the ones examined here [183–185].

The optimum values for various calculation parameters must be determined to ensure

that they are appropriate to model the desired properties of the system. To test

for convergence, a series of energy-volume curves were plotted using different k -point

densities. A suitable estimate for the k-point grid for semiconducting oxides results

in a sampling density of approximately 0.04 Å−1. The k-point grid is determined

by dividing the inverse of each lattice vector by the sampling density and rounding

up. k -points grids either side of this initial estimate are also tested, to ensure that

convergence to within 0.005 eV per formula unit is obtained. The convergence of k -

point meshes of 3 × 3 × 1, 3 × 3 × 2 and 5 × 5 × 3 are tested for LaMnO3, with little

variation in the energy-volume curves for the 3 × 3 × 2 and 5 × 5 × 3 meshes. Figure

3.1 shows the PBEsol + U energy-volume curve, fitted to the Murnaghan equation of

state for LaMnO3, for these k -point meshes. The structure was optimised for a range

of volumes with lattice constants of 98% to 104% of the experimental values. A 3 × 3

× 2 Monkhorst-Pack grid (sampling density of 0.06 Å−1) is used in further calculation

of perovskite-structured materials.

For geometric and electronic optimisation of unit cells, the quasi-Newton residual min-

imization scheme, direct inversion in the iterative subspace (RMM-DIIS) algorithm

[186], is employed. Quasi-Newton methods are based on Newton’s method, which re-

quires the Hessian matrix (a second derivative matrix) to be calculated, a computation-

ally expensive process. Instead of calculating the Hessian, the quasi-Newton method

gradually builds an approximation of the inverse of the Hessian using the gradient of

previous iterations. The matrix can be built such that is positive definite, and avoid

convergence to local maxima.

In nudged elastic band (NEB) calculations, the limited-memory Broyden-Fletcher-

Goldbard-Shanno (L-BFGS) method is used. This is a quasi-Newton method which

allows the images in the NEB to be optimised collectively, improving the efficiency of

the calculations [187].
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3.2 Electronic analysis

3.2.1 Band structure

The band structure of a material can be obtained by plotting the Kohn-Sham eigen-

values as a function of k. In order to calculate the band structure using DFT in VASP,

first, a self-consistent calculation is carried out to obtain the charge density and wave

function. Then a non-self-consistent calculation is performed, using the charge density

of the self-consistent calculation, to obtain the eigenvalues along the high-symmetry

directions of the Brillouin zone. The eigenvalues of the high symmetry points, and a

specified number of points between them are plotted. The high symmetry points used

to plot band structures in this thesis are taken from the handbook of Bradley and

Cracknell [188].

The band structure can provide information such as the band gap of the material, the

k -points at which the valence band maximum (VBM) and conduction band minimum

(CBM) occur, and hence the nature of the band gap. Dispersion of the bands can give

an indication of the strength of the interactions between atomic orbitals of the system,

with disperse bands representing stronger interactions, and flat, non-disperse bands

resulting from weak interactions, typically from highly localised orbitals with little or

no mixing.

3.2.1.1 Effective mass

The effective mass of the band edges can be used as an indicator of the conductivity of

a material. The conductivity, σ, is related to the carrier concentration, n, and carrier

mobility, µ, by

σ = neµ (3.1)

The carrier mobility is inversely proportional to the effective mass. A material which

exhibits good p-type conductivity will have a low hole effective mass at the VBM,

while a good n-type semiconductor has a low electron effective mass at the CBM. The
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effective mass is dependent on the curvature at the band edges. A system with low

effective mass will have highly disperse, curved bands around the VBM or CBM. A

high level of dispersion means that the holes or electrons are delocalised, which results

in high mobility and high conductivity. When the effective mass is high, and carrier

mobility is low, the bands will be non-disperse and flat, and the electron or hole is

localised.

In this work, the transport effective mass (m∗T ), which can be compared to experimental

values, is calculated using [189]

1

m∗T (Ek)
=

1

~2k

dE

dk
(3.2)

The first derivative of the band energy, Ek, with respect to k is assumed to be equal to

that of a parabolic band at that k -point. However, in most materials, the curvature of

the band edge is not parabolic. As a result, the effective masses reported here provide

an estimate of whether a material will exhibit good conductivity, but the quantitative

accuracy will be dependent on the system.

3.2.2 Electronic density of states

The electronic density of states (EDOS) plots the density of eigenvalues as a function

of energy. The total density of states is essentially an integrated band structure with

respect to energy. An energy range in the band structure with a large number of

bands close together within it will result in a large peak in the EDOS. The EDOS can

provide information on the electronic structure of the valence and conduction bands of

a material, as well as any states resulting from the introduction of defects.

The partial electronic density of states (PEDOS), in which the states are decomposed by

element, orbital eigenvalue, or both, can provide extra information about the electronic

structure, allowing identification of the orbital or element contributing to the peaks,

and can be compared to experimental spectra. Spheres of a given radius are defined

around each ion, with all electron density within that sphere attributed to the ion. The

wavefunctions are projected onto spherical harmonics within these spheres to determine
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the orbital in which the density is located. The projection radius can be determined

by examining the charge density around each ion, from which the ratio of the different

atomic radii can be determined. The radii are then varied while keeping this ratio

fixed, until the correct number of electrons is reached.

3.3 Defect calculations

The presence of a defect in a material can greatly affect its properties. The introduction

of aliovalent defects to a system generates charge compensating defects, which can

modify its electronic or ionic conductivity. Defects are usually randomly distributed

within a crystalline material, and are usually in low concentrations, which is not possible

to simulate in the unit cells used for structural optimisation. Introducing a defect to the

unit cell can lead to defect-defect interactions and defect concentrations much higher

than those observed experimentally. Instead, a supercell expansion of the unit cell is

generated, which is treated with periodic boundary conditions. The use of a supercell

minimises the interaction of defects with their periodic images and allows properties

of individual isolated defects to be obtained. It is preferable to use a large supercell,

though the supercell size is often limited by the method used and the computational

resources available.

3.3.1 Neutral defect formation

The formation energy ∆Hf (D, q) of a charge neutral defect, D, is given by

∆Hf (D) = (ED − EP ) +
∑
i

ni(Ei + ∆µi) (3.3)

where ∆ Hf (D) is the formation energy of defect D, ED is the energy of the defective

system, where the shape and volume of the defective cell are constrained to that of

the pure supercell, EP is the energy of the pure supercell, n is the number of atoms

of type i taken from or added to an external reservoir, and Ei + ∆µi are the chemical

potentials which represent the equilibrium growth conditions.
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Taking the example of an oxygen vacancy, nO = +1, the formation energy is given by

∆Hf (Ovac) = EOvac − EP +
1

2
EO2 + ∆µO(T, p) (3.4)

where EO2 is the energy of an oxygen molecule. The calculation of chemical potentials

is outlined in section section 3.3.3.

3.3.2 Charged defect formation

When an aliovalent defect is introduced into a system, the defect can be present in mul-

tiple charge states. Equation 3.3 can be modified to include additional terms required

for the calculation of the formation energy of a defect with charge q, as in equation 3.5.

∆Hf (D, q) = (ED,q − EP ) +
∑
i

ni(Ei + ∆µi) + q(EFermi + εPV BM + Ealign) (3.5)

where ED,q is the energy of the charged cell, EFermi is the electron chemical potential,

varying from the VBM (EFermi = 0 eV) to the CBM (EFermi = the value of the

material’s band gap), εPV BM is the VBM eigenvalue of the pure system. Ealign is a

correction term used to align the electrostatic potential between the bulk and defective

systems and reduce the uncertainties in defect formation energies calculated for finite

size supercells [190]. This term requires the dielectric constant of the host material,

which is calculated using DFPT in VASP, or can be taken from experiment.

3.3.3 Chemical potentials and oxygen partial pressure

The effect of varying the oxygen partial pressure experimentally can be modelled by

varying the chemical potential ∆µi, which set the conditions under which the material

is formed. In a ternary oxide, such as the ABO3 perovskites examined in this thesis,

the growth conditions can be oxygen-rich/cation-poor oxygen-poor/cation-rich, or in

between. Taking LaMnO3 as an example (energies quoted are taken from Chapter 4),

the formation energy is equal to the sum of the chemical potentials.

∆µLa + ∆µMn + 3∆µO = ∆HLaMnO3
f = −12.82 eV (3.6)
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The limiting conditions on the chemical potentials are determined by the formation of

competing phases, La2O3, MnO, MnO2, Mn2O3 and Mn3O4. The sum of the chemical

potentials is set as equal to the formation energy, allowing a set of linear equations

to be generated, which can be solved to determine intersection points of a region of

stability.

Within the constraint that the calculated formation energy of LaMnO3 is equal to the

sum of the chemical potentials (∆µLa + ∆µMn + 3∆µO = ∆HLaMnO3
f ), the optimum

conditions for defect formation can be determined. In order to avoid precipitation

into solid elemental La, Mn and O2 gas, chemical potentials of ∆µLa ≤ 0, ∆µMn ≤ 0,

∆µO ≤ 0 are required. The chemical potentials are also constrained by the formation of

binary compounds, La2O3, MnO, MnO2, Mn2O3, and Mn3O4, setting the limits 2∆µLa

+ 3∆µMn ≤ ∆HLa2O3
f , ∆µMn + ∆µO ≤ ∆HMnO

f , ∆µMn + 2∆µO ≤ ∆HMnO2
f , 2∆µMn +

3∆µO ≤ ∆HMn2O3
f and 3∆µMn + 4∆µO ≤ ∆HMn3O4

f . The chemical potential of alkaline

earth (AE ) dopants is determined from the formation energy of their binary oxides

∆µAE + ∆µO ≤ ∆HAEO
f . The chemical potential limits for determining the defect

formation energies were calculated using CPLAP [191].

The temperature and partial pressure dependence of the oxygen chemical potential,

∆µO(T, p), is calculated by the method of Reuter and Scheffler [192]

∆µO(T, p) = ∆µO(T, p◦) +
1

2
kT ln

(
p

p◦

)
(3.7)

where p is the oxygen partial pressure, and p◦ is 1 atm. The zero reference state of the

oxygen chemical potential is given by the total energy of an isolated oxygen molecule

∆µO(0 K, p◦) ≡ 0 (3.8)
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With respect to this zero reference state, ∆µO(T, p◦) is given by

∆µO(T, p◦) = ∆µO(0 K, p◦) +
1

2
∆G(∆T, p◦,O2) (3.9)

=
1

2
[H(T, p◦,O2)−H(0 K, p◦,O2)]

− 1

2
T [S(T, p◦,O2)− S(0 K, p◦,O2)]

The temperature dependent values of H and S can be obtained from thermochemical

tables [193], allowing the oxygen chemical potential under realistic conditions to be

determined. Vibrational and entropic contributions are neglected, as they are reported

to be typically less than DFT error. [194]. Reuter and Scheffler report the vibrational

contribution to be of the same order as the numerical uncertainty in the calculations,

and that the uncertainty does not affect the physical conclusions in their study [192].

3.3.4 Thermodynamic transition levels

When defects are introduced into a system they can generate states in the band gap.

Although these defect levels may be detected experimentally, using techniques such as

deep level transient spectroscopy, which involve the final charge state relaxing to its

equilibrium configuration after the charge-state transition, it can be difficult. There-

fore, computation identification of the defect levels is becoming a more commonly used

procedure. Thermodynamic transition levels, where a defect switches from one charge

state to another as a function of Fermi energy, are of particular interest. The thermo-

dynamic transition level is defined as the Fermi energy at which the energies of q and

q’ are equal (equation 3.10).

εE(q/q′) =
∆Hf (D, q)−Hf (D, q

′)

q′ − q
(3.10)

Transition level diagrams, which plot the defect formation energy of the various charge

states as a function of Fermi energy, allow identification of transitions between the

charge states of defects in a system and the Fermi level at which they occur. The

lowest energy charge state of a defect at any given Fermi energy over the range of the
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band gap is plotted. In some cases, where the transition levels lie within the valence

band or conduction band, the region plotted extends beyond the band gap. These plots

allow identification of the charge states of a defect and the Fermi energy at which they

occur. Each defect usually has a number of different charge states (dashed lines in

figure 3.2), normally only the most stable charge state at each Fermi energy is plotted

(solid lines in figure 3.2).
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Figure 3.2: Thermodynamic transition level diagrams for a notional binary oxide,
containing a metal vacancy (black) and an oxygen vacancy (red). (a) shows a p-type

system, (b) shows an n-type system, and (c) shows pinning of the Fermi level at the
point of intersection of the defect charge states.

In a transition level diagram, the slope of the line is equal to the charge state of the

defect. Neutral defects (denoted by an x superscript in Kröger-Vink notation) have

zero slope, n-type defects (positive charge states, which are denoted by a r superscript

in Kröger-Vink notation) have a positive slope, and p-type defects (negative charge

states, which are denoted by a ′ superscript in Kröger-Vink notation) have a negative

slope. The transition levels are marked by solid points on the plot and indicate where

two charge states are in equilibrium with one another.

A transition level diagram can show a number of properties of interest. The inclusion

of the chemical potential allows simulation of experimental growth conditions. The

formation energy of the defect will indicate how likely it is that the defect will form

under the given conditions. When assessing the conductivity of a material, ideally the

first transition level should be close to or within the valence band for p-type conduc-

tivity, or the conduction band for n-type conductivity. This allows holes to readily
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move from acceptor levels to the valence band, or electrons from donor levels to the

conduction band, improving the conductivity. If a defect intersects with one of oppo-

site polarity, charge compensation occurs and causes pinning of the Fermi level at this

point, preventing the material from being either p- or n-type.

Figure 3.2 shows three scenarios for a notional binary oxide, containing a p-type metal

vacancy and an n-type oxygen vacancy. The charge states of the defects are plotted

as dashed lines in the figure. Generally, only the lowest energy charge state is plotted;

this is shown by the solid lines. Figure 3.2 (a) represents a system in which the p-type

defect is more likely to form under the given conditions. The metal vacancy has a

lower formation energy than the oxygen vacancy, and has a relatively shallow (0/-1)

transition level, shifting the Fermi level to the VB which allows easy promotion of an

electron formation of a hole in the VB. The oxygen vacancy is high in energy and has

a deep transition level, so n-type behaviour in this material is very unlikely, and anion

vacancies will not compensate for cation vacancies. Figure 3.2 (b) represents conditions

where the n-type defect is more likely to form. The first transition level of the oxygen

vacancy is shallow relative to the conduction band minimum, shifting the Fermi level

to the CB and has a much lower formation energy than the metal vacancy. Figure 3.2

(c) is a system in which the charge state of the donor and acceptor overlap, pinning

the Fermi level at that point, shown by the grey line.

3.3.5 Nudged elastic bands

NEB calculations are a method of finding a minimum energy path (MEP) between

two stable states [187, 195]. These two states are the initial and final state, and are

local minima on the potential energy surface. On a MEP, any point on the path is at

an energy minimum in all directions perpendicular to the path, and the path passes

through at least one first-order saddle point. A NEB is a chain-of-states method, in

which a string of configurations of the system, connected by spring forces, is used to

describe a reaction pathway. When the NEB is converged, the string of images describes

the reaction pathway.



Chapter 3: Computational Methods 58

NEB calculations are started from an initial pathway connecting the initial and final

states, and in most cases, a linear pathway is suitable for the initial path [187]. The

images along the NEB are allowed to relax to the MEP through a force projection

scheme in which the potential forces act perpendicular to the band and the spring

forces act along the band. The tangent along the path is defined as the unit vector to

the higher energy neighbouring image, in order to make the projections. To ensure that

the direction of the tangent does not change abruptly, a linear interpolation between

the vectors to the neighbouring images is used. This improves the stability of the NEB

and prevents the development of artificial kinks in high force regions along it.

The use of a climbing-image NEB (CI-NEB) allows determination of the system con-

figuration at the transition state. In a CI-NEB, the highest energy image does not feel

any spring forces and is allowed to climb to the saddle point via a reflection in the force

along the tangent, giving a maximum in energy along the band and a minimum in all

other directions.

3.4 Surface simulation

3.4.1 Tasker surfaces

Surface terminations were classified by Tasker [196], depending on the atomic compo-

sition of the layers. A Type I surface is composed of stoichiometric layers, giving a

charge neutral surface with equal numbers of anions and cations in each layer, and has

no net dipole perpendicular to the surface, as shown in figure 3.3 (a). The individual

layers in a Type II surface are charged, but there is no net dipole perpendicular to the

surface due to symmetric stacking of the layers, as shown in figure 3.3 (b). In a Type

III surface, shown in figure 3.3 (c), there is a net dipole moment due to the alternating

charged layers.

As they have no net dipole, Type I and Type II surfaces are generally stable, but Type

III surfaces are unstable due to the dipole perpendicular to the surface, and have large

surface energies, which increase with crystal thickness. These surfaces can be stabilised

by modifying them to remove the dipole. One method used is surface reconstruction
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by transferring half the atoms from the top layer to the bottom of the surface slab, as

shown in figure 3.3 (d). When modelling a surface, different terminations may arise

from the same Miller index by cleaving the lattice along different planes of atoms, as

illustrated schematically for the {010} surface of LaMnO3 in figure 3.4.
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Figure 3.3: Tasker classification of surfaces. (a) Type I for a sample system with
M+ cations and X− anions, (b) Type II for a sample system with M2+ cations and
X− anions, (c) Type III for a sample system with M+ cations and X− anions, (d)

reconstruction of Type III

3.4.2 Slab model

The slab model is used for calculations on surfaces, in which a slab of finite thickness

is repeated in 3 dimensions, with a vacuum gap in the direction perpendicular to the

surface. The surface slab should be thick enough to ensure that there is minimal

interaction between the top and bottom of the slab, and the vacuum gap must be

sufficiently large that the interaction perpendicular to the surface between periodic

slabs is minimised. The top and bottom layers of the slab are both exposed, generating

two surfaces per slab. Non-dipolar surface slabs were generated for each surface from
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Figure 3.4: Different terminations of the {100} surface, depending on the plane
cleaved (a) O2 plane cleaved, (b) La-Mn plane cleaved

the optimised bulk structure using the METADISE code [197]. The METADISE code

cleaves the optimised bulk crystal according to a specified Miller index. The surface

energy is calculated using

γs =
Eslab − nEbulk

2A
(3.11)

where γ is the surface energy per unit area, Eslab is the energy of the optimised surface

slab, n is the number of bulk units, Ebulk is the energy of the optimised bulk and A is

the area of the surface slab.

When considering defective surfaces, such as those containing vacancies or interstitial

ions, the two-dimensional expansion of the surface must be large enough to avoid

interaction between defects and their periodic images. In this work, surface expansions

are chosen such that there is a minimum of 15 Å between defects. Charged defects

are not considered in surface slabs as the energy of a charged defect is divergent with

vacuum thickness. In defect simulations, to ensure that there is no net dipole across
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the surface slab, defects are introduced on both sides of the slab. The expression for

the defect formation energy is modified to account for this, as shown in equation 3.12.

∆Hf (D) =
1

2
[(ED − EP ) +

∑
i

ni(Ei + ∆µi)] (3.12)

In this thesis, the formation energy and structure for the most stable termination of each

of the low index surfaces examined are discussed. Oxygen defects are then considered

at these surfaces, to investigate their potential for improving the ionic conductivity of

the material for use as a SOFC cathode.

3.4.3 Wulff construction

The equilibrium crystal structure can be determined based on the calculated surface

energies using the Wulff construction [198]. Wulff stated that for an equilibrium crystal

there exists a point in its interior such that the perpendicular distance, hi, from the

i th face is proportional to the surface energy γi.

γ1

h1

=
γ2

h2

= · · · = γn
hn

= constant (3.13)

where γi is the specific surface free energy of the i th crystal plane and hi is the central

distance of the i th crystal plane. This allows a gamma plot, which is a polar plot

of surface energy as a function of the orientation, to be generated. The equilibrium

crystal shape is that which minimises the Gibbs free energy

∆Gi =
∑
j

γjAj (3.14)

where Aj is the area of the i th plane. The Wulff construction uses the Wulff plot to

determine which crystal faces will be present. This is done by drawing lines from the

origin to every point on the Wulff plot. A plane perpendicular to each line is drawn

at each point of intersection of the gamma plot. The region enveloped by these planes

gives the equilibrium crystal shape, as shown in figure 3.5.
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Figure 3.5: The Wulff construction of a two-dimensional crystal structure. The
solid black outline represents the gamma plot, lines of length hi are shown by black
arrows, dashed grey lines represent the planes perpendicular to hi, and the region

enclosed by red lines is the equilibrium crystal shape



Chapter 4

Structural and electronic properties

of LaMnO3

4.1 Introduction

LaMnO3 has been widely investigated for a range of applications, due to its excellent

catalytic properties, low cost and ease of preparation compared to noble metal catalysts,

magnetic properties and good thermal stability at high temperatures. LaMnO3-based

materials have been examined as cataylst for removal of pollutants [199–202], methane

combustion [203], and for the ORR in metal-air batteries and SOFCs [55, 204]. It

has also been shown to exhibit promising behaviour for use as an electrode material

for supercapacitor applications when undoped or doped with Sr [205–207]. At low

temperature, LaMnO3 exhibits colossal magnetoresistance [208], giving applications in

magnetic sensors and magnetic memory [209, 210].

LaMnO3-based perovskites are one of the most widely investigated cathode materials

for high-temperature SOFCs due to their good electrical conductivity, good stability,

reasonable catalytic activity for the oxygen reduction reaction (ORR) and relatively

low cost [211]. They can also exhibit mixed ionic and electronic conductivity, which

increases the active area for the ORR at the cathode [55]. Above 750 K, LaMnO3 is

pseudocubic, and below this, it is orthorhombic. There has been extensive computa-

tional work done on the high-temperature system [102, 103, 212–215], however, the

calculations can be difficult due to defects lowering the symmetry of the system, and

63
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allowing the distortion of the cubic cell towards the more stable phase. The orthorhom-

bic phase, in the Pbnm space group, has experimentally determined lattice parameters

a = 5.552 Å, b = 5.727 Å and c = 7.737 Å [216, 217]. In the bulk crystal, La ions are

coordinated to 12 O ions, and Mn ions are coordinated to 6 O ions. The orthorhom-

bic cell is distorted relative to the cubic perovskite structure due to a combination of

Jahn-Teller distortion of the MnO6 octahedra, and a GdFeO3-type distortion, charac-

terised by alternating rotation and tilts of the octahedra (tilt system a−b+a− in Glazer

notation [218, 219]), resulting in two different Mn-O-Mn angles, θ1 (Mn-O1-Mn) and

θ2 (Mn-O2-Mn) [220]. In the MnO6 octahedra, the Mn is surrounded by two apical

(O1) and four planar (O2) oxygen atoms, as shown in figure 4.1, with short and long

Mn-O2 in-plane distances (Mn-O2s and Mn-O2l respectively) and a Mn-O1 (Mn-O1m)

distance which has a length in between that of Mn-O2s and Mn-O2l [100].

2

1

La

Mn

O1

O2

Mn-O1m

Mn-O2l
Mn-O2s

Figure 4.1: Unit cell of LaMnO3 used in these calculations, with Mn-O-Mn angles
and Mn-O bond lengths labelled

Orthorhombic LaMnO3 displays A-type antiferromagnetic ordering (A-AFM), with fer-

romagnetic coupling of Mn spin in the basal plane, and antiferromagnetic coupling
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between planes [221], with reported Mn magnetic moment ranging between 3.42 and

3.87 µB/Mn [221–223]. A-AFM LaMnO3 is a semiconductor, with an O 2p dominated

valence band, with Mn t2g states at the bottom of the main O 2p region, and an un-

occupied peak with Mn eg character is seen between the top of the valence band and

the bottom of the main unoccupied states [224].

The most common methods of calculating the structural and electronic properties of

perovskite oxides have been DFT and hybrid-DFT. LDA and GGA (PW91, PBE) are

reported to reproduce the experimental lattice parameters to within 1% and magnetic

structure of the LaMnO3 unit cell [215, 225], but underestimate the Jahn-Teller and

GdFeO3-type distortions [94, 96, 98]. LDA and GGA calculations also underestimate

the band gap of orthorhombic LaMnO3 [96, 215] or predict a metallic system [94], and

do not give the correct splitting of the Mn 3d states. The description of the magnetic

and electronic structures, and the structural parameters can be improved by using DFT

+ U or hybrid DFT. DFT + U, (PBE + U, LDA + U ) with U values of 2–5 eV applied

to Mn 3d states [96, 226, 227], or hybrid DFT, results in an improved description of

the electronic structure and opens the band gap [96–100]. However, both DFT + U

and hybrid DFT may overestimate the cell volume, leading to errors in the structural

distortion, with poor description of the tilting of the MnO6 octahedra.

Previous theoretical studies of LaMnO3 surfaces have focused mainly on the high-

temperature cubic phase, investigating the stability of the {001}, {110} and {111}

surfaces, and oxygen adsorption at these surfaces, using PW91 [102] and B3LYP func-

tionals [102, 104, 105]. The MnO2 terminated surfaces of the cubic phase were found

to be the most stable ones, and dissociative adsorption of O on Mn ions was observed

[103].

Studies of the low index surfaces of the orthorhombic phase have focused on surface

energetics and the relaxation of a subset of the surfaces [101, 102]. A recent study by

Ahmad et al. [105], using hybrid DFT with the B3LYP functional, investigated a subset

of the low index surfaces of orthorhombic LaMnO3 [105], focusing on the O-terminated

Tasker type 2 surfaces [196]; the {010}, {100}, {011} and {110}. They report the

longest Mn-O bond distance in the bulk to be 2.31 Å, which significantly overestimates



Chapter 4: Structure and electronic properties of LaMnO3 66

the experimental value of 2.18 Å [216]. Of the surfaces studied, the {010} was found

to be the most stable, followed by the {110}, {100} and {011}. The equilibrium

crystal morphology was predicted, the Mn sites at each surface were identified and

used to determine the percentage of 4- and 5-coordinate Mn sites at which the ORR

can take place. Few experimental studies have been carried out on the surfaces of

orthorhombic LaMnO3. A recent study by Symianakis et al. [228] characterised the

surfaces of orthorhombic LaMnO3 using x-ray photoelectron spectroscopy (XPS) and

LEIS. XPS was used to determine the atomic concentrations of La, Mn and O, and

LEIS was used to determine the La/Mn surface atomic ratio, which was found to be

1.7 ± 0.3.

In this chapter, the PBE, PBE + U, PBEsol, PBEsol+ U, and HSE06 functionals were

examined for modelling of bulk orthorhombic LaMnO3, in order to determine a suitable

functional for calculation of its defect properties. A suitable functional was then used

to investigate the structure and stability of the low index surfaces of LaMnO3. The

equilibrium crystal structure was calculated based on the formation energies of the low

index surfaces, allowing determination of the surface terminations.

4.2 Methodology

Different approaches towards treating the exchange and correlation were employed in

this work to investigate their suitability in describing the structural and electronic

properties of LaMnO3. GGA was used to treat the exchange and correlation using the

PBE functional [153], and the PBEsol functional [154]. Mn(III) ions have a partially

filled d shell which leads to SIE, due to the localised nature of the 3d states. There

is also a significant contribution of Mn 3d and O 2p states to the valence band of

LaMnO3, so upon the generation of holes, standard DFT incorrectly predicts their

delocalisation over all of the Mn and O atoms. A set of calculations was carried out

with a + U correction applied to Mn 3d states, which can improve the description of

the electronic properties of LaMnO3, giving the correct splitting of the occupied Mn 3d

states [96, 227, 229, 230]. A U value of 4.5 eV is applied to Mn 3d states in this work

(referred to as U 1 in the results). A second set with both a U value of 4.5 eV applied
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to Mn 3d states and a U value of 5.5 eV applied to O 2p states (referred to as U 2 in

the results), which reduces SIE associated with O 2p states [159, 231, 232], and also

reduces the overbinding of the O2 molecule seen in LDA and GGA calculations [233–

235]. The HSE06 [162, 163] functional was employed in a further set of calculations.

The structure was relaxed using the quasi-Newton RMM-DIIS algorithm [186], with

electronic and ionic convergence criteria of 10−6 eV and 0.005 eV/Å respectively.

Surface slabs were generated from the optimised bulk, with a 15 Å vacuum gap between

surfaces. Convergence of surface energy with slab thickness was tested for the {010}

surface and used to determine the required slab thickness for other surfaces. Surface

energies were calculated using equation 3.11.

4.3 Structural properties of LaMnO3

From convergence tests of the bulk structure, the 3 × 3 × 2 k -point mesh was chosen

for optimisation of bulk LaMnO3, as it was found to give convergence of the energy to

within 0.005 eV.

The data from the calculation of the structure of bulk LaMnO3 is presented in table

4.1, along with data from experiment [216] and selected previous computational studies,

using HSE and B3LYP [97, 100, 105]. Calculations carried out using PBE give good

agreement with the structural properties of LaMnO3, with the experimental volume

reproduced within 2%, the Mn-O distances within 2.4% and the Mn-O-Mn bond angles

within ∼ 1%. Two sets of PBE + U calculations were carried out, one with U applied

to Mn 3d states only, one with U applied to both Mn 3d and O 2p states. For

both sets of calculations, the volume is overestimated, by 4.4–4.8%. All 3 lattice

vectors are overestimated, with the most significant overestimation in the b vector

(2.5% for calculations with UMn = 4.5 eV and 2.2% for calculations with UMn = 4.5

eV and UO = 5.5 eV). A greater overestimation of the lattice vectors is observed in

the calculations carried out with U applied only to the Mn 3d states. In both sets of

data, the Mn-O distances are overestimated, with the calculations with U on Mn 3d

states again showing a larger overestimation. The Mn-O2l distance shows the largest
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overestimation, (2.6–2.8% for the calculations with U on Mn 3d states, and 2.2–2.5%

for the calculations with U on Mn 3d and O 2p states.

Calculations carried out using PBEsol show a significant underestimation of the vol-

ume, the b lattice parameter, and Mn-O2l, and overestimation of the short Mn-O2s

distance, giving a value greater than that for the Mn-O1m distance. Calculations car-

ried out using PBEsol + U, with U on Mn 3d states only, and with U on both Mn

3d and O2p states give excellent agreement with the experimental structure. HSE06

calculations give very good agreement with the experimental volume, Mn-O1m and

Mn-O2s distances and the Mn-O-Mn bond angles. However, as with the PBE + U

calculations, the b vector and Mn-O2l distance show the greatest deviation from the

experimental values.

From the analysis of the data fitted to the Murnaghan equation, it was evident that

the Mn-O-Mn angles are sensitive to the volume of the cell. For each functional, an

increase in the cell volume resulted in a decrease in the calculated angles, showing the

importance of correctly modelling the volume. At the experimental volume, calculation

of the distortion of the structure, as indicated by the octahedral rotation, gives good

agreement with experimental values, with a deviation of 0.2–1% from the experimen-

tal value for θ1 and deviation of 0.2–1.4% for θ2. However, for the PBE and PBE +

U calculations the calculated equilibrium volume is 1.7–4.8% greater than the experi-

mentally determined volume, resulting in deviations of up to 2.1% from the Mn-O-Mn

angles. The PBEsol calculation underestimates the volume by 3.7%, and although it

gives good agreement with the θ1 angle, with an overestimation of 0.9%, the θ2 angle

is overestimated by 3.6%. The PBEsol + U and HSE06 calculations give better agree-

ment with the experimental volume, giving values within 1% of the experimental value

for θ1 and θ2.

Previous theoretical work (presented in table 4.1) shows good agreement with the exper-

imentally determined structural properties of LaMnO3. The HSE-15 (HSE calculations

with screening parameter = 0.15) calculations of He and Franchini [100] reproduce the

lattice vectors, Mn-O distances and Mn-O-Mn angles to within 2% of the experimental



Chapter 4: Structure and electronic properties of LaMnO3 69

Table 4.1: Structural data for LaMnO3, 3 × 3 × 2 k -point mesh, experimental data
from Ref. [216]. θ1 is the Mn-O1-Mn angle and θ2 is the Mn-O2-Mn angle. PBEsol is
abbreviated to PS. Volumes are presented in Å3, lattice vectors and bond lengths in
Å, and angles in degrees. Previous computational studies from refs. [100]a and [97,
105]b. % differences between the experimental and calculated values of the structural

parameters are given in parentheses

Expt. HSEa B3LYPb PBE PBE+U1 PBE+U2 PS PS+U1 PS+U2 HSE06

V 244.80 247.36 243.37 249.21 256.55 254.57 235.69 244.97 243.13 248.98

(1.05) (-0.59) (1.80) (4.80) (3.99) (-3.72) (0.07) (-0.68) (1.71)

a 5.537 5.553 5.536 5.578 5.601 5.585 5.533 5.533 5.516 5.557

(0.29) (-0.02) (0.74) (1.16) (0.87) (-0.07) (-0.07) (-0.38) (0.36)

b 5.747 5.820 5.730 5.774 5.890 5.874 5.580 5.755 5.745 5.857

(1.27) (-0.30) (0.47) (2.49) (2.21) (-2.91) (0.14) (-0.03) (1.91)

c 7.693 7.653 7.672 7.737 7.777 7.760 7.635 7.693 7.673 7.650

(-0.52) (-0.27) (0.57) (1.09) (0.87) (-0.75) (0.00) (-0.26) (-0.56)

Mn-O2l 2.178 2.213 2.31 2.151 2.235 2.226 2.004 2.162 2.158 2.236

(1.61) (6.06) (-1.24) (2.62) (2.20) (-7.99) (-0.73) (-0.92) (2.66)

Mn-O1m 1.968 1.962 1.99 1.980 2.002 1.998 1.949 1.963 1.969 1.962

(-0.30) (1.12) (0.61) (1.73) (1.52) (-0.97) (-0.25) (0.05) (-0.30)

Mn-O2s 1.907 1.914 1.92 1.953 1.947 1.946 1.982 1.928 1.926 1.908

(0.37) (0.68) (2.41) (2.10) (2.05) (3.93) (1.10) (1.00) (0.05)

θ1 155.48 154.36 – 155.24 152.50 152.23 156.82 154.23 153.95 154.20

(-0.72) (-0.15) (-1.92) (-2.09) (0.86) (-0.80) (-0.98) (-0.82)

θ2 155.11 154.17 – 155.93 152.68 152.44 160.64 154.74 154.34 153.79

(-0.61) (0.53) (-1.57) (-1.72) (3.57) (-0.24) (-0.50) (-0.85)

values, however the calculated electronic structure does not show the splitting of the

Mn eg peak from the conduction band. The B3LYP calculations of Ahmad et al. [97,

105] show very good agreement with experiment, with the exception of the Mn-O2l

distance, which is overestimated by 6%, and the data for the Mn-O-Mn angles is not

presented. Their study does not examine the electronic structure of LaMnO3.

From the structural study of LaMnO3, PBE, PBEsol + U1, PBEsol + U2 and HSE06

give good agreement with the experimental structure. In addition to calculating the

structural properties of LaMnO3, the electronic structure was examined to identify a

suitable functional for use in this thesis.
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4.4 Electronic and magnetic structure of LaMnO3

The calculated EDOS for each of the functionals tested is shown in figure 4.2, and

calculated band gaps are presented in table 4.2. LaMnO3 has an O 2p dominated

valence band, with Mn t2g states at the bottom of the main O 2p region, and an

unoccupied peak with Mn eg character is seen between the top of the valence band

and the bottom of the main unoccupied states [224]. PBE and PBEsol calculations are

found to significantly underestimate the band gap of LaMnO3, and fail to predict the

separation of the Mn eg peak from the main conduction band (figure 4.2 (a), (b)). Both

PBE and PBEsol give incorrect splitting of the Mn d orbital, with the occupied t2g

peak above the main O 2p states in the valence band, as seen in figure 4.2 (a) and (b).

Both sets of PBE + U calculations correctly predict LaMnO3 to be semiconducting,

and the expected features of the EDOS are well modelled (figure 4.2 (c)–(f)), showing

the O 2p dominated valence band, with Mn 3d contribution, and the correct splitting

of the Mn d orbital. The calculated direct band gaps lie within the experimentally

reported range of 1.1–2.0 eV, given in table 4.2. The EDOS calculated using PBEsol

+ U calculations are also in good agreement with experiment. The calculated band

gaps are lower than those predicted by PBE + U but are still in good agreement with

the values given by experimental values. HSE calculations also produce the expected

electronic structure of the valence band, though the empty Mn eg peak below the main

conduction band is shifted to higher energy, while the main CB is not shifted, resulting

in an overestimation of the band gap, as shown in figure 4.2 (h). All calculations give

good agreement with the reported experimental values of the Mn magnetic moment

(3.4–3.9 µB/Mn) [221–223], with inclusion of U causing an increase in the magnetic

moment, as shown in table 4.2.

Table 4.2: Calculated magnetic moment and band gaps for LaMnO3. Experimental
Mn magnetic moment from refs. [221–223], optical band gap from refs. [224, 236–238].

Previous HSE resultsa from ref. [100]

Expt. HSEa PBE PBE+U1 PBE+U2 PS PS+U1 PS+U2 HSE06

m (µB/Mn) 3.42–3.87 3.67 3.5 3.9 3.9 3.4 3.9 3.9 3.8

Direct gap (eV) 1.1–1.9 1.63 0.51 1.437 1.43 0 1.36 1.37 1.91

Indirect gap (eV) 0.06 1.10 1.09 0 0.99 0.99 1.48
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Figure 4.2: EDOS for LaMnO3: (a) PBE, (b) PBEsol (c) PBE + U (UMn = 4.5
eV), (d) PBEsol + U (UMn = 4.5 eV), (e) PBE + U (UMn = 4.5 eV, UO = 5.5 eV),
(f) PBEsol + U (UMn = 4.5 eV, UO = 5.5 eV) (g) HSE06. The top of the highest
occupied band is aligned to 0 eV. Total DOS is shown in black, O p states in red,

Mn d states in green and La f states in cyan
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Calculations carried out using PBEsol + U with U on both Mn 3d and O 2p states give

good agreement with both the structural and electronic properties, and the inclusion of

+ U corrections on Mn 3d and O 2p states gives the correct splitting of the d orbitals

and band gaps in good agreement with experiment (figure 4.2(f)). Hence, the LaMnO3

structure optimised using this functional is the most suitable for use in surface and

defect studies. Recently, PBEsol + U (U = 4 eV) has been shown to give a good

description of the structural properties of distorted LaCoO3 [239].

4.4.1 PBEsol + U electronic structure

The calculated electronic EDOS is in good agreement with experiment and other recent

computational studies on orthorhombic LaMnO3 [98, 226]. O 2p states make up the

valence band, with Mn 3d contribution at -5 eV and Mn 3d and O 2p at 0 eV, and an

unoccupied Mn peak below the main unoccupied states. Mn d states are observed in

the peak at approx. 1.5 eV, in agreement with photoemission studies, which also report

the character of the band gap to be of p to d charge transfer type [237].
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Figure 4.3: LaMnO3 band structure (black) calculated using PBEsol + U (UMn

= 4.5 eV, UO = 5.5 eV). (a) shows the O 2p contribution (in red) to the bands and
(b) shows the Mn 3d contribution (in green). The top of the highest occupied band

is aligned to 0 eV
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The calculated direct band gap of 1.37 eV is within the range of 1.2–2.0 eV reported by

experiment [224, 236, 237, 240, 241] and the indirect gap was calculated to be 0.99 eV,

with the VBM between U and Z, and the CBM at Γ. Weighting of the bands was carried

out for Mn d contributions and O p contributions, which shows the predominantly O

2p character of the valence band, with Mn 3d contributions, and the Mn 3d character

of the bands between the VBM and the main conduction band, as shown in figure 4.3.

4.5 Low index surfaces of LaMnO3

The surface slabs generated for convergence testing using METADISE were a minimum

of 10 Å thick to minimise interactions between the slab surfaces, and a vacuum gap of

15 Å was introduced to reduce interactions between the surface and its periodic image.

A 3 × 2 × 1 k -point mesh was employed for the {010} surface, and slabs containing

two, three and four unit cells (40, 60 and 80 atoms), and thickness 11.6, 17.4 and 23.2

Å were tested. The surface energy of the slab containing 2 unit cells was found to be

converged to within 0.01 J/m2. Based on this, slabs with a minimum thickness of 11 Å

were constructed for the other surfaces. The {010}, {001} and {100} slabs contain 40

atoms with depths of 11.5, 15.4 and 11.0 Å, the {110}, {011}, and {101} slabs contain

60 atoms with depths of 11.9, 13.8 and 13.5 Å and the {111} slab contains 70 atoms,

with a depth of 14.1 Å.

Table 4.3: Unrelaxed (γun) and relaxed (γs) surface energies, relaxation energy
(∆E), surface coordination and Mn-O bonds cleaved in the low index surfaces of

LaMnO3

γun γs ∆E Surface coordination

Miller indices (J/m2) (J/m2) (J/m2) La Mn O (La) O (Mn) Bond cleaved

{010} 1.48 0.97 0.51 9 5 1, 2 1, 2 Mn-O2l

{100} 2.07 1.07 1.00 9 5 1, 2 1, 2 Mn-O2s

{111} 2.09 1.27 0.82 6 4, 5 1, 2 1, 2 Mn-O1m, Mn-O2s, Mn-O2l

{110} 2.14 1.31 0.83 6 5, 6 2 1, 2 Mn-O2l

{101} 2.22 1.67 0.55 9 3 1, 2 1, 2 Mn-O1m, Mn-O2s, Mn-O2l

{001} 2.54 1.72 0.82 5 5, 6 1 1, 2 Mn-O1m

{011} 2.41 1.80 0.61 5 4, 5 1, 2 1 Mn-O1m, Mn-O2l, Mn-O2l
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Different k -point meshes were used for the surfaces, based on the surface lattice vectors,

with a 3 × 3 × 1 k -point mesh for the {001} surface, 3 × 2 × 1 k -point mesh for the

{100}, {011} and {101} surfaces, and a 2 × 2 × 1 k -point mesh for the {110} surface.

All possible terminations of the low index surfaces were investigated, and the most

stable terminations are reported here. The unrelaxed and relaxed surface energies,

relaxation energies, surface coordination and Mn-O bonds cleaved at the surface for

each of the low index surfaces are given in table 4.3, in order of decreasing stability.

The surface La-O and Mn-O coordination is similar at all surfaces. The relaxed surface

structures are shown in figures 4.4–4.10, with the sites from which oxygen atoms may be

removed to form oxygen vacancies identified and labelled in the figure with O1/O2a/b.

4.5.1 The {010} surface

The {010} surface (figure 4.4), which has the lowest relaxation and surface energies, is

terminated by 9-coordinate La ions, 5-coordinate Mn ions, and O1 and O2 ions (1- and

2-coordinate to both La and Mn ions). Surface relaxation results in relatively small

deviation of the Mn-O1m bonds by -2.2 to 0.7% from the bulk, and -2.2 to 1.0% in

Mn-O2 distances at the surface, due to movement of Mn ions by 0.11 Å towards the

surface and O ions by 0.35 Å. Alternating increases of 0.1% and decreases of 0.03% in

the Mn-O1-Mn angles along the surface indicate small rotations of the octahedra at

the surface, giving rise to a low relaxation energy.

[010]

O1b O1a

O2

Figure 4.4: Relaxed surface slab {010} surface of LaMnO3. O1 atoms are shown
in red and O2 atoms are shown in blue. Oxygen vacancy sites are labelled with a, b



Chapter 4: Structure and electronic properties of LaMnO3 75

In the subsurface layer, variation in Mn-O1 and Mn-O2 distances is less than 1%, with

movement of the Mn ions by 0.03 Å and O ions by 0.07 to 0.10 Å, and Mn-O-Mn bond

angles vary by 0.1 to 2%.

4.5.2 The {100} surface

The {100} surface (figure 4.5) is also terminated by 9-coordinate La ions, 5-coordinate

Mn ions and O1 and O2 ions (1- and 2-coordinate to both La and Mn ions), and

has a similar surface energy to the {010} surface, 0.1 J/m2 higher in energy. The

{010} and {100} surfaces are identical in the cubic perovskite structure, but differ in

the orthorhombic phase due to the Jahn-Teller and GdFeO3-type distortions (figure

4.4 and 4.5). When generating the {100} surface, a Mn-O2s bond is cleaved, which

requires more energy than cleaving a Mn-O2l bond for the {010} surface, resulting in a

higher unrelaxed energy and greater potential for relaxation. Movement of the Mn ions

by 0.11 Å away from the surface and of the O ions by 0.25 to 0.40 Å causes shortening

of the Mn-O1m bonds by 1–3%, while Mn-O2 bonds relax significantly, deviating from

the bulk, with decreases of up to 11% in the Mn-O2l bonds and increases of up to 11%

in the Mn-O2s bonds. Significant changes in the octahedral rotation are also observed,

with increases of 4 to 9% in θ1.

O1b
O1a

O2

[100]

Figure 4.5: Relaxed surface slab {100} surface of LaMnO3. O1 atoms are shown
in red and O2 atoms are shown in blue. Oxygen vacancy sites are labelled with a, b

In the first subsurface layer, changes in octahedral rotation are much smaller, with

decreases of 0.2–2% in θ1 and 0.8% in θ2 compared to the bulk, and decreases of 0.1–

0.4% in the Mn-O1m distances are observed. As in the surface layer, there are significant
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decreases in the Mn-O2l and increases in the Mn-O2s distances, due to movement of the

O ions by 0.16 to 0.21 Å, giving deviations of up to 11% from the bulk. The difference

in the bond cleaved, and the distortions and rotations give rise to its large unrelaxed

surface energy and large relaxation energy, resulting in similar surface energies for the

{010} and {100} surfaces.

4.5.3 The {111} surface

The {111} surface (figure 4.6) is terminated by 6-coordinate La ions, 4- 5- and 6-

coordinate Mn ions, and O1 and O2 ions (1- and 2-coordinate to both La and Mn

ions). Significant distortions are observed on relaxation of the slab, both at the surface

and in the first subsurface layer, leading to a large relaxation energy. Around the 4-

coordinate Mn, where a Mn-O1m and Mn-O2s bond have been cleaved, the remaining

Mn-O1 distance increases by 2%, Mn-O2l distances decrease by up to 6% and Mn-O2s

distances increase by up to 5% on relaxation due to significant movement of the O

ions of 0.67 to 0.86 Å, and movement of the Mn ions by 0.29 Å away from the surface.

Around the 5-coordinate Mn, where a Mn-O2l bond has been cleaved, the Mn-O1m

distances decrease by 2–5%, Mn-O2l distances decrease by up to -4% and Mn-O2s

increase by up to 5%, due to movement of O ions by 0.34 to 0.67 Å, and movement of

the Mn ions by 0.29 Å away from the surface.

[111]

O1

O2a
O2b O1c

O1d

Figure 4.6: Relaxed surface slab {111} surface of LaMnO3. O1 atoms are shown
in red and O2 atoms are shown in blue. Oxygen vacancy sites are labelled with a, b,

c, d
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In the complete Mn-O6 octahedra, alternating increases of 4% and decreases of 3% are

observed in the Mn-O1m distances within a layer. The Mn-O2l distances are found

to decrease by 1 to 4%. The θ2 angles do not show a significant change, varying by

up to 1%, but the θ1 angles show an increase of 4 to 9% at the surface and the first

subsurface layer. In this subsurface layer, the Mn-O1m distances show deviations from

the bulk of -7 to 4%, the Mn-O2l distances show decreases of approximately 8%, and

the Mn-O2s distances show increases of 5 to 8% compared to the bulk system.

4.5.4 The {110} surface

The {110} surface (figure 4.7) is terminated by 6-coordinate La ions, 5-coordinate Mn

ions, where a Mn-O2l bond has been cleaved, and 6-coordinate Mn ions, O1 and O2

ions (2-coordinate to La ions and 1- and 2-coordinate to Mn ions). Relaxation of the

surface causes a significant change to the Mn-O distances in the terminating layer, due

to movement of O ions by 0.24 to 0.5 Å. Movement of the Mn ions by 0.22 Å away from

the surface is observed in the 5-coordinate Mn-polyhedra, with increases of 2% to 5%

in the Mn-O1m distances, along with an increase of approximately 1% in the Mn-O2s

distances (to the 1-coordinate O atoms), and a 5% decrease in the Mn-O2l distance,

resulting in a large relaxation energy. In the complete Mn-O6 octahedra, movement of

the Mn ions by 0.17 Å away from the surface, increases of 1% and decreases of 5% in

the Mn-O1m distances within a layer are observed, along with decreases of up to 4%

in Mn-O2l distances and increases of up to 2% in the Mn-O2s distances. A significant

rotation of the polyhedra at the surface is observed, with increase and decrease of 5%

and 18% respectively in the θ1 angles, and a 12% increase in θ2.

In the subsurface layer, increases and decreases of up to 1% are observed in all Mn-O

distances. Changes in Mn-O-Mn angles are smaller than at the surface, with a 4%

decrease in θ1 and a 1% increase in θ2. As with the {111} surface, the as-cleaved slab is

unstable, resulting in significant relaxation of the Mn-O distances and Mn-O-Mn bond

angles at the surface and in the subsurface layer, and leading to a large relaxation

energy for the surface.
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[110]

O1a

O1b

O2

Figure 4.7: Relaxed surface slab {110} surface of LaMnO3. O1 atoms are shown
in red and O2 atoms are shown in blue. Oxygen vacancy sites are labelled with a, b

4.5.5 The {101} surface

The {101} surface (figure 4.8) is terminated by 9-coordinate La ions, 3-coordinate

Mn ions, O1 and O2 ions (1- and 2-coordinate to both La and Mn ions). Surface

relaxation results in a 2% decrease in the Mn-O1 distance in the truncated octahedra,

which consist of a Mn ion coordinated to three O ions, by Mn-O1m, Mn-O2l and

Mn-O2s bonds, a 1% increase in the Mn-O2s distance and a significant decrease of

approximately 11% of the Mn-O2l distance. The significant changes in the Mn-O2l are

likely to be due to the low Mn coordination at the surface, and movement of surface

Mn ions by 0.36 Å, and O ions by 0.16 to 0.39 Å. A decrease of 8% compared to the

bulk is observed in the θ1 angle at the surface, along with increases and decreases of 4%

and 6% respectively in θ2. In the subsurface layer, the Mn-O1m distances are found to

change from that of the bulk by -2–4%, and the Mn-O2 distances both change by -4–4%

due to movement of O ions by approximately 0.12 Å, θ1 angles by -1–2% and θ2 angles

by -1–1%. Despite the significant distortions on optimisation the {101} surface has

the second lowest relaxation energy, in contrast to other surfaces which had significant

distortions and higher relaxation energies. The low Mn coordination at the surface

leads to a less stable surface termination.
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[101]

O2b

O1b O1a
O2a

Figure 4.8: Relaxed surface slab {101} surface of LaMnO3. O1 atoms are shown
in red and O2 atoms are shown in blue. Oxygen vacancy sites are labelled with a, b

4.5.6 The {001} surface

The {001} surface (figure 4.9) is terminated by 5-coordinate La, 5- and 6-coordinate

Mn ions, and O1 and O2 ions (2-coordinate to La ions and 1- and 2-coordinate to Mn

ions). At the surface, the Mn-O1 distances are found to decrease by 6%, and increases

of up to 9% are observed in the Mn-O2 distances, due to movement of 0.2 to 0.4 Å

of the O ions and 0.1 Å of the Mn ions around both the 5- and 6-coordinate Mn-O

polyhedra. Changes of ±2% in the θ1 angle are observed at the surface, and θ2 angles

increase by 3–5%. In the subsurface layer, changes in Mn-O-Mn angles are considerably

less than at the surface for both the θ1 (< 1%) and in θ2 (< ±2%). Mn-O1 distances

show a 1–3% increase in the subsurface layer, and Mn-O2 distances show deviations

of -1–1% compared to bulk values. The relaxation energy is the same as that for the

{111} surface, which exhibits similar percentage changes in the Mn-O distances and

Mn-O-Mn bond angles at the surface. The {001} surface has a similar termination to

the {110} surface, differing in the bonds cleaved, with a Mn-O2l bond cleaved at the

{110} surface, and a Mn-O1m bond cleaved at the {001} surface. The {001} surface

has a shorter Mn-O1m bond cleaved, and lower La coordination, resulting in a higher

surface energy, similar to that seen for the {010} and {100} surfaces. The surfaces have

similar relaxation energies, with similar movement of O ions on relaxation, despite the

difference in Mn-O bond broken at the surface.
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[001]

O1

O2a
O2b

Figure 4.9: Relaxed surface slab {001} surface of LaMnO3. O1 atoms are shown
in red and O2 atoms are shown in blue. Oxygen vacancy sites are labelled with a, b

4.5.7 The {011} surface

The {011} surface (figure 4.10) is terminated by 5-coordinate La ions, 4- and 5- coordi-

nate Mn ions and O1 and O2 ions (1- and 2-coordinate to La ions and 1-coordinate to

Mn ions). Around the 4-coordinate Mn ions, where a Mn-O1 and Mn-O2l bond have

been cleaved, the Mn-O1 distances are observed to increase by 1.6%, while the Mn-O2

distances decrease by approximately 1–2% on relaxation of the surface, as a result of

movement of O ions by 0.2 Å and Mn ions by 0.18 Å. Around the 5-coordinate Mn

ions, where a Mn-O2l bond has been cleaved, O ions are observed to move by 0.26 to

0.56 Å and Mn ions by 0.24 Å, the Mn-O1 distances show decreases of 2–3%, while the

Mn-O2 distances are seen to decrease by 0.4–2.7%. Significant changes are observed in

the Mn-O-Mn angles, with a 7% decrease in θ1 and increase and decrease of 4% in the

θ2 angles within a layer.

In the subsurface layer, Mn-O-Mn angles deviate from the bulk by less than 1%, Mn-O1

distances show increases and decreases of up to 1%, Mn-O2s distances show decreases

of up to 0.8% and increases up to 0.3%, and Mn-O2l distances show increases of 1–3%

compared to the bulk values. The {011} surface has the same Mn coordination as the

{111} surface, with 4- and 5-coordinate Mn. Similar to the {111} surface, a Mn-O2l
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[011]

O1
O2b

O2a

Figure 4.10: Relaxed surface slab {011} surface of LaMnO3. O1 atoms are shown
in red and O2 atoms are shown in blue. Oxygen vacancy sites are labelled with a, b

bond is cleaved around the 5-coordinate Mn. However, around the 4-coordinate Mn,

a Mn-O2l and Mn-O1m bonds are cleaved, unlike the {111} surface, where Mn-O2s

and Mn-O1m bonds are cleaved. The {011} surface shows less significant changes in

the Mn-O distances and Mn-O-Mn angles than the {111} surface, accounting for the

smaller change in energy on relaxation of the surface. It also has lower La coordination,

with 5-coordinate La at the {011} surface and 6-coordinate La at the {111} surface.

The lower La coordination results in the higher surface energy of the {011} surface

compared to the {111} surface, as was seen for the {110} and {001} surfaces.

4.5.8 Summary

The order of surface energy is found to be {010} < {100} < {111} ≈ {110} < {101} ≈

{001} < {011}, with the Mn coordination, La coordination, and breaking of different

Mn-O2 bonds affecting the surface stability. Surface stability is often linked to coordi-

nation, with low coordination representing less stable and reactive surfaces. Surfaces

with higher La and Mn coordination were more stable, with high La coordination hav-

ing a greater effect on the stability than high Mn coordination. This is seen in the

{101} surface, which has the lowest Mn coordination, but has higher La coordination

and is more stable than the {001} and {011} surfaces. Lower relaxation energies were

observed when a Mn-O2l bond was broken compared to a Mn-O2s bond, as in the

{010} and {100} surfaces. Breaking a Mn-O2l bond compared to a Mn-O1m bond, as
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in the {110} and {001} surfaces, did not result in a large difference in the relaxation

energy.

Ahmad et al. report the order of surface energy from B3LYP calculations to be {010}

< {110} < {100} < {011} [105]. In agreement with our work, the {010} exhibits

the lowest surface energy and relaxation energy, and the {011} exhibited the highest

surface energy. In contrast to the results obtained here, they report the {100} to have a

higher energy than the {110} surface. The long Mn-O bond in their bulk structure was

reported to be significantly longer than was found in the current study and that found

by experiment, indicating an excessive degree of Jahn-Teller distortion. This affects

the structure of the system and the Mn-O2s bond length, and may have affected their

order of surface energies.

A Wulff plot of the equilibrium crystal morphology was constructed using VESTA [242],

based on the surface energies of the low index surfaces. In the Wulff construction, shown

in figure 4.11, the {111} termination is dominant due to its orientation, contributing

49% of the surface area, with the {010} and {100} surfaces also contributing to a

large percentage of the surface area, 23% and 18% respectively, the {001} surface

contributes 9%, and the {110} contributes 1%. While the equilibrium morphology

shows the surfaces that will be present in thermodynamic equilibrium, other surfaces

may be able to be expressed by controlling crystal growth conditions. Hence we have

examined all surfaces with respect to vacancy formation.

Figure 4.11: Wulff plot of the equilibrium crystal morphology based on surface
energies of the low index surfaces of LaMnO3
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4.6 Conclusions

The structural and electronic properties of orthorhombic LaMnO3 have been calculated

using a range of functionals. The lattice parameters and distortions within the unit

cell were found to be dependent on the cell volume, with both sets of PBEsol + U

and HSE06 giving the closest agreement with experiment. Correction for the SIE was

found to be necessary to correctly predict the electronic structure of LaMnO3, with

both PBE and PBEsol failing to give the correct splitting of the Mn 3d states, while

PBE + U and PBEsol + U predict this splitting. HSE06 provides a good description

of the valence band features, but fails to predict the separation of the unoccupied Mn

eg between the top of the valence band and the main unoccupied states. As it provides

a good description of the distorted structure and electronic properties, with the correct

splitting of the Mn eg and t2g states, PBEsol + U2, with UMn3d
= 4.5 eV, and UO2p

= 5.5 eV was found to be the most appropriate for calculation of the defect properties

of orthorhombic LaMnO3.

PBEsol + U (UMn = 4.5 eV, UO = 5.5 eV) calculations give a good description of both

the structural and electronic properties of bulk LaMnO3, the optimised structure of

which was used to generate slabs for surface studies. The surface energies, in increasing

order, for the low index surfaces of LaMnO3 were found to be {010} < {100} < {111}

≈ {110} < {101} ≈ {001} < {011}, with the most stable surfaces having both high

La and Mn surface coordination. The equilibrium crystal morphology showed that the

{111} surface has the largest contribution to the overall surface area (49%), followed by

the {010} (23%) and {100} (18%) surfaces. The {110} and {001} surfaces contribute

less than 6% of the total surface area, and the {101} and {011} surfaces were not

present in the equilibrium morphology.
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Defect properties of LaMnO3

5.1 Introduction

LaMnO3-based materials have attracted interest as they can undergo ionic substitution

on both the La and Mn sites, accommodate oxygen non-stoichiometry, and exhibit both

ionic and electronic conductivity when doped with alkaline earth metals. These mate-

rials can be used as catalysts for the removal of volatile organic compounds (VOCs),

methane combustion and NOx storage and reduction, and as the cathode in SOFCs [55,

79, 199–203, 211]. VOCs are a major contributor to air pollution and can cause human

health issues. Noble metal catalysts show excellent performance for VOC oxidation

but are limited in their industrial application due to the associated high costs and

low poisoning resistance. A-site doped perovskite catalysts, such as Sr- or Ce-doped

LaMnO3 have shown good performance for the catalytic oxidation of VOCs [199, 202],

and doping LaMnO3 at the B-site with Mg2+ can improve the catalytic activity for

methane combustion, for x ≤ 0.2 [203].

The catalytic properties of La-based perovskites such as LaMnO3, LaCoO3 and LaFeO3

can be tuned by substituting a fraction of the A-site cations with other cations, such as

Ba, Ce or Sr [201]. This work reports that when doped with Sr, the Mn- and Co-based

perovskite catalysts can exhibit NO oxidation activity similar to or higher than those

of Pt-based catalysts. Sr-doped LaMnO3 has been used for NOx storage and reduction,

where NO is oxidised to NO2, then, during a fuel-rich period, hydrocarbons reduce it to

N2 [200]. In perovskites such as doped LaMnO3, NOx adsorption occurs at the A-site

(La or Sr), and the B-site (Mn) exhibits high activity for NO oxidation to NO2.

85
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LaMnO3-based perovskites are one of the most widely investigated cathode materials

for high-temperature SOFCs due to their good electrical conductivity, good stability,

reasonable catalytic activity for the oxygen reduction reaction (ORR) and relatively

low cost [211]. Doped LaMnO3 has also been suggested as a potential material for IT-

SOFCs as it can exhibit mixed ionic and electronic conductivity, which increases the

active area for the ORR at the cathode. The electrical conductivity of LaMnO3 can be

improved by doping with alkaline earth metals at the La site. The introduction of Sr

causes oxidation of manganese ions, which can enhance the electrical conductivity and

increase the catalytic activity of the Mn cations [200, 243]. Sr is a widely used dopant,

due to a small mismatch between ionic radii of La and Sr in the 12-coordinate sites (rSr

= 1.44 Å, rLa = 1.36 Å) [244]. A smaller size mismatch between lattice and dopant

cations has been found to reduce cation segregation at the surface of perovskite oxides

[245]. However, due to low oxygen ion conductivity in the intermediate temperature

(IT) range, Sr-doped LaMnO3 is limited in its application as a cathode under IT

operating conditions [79].

Previous computational work has investigated the ORR using GGA-PW91 calculations,

for high-temperature SOFC operating conditions, and a pathway for oxygen incorpo-

ration at the LaMnO3 {001} surface was identified [246]. The reaction pathway was

divided into several parts, with different combinations of the parts used to achieve the

overall reaction. The chemisorption of oxygen on the defect-free LaMnO3 surface, dis-

sociation of O2 into two O− ions with and without interaction with a surface oxygen

vacancy, and incorporation of the dissociated O into the oxygen vacancy were inves-

tigated as possible reaction steps. Direct chemisorption of O2 into a surface oxygen

vacancy followed by dissociation and incorporation into the LaMnO3 lattice was also

examined as an alternative mechanism. The most likely reaction pathway was found to

be one involving chemisorption of O2 on the LaMnO3 surface, dissociation into two O−

ions, and encounter of O− with an oxygen vacancy. A mechanism for oxygen adsorp-

tion and reduction on the {001} surface of ferromagnetic cubic LaMnO3 was examined

using NEB calculations to determine the minimum energy pathway and ab initio MD

to simulate SOFC operating temperature [103].
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The ionic conductivity of A-site doped LaMnO3 may be improved by introducing

dopants at the B-site, which may result in oxygen deficiency. Recent experimental

work has shown that La0.7Sr0.3Mn1−xMgxO3 (x = 0.1, 0.2) exhibits increased oxygen

vacancy concentration compared to La0.7Sr0.3MnO3, which is also closely related to

the oxygen reduction reactivity, thus improving the cathode performance [79]. Oxide

ion conduction in LaMnO3 occurs by diffusion of oxygen vacancies, with their concen-

tration directly affecting the ionic conductivity. Oxygen migration in orthorhombic

LaMnO3 [247] and Sr-doped LaMnO3 has previously been modelled using interatomic

potentials, considering paths from O1–O2s, O1–O2l and O2–O2, as illustrated in figure

5.1. In orthorhombic LaMnO3 barriers of 0.30 eV for O1–O2s, 0.51 eV for O1–O2l and

0.67 eV for O2–O2 are calculated, and a preferred migration pathway from O1–O2s–

O1–O2s [247]. In Sr-doped LaMnO3 barriers of 0.70 eV and 0.67 eV were reported

for La0.8Sr0.2MnO3 and La0.5Sr0.5MnO3 respectively, with good agreement with the

experimentally determined value of 0.73 eV for La0.8Sr0.2MnO3 [248, 249].

La

Mn

O1

O2

O1-O2l

O2-O2

O1-O2s

Figure 5.1: O1–O2s, O1–O2l and O2–O2 oxygen migration paths in LaMnO3

Previous computational studies on doped LaMnO3 for SOFC cathodes have focused on
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Sr doping of the cubic phase, with high dopant concentrations of 25-50%. Pavone et al.

[250] investigated oxygen vacancy formation in cubic La1−xSrxMnO3−δ (x = 0, 0.25,

0.5) using PBE + U and HSE06 calculations in a 40-atom cell, and found that the Sr

content strongly influences oxygen vacancy formation, with lower vacancy formation

energies with higher Sr content. The stability of cubic LaMnO3 and La1−xSrxMnO3 sur-

faces has been investigated, for x = 0.125 [104]. When undoped, the MnO2-termination

of the {001} surface of LaMnO3 is the most stable. Doping with Sr makes the (La,Sr)O

termination stable at room temperature, and the preferred termination at SOFC op-

erating conditions. The segregation of O vacancies and Sr to the surface was predicted

to occur, with segregation energies of ∼ 0.5 eV per defect. To our knowledge, a com-

putational study of the site selectivity and charge compensation for defects at the La

and Mn sites of orthorhombic LaMnO3 has not been carried out previously.

In this chapter, the formation of oxygen vacancies in bulk LaMnO3 and at its low

index surfaces was investigated, as well as the temperature dependence of vacancy

formation, within the operating temperature range of IT-SOFCs. The migration of

oxygen vacancies in bulk between O1 and O2, and O2 and O2 sites in LaMnO3 was

examined using CI-NEB calculations. The site selectivity and charge compensation

mechanisms for alkaline earth defects on the La and Mn sites in orthorhombic LaMnO3

was determined. The individual defects were placed in the bulk at both sites and the

charge compensation mechanism was investigated by considering both Mn hole and

oxygen vacancy formation.

5.2 Methodology

Oxygen vacancy formation was investigated for the bulk and surfaces, by introducing an

oxygen vacancy to a supercell of the previously optimised bulk and surface structures.

For the bulk, a 3 × 3 × 2 supercell was generated from the optimised bulk to limit

vacancy-vacancy interactions, generating a 360 atom system. The expansion was chosen

to ensure a minimum of 15 Å between oxygen vacancies. For the surfaces, supercells

were generated using the optimised surface structures, with the sizes of the supercells

chosen to limit vacancy-vacancy interactions. The systems were generated using a 3 × 2
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expansion of the slab for the {010}, {100}, {011} and {101} surfaces, a 3 × 3 expansion

for the {001} surface, and 2 × 2 expansion for the {110} and {111} surfaces, to give

a minium vacancy-vacancy separation of 15 Å. This results in systems containing 240

atoms for the {010}, {100}, and {110} surfaces, 280 atoms for the {111} surface, and

systems containing 360 atoms for the {001}, {011} and {101} surfaces. For supercell

calculations, a 1 × 1 × 1 Monkhorst-Pack k-point mesh was used. Oxygen vacancies

were introduced on both sides of the surface slab to ensure no net dipole across the

slab. The structure was relaxed using the quasi-Newton RMM-DIIS algorithm [186],

with electronic and ionic convergence criteria of 10−6 eV and 0.005 eV/Å respectively.

The effect of varying the oxygen partial pressure experimentally can be modelled by

varying the chemical potentials ∆µi. Elemental chemical potentials were calculated rel-

ative to the competing phases, La2O3, MnO, MnO2, Mn2O3 and Mn3O4, using CPLAP

[191], as outlined in section 3.3.3. The chemical potentials of the alkaline earth dopants

are determined from the formation energies of their binary oxides.

One set of defect calculations was carried out by placing a single charged defect in

the supercell, with a uniform background charge assumed to maintain overall charge

neutrality. The formation energies of the charged defects were combined to form charge

neutral defect energies (referred to in results as combined isolated defects). In addition,

neutral defect clusters were considered by combining the alkaline earth dopant and

charge compensating defects in the same supercell. The binding energies of the defects

were obtained from the difference in energy between the clusters and isolated defects.

The formation energies of the defects were calculated using

Ef (D) = Etot(D)− Etot(LaMnO3) +
∑
i

ni(Ei + ∆µi) (5.1)

where E tot(D) is the energy of the defective supercell, E tot(LaMnO3) is the energy of

the pure supercell, n is the number of atoms of type i added to (+n) or removed from

(-n) an external reservoir, and Ei + ∆µi is the chemical potential of species i.

The site selectivity of the alkaline earth dopants was investigated by calculating the

defect formation energy of placing a Mg, Ca, Sr or Ba ion on both the La and Mn
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site respectively. The charge compensation mechanism for these defects is investigated

by considering both ionic (formation of an oxygen vacancy for every 2 alkaline earth

defects) and electronic compensation (formation of a hole on a Mn ion for each alkaline

earth defect).

The creation of an oxygen vacancy can be represented in Kröger-Vink notation as

Ox
O → V

r r
O + 2e′ +

1

2
O2 (5.2)

For an oxygen vacancy, nO = +1, and nLa and nMn = 0, so equation 5.1 becomes

Ef (D) = Etot(D)− Etot(LaMnO3) +
1

2
EO2 + ∆µO (5.3)

The expression for oxygen vacancy formation is modified for the surfaces, to take

account for the slabs having oxygen vacancies introduced on both sides.

Ef (Ovac) =
1

2
[Etot(D)− Etot(LaMnO3(surf)) + EO2 + 2∆µO] (5.4)

where Etot(D) is the energy of the optimised surface slab and Etot(LaMnO3(surf)) is

the energy of the reduced slab.

The defect reaction for doping an alkaline earth metal (denoted as MX
E, where E denotes

an external cation) on either the La or Mn site (denoted as L), compensated by oxygen

vacancy formation is given by

2LX
L + 2MX

E + OX
O

LaMnO3−−−−−→ 2LX
E + 2M′L + V

r r
O +

1

2
O2 (5.5)

For ionic compensation, two L ions are removed from the system and replaced with

alkaline earth defects (nL = +2, nM = -2), and an oxygen ion is removed to create a
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vacancy (nO = +1), so equation 5.1 becomes

Ef (D) = Etot(D)− Etot(LaMnO3) + 2(EL + ∆µL)− 2(EM + ∆µM) +
1

2
EO2 + ∆µO

(5.6)

Oxidation of a Mn ion is given in Kröger-Vink notation by

Mnx
Mn + h

r→ Mn
r

Mn (5.7)

In this case, no ions have been added to or removed from the system, so nLa, nMn and

nO = 0, hence equation 5.1 becomes

Ef (D) = Etot(D)− Etot(LaMnO3) (5.8)

For electronic compensation, the defect reaction is

LX
L + MX

E + MnX
Mn

LaMnO3−−−−−→ LX
E + M′L + Mn

r
Mn (5.9)

with one L ion removed from the system (nL = +1), and one akaline earth defect added

(nM = -1), equation 5.1 becomes

Ef (D) = Etot(D)− Etot(LaMnO3) + (EL + ∆µL)− (EM + ∆µM) (5.10)

Oxygen vacancy migration in LaMnO3 was investigated using CI-NEB calculations,

considering O1-O2 and O2-O2 paths. The structures were relaxed using the L-BFGS

method, with ionic and electronic convergence criteria of 0.05 eV/Å and 10−6 respec-

tively.
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5.3 Oxygen vacancy formation

5.3.1 Oxygen chemical potential and partial pressure

The chemical potential limits for determining the oxygen vacancy formation energies

were calculated using CPLAP [191], using the formation energies of the competing

phases to determine the chemical potential limits presented in table 5.1, in addition

to the magnetic ordering of Mn-containing phases (where AFM is antiferromagnetic,

FM is ferromagnetic and FiM is ferrimagnetic). The shaded area of figure 5.2 shows

the region of stability for LaMnO3 spanned by the La chemical potential (∆µLa) and

Mn chemical potential (∆µMn), and the lines show the limits set by LaMnO3 and

its competing phases. The La, Mn and O chemical potentials at the limits A–E,

determined from the foramtion energies at 0 K, and the relevant competing phases at

each point are given in table 5.2. Oxygen vacancy formation was examined at the

oxygen-rich (∆µO = 0 eV) and oxygen-poor (∆µO = -2.13 eV) limits.

Table 5.1: Formation energies and magnetic ordering of LaMnO3 and its competing
phases

Phase Formation energy (eV) Magnetic ordering

LaMnO3 -12.82 A-AFM

La2O3 -16.08

MnO -3.71 AFM

MnO2 -4.05 AFM

Mn2O3 -8.50 FM

Mn3O4 -12.49 FiM

In addition to studying the chemical potential limits, we are also interested in the

properties under standard SOFC operating conditions. The oxygen chemical poten-

tials relevant to the operation of intermediate temperature SOFCs have been calculated,

in order to determine the oxygen vacancy formation energies under these conditions.

Under standard SOFC operating conditions, the oxygen partial pressure at the cathode
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Figure 5.2: Plot showing region of stability (grey) for LaMnO3 spanned by ∆µLa

and ∆µMn, showing oxygen-poor (∆µO = -2.13 eV) and oxygen-rich (∆µO = 0.00
eV) limits. The solid coloured lines show the limits determined by LaMnO3 and its
competing phases, limits A–E show the intersection points of the region of stabil-
ity determined by these limits. The dashed brown line shows the oxygen chemical

potential for pO2 = 0.21 atm, T = 700 K

Table 5.2: Chemical potential limits, in eV, for LaMnO3, with the phases present
at each limit

∆µLa ∆µMn ∆µO Phases

Limit A -8.57 -4.25 0.00 Mn2O3, LaMnO3

Limit B -4.85 -1.58 -2.13 La2O3, MnO

Limit C -8.04 -4.78 0.00 La2O3, LaMnO3

Limit D -7.81 -3.49 -0.51 Mn2O3, Mn3O4

Limit E -6.39 -2.36 -1.36 MnO, Mn3O4

is normally 0.21 atm, and the oxygen chemical potential is determined for the temper-

ature range 600–1000K (800–1000 K is outside the orthorhombic stability field) (table

5.3). The calculated chemical potentials are used to calculate the oxygen vacancy for-

mation energy in the bulk and at the surfaces, with 700 K chosen for surface studies as
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it is at the low end of the IT range and within the orthorhombic stability field.

Table 5.3: Oxygen chemical potential and temperature relationship for pO2 = 0.21
atm, p◦ = 1 atm

T (K) 600 700 800 900 1000

∆µO (eV) -0.66 -0.78 -0.90 -1.03 -1.12

5.3.2 Bulk LaMnO3

Oxygen vacancy formation energies at chemical potentials corresponding to the range

of operating temperatures are presented in table 5.4. Oxygen vacancy formation at the

O1 site (O1 sites shown in red in figure 5.1) in bulk LaMnO3 has an energy of 3.61

eV at the oxygen-rich limit, and 1.48 eV at the oxygen-poor limit. In the temperature

range from 600–800 K oxygen vacancy formation energy decreases from 2.96 eV to 2.71

eV with increasing temperature (table 5.4). On introduction of a vacancy at the O1

site in bulk LaMnO3, the La and Mn ions around the vacancy are displaced away from

the vacancy, while surrounding O ions are displaced towards the vacancy. This causes

an increase of 0.1 to 3% in the Mn-O1m distances surrounding the vacancy, a decrease

of 3 to 4% in the Mn-O2l distances, and a 1–2% increase in the Mn-O2s distances

neighbouring the vacancy due to tilting of the octahedra. Alternating increases of 0.6–

1% and decreases of 0.5 to 2%, in θ1 surrounding the vacancy are observed, as well as

increases of 1 to 3% and decreases of 0.8 to 3% in θ2 angles surrounding the oxygen

vacancy.

At the O2 site (O2 sites shown in blue in figure 5.1), oxygen vacancy formation is 0.28

eV higher than at the O1 site, with an energy of 3.89 eV at the oxygen-rich limit and

1.76 eV at the oxygen-poor limit. In the temperature range 600–800 K, the O2 vacancy

energy is high (table 5.4). As with the O1 vacancy, the introduction of an oxygen

vacancy causes La and Mn ions surrounding the vacancy to be displaced outwards

from the vacancy, while neighbouring O ions move towards the vacancy. Alternating

increases of 1–2%, and decreases of 2 to 4%, in the Mn-O1m distances surrounding the

oxygen vacancy are observed, along with increase of 0.5% and decrease of 1 to 2% in

the Mn-O2l distances, and increases of 1 to 2% and decreases of less than 0.5% in the
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Mn-O2s distances neighbouring the vacancy. Surrounding the vacancy, at increasing

distance from the vacancy site, alternating increases of 1 to 2%, and decreases of 3 to

8% in θ1, and increases of 3%, and decreases of 1 to 2% in θ2 are observed. The higher

vacancy formation energy than at the O1 site is likely to be due to the greater degree

of distortion around the vacancy. For both O1 and O2 vacancies in bulk LaMnO3 the

excess electrons are localised on Mn ions of opposite spin neighbouring the O vacancy.

The oxygen vacancy formation energies calculated here are significantly lower than

that reported previously for bulk orthorhombic LaMnO3. Kotomin et al. report vacancy

formation of 7.64 eV for an oxygen vacancy in bulk LaMnO3, but do not report different

formation energies for the inequivalent oxygen sites [101]. The supercell size, and thus

oxygen vacancy concentration, is not reported and so it is difficult to compare to our

study in which a large supercell is used here to minimise interactions between defects

and their periodic images.

Table 5.4: Oxygen vacancy formation energies for bulk LaMnO3 under the IT-
SOFC operating temperature range, 600–800 K, pO2 = 0.21 atm, p◦ = 1 atm

O1 O2

T (K) ∆µO (eV) EOvac (eV) EOvac (eV)

600 -0.65 2.96 3.23

700 -0.78 2.83 3.11

800 -0.90 2.71 2.98

5.3.3 Low index surfaces of LaMnO3

The vacancy formation energies at the low index surfaces of LaMnO3, across the calcu-

lated oxygen chemical potential range, are presented in table 5.5, and figures 4.4–4.10

shows the labelling of the oxygen vacancy sites. Of the surfaces seen in the equilib-

rium crystal structure, vacancies at the O1 site at the {111} surface, and the O1a site

(shown in figures 4.6 4.5) at the {100} surface exhibit the lowest formation energies

(1.82 eV and 1.95 eV respectively). With the exception of the {100} O1a vacancy, at

the {010} and {100} surfaces, oxygen vacancy formation energies are greater than 2

eV. The {110} surface, which contributes less than 2% to the overall crystal surface
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Table 5.5: Oxygen vacancy formation energies for the low index surfaces of
LaMnO3, at the chemical potential limits for LaMnO3 (∆µO = 0.00, -2.13 eV),
and under the IT-SOFC operating temperature range at 700 K (∆µO = -0.78 eV)

EOvac at ∆µO = x (eV)

Surface Site x = 0.00 -0.78 -2.13

{010} O1a 3.30 2.52 1.17

O1b 3.32 2.54 1.19

O2 2.91 2.13 0.78

{100} O1a 2.73 1.95 0.60

O1b 3.62 2.84 1.49

O2 2.99 2.22 0.86

{111} O1 2.60 1.82 0.47

O2a 2.98 2.20 0.85

O2b 3.42 2.65 1.30

O2c 3.04 2.27 0.91

O2d 3.12 2.34 0.99

{110} O1a 3.76 2.98 1.63

O1b 3.79 3.01 1.66

O2 3.39 2.61 1.26

{101} O1a 2.74 1.96 0.61

O1b 0.65 -0.13 -1.48

O2a 3.65 2.88 1.53

O2b 0.65 -0.14 -1.49

{001} O1 0.90 0.13 -1.22

O2a 2.52 1.74 0.39

O2b 2.45 1.68 0.33

{011} O1 0.90 0.12 -1.23

O2a 3.22 2.44 1.09

O2b 2.22 1.44 0.09

area, exhibits some of the highest vacancy formation energies, along with the {100}

O1b site, and {111} O2b site. At the least stable surfaces, (the {101}, {001} and {011}

surfaces), the {101} O1b, O2b, {011} O1 and {001} O1 vacancies exhibit formation en-

ergies of less than 1 eV, with negative formation energies at higher temperatures or at



Chapter 5: Defect properties of LaMnO3 97

the oxygen-poor limit. At 700 K, an oxygen chemical potential of -2.13 eV corresponds

to an extremely low oxygen partial pressure of 7.3 × 10−21 atm. However the {101}

and {011} surfaces are not seen in the equilibrium crystal morphology, and the {001}

surface only contributes to a small percentage of the total surface area. Experimen-

tally, morphology control could be used to obtain these surfaces and improve surface

vacancy formation. At the {010}, {100} and {110} surfaces, the excess electrons are

localised on Mn ions of opposite spin neighbouring the O vacancy, and at the {011}

surface the electrons are delocalised over the Mn ions neighbouring the vacancy. At

the {111}, {101} and {001} surfaces, the electrons are delocalised over Mn ions with

the same spin neighbouring the vacancy.

Although there are sites at these surfaces for which the oxygen vacancy formation is

low, large variations in the formation energy are seen, with differences of 3.02 eV,

2.32 eV and 1.62 eV between the highest and lowest vacancy formation energies at the

{101}, {011} and {001} surfaces respectively. This variation may lead to segregation to

the surface by the vacancies, which will have a negative impact on the oxygen diffusion.

In order for LaMnO3 to be a potential cathode material for SOFC operation at inter-

mediate temperature, doping will be required to attempt to lower the oxygen vacancy

formation energies in bulk LaMnO3 and at other surfaces found in the equilibrium

crystal morphology.

Previous computational studies on the {001} surface reported a range of oxygen vacancy

formation energies. As in this work, Kotomin et al. find the oxygen vacancy formation

energy at the {001} surface to be significantly lower than in the bulk, though as with

the bulk defect formation, the formation energy at the surface is significantly higher

than that found here [101]. In contrast to what is found here, Mastrikov et al. report

formation energies the O1 vacancy to have a higher formation than the O2 vacancy at

the {001} surface (5.5 and 3.3 eV respectively) [246]. The surface slab used in their

work is reported to be a 2
√

2 × 2
√

2 expansion of a 16 Å2 surface unit cell (total surface

area 128 Å2), which is significantly smaller than the 3 × 3 expansion of a 32 Å2 (total

surface area approx. 288 Å2) surface unit cell used in this work. The surface supercell
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used in these previous calculations is smaller than that used in our calculations, which

is likely to have an impact on the vacancy formation energies.

5.4 Oxygen vacancy migration in bulk LaMnO3

In LaMnO3, oxygen diffusion occurs via oxygen vacancies along the edge of the MnO6

octahedra. Due to the distortion of the MnO6 octahedra and resultant inequivalent

oxygen sites and O1–O2 distances, three oxygen migration pathways are investigated.

Two paths are considered between an O1 to an O2 site, one to an O2 coordinated to the

central Mn ion by a long Mn-O2l bond (O1-O2l), and the second to an O2 coordinated

to the central Mn ion by a short Mn-O2s bond (O1-O2s). The third path considered

is between two O2 sites. The energy barriers to the migration of an oxygen vacancy in

LaMnO3 were calculated using NEB calculations. The paths along which the oxygen

ions migrate are shown in figure 5.3, and the energy profiles are shown in 5.4. The

O1-O2 paths are similar (figures 5.3 and 5.4 (a)), differing Mn-O2 distance and O2 site

at the endpoint, and in barrier energy. The O2-O2 path is shown in figure 5.3 (b), with

the energy profile in figure 5.4 (b).

O1

O2

2

1

3

(a) (b)

O2

O2

21
3

Figure 5.3: Oyxgen vacancy migration pathways in orthorhombic LaMnO3 for (a)
an O1 site to an O2 site and (b) for an O2 site to an O2 site

The barrier energy for migration from an O1 site to an O2s site is 0.98 eV and the

barrier for the reverse is 0.71 eV. The barrier energy for migration from an O1 site to

an O2l site is lower, with a barrier of 0.82 eV and the barrier for the reverse is 0.56 eV.
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For the migration between O2 sites, the energy barrier is 0.21 eV higher than for an

O2l site to an O1 site, at 0.77 eV. The results of the elastic band calculations indicate

that the preferred oxygen migration pathway will be O1–O2l–O1–O2l in LaMnO3.
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Figure 5.4: Energy profiles for oxygen migration in LaMnO3 (a) O1-O2s (squares)
and O1-O2l (circles) paths and (b) O2-O2 path

5.5 Alkaline earth defect formation in LaMnO3

A range of alkaline earth defects in LaMnO3 has been considered, examining the effect of

placing the defect on both the La and Mn site. The charge compensation mechanism

for the defects was investigated by considering both ionic (formation of an oxygen

vacancy for two alkaline earth defects) and electronic (formation of a hole on a Mn

ion) compensation. We have introduced a number of isolated defects into the supercell,

in formal charge states -1 for alkaline earth defects, +1 for a Mn hole, and +2 for

oxygen defects. Charged defects were combined to form charge-neutral defects, with

their formation energies calculated from those of the individual charged defects. In

addition, neutral defect clusters were considered by combining alkaline earth dopant

and charge compensating defect in the same supercell, so that the binding energy could

be obtained from the difference in energy. The chemical potentials at the oxygen-rich,

oxygen-poor and for SOFC operating conditions are presented in table 5.6. For alkaline

earth defect formation, SOFC operating conditions of 700 K, with pO2 = 0.21 atm are
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chosen, with an oxygen chemical potential of -0.78 eV, which gives La2O3 and Mn3O4

limits. The chemical potentials at these limits are presented in table 5.6.

Table 5.6: Chemical potential of La, Mn, O, and the alkaline earth dopants for the
given oxygen chemical potentials, in eV

∆µLa ∆µMn ∆µO ∆µMg ∆µCa ∆µSr ∆µBa

Limit A (O-rich) -8.57 -4.25 0.00 -5.70 -6.12 -5.62 -5.04

Limit B (O-poor) -4.85 -1.58 -2.13 -3.57 -3.99 -3.49 -2.92

700 K (La2O3 limit) -6.88 -3.61 -0.78 -4.93 -5.34 -4.84 -4.27

700 K (Mn3O4 limt) -7.36 -3.13 -0.78 -4.93 -5.34 -4.84 -4.27

5.5.1 La site doping

5.5.1.1 Combined isolated defects

The defect formation energies for the combinations of isolated defects on the La site of

LaMnO3 are listed in table 5.7, with the defect combinations listed using Kröger-Vink

notation. When the dopants and charge compensating O vacancy are isolated from

each other, the vacancy is more likely to form at the O1 site than the O2 site, and

defects are more stable at the Mn3O4 limit of the SOFC operating conditions. The

formation energy of the combined 2M ′
La + V

r r
O1 defects is 0.23 eV lower than 2M ′

La +

V
r r

O2, with formation energies of 5.74 (2.64, 1.62, 1.62) eV for 2Mg ′La + V
r r

O1 (Ca, Sr, Ba)

defects at the Mn3O4 limit at 700 K. Hole formation, however, is the more stable charge

compensating mechanism under all conditions of chemical potential considered in this

work. Across the chemical potential range, the Mg ′La + Mn
r

Mn defect is significantly

higher in energy than all other defects, 1.5513 eV higher than Ca ′La + Mn
r

Mn, the

next highest energy defect. Under the SOFC operating conditions considered, hole-

compensated Ca, Sr and Ba defects have low formation energies (-0.11–0.89 eV), with

their formation energies 0.48 eV lower at the Mn3O4 limit (0.41, -0.10 and -0.11 eV for

Ca, Sr and Ba respectively). The most stable combinations of isolated defects are Sr

or Ba on the La site, compensated by hole formation on a Mn ion. Under the O-poor

limit of the chemical potential, and the La2O3 limit at 700 K, there is little variation
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Table 5.7: Formation energies of the combined isolated defects, in eV, of alkaline
earth defects on the La site of LaMnO3, with two alkaline earth defects compensated

by an oxygen vacancy, or one defect compensated by hole formation on a Mn ion

Limit A (O-rich) 2M ′
La + V

r r
O1 2M ′

La + V
r r

O2 M ′
La + Mn

r
Mn

Mg 5.65 5.88 1.52

Ca 2.55 2.78 -0.03

Sr 1.53 1.76 -0.54

Ba 1.53 1.75 -0.54

Limit B (O-poor)

Mg 6.71 6.93 3.12

Ca 3.60 3.83 1.56

Sr 2.59 2.81 1.05

Ba 2.58 2.81 1.05

700 K–La2O3

Mg 6.71 6.93 2.44

Ca 3.60 3.83 0.89

Sr 2.59 2.81 0.38

Ba 2.58 2.81 0.38

700 K–Mn3O4

Mg 5.74 5.97 1.96

Ca 2.64 2.87 0.41

Sr 1.62 1.85 -0.10

Ba 1.62 1.84 -0.11

in the formation energies of the oxygen-containing defects. This is due to the change

in the La and O chemical potentials being balanced by the change in the chemical

potential of the alkaline earth dopant (the sum of chemical potentials at the O-poor

limit is ≈-4.85 eV, and at the La2O3 limit at 700 K it is ≈-4.86 eV).

5.5.1.2 Defect clusters

The defect formation energies for clustered defects, with an alkaline earth dopant on

the La site, are listed in table 5.8. In undoped LaMnO3, an O1 ion lies in the same

plane as the 4 nearest La ions, which are at distances 2.41 Å, 2.53 Å, 3.16 Å and 3.30
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Å, as shown in figure 5.5 (a). The nearest La ions to an O2 ion are 2.44 Å, 2.62 Å, 2.70

Å and 3.42 Å away, as shown in figure 5.5 (b). When the dopants are placed on the

La site and compensated by a vacancy on an O1 or O2 site, the structure is distorted

locally, with neighbouring O ions displaced towards the vacancy and the dopant ions

are displaced outwards. The lowest formation energy is found for the system in which

one of the dopants is 2.41 Å from the vacancy and the second dopant ion is 2.53 Å

from the vacancy, for all defects, with the dopant ions shown in grey in figure 5.5. The

structural distortion around the oxygen vacancy is greatest in the Mg-doped systems,

where the alkaline earth defects are 5.3 Å and 4.50 Å apart, for O1 and O2 compensation

respectively. The distance between the alkaline earth defects decrease for the larger

2.53 Å

2.41 Å

3.30 Å
3.16 Å

2.70 Å

2.62 Å2.44 Å

(b)(a)

Figure 5.5: La ions neighbouring (a) an O1 vacancy and (b) an O2 vacancy in
LaMnO3. For clarity, Mn-O bonds and polyhedra are omitted surrounding the central
O ion. La ions are shown in green, Mn ions in purple, O ions in red, the O1 vacancy
in orange and the O2 vacancy in blue. The positions of alkaline earth defects in the

lowest energy configuration are shown in grey

cations, which are displaced from the lattice sites, are 4.50 Å (2Ca ′La + V
r r

O1) and 4.17

Å (2Ca ′La + V
r r

O2), 4.28 Å (2Sr ′La + V
r r

O1) and 4.09 Å (2Sr ′La + V
r r

O2), and 4.09 Å (2Ba ′La

+ V
r r

O1) and 4.01 Å (2Ba ′La + V
r r

O2).

Defect clusters where the dopants are compensated by the formation of an oxygen

vacancy on the O1 site are lower in energy than those compensated by an oxygen

vacancy on an O2 site, as was seen in the combined charged defects, with very similar

energies for Mg-doped, differing by 0.03 eV. The formation energies are ∼ 0.2–0.3 eV
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lower for O1 vacancy compensation for Ca, Sr and Ba, although these are significantly

higher than those compensated by the formation of a hole on Mn, (which have formation

energies of 0.37 (-0.13, -0.14) eV), which are ∼ 1.66 (1.21, 1.06) eV lower than the O1

vacancy compensated Ca (Sr, Ba) defects. This limits the formation of oxygen vacancies

in LaMnO3, therefore doping with an alkaline earth metal on the La site is unlikely

to significantly improve its ionic conductivity. The formation of holes as the charge

compensating defect can contribute to the electronic conductivity of LaMnO3.

Table 5.8: Formation energies of the defect clusters, in eV, of alkaline earth defects
on the La site of LaMnO3, with two alkaline earth defects compensated by an oxygen

vacancy, or one defect compensated by hole formation on a Mn ion

Limit A (O-rich) 2M ′
La + V

r r
O1 2M ′

La + V
r r

O2 M ′
La + Mn

r
Mn

Mg 4.51 4.53 1.47

Ca 1.94 2.15 -0.07

Sr 0.99 1.24 -0.57

Ba 0.83 1.06 -0.58

Limit B (O-poor)

Mg 5.56 5.59 3.06

Ca 2.99 3.21 1.53

Sr 2.05 2.30 1.03

Ba 1.89 2.12 1.01

700 K–La2O3

Mg 5.56 5.59 2.39

Ca 2.99 3.21 0.85

Sr 2.05 2.30 0.35

Ba 1.89 2.12 0.34

700 K–Mn3O4

Mg 4.60 4.62 1.90

Ca 2.03 2.24 0.37

Sr 1.08 1.33 -0.13

Ba 0.92 1.15 -0.14

For all combinations, clustering the defects lowers the energy, shown in table 5.9,

where a negative energy indicated greater stability of the cluster and a positive energy
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indicates greater stability of the isolated defects. This suggests increased stability when

the defects are in close proximity to one another compared to when they are isolated, in

particular for the oxygen vacancy clusters, which have binding energies of ∼ 0.51–1.35

eV. In all cases, electronic compensation for the dopant is still lower in energy than ionic

compensation. As was seen for the combined isolated defects, the most stable defect

clusters are Sr or Ba on the La site, compensated by hole formation on a Mn ion. The

energies of the defect-hole clusters are lower than those of the combined isolated defects

by ∼ 0.03–0.04 eV, with formation energies of -0.13 eV (Sr) and -0.14 eV (Ba) at the

Mn3O4 limit of SOFC operating conditions. The very small binding energies, which

are independent of temperature, indicate there is little difference in the stability when

the defects occur in close proximity compared to when they are isolated. This suggests

that the holes are not bound, and hopping of the holes will not be hindered and will

contribute to increased electronic conductivity.

Table 5.9: The binding energy of defect clusters on the La site of LaMnO3. The
binding energy is the difference in formation energy of the cluster and the combined

isolated defects

Mg Ca Sr Ba

2M ′
La + V

r r
O1 -1.14 -0.61 -0.54 -0.69

2M ′
La + V

r r
O2 -1.35 -0.63 -0.51 -0.69

M La + Mn
r

Mn -0.05 -0.04 -0.03 -0.04

The EDOS for the doped systems are very similar to each other, with the Sr ′La + Mn
r

Mn

EDOS shown in figure 5.6, and show an unoccupied defect state at 0.3 eV above the

VBM (circled in figure 5.6), which is a mixture of Mn 3d and O 2p character. A partial

charge density plot of this defect state is shown in figure 5.7, and shows the charge

density in the Ca-doped system for this state to be delocalised over the nearest Mn ions

in the Mn-O layer above the defect, with the greatest amount on the nearest-neighbour

Mn, some density on Mn ions in that layer far from the defect, and some density on

the O2 ions. (The charge density in the Sr- and Ba-doped systems is very similar, so

these are omitted.) These delocalised hole states are not bound in the defect clusters,
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shown by the very low binding energies (≤-0.05 eV), so will improve the electronic

conductivity of LaMnO3.
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Figure 5.6: PEDOS for the Ca dopant on the La site, compensated by hole forma-
tion

Figure 5.7: Partial charge density plot of the defect state split from the VBM,
at isosurface level of 0.03 eV/Å3. The location of the Ca dopant on the La site is

represented by a grey atom
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5.5.2 Mn site doping

5.5.2.1 Combined isolated defects

The defect formation energies for the combinations of isolated defects on the Mn site

of LaMnO3 are listed in table 5.10. Similar to those on the La site, when the dopants

and charge compensating O vacancy are isolated from each other, the vacancy is more

likely to form at the O1 site than the O2 site. Over the range of chemical poten-

tials investigated, the lowest energy defect combinations are those where the dopant

is compensated by hole formation. Under SOFC operating conditions at 700 K, defect

formation energies are lower at the La2O3 limit, however, for comparison to La site

doping, the energies at the Mn3O4 limit are discussed.

As was seen for doping on the La site, when the alkaline earth dopants are compensated

by and oxygen vacancy, the vacancy is more likely to form on the O1 site than on the

O2 site, with formation energies of 3.94 (5.59, 8.03, 11.98) eV for 2Mg ′Mn + V
r r

O1 (Ca,

Sr, Ba) compared to 4.17 (5.82, 8.27, 12.21) eV for 2Mg ′Mn + V
r r

O2 (Ca, Sr, Ba) at

the Mn3O4 limit. For all dopants, the defect formation energies are high, so charge

compensation by oxygen vacancies is unlikely to occur.

The Mg ′Mn + Mn
r

Mn defect is significantly lower in energy than all other defects across

the chemical potential range, with a formation energy of 1.06 eV at the Mn3O4 limit

under the Mn3O4 limit of SOFC operating conditions. In addition, its formation energy

is lower than when placed on the La site (1.96 eV), indicating that the Mg defect is

more likely to form on the Mn site than on the La site. The Ca, Sr, and Ba defect

combinations have significantly higher formation energies at the Mn site than the La

site, with higher formation energies for the larger cations (1.88, 3.10 and 5.08 eV for

Ca, Sr and Ba respectively at the 700 K Mn3O4 limit, compared to 0.41, -0.10 and -0.11

eV at the La site) therefore are more likely to form at the La site.

5.5.2.2 Defect clusters

In undoped LaMnO3, there are two Mn ions at a distance of 1.97 Å from an O1 ion,

two Mn ions are 4.10 Å from the O1 ion, and two are 4.23 Å from it, shown in figure
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Table 5.10: Formation energies of the combined isolated defects, in eV, of alkaline
earth defects on the Mn site of LaMnO3, with two alkaline earth defects compensated

by an oxygen vacancy, or one defect compensated by hole formation on a Mn ion

Limit A (O-rich) 2M ′
Mn + V

r r
O1 2M ′

Mn + V
r r

O2 M ′
Mn + Mn

r
Mn

Mg 4.03 4.26 0.71

Ca 5.68 5.91 1.54

Sr 8.12 8.35 2.76

Ba 12.07 12.30 4.73

Limit B (O-poor)

Mg 2.97 3.20 1.25

Ca 4.63 4.86 2.08

Sr 7.07 7.30 3.30

Ba 11.01 11.24 5.27

700 K–La2O3

Mg 2.97 3.20 0.57

Ca 4.63 4.86 1.40

Sr 7.07 7.30 2.62

Ba 11.01 11.24 4.59

700 K–Mn3O4

Mg 3.94 4.17 1.06

Ca 5.59 5.82 1.88

Sr 8.03 8.26 3.10

Ba 11.98 12.21 5.08

5.8. The most stable structures for the alkaline earth-oxygen vacancy clusters are

different from each other, unlike La-site doping (figures 5.8 and 5.9). When the system

is doped with Mg, and compensated by formation of a vacancy on the O1 site, the

system has the lowest formation energy when the Mg dopants are 1.97 Å and 4.10 Å

from the oxygen vacancy (figure 5.8 (a)). For Mg-doped LaMnO3 compensated by an

O2 vacancy, the lowest energy configuration is that where one Mg ion is 1.97 Å from

the vacancy, and the other Mg ion is 4.88 Å from the vacancy (figure 5.9 (a)). In the

case of Ca-doped LaMnO3, when compensated by an O1 vacancy, the lowest energy

structure is one where one Ca ion is 5.43 Å from the vacancy and the other is 6.25 Å
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Figure 5.8: Mn ions neighbouring an O1 vacancy in LaMnO3. (a) shows the most
stable structure for Mg-doped, (b) Ca-doped and (c) Sr- and Ba-doped LaMnO3.
For clarity, Mn-O bonds and polyhedra are omitted surrounding the central O ion.
La ions are shown in green, Mn ions in purple, O ions in red and the O1 vacancy in

orange. The positions of alkaline earth defects are shown in grey

from it (figure 5.8 (b)). When compensated by an O2 vacancy, the Ca ions are 4.64 Å

and 4.88 Å from the vacancy (figure 5.9 (b)).

When the Sr or Ba dopants are introduced, and the charge compensating defect is an

O1 vacancy, the dopant ions are both 1.97 Å from the vacancy (figure 5.8 (c)). When

the charge compensating defect is an O2 vacancy, the Sr dopants are in the same

configuration as Mg compensated by an O2 vacancy (figure 5.9 (a)). For Ba dopants

compensated by an O2 vacancy, the Ba ions are 1.97 Å and 2.16 Å from the vacancy

(figure 5.9 (c)). The defect formation energies for clustered defects, with an alkaline

earth dopant on the Mn site, at chemical potential limits A and B, and SOFC operating

conditions at 700 K are listed in table 5.11. Under SOFC operating conditions, defects

on the Mn site have lower formation energies at the La2O3 limit. As was seen for doping

on the La site, charge compensation by the formation of a hole on Mn is predicted to

be more stable than charge compensation by an oxygen vacancy on the O1 or O2 site.
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4.01 Å

4.64 Å1.93 Å

2.16 Å

(c)

(b)

4.01 Å

4.88 Å

4.64 Å1.93 Å

2.16 Å2.16 Å

(a)

4.01 Å

1.93 Å

4.88 Å

4.64 Å

Figure 5.9: Mn ions neighbouring an O2 vacancy in LaMnO3. (a) shows the
most stable structure for Mg- and Sr-doped (b) for Ca-doped and (c) for Ba-doped
LaMnO3. For clarity, Mn-O bonds and polyhedra are omitted surrounding the cen-
tral O ion. La ions are shown in green, Mn ions in purple, O ions in red and the
O2 vacancy in blue. The positions of alkaline earth defects in the lowest energy

configuration are shown in grey

Formation energies of 0.63 (1.40, 2.36, 4.26) eV are calculated for Mg ′Mn + Mn
r

Mn (Ca,

Sr, Ba) at the La2O3 limit, compared to 2.88 (4.65, 6.50, 8.10) eV for 2Mg ′Mn + V
r r

O1

(Ca, Sr, Ba) or 2.84 (4.29, 5.94, 8.00) eV for 2Mg ′Mn + V
r r

O2 (Ca, Sr, Ba). This suggests

again that the formation of oxygen vacancies in alkaline earth-doped LaMnO3 will be

limited.
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Table 5.11: Formation energies of the defect clusters, in eV, of alkaline earth defects
on the Mn site of LaMnO3, with two alkaline earth defects compensated by an oxygen

vacancy, or one defect compensated by hole formation on a Mn ion

Limit A (O-rich) 2M ′
Mn + V

r r
O1 2M ′

Mn + V
r r

O2 M ′
Mn + Mn

r
Mn

Mg 3.94 3.90 0.77

Ca 5.71 5.34 1.54

Sr 7.55 7.00 2.50

Ba 9.15 9.06 4.40

Limit B (O-poor)

Mg 2.88 2.84 1.31

Ca 4.65 4.29 2.07

Sr 6.50 5.94 3.04

Ba 8.09 8.00 4.93

700 K–La2O3

Mg 2.88 2.84 0.63

Ca 4.65 4.29 1.40

Sr 6.50 5.94 2.36

Ba 8.09 8.00 4.26

700 K–Mn3O4

Mg 3.85 3.81 1.12

Ca 5.62 5.25 1.88

Sr 7.46 6.91 2.84

Ba 9.06 8.97 4.74

Unlike the La site, clustering of the defects does not lower the energy in all cases,

shown in table 5.12. Small, positive energies are observed for Mg compensated by hole

formation and Ca compensated by O1 vacancy formation, suggesting a slight decrease

in stability when the defects are close, compared to when they are isolated. Increasing

the dopant cation radius appears to favour defect clustering, with the exception of

2Ca ′Mn + V
r r

O1, with values of 0.02 (-0.57, -2.92) eV for 2Ca ′Mn + V
r r

O1 (Sr, Ba), -0.57

(-1.35, -3.24) eV for 2Ca ′Mn + V
r r

O2 (Sr, Ba), and 0.00 (-0.26, -0.33) eV for Ca ′Mn +

Mn
r

Mn (Sr, Ba). This suggests a stabilisation when defects occur in close proximity,

however, the formation energies of these defects are higher than on the La site.
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Table 5.12: The binding energy of defect clusters on the Mn site of LaMnO3. The
binding energy is the difference in formation energy of the defect cluster and the

combined isolated defect

Mg Ca Sr Ba

2M ′
Mn + V

r r
O1 -0.09 0.02 -0.57 -2.92

2M ′
Mn + V

r r
O2 -0.36 -0.57 -1.35 -3.24

M ′
Mn + Mn

r
Mn 0.06 0.00 -0.26 -0.33

From the formation energies of the defects, it can be seen that a Mg defect is more likely

to form on the Mn site than on the La site, with formation energies for the clustered

defects approximately 0.7–0.8 eV lower for oxygen vacancy compensation (3.85–3.81

eV at the Mn site compared to 4.60-4.62 eV at the La site), and 0.8 eV lower for hole

compensation (1.12 eV compared to 1.90 eV) under SOFC operating conditions at the

Mn3O4 limit. Ca (Sr, Ba) defects are more likely to form on the La site with formation

energies up to 3.5914 (6.3798, 8.1382) eV lower for oxygen vacancy compensation of the

dopants at the Mn3O4 limit. For hole compensation, defect formation energies for Ca

(Sr, Ba) are 1.51 (2.97, 4.88) eV lower, at 0.37 (-0.13, -0.14) eV compared to 1.88 (2.84,

4.74) eV. Lower defect formation energies are seen under oxygen-rich conditions (limit

A) than under oxygen-poor conditions (limit B) for all defects on the La site, as oxygen-

rich conditions correspond to La-poor conditions. On the Mn site, defects compensated

by an oxygen vacancy have lower formation energies under oxygen-poor conditions than

at the other limits, while hole-compensated defects have lower formation energies under

oxygen-rich conditions. For both La and Mn site doping under the limits of chemical

potential investigated, defect compensation by hole formation has lower energy than by

oxygen vacancy formation. Previously, Sr has been used as a dopant due to the small

mismatch between its ionic radius and that of La [244]. Similarly, the ionic radius of

Mg2+ (0.72 Å) has small mismatch with that of Mn3+ (0.65 Å), while Ca2+ (1.34 Å)

and Ba2+ (1.61 Å) have ionic radii closer to that of La3+ (1.36 Å). From our results, it

can be seen that the defects are more likely to form on the site with which they have

a smaller mismatch.

The EDOS for Mn-site doped LaMnO3 is shown in figure 5.10, with Mg-doped LaMnO3
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shown in 5.10 (a), and Ca-doped LaMnO3 is presented in figure 5.10 (b) (Sr- and Ba-

doped LaMnO3 have very similar densities of states so are omitted). Introduction of

the Mg dopant results in an unoccupied defect state at 0.3 eV (circled in figure 5.10

(a)), which is a mixture of Mn 3d and O 2p character, as was seen in La-site doped

LaMnO3. The partial charge density plot of this peak gives the same result as La-site

doped LaMnO3, with the charge compensating hole delocalised over Mn and O ions

neighbouring the defect (figure 5.6). These delocalised hole states are not bound in the

Mg-hole defect cluster, so will improve the electronic conductivity of LaMnO3. The

EDOS for Ca-, Sr- and Ba-doped LaMnO3 show an unoccupied defect state at ≈ 0.8 eV

circled in figure 5.10 (b)). As a hole state is not generated near the VBM, introduction

of these defects on the Mn site would not lead to good p-type conductivity.
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Figure 5.10: PEDOS for the alkaline earth defect on the Mn site, compensated by
hole formation for (a) Mg-doped LaMnO3 and (b) Ca-doped LaMnO3

Our analysis has shown that under the limits of chemical potential investigated, dopants

compensated by hole formation have lower formation energies than those compensated

by oxygen vacancies, therefore charge compensation for doping with Mg, Ca, Sr or Ba

is more likely to be electronic than ionic. For all dopants, the lowest defect formation

energies for electronic compensation are observed under oxygen-rich conditions. This

will limit the formation of oxygen vacancies, which means that alkaline earth doping

is unlikely to have a large impact on the ionic conductivity of LaMnO3. Analysis
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of the electronic structure and partial charge density of the defect states shows the

delocalisation of charge over Mn and O ions neighbouring the defect, which will improve

the electronic conductivity of the material.

5.6 Conclusions

In bulk LaMnO3 oxygen vacancy formation was found to be 0.28 eV more favourable

at the O1 site than at the O2 site, with a greater degree of distortion observed around

the O2 vacancy. At the surfaces, the lowest energy vacancy site was found to vary, with

lower formation energies at higher energy surfaces, and Mn-O6 octahedral distortion

and displacement behaviour of atoms neighbouring the vacancy having an effect on

vacancy formation energy. The large variation in their formation energies may lead to

segregation of the vacancies to the surface, meaning that orthorhombic LaMnO3 may

not exhibit adequate oxygen diffusion for use as a mixed ionic and electronic conductor.

Nudged elastic band calculations were used to examine oxygen vacancy migration in

bulk LaMnO3, with a migration pathway between O2l–O1–O2l–O1 predicted to have

the lowest barrier energies.

The investigation into the site selectivity of the alkaline earth dopants showed that

the smaller Mg2+ is more likely to be substituted on the Mn site, to which it has a

smaller mismatch in ionic radius than the La site, while the larger Ca2+, Sr2+, and

Ba2+ ions will substitute on the La site. The calculations predict that alkaline earth

defects are preferentially charge compensated by hole formation on Mn ions over oxygen

vacancy formation. This will limit the formation of oxygen vacancies in LaMnO3,

meaning that it is unlikely to exhibit good mixed ionic and electronic conductivity for

low concentration of alkaline earth defects. The hole compensated defects have low

formation energies under SOFC operating conditions, 1.1158 eV for Mg ′Mn + Mn
r

Mn,

and 0.37 (-0.13, -0.14) eV for Ca ′Mn + Mn
r

La (Sr, Ba) at the Mn3O4 limit. The binding

energies of these hole compensated defects are small, 0.06 eV for Mg on the Mn site,

-0.03 eV for Sr on the La site and -0.04 eV for Ca or Ba on the La site, indicating

that there is little difference in the stability of defects which occur in close proximity

compared to when they are far apart, and the holes are not bound. Analysis of the
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EDOS shows two unoccupied defect peaks in the Mg-, Ca-, and Sr-doped systems, the

first 0.3 eV above the VBM, and the second above the unoccupied Mn d states, 0.4

eV below the main unoccupied states. Partial charge density analysis of these peaks

shows them to be due to hole delocalisation over Mn 3d and O 2p states, which will

result in improved electronic conductivity of the material. Further work is required

to determine whether the ionic conductivity of LaMnO3 can be improved by doping it

with lower valence cations.



Chapter 6

La2NiO4 for IT-SOFC cathodes

6.1 Introduction

Ruddlesden-Popper oxides with the structural formula An+1BnO3n+1, with n=1, are of

interest as cathode materials for SOFCs due to their mixed ionic and electronic con-

ductivity and very good surface reactivity with oxygen [126]. These materials, such as

La2NiO4+δ, can accommodate both oxygen vacancies and interstitials, with interstitials

reported to be the majority oxygen defect under SOFC operating temperatures and

partial pressure. For T < 770 K [106, 251], La2NiO4+δ (δ = 0) is orthorhombic, shown

in figure 6.1 with experimentally determined lattice vectors a = 5.466 Å, b = 5.533 Å

and c = 12.555 Å [106], and above this temperature it is tetragonal. The structure

consists of n LaNiO3 perovskite layers, separated by LaO rocksalt layers. Similar to

the pervoskite structure, the Ni ions are 6-coordinate, but the La coordination is lower

than that of the perovskite structure, with La coordinated to nine O ions. The O1 ions

are coordinated to one Ni ion and three La ions, and the O2 ions are coordinated to

two Ni ions and four La ions.

La2NiO4 is reported to have an O 2p dominated valence band, with Ni 3d contribution

at the top of the band [252]. Chen et al. report a band gap of 2.6 ± 0.3 eV from com-

bined scanning tunnelling microscopy and spectroscopy measurements [253]. Previous

studies reported a wide range of band gaps, ranging from 70 meV (from resistivity

measurements) [254] to 4 eV (from photoemisision spectra) [255].

In La2NiO4+δ, oxygen interstitials are located in the LaO layers, tetrahedrally coordi-

nated by La ions, and cause a distortion of the surrounding lattice. The most widely

115
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reported mechanism for oxide ion transport in La2NiO4 is the interstitialcy mechanism,

where the transport from an interstitial site occurs via displacement of a lattice oxygen

into the next interstitial site [43, 111, 113, 128]. Some studies report an interstitial

diffusion mechanism [125, 256], therefore both mechanisms will be investigated in this

work.

Rocksalt

Perovskite

O
i

Oʺ

La

Ni

O

O1

O2

Figure 6.1: Unit cell of LaMnO3 used in these calculations. La atoms are shown in
green, Ni in silver and O atoms in red. An oxygen interstitial is shown in dark grey

The surfaces of tetragonal La2NiO4 have previously been simulated using a Born model

in the METADISE code [129]. The order of stability was found to be {100} > {111}

> {110} > {001} > {011}, with similar formation energies for the {001}, {110} and

{011} surfaces. Significant relaxation of the surfaces was observed, with a change in the

relative stability on relaxation. The crystal morphology was predicted from the Wulff

construction, with the {111} surface found to be dominant, and the {100} and {001}

surfaces also had a significant contribution to the structure. Partial substitution of Ni

by Fe and Cu was found to give similar crystal morphologies to the undoped system.

However, the {011} surface was expressed when doped with Fe, which was not seen
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in either the pure or Cu-doped systems. The charge compensation mechanism for Sr

doping at the low index surfaces was investigated, with the formation of Ni holes found

to be more favourable than oxygen vacancy or oxygen hole formation. Defect energies

at the surface were found to be lower than in the bulk, indicating that Sr segregation

to the surface is likely to occur, which could affect the surface exchange and diffusion

processes.

Oxygen point defects in distorted tetragonal La1−xSrxMO4+δ (x = 0–1, M = Co, Ni,

Cu, δ = 0.0625–0.25) was investigated by Xie et al., using PW-91 + U calculations

in VASP, with U = 6.4 eV applied to Ni 3d states [126]. Three supercell sizes were

examined, with 28, 56, and 112 atoms, and the structure used had the atoms in positions

corresponding to the Bmab space group, to represent octahedral tilting when defects

are introduced. The study investigated the stable sites for oxygen defects, their charge

states and energetics as a function of the Sr content, transition metal on the B -site,

and oxygen defect concentration, for oxygen chemical potential corresponding to T

= 1000 K and pO2 = 0.21 atm., with interstitials as the dominant defects in La-rich

systems and vacancies as the dominant defects in Sr-rich systems. Their work shows

that the dominant oxygen defect can change between interstitials and vacancies with

increasing Sr content; with O interstitials preferred for x = 0. Similar stability of both

interstitials and vacancies is observed when the Sr content is increased, i.e. for x ∼ 0.50

for M = Cu, x ∼ 0.25 for M = Ni, and x ∼ 0.10 for M = Co when δ = 0.0625. Above

these values of x, oxygen vacancies become the most stable oxygen defects. An increase

in the atomic number of M stabilises peroxide interstitials over oxide interstitials. It

was found i their study that increasing the oxygen content (δ) destabilises the oxide

interstitials and vacancies, but has no significant effect on the peroxide interstitials.

Both apical and equatorial vacancies were considered, with equatorial vacancies found

to be more stable than or equally as stable as the apical vacancies under all conditions

examined, consistent with other studies on doped n = 1 Ruddlesden-Popper oxides.

Unlike the vacancies, the relative stability of the interstitial states was found to be

strongly dependent on the transition metal on the B -site and Sr content, and less

on the oxygen content. When the Sr content is low (x < 0.25), for most systems
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investigated, the oxide interstitial was more stable than or as stable as the peroxide

interstitial, with the exception of the Cu-system with δ = 0.25. At higher Sr content,

the peroxide state is always more stable than the oxide. Therefore, the Sr content of

La1−xSrxMO4+δ can be used to control the dominant oxygen defects in the material.

The interaction of molecular oxygen with the LaO-terminated {001} surface of La2NiO4

was investigated using GGA + U in VASP, using the PBE functional with U = 6 eV

applied to Ni 3d states [110]. The oxygen reduction reaction at the surface of the

SOFC cathode is a rate limiting factor for IT-SOFC operation, and the mechanism for

the reaction has not been widely investigated. The LaO-terminated surface was exam-

ined as recent experimental studies found that the outermost layer of perovskite-based

electrodes is dominated by the AO termination under SOFC operating conditions [120,

121, 257, 258], however, in this work the effect of chemical potential environment was

not considered. As the surface chemistry has an impact on the kinetics of the oxygen

reduction reaction, the effect of surface oxygen vacancies on energetics of the oxygen

adsorption and dissociation reaction on the surface were examined in order [110]. The

LaO-terminated surface was found to be energetically favourable for the O2 adsorp-

tion and dissociation, with activation energies of approximately 1 eV for dissociation

of chemisorbed oxygen on the defect-free surface and 0.28 eV on the defective surface,

determined from NEB calculations. It was also observed that there is a binding in-

teraction between surface La atoms and the adsorbed O2, stabilising the dissociated

oxygen atoms.

Ma et al. performed PBE + U (UNi = 6.4 eV) calculations to examine oxygen exchange

at the La- and Ni-oxide terminated {001} surfaces, and the {100} and {111} surfaces

of tetragonal La2NiO4 [127]. The formation of oxygen vacancies via the migration of

surface oxygen ions to interstitial sites, and the dissociative adsorption of oxygen on

a vacant surface site, healing the vacancy and forming an oxygen adatom were inves-

tigated. On the La-oxide terminated {001} and the {100} surface, vacancy formation

via migration of an oxygen ion to an interstitial site was found to be exothermic, with

very high free energy barriers of 3.19 and 3.34 eV, while on the Ni-oxide terminated

{001}) surface and the {111} surface the barriers were 0.48 and 0.71 eV respectively.
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The dissociation of O2 on the surface vacancy of the La-oxide terminated {001} sur-

face was found to be almost barrierless, resulting in a very high barrier for the reverse

step (6.75 eV), and on the {100} surface was 0.76 eV (6.61 eV for the reverse). On

both the Ni-oxide terminated {001} surface and the {111} surface, the dissociation of

O2 is rate-limiting, with kinetic barriers of 1.73 eV and 2.08 eV respectively. On the

La-oxide terminated {001} surface and the {100} surface, oxygen desorption is found

to be the rate-limiting step. The Ni-oxide {001} surface has the lowest barrier at the

rate-limiting step and was expected to exhibit the highest rates for surface oxygen ex-

change, which was confirmed by a microkinetic modelling analysis. They report that

this surface offers the best compromise between the energetics associated with surface

oxygen vacancy formation and oxygen adsorption and desorption, and predict that syn-

thesis of La2NiO4 catalysts with a high concentration of this termination would offer

improved oxygen exchange kinetics compared to other La2NiO4 catalysts.

The formation of intrinsic defects and oxygen migration in orthorhombic La2NiO4+δ

has been investigated using a Buckingham potential with a shell model within the CAS-

CADE code, by Minervini et al. [107]. Schottky (2V
′′′
La + V

′′
Ni + 4V

r r
O + La2NiO4),

partial Schottky (2V
′′′
La + 3V

r r
O + La2O3 or V

′′
Ni + V

r r
O + NiO) and Frenkel defects

(V
′′′
La + La

r r r
i , V

′′
Ni + Ni

r r
i or V

r r
O + O

′′
i ) were considered, with anion Frenkel defects

predicted to be the dominant type of lattice disorder. Calculations were carried out

with the defects considered to be spatially isolated from each other, summing the ener-

gies of individual defects, and with defect clusters. The formation of an oxygen vacancy

was found to be more energetically favourable at an equatorial (O2) site than an apical

(O1) site. Excess oxygen is accommodated in interstitial sites in the lattice, and the

compensation mechanism for excess oxygen in La2NiO4 was investigated, considering

cation antisite defects, oxygen vacancies, O− ions and Ni3+ ions. The most favourable

charge compensation mechanisms were found to be those where the interstitial oxygen

ion was compensated by oxidised nickel ions, or by a combination of an oxidised nickel

ion and an oxidised lattice oxygen ion. Their results suggest that when defects are

isolated (small values of δ), the charge compensating holes will be on nickel ions, while

at larger values of δ, where defect clustering is more likely to occur, the holes will be
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on lattice oxygen and nickel ions. Their investigation of the migration of oxygen in-

terstitials in La2NiO4+δ showed migration via an interstitialcy mechanism. Migration

of O2− and O− ions in the rocksalt layer and across the perovskite layer were con-

sidered, with charge transfer between the two charge states occurring readily (∆E =

0.01 eV). The potential energy surface parallel and perpendicular to the diffusion path

was examined and the saddle point energy was determined by placing a fixed defect at

the saddle point of the migration pathway and the surrounding lattice was allowed to

relax. The effect of the presence of Ni3+ near the migrating oxygen was also examined.

Within the rocksalt layer, the activation energy for migration of an O− ion was found

to be 0.29 eV, while for an O2− ion the activation energy was found to be 0.88 eV,

and was unaffected by the presence of neighbouring Ni3+. Across the perovskite layer,

the activation energies are significantly higher, 2.90 eV (3.25 eV in the presence of

neighbouring Ni3+) and 3.15 eV (3.46 eV in the presence of neighbouring Ni3+) for an

O− and an O2− ion respectively. The anisotropy observed in the activation energies for

oxygen migration within the rocksalt layers and across the perovskite layers is likely to

affect oxygen transport properties from surface to bulk La2NiO4 cathodes.

Oxygen transport in tetragonal La2NiO4+δ has been investigated using MD simulations,

in conjunction with Born model potentials [128]. In the temperature range 800–1100 K,

an interstitialcy mechanism in the a-b plane was predicted for O2− ions, with a lower

activation energy than was seen in the orthorhombic structure (0.51 eV in tetragonal

La2NiO4 compared to 1.2 eV in orthorhombic La2NiO4). An oxygen interstitial was

found to displace an apical oxygen ion from a NiO6 octahedron into an adjacent oxygen

interstitial site. The effect of oxygen hyperstoichiometry was examined for δ = 0.055

and 0.12 and was found not to have a significant effect on the activation energy.

The incorporation of oxygen ions into the high-temperature La2NiO4+δ (δ = 0.125)

lattice were investigated using the PW-91 functional in VASP [125], with no +U cor-

rection on either Ni 3d states or O 2p states. An interstitial oxygen ion was introduced

to one of the rocksalt layers (referred to in their work as La2O2 layers), leading to a

structure with one La2O2.25 layer (the layer containing the oxygen interstitial) and one

La2O2 layer. The nature of the interstitial oxygen, its diffusion within the La2O2.25
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layer, and the formation of Frenkel defects were investigated. The incorporation of

interstitial oxygen was reported to cause tilting of the NiO6 octahedra surrounding the

defect. The diffusion path considered in the study was one in which interstitial oxygen

jumped between adjacent interstitial sites. It was determined that the interstitial oxy-

gen is in the O2− state at its equilibrium site, and also at the saddle point. The Frenkel

pairs considered were an oxygen interstitial with (a) a vacancy on the equatorial oxygen

site, (b) a vacancy on the apical site in the La2O2 layer, and (c) a vacancy on the apical

site in the La2O2.25 layer. It was found that the lowest energy defect was the pair with

the vacancy at the equatorial site, while the highest energy was that with the vacancy

at an apical site in the oxygen excess layer. The authors suggest that the formation of

Frenkel pairs in may be required for efficient oxygen transport in La2NiO4.

This chapter details the investigation into surface stability and defect formation in

La2NiO4, to determine the dominant oxygen defects and examine the effect of dop-

ing with Sr and Fe, under different chemical potential environments. The structural

and electronic properties were calculated using PBEsol + U, and the optimised bulk

structure was used in surface and defect calculations. In this work +U corrections are

included on both Ni 3d states and O 2p states; previous studies have not included a

+U correction on the O 2p states. The order of stability of the low index surfaces

of La2NiO4 was determined, and the formation of oxygen defects in the bulk and at

the low index surfaces was investigated, considering oxygen chemical potentials cor-

responding to IT-SOFC operating conditions. The oxygen diffusion mechanism was

investigated by examining oxygen migration paths through the rocksalt layers and

across the perovskite layers, considering both interstitialcy and interstitial diffusion

mechanisms. The site selectivity and charge compensation for defects at the A- and

B-sites in orthorhombic La2NiO4 was examined for Sr and Fe defects. These defects

were placed in the bulk at both the La- and Ni-sites to determine the site selectivity,

and the charge compensation mechanism was determined by considering both ionic

(formation of oxygen vacancies or interstitials) and electronic (localisation of electrons

or holes at Ni ions) mechanisms.
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6.2 Methodology

Calculations were carried out using PBEsol + U in VASP. There is a significant contri-

bution of Ni 3d and O 2p states to the valence band of La2NiO4, and upon generation

of holes, standard DFT predicts their delocalisation over all of the Ni and O atoms. A

U value of 5.3 eV was applied to the Ni 3d states, which has been previously used on

Ni 3d states in NiO [259–263], and of 5.5 eV to the O 2p states. PAW pseudopoten-

tials were used to describe the interaction between core and valence electrons (La:[Kr],

Cr:[Ar], O[He]). The structure of the orthorhombic bulk was relaxed using the quasi-

Newton RMM-DIIS algorithm, with ionic and electronic convergence criteria of 0.005

eV/Å and 10−6 eV respectively.

Oxygen vacancy and interstitial formation were investigated for the orthorhombic bulk

and low index surfaces. For the bulk, a 3 × 3 × 1 supercell was generated from the

optimised bulk to limit defect-defect interactions, generating a 252 atom system. The

expansion gives a minimum of 13 Å between defects. Surface supercells were generated

using a 3 × 1 expansion of the surface vectors for the {010}, {100}, {101} and {011}

surfaces, a 3 × 3 expansion for the {001} surface, and 2 × 2 expansion for the {110}

and {111} surfaces. This results in systems containing 168 atoms for the {010}, {100},

{110} and {111} surfaces, and 252 atoms for the {001}, {011} and {101} surfaces.

Oxygen defects were introduced on both sides of the surface slab to ensure no net

dipole across the slab. The creation of an oxygen vacancy in bulk La2NiO4, given

in Kröger-Vink notation, and the corresponding expression for the defect formation

energy, are given by equations 6.1 and 6.2 respectively (equation 6.3 for surface oxygen

vacancies).

Ox
O → V

r r
O + 2e′ +

1

2
O2 (6.1)

For an oxygen vacancy, nO = +1, and nLa and nNi = 0, the defect formation energy is

given by

Ef (D) = Etot(D)− Etot(La2NiO4) +
1

2
(EO2 + ∆µO2) (6.2)
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The expression for oxygen vacancy formation is modified for the surfaces, to take

account for the slabs having oxygen vacancies introduced on both sides.

Ef (Ovac) =
1

2
[Etot(D)− Etot(La2NiO4(surf)) + EO2 + 2∆µO] (6.3)

where Etot(D) is the energy of the optimised surface slab and Etot(La2NiO4(surf)) is

the energy of the defective surface slab. The creation of an oxygen interstitial can be

represented in Kröger-Vink notation as

1

2
O2 → O′′i + 2h

r
(6.4)

For an oxygen interstitial in bulk La2NiO4, nO = -1, and nLa and nNi = 0, so the defect

formation energy is given by

Ef (D) = Etot(D)− Etot(La2NiO4)− 1

2
(EO2 + ∆µO2) (6.5)

The expression for oxygen interstitial formation is modified for the surfaces, to take

account for the slabs having oxygen interstitials introduced on both sides.

EOvac =
1

2
[Etot(D)− Etot(La2NiO4(surf))− (EO2 + 2∆µO)] (6.6)

The doping of La2NiO4 with Sr(II) and Fe(III) was examined, with the site selectivity

of the dopants investigated by placing the defect on both the La and Ni sites. In defect

calculations, a U value of 4.0 eV was applied to Fe 3d states which has previously

been reported to provide a good description of the bulk properties of Fe2O3 [264–266].

The defect formation energy for substitution for La(III) or Ni(II), by Sr(II) or Fe(III),

where L is the lattice atom and M is the dopant (nL = +1, nM = -1), is given by

EfD = Etot(D)− Etot(La2NiO4) + (EL + ∆µL)− (EM + ∆µM) (6.7)

The charge compensation mechanism for the aliovalent doping of La2NiO4 (Sr(II) on

the La(III) site or Fe(III) on the Ni(II) site) was examined by considering both ionic
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and electronic compensation mechanisms. When Sr(II) is placed on a La(III) site, the

ionic charge compensation mechanism is the formation of an oxygen vacancy for every

2 dopant ions introduced.

2LaX
La + 2SrX

E + OX
O

La2NiO4−−−−−→ 2LaX
E + 2Sr

′

La + V
r r

O +
1

2
O2 (6.8)

Here, two La ions have been replaced with two Sr ions, and an O ion has been removed

to generate an oxygen vacancy (nLa = +2, nSr = -2, nO = +1), thus the defect formation

energy is given by

Ef (D) = Etot(D)− Etot(La2NiO4) + 2(ELa + ∆µLa)− 2(ESr + ∆µSr) + (
1

2
EO2 + ∆µO)

(6.9)

The electronic compensation mechanism is the formation of a hole localised at a Ni site

for each dopant ion introduced.

LaX
La + SrX

E + NiXNi
La2NiO4−−−−−→ LaX

E + Sr
′

La + Ni
r

Ni (6.10)

For charge compensation by formation of a hole at a Ni site (nLa = +1, nSr = -1), the

defect formation energy is given by

Ef (D) = Etot(D)− Etot(La2NiO4) + (ELa + ∆µLa)− (ESr + ∆µSr) (6.11)

The introduction of Fe(III) on the Ni(II) site can be compensated by formation of an

oxygen interstitial for every two dopant ions.

2NiXNi + 2FeX
E +

1

2
O2

La2NiO4−−−−−→ 2NiXE + 2Fe
r

Ni + O
′′

i (6.12)

Here, two Ni ions have been replaced by two Fe ions, and an O2− ion has been introduced

to generate an oxygen interstitial (nNi = +2, nFe = -2, nO = -1), giving defect formation
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energy

Ef (D) = Etot(D)− Etot(La2NiO4) + 2(ENi + ∆µNi)− 2(EFe + ∆µFe)− (
1

2
EO2 + ∆µO)

(6.13)

The substitution of Fe for Ni may be compensated by an electron localised at a Ni site

(equation 6.14).

NiXNi + FeX
E

La2NiO4−−−−−→ NiXE + Fe
r

Ni + Ni
′

Ni (6.14)

In this case, one Ni ion is replaced by an Fe ion (nNi = +1, nFe = -1), and the formation

energy is given by

Ef (D) = Etot(D)− Etot(La2NiO4) + (ENi + ∆µNi)− (EFe + ∆µFe) (6.15)

For Fe-containing defects, defect configurations replacing Ni ions of the same spin and

of opposite spin were considered, and Fe ions in both high and low spin configurations,

with the same spin and opposite spin were introduced to the Ni sites.

The chemical potentials are found with reference to the formation energy of the pure

system:

2∆µLa + ∆µNi + 4∆µO = ∆Hf [La2NiO4] = −22.32 eV (6.16)

The limiting conditions on the chemical potentials are determined by the formation of

competing phases, La2O3, NiO, La3Ni2O7, and La4Ni3O10. Chemical potential limits

were calculated using CPLAP [191].

Oxygen interstitial migration in La2NiO4 was investigated using CI-NEB calculations.

The structures were relaxed using the L-BFGS method [187], with ionic and electronic

convergence criteria of 0.05 eV/Å and 10−6 respectively.
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6.3 Structural properties of La2NiO4

The calculated structural properties of La2NiO4 are presented in table 6.1. The lattice

parameters of 5.396 Å, 5.482 Å and 12.448 Å are in good agreement with the exper-

imental values, with deviation from them by ∼ 1%. The Ni-O bonds show slightly

larger underestimation, and there is overestimation of the La-O1 distance across the

LaO layers and of the Ni-O2-Ni angles.

Table 6.1: Structural properties of La2NiO4. Experimental values taken from ref
[106]. % differences between the experimental and calculated values of the structural

parameters are given in parentheses

Expt. Comp

V (Å3) 379.65 368.18 (-3.02)

a (Å) 5.466 5.396 (-1.27)

b (Å) 5.533 5.482 (-0.92)

c (Å) 12.555 12.448 (-0.85)

Ni-O1 (Å) 2.232 2.202 (-1.39)

Ni-O2 (Å) 1.947 1.926 (-1.08)

Ni-O2-Ni (°) 173.569 173.232 (0.19)

La-O1 (across LaO layer) (Å) 2.324 2.353 (0.45)

6.4 Electronic and magnetic structure of La2NiO4

The electronic structure was investigated, and valence band features were compared

to experiment. The calculated electronic structure is presented in figure 6.2 (a), with

the top of the valence band aligned to 0 eV. The calculation predicts the valence band

to have significant O 2p contribution, with Ni 3d mixing at the top of the valence

band. This is in good agreement with the experimentally reported structure, of an O

2p dominated valence band, with Ni 3d contribution at the top of the band [252]. The

calculated band structure is shown in figure 6.2 (b), predicting an indirect band gap of

1.92 eV from the VBM which lies along the S to R line, to the CBM at Γ, and a direct
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gap of 2.57 eV at Γ. This is in agreement with the band gap of 2.6 ± 0.3 eV from

combined scanning tunnelling microscopy and spectroscopy measurements reported by

Chen et al. [253].

-6 -4 -2 0 2 4
Energy (eV)

D
e
n
si

ty
 o

f 
st

a
te

s

 Γ Z T Y  Γ S R T

-6

-4

-2

0

2

4

E
n
e
rg

y
 (

e
V

)

(a) (b)

Figure 6.2: (a) EDOS calculated for La2NiO4 using PBEsol + U. Total EDOS is
shown in black, p states are shown in red, d states in green and f states in cyan. (b)

Calculated band structure for La2NiO4

6.5 Oxygen defects in bulk La2NiO4

6.5.1 Oxygen chemical potential and partial pressure

The chemical potential limits for determining the oxygen vacancy formation energies

were calculated using CPLAP [191]. The formation energies of La2NiO4 and its com-

peting phases used in the determination of the chemical potential limits are presented

in table 6.2, in addition to the magnetic ordering of Ni-containing phases. The ver-

tices of the upper triangle in figure 6.3 are determined by the formation of La2NiO4.

The limits imposed by the formation of competing oxides give a narrow region of sta-

bility, marked by black circles (shown in the inset), with the chemical potentials at

each of these points presented in table 6.3. Defect formation will be examined at the

oxygen-rich (∆µO = -0.39 eV) and oxygen-poor (∆µO = -4.71 eV) limits.
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Table 6.2: Formation energies and magnetic ordering of La2NiO4 and its competing
phases

Phase Formation energy (eV) Magnetic ordering

La2NiO4 -20.79 AFM

La2O3 -16.08

NiO -4.66 AFM

La3Ni2O7 -33.74 AFM

La4Ni3O10 -46.35 AFM
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Figure 6.3: Plot showing region of stability (grey) for La2NiO4 spanned by ∆µLa

and ∆µNi, showing oxygen-rich (A: ∆µO = -0.39 eV) and oxygen-poor (B: ∆µO =
-4.71 eV) limits. The vertices of the upper triangle are determined by the formation
of La2NiO4 and the coloured lines show the limits determined by the competing
phases. Points A–E show the intersection points of the region of stability determined

by these limits

6.5.2 Oxygen vacancies

The formation energies for oxygen vacancies at the O1 and O2 sites in La2NiO4, corre-

sponding to the O-rich, O-poor, and SOFC operating conditions considered in chapter

5 are presented in table 6.4. The O1 vacancy has a formation energy of 5.21 eV at
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Table 6.3: Chemical potential limits, in eV, for La2NiO4, with the phases present
at each limit

∆µLa ∆µNi ∆µO Phases

A -7.46 -4.32 -0.39 La2O3, La3Ni2O7

B -0.97 0.00 -4.71 La2O3

C -1.08 0.00 -4.66 NiO

D -7.40 -4.22 -0.44 NiO, La3Ni2O7

the oxygen-rich limit and 0.88 eV at the oxygen-poor limit, which corresponds to an

extremely low oxygen chemical potential. Under the SOFC operating conditions, the

formation energy decreases from 4.95 eV to 4.69 eV with temperature. The introduc-

tion of an oxygen vacancy at the O1 site causes a structural distortion, with La ions

neighbouring the vacancy displaced away from the vacancy, and the Ni ion nearest the

vacancy and O1 and O2 ions displaced towards the vacancy. La ions are displaced

away from vacancy by 0.03–0.10 Å, the nearest neighbour Ni ion is displaced towards

the vacancy by 0.34 Å, the nearest O1 ions are towards the vacancy by 0.02–0.04 Å,

and the O2 ions are displaced towards the vacancy by 0.03–0.08 Å.

Table 6.4: Oxygen vacancy formation energies for bulk La2NiO4 at the oxygen-
rich and oxygen-poor limits, and under the IT-SOFC operating temperature range,

600–800 K, p = 0.21 atm, p◦ = 1 atm

O1 O2

∆µO (eV) EOvac (eV) EOvac (eV)

O-rich -0.39 5.21 4.11

O-poor -4.71 0.88 -0.22

600 K -0.65 4.95 3.85

700 K -0.78 4.82 3.72

800 K -0.90 4.69 3.59

At the O2 site, oxygen vacancy formation is lower than at the O1 site, in good agree-

ment with previous works [107, 126], with a formation energy of 4.1080 eV at the

oxygen-rich limit and -0.2166 eV at the extreme oxygen-poor limit. Under SOFC op-

erating conditions, the formation energies decrease from 3.85 eV (600 K) to 3.59 eV
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(800 K). Similar to the O1 vacancy, introduction of an O2 vacancy causes the La ions

neighbouring the vacancy to be displaced away from the vacancy, and the nearest neigh-

bour Ni ions are displaced towards the vacancy. Both the neighbouring O1 and O2 ions

are displaced towards the vacancy. The cation displacements are smaller than observed

for the O1 vacancy, with La ions moving outwards by 0.02–0.05 Å, Ni moving towards

the vacancy by 0.18 Å, and the oxygen displacements are similar to the O1 vacancy,

with O1 ions moving 0.03–0.10 Å closer to the vacancy, and O2 ions by 0.07–0.08 Å.

The two remaining electrons are localiased on Ni atoms neighbouring the vacancy. As

was observed for LaMnO3, the lower formation energy of the O2 vacancy may be due

to the smaller degree of distortion around the vacancy compared to the O1 site. This

indicates that oxygen vacancies are more likely to form at the O2 site than in the O1

site in La2NiO4, but for both defects, the formation energy is high. For both O1 and

O2 vacancies in bulk La2NiO4 the excess electrons are localised on Ni ions with the

same spin neighbouring the O vacancy.

6.5.3 Oxygen interstitials

Oxygen interstitial formation (table 6.5) is found to be significantly lower in energy

that oxygen vacancy formation. The formation energy of an oxygen interstitial in

bulk La2NiO4 is 0.42 eV at the oxygen-rich limit and 4.84 eV at the oxygen-poor

limit. The formation energy increases with temperature under the SOFC operating

conditions considered, from 0.69 eV to 0.94 eV in the temperature range 600–800 K.

When the interstitial is optimised it sits within a tetrahedron of La ions, shown in figure

6.4, 2.35–2.36 Å from three of the La ions, which are displaced outwards relative to

their positions in the defect-free system and 2.6 Å from the fourth, which is displaced

towards the interstitial. These distances are similar to the La-O bond lengths in La2O3

(2.36–2.71 Å, suggesting that this structure should be stable. The Ni ions nearest the

interstitial are displaced towards it by 0.01–0.02 Å. The O1 ions nearest the interstitial

show significant displacement away from the defect, by 0.33–0.46 Å, and the O2 ions

are displaced towards it by 0.04–0.14 Å. On formation of an oxygen interstitial, holes

are localised on Ni ions with the same spin neighbouring the interstitial. Due to the

significant difference in the formation energy of the oxygen interstitial compared to
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Table 6.5: Oxygen interstitial formation energies for bulk La2NiO4 at the oxygen-
rich and oxygen-poor limits, and under the IT-SOFC operating temperature range,

600–800 K, textitpO2 = 0.21 atm, p◦ = 1 atm

∆µO (eV) EOi (eV)

O-rich -0.39 0.42

O-poor -4.71 4.84

600 K -0.65 0.69

700 K -0.78 0.82

800 K -0.90 0.94

Figure 6.4: Structure of the oxygen interstitial in La2NiO4. La atoms are shown in
green, Ni in silver and O atoms in red, and the oxygen interstitial is shown in dark

grey

the oxygen vacancies, which has also been seen in previous works [107, 126], oxygen

interstitials are likely to be the dominant oxygen defect in bulk La2NiO4 for O-rich and

SOFC operating conditions. At very low oxygen chemical potential, however, oxygen

vacancies are more stable than the interstitials.

6.5.4 Oxygen migration in bulk La2NiO4

Oxygen interstitial migration in La2NiO4 was investigated for the interstitialcy and

interstitial mechanisms within the LaO layers and for an interstitialcy-type mechanism

across the perovskite layers. The paths for migration of the oxygen interstitial are

shown in figure 6.5, with (a) showing the interstitialcy mechanism, (b) showing the

interstitial mechanism, and (c) showing the migration across the perovskite layer via
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an O2 lattice site. The lowest barrier to migration is for the [010] direction, with an

activation energy of 0.15 eV. In the [100] direction, the energy barrier is 0.53 eV, and in

the [110] direction it is 0.40 eV. Three directions for migration via the interstitialcy are

considered within the LaO plane, the [100], [010] and [110] directions. The activation

energies for oxygen interstitial migration are presented in table 6.6.

(a) (b)

(c)

Figure 6.5: Oxygen migration paths in La2NiO4. (a) interstitialcy mechanism, (b)
interstitial mechanism and (c) path across the perovskite layer via an O2 site

Table 6.6: Activation energies (Ea), in eV for oxygen interstitial migration in bulk
La2NiO4, for interstiticialcy and interstitial mechanisms in the LaO plane, and for

an interstitialcy-type mechanism across the perovkskite layers

Interstitialcy Interstitial Across perovskite layer

Direction Ea Direction Ea Ea

[010] 0.15

[100] 0.53 [010] 0.87 1.57

[110] 0.40

Migration via a direct path between two interstitial sites in the [100] direction leads

to peroxide formation, with a formation energy of 0.83 eV under SOFC operating

conditions of 700 K and pO2 = 0.21 atm. (formation energy of an oxygen interstitial
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under these conditions is 0.81 eV), giving a local minimum in the potential energy

surface. Further work is required to determine the height of the barrier to this transition

state. In addition, as the peroxide is very close in energy to the interstitial at the centre

of the tetrahedron of La ions, it will need to be considered as a competing defect in

future work. The energy barrier for the interstitial mechanism in the [010] direction is

0.87 eV, and at the transition state the interstitial is 2.14 Å from the nearest lattice

oxygen, so does not form the peroxide. Oxygen diffusion across the perovskite layers

via an O2 site has a significantly higher barrier energy than in the LaO plane, at 1.57

eV. From the difference in the activation energies, it can be seen that oxygen diffusion

is much more likely to occur within the LaO layers than across the perovskite layers.

The orientation of the LaO planes in the surface slabs will affect the diffusion of oxygen

from the surface into bulk La2NiO4.

6.6 Low index surfaces of La2NiO4

The surface slabs generated using METADISE were a minimum of 10 Å thick to min-

imise interactions between slab surfaces. A vacuum gap of 15 Å was introduced between

slabs to reduce interactions between a surface and its periodic image. The {001} slab

contains 40 atoms, with a depth of 12.5 Å, the {010} and {100} surfaces each contain

56 atoms, with depths of 11.0 and 10.8 Å, and the {110}, {101}, {111} and {011}

surfaces contain 84 atoms, with depths of 11.5, 14.9, 11.0 and 15.0 Å respectively.

Different k -point meshes were used for the slabs, based on the lattice vectors, with

a 3 × 3 × 1 k -point mesh for the {001} surface, 3 × 1 × 1 meshes for the {010},

{100}, {101} and {011} surfaces, 1 × 2 × 1 for the {110} surface, and 2 × 2 × 1

mesh for the {111} surface. Different terminations for each surface were investigated,

with the most stable terminations reported here. The unrelaxed and relaxed surface

energies, relaxation energies, La and Ni surface coordination and bonds cleaved at the

surface are presented in table 6.7, in order of decreasing stability. The relaxed surface

structures are shown in figures 6.6–6.12, with the oxygen vacancy sites labelled.
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Table 6.7: Unrelaxed (γun) and relaxed (γs) surface energies, relaxation energy
(∆E), surface coordination and Ni-O bonds cleaved in the low index surfaces of
La2NiO4. (*On relaxation of the {111} surface, one of the O2 atoms around the

6-coordinate Ni is displaced towards the LaO layer–section 6.6.6)

γun γs ∆E Surface coordination

Miller indices (J/m2) (J/m2) (J/m2) La Ni O (La) O (Ni) Bond cleaved

{010} 1.67 1.03 0.64 7 5 2 1 Ni-O2

{100} 1.63 1.03 0.60 7 5 2 1 Ni-O2

{001} 1.19 1.10 0.09 8 – 3 – Between LaO layers

{110} 2.14 1.11 1.03 6 5, 6 2–4 1, 2 Ni-O2

{101} 1.8 1.24 0.57 6, 8 3 2, 3 1, 2 Ni-O1, 2 × Ni-O2

{111} 2.4 1.25 1.16 5 5, 6* 2 1, 2 Ni-O2

{011} 2.9 2.15 0.77 5, 6 4, 6 2 1, 2 2 × Ni-O2

6.6.1 The {010} surface

The {010} surface (figure 6.6) has the lowest surface energy and is terminated by

7-coordinate La ions, 5-coordinate Ni ions, with a Ni-O2 bond cleaved in the NiO6

octahedra, and O1 and O2 ions (1- and 2-coordinate to Ni and La ions respectively).

Surface relaxation results in distortion of the Ni-O octahedra at the surface, with

a decrease of 2.9–3.9% in the Ni-O1 bonds, an increase of 3.4% in the Ni-O2 bond

nearest the surface, an increase of 2.9% in one of the remaining Ni-O2 bonds, and a

decrease of 1.2% in the final Ni-O2 bond. In bulk La2NiO4, the O1-Ni-O1 angle in the

NiO6 octahedra is 180°, which decreases by 8.1% in the relaxed surface, due to the O1

atoms moving away from the surface. The Ni-O2-Ni angles are found to decrease by

4–5% between the first and second layers of the slab, indicating significant rotation of

the octahedra at the surface. In the bulk, the separation between the rocksalt layers,

which are perpendicular to the surface, is 1.84 Å, this increases by 3.3% to 1.90 Å in

the {010} surface, due to the decrease in the Ni-O1 bonds.

6.6.2 The {100} surface

The {100} surface (figure 6.7) is also terminated by 7-coordinate La ions, 5-coordinate

Ni ions, with a Ni-O2 bond cleaved in the NiO6 octahedra, and O1 and O2 ions (1

and 2-coordinate to Ni and La ions respectively). In a tetragonal Ruddlesden-Popper
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[010]

O1
b

O1
a

O2

Figure 6.6: Relaxed surface slab of the {010} surface of La2NiO4. Oxygen vacancy
sites are labelled with a, b

phase, the {010} and {100} surfaces are identical, but differ here due to the distortion

of the NiO6 octahedra, resulting in the a lattice parameter being shorter than the b

lattice parameter in the bulk, and slight differences in the orthorhombic surfaces. This

results in the {100} surface having a very similar surface energy to the {010} surface.

On relaxation of the surface, one of the Ni-O1 bonds at in the surface NiO6 octahedra

decreases by 0.81%, and the second decreases by 4.5%. The Ni-O2 bond closest to

the surface increases by 3.4%, one of the Ni-O2 bonds with the O2 ion in the second

layer increases by 3.9%, and the other decreases by 1.0%. The O1-Ni-O1 angles at the

surface are seen to decrease by up to 9% at the surface, due to the O1 ions moving

away from the surface. The Ni-O2-Ni angles between octahedra decrease by 5.5–5.6%,

again showing significant rotation of the octahedra on relaxation of the slab. As in the

{010} surface, the rocksalt layers in the {100} surface are also perpendicular to the

surface, with the separation between these layers increasing by 2.8% to 1.89 Å, due to

the decrease in the Ni-O1 bonds.

[100]

O1
b

O1
a

O2

Figure 6.7: Relaxed surface slab of the {100} surface of La2NiO4. Oxygen vacancy
sites are labelled with a, b
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6.6.3 The {001} surface

The {001} surface (figure 6.8) is formed by cleaving between the LaO layers of La2NiO4,

and is terminated by 3-coordinate O1 (to La ions) and 8-coordinate La atoms. This

surface has a low unrelaxed surface energy and the smallest relaxation energy. The

structural distortion of the surface on relaxation is less significant than seen in other

surfaces. In the first layer of Ni-O6 octahedra, the surface Ni-O1 bond decreases by

3.4% on relaxation, and the second Ni-O1 bond in the octahedron increases by 1.9%. In

the bulk, the O1-Ni-O1 angle is 180°, which decreases by 1.7% to 176.9°on relaxation.

Two of the Ni-O2 bonds in the octahedra increase by 0.40%, and the remaining two

decrease by 0.2%. The Ni-O2-Ni angles show decreases of 1.8% and 0.4% between

octahedra. The separation between the rocksalt layers in the {001} surface decreases

by 0.7% to 1.83 Å, and the LaO layers are parallel to the surface.

[001]

O1

Figure 6.8: Relaxed surface slab of the {001} surface of La2NiO4. The oxygen
vacancy site is labelled with O1

6.6.4 The {110} surface

The {110} surface (figure 6.9) is terminated by 6-coordinate La ions, 5- and 6 coordinate

Ni ions, with Ni-O2 bonds cleaved at the 5-coordinate Ni. This surface has a high

unrelaxed surface energy and shows significant distortion on relaxation of the surface.

In the 5-coordinate octahedra, one of the Ni-O1 bonds decreases by 7.4%, while the
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other Ni-O1 bond shows a significant increase of 24.9% due to displacement of the

Ni and O ions. The surface Ni-O2 bonds in the 5-coordinate octahedra increase by

0.7%, and the Ni-O2 bond below the surface increases by 0.8%. The Ni-O2 bond to

the Ni atom in the second layer increases by 15.2% on relaxation of the surface. At

the surface, the Ni-O2-Ni angles increase by 2.4%, while the Ni-O2-Ni angle between

the truncated NiO5 octahedron and the Ni-O6 octahedron below it decreases by 0.2%.

Around the 5-coordinate Ni ion at the surface, the O ions are displaced significantly,

with a decrease of 11.3% in the O1-Ni-O1 angle, and 8.4% in the O2-Ni-O2 angle. The

separation between the rocksalt layers in the {110} surface, which are perpendicular to

the surface termination, decreases to 1.33 Å due to the significant displacement of the

O1 ions at the surface. These significant distortions of the surface on relaxation result

in a large relaxation energy and a relatively low surface energy.

[110]

O1
b

O1
a

O2
bO2

a

Figure 6.9: Relaxed surface slab of the {110} surface of La2NiO4. Oxygen vacancy
sites are labelled with a, b

6.6.5 The {101} surface

The {101} surface is terminated by 6- and 8-coordinate La ions, 3-coordinate Ni ions,

and O1 and O2 ions (1- and 2-coordinate and 2- and 3-coordinate for Ni and La ions

respectively), with one Ni-O1 bond and two Ni-O2 bonds cleaved at the 3-coordinate Ni

(figure 6.10). Around the 3-coordinate Ni ion at the surface, the Ni-O1 bond decreases

by 16.7%, and the Ni-O2 bonds decrease by 6.4–6.8%. In the NiO6 octahedra nearest

the surface, one Ni-O1 bond increases by 7.2% and the second Ni-O1 bond decreases

by 4.7%, and the Ni-O2 bonds show increases of 0.6–1.5%. There are two Ni-O2-Ni

angles between the NiO3 truncated octahedra at the surface and the NiO6 octahedron
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in the layer below, one decreases by 9.1% and the second increases by 0.5%, due to the

displacement of the O2 ions on relaxation of the slab. On relaxation of the slab, the

separation between the rocksalt layers in the {101} surface decreases by 1.1% compared

to the bulk separation, to 1.82 Å.

[101]

O1
b

O1
a

O2
b

O2
a

Figure 6.10: Relaxed surface slab of the {101} surface of La2NiO4. Oxygen vacancy
sites are labelled with a, b

6.6.6 The {111} surface

The {111} surface is terminated by 5-coordinate La ions, 5- and 6-coordinate Ni ions,

and O1 and O2 ions (1- and 2-coordinate and 2-coordinate for Ni and La ions respec-

tively), with one Ni-O2 bond cleaved at the 5-coordinate Ni ions (figure 6.11). On

relaxation of the surface slab, increases and decreases of up to 9% in the Ni-O1 bonds

are observed at the surface. Below the surface, Ni-O1 bonds decrease by up to 0.3%. At

the surface, the Ni-O2 bonds in the 5-coordinate octahedra increase by 0.7–0.8%, and

three of the four Ni-O2 bonds in the 6-coordinate octahedra increase by 0.5–0.6%. The

final Ni-O2 bond in the 6-coordinate octahedra shows a significant increase to 3.11Å,

due to migration of the O2 ion towards the La-O plane. In the second layer, Ni-O2

bonds parallel to the surface decrease by 0.1–0.2%, and perpendicular to the surface,

vary by -1.1–0.1%. The separation of the LaO planes increases by 8.2% compared to

the bulk, to 1.99Å. The significant displacement of the O2 ions at the surface and the

large increase in the LaO layer separation leads to a large relaxation energy for the

{111} surface. The {111} surface has the same Ni coordination as the more stable

{110} surface, and lower La coordination. It also has higher Ni coordination and lower
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La coordination than the {101} surface, which is also more stable. This suggests that

for Ni-terminated surfaces, the La coordination may have a greater influence on the

surface stability than the Ni coordination.

[111]

O2
b

O2
a

O1

Figure 6.11: Relaxed surface slab of the {111} surface of La2NiO4. Oxygen vacancy
sites are labelled with a, b

6.6.7 The {011} surface

The {011} surface is terminated by 5- and 6-coordinate La ions, 4- and 6-coordinate

Ni ions and O1 and O2 ions (1- and 2-coordinate and 2-coordinate for Ni and La ions

respectively), with two Ni-O2 bonds cleaved around the 4-coordinate Ni ions (figure

6.12). Significant distortion is seen in the Ni-O1 bonds on relaxation of the surface, with

decreases of 8.2 and 11.5% in the Ni-O1 bonds at the 4-coordinate Ni and a decrease

of 6.3% in the surface Ni-O1 bond at the 6-coordinate Ni. Below the 4-coordinate Ni,

one of the Ni-O1 bonds increases by 4.7% and the second decreases by 1.7%. Below the

6-coordinate Ni one Ni-O1 bond increases by 0.3% and the second decreases by 2.5%.

The changes in the Ni-O2 bonds are less significant, with those at the 4-coordinate

Ni decreasing by 1.4% and two of the Ni-O2 bonds at the 6-coordinate Ni decreasing

by 3.5%, with the remaining two increasing by 0.3%. In the first layer below the 4-

coordinate Ni the Ni-O2 bonds increase by 0.3%, and below the 6-coordinate Ni they

increase by 0.4%. Tilting of the octahedra is observed, with a decrease of 0.71% in

the Ni-O2-Ni angles between the first and second layers of octahedra, and increases of

0.8–2.6% between the second and third layers. A large increase is observed in the LaO

plane separation, by 5.4% to 1.94Å.
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[011]

O1O2

Figure 6.12: Relaxed surface slab of the {011} surface of La2NiO4. Oxygen vacancy
sites are labelled with O1, O2

6.6.8 Discussion

The order of surface energy was found to be {010} ≈ {100} < {001} ≈ {110} < {101} ≈

{111} < {011}. The coordination of the surface La and Ni affects the surface stability

of the Ni-terminated surfaces. The {001} surface is the only surface that is not Ni-

terminated at its most stable termination, and has the highest La coordination, but is

higher in energy than the {010} and {100} surfaces. This suggests that Ni-termination

can stabilise the surface. Of the Ni-terminated surfaces, those with both high La and

Ni coordination were more stable, and where surfaces had the same Ni coordination,

the surface with higher La coordination was more stable. The {101} surface, which has

the lowest Ni coordination, but 6- and 8-coordinate La ions at the surface, was more

stable than both the {111} and {011} surfaces, which have high surface Ni coordination

but low La coordination. In the {001} slab, the LaO layers are parallel to the surface,

so do not provide a path for oxygen diffusion through the surface via these layers,

instead requiring diffusion across the perovskite layers. All other low index surfaces

can provide a path for oxygen interstitial diffusion from surface to bulk through the

LaO layers.

A Wulff plot of the equilibrium crystal morphology was constructed using VESTA

[242], using the surface energies of the low index surfaces of La2NiO4. In the Wulff

construction, shown in figure 6.13, the {001} surface is dominant, contributing 28% to
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the total surface area. The {010}, {110}, {100} and {111} also contribute to a large

percentage of the surface area, with 21%, 16%, 15% and 13% of the total surface area

respectively. The {101} surface contributes the smallest percentage, at 7% and the

{011} surface is not present in the calculated structure.

Figure 6.13: Wulff plot of the equilibrium crystal morphology based on surface
energies of the low index surfaces of La2NiO4

6.6.9 La2NiO4 surface oxygen vacancies

The oxygen vacancy formation energies at the low index surface of La2NiO4, at the

oxygen-rich and oxygen-poor chemical potential limits, along with the oxygen chemi-

cal potential corresponding to 700 K and pO2 = 0.21 atm, are presented in table 6.8,

and the oxygen vacancy sites are shown in figures 6.6–6.12. The calculated chemical

potentials are used to calculate the oxygen vacancy formation energy at the surfaces,

with 700 K chosen for surface studies as it is at the low end of the IT range and within

the orthorhombic stability field. The {101} surface, which contributes the smallest

percentage to the total surface area, exhibits the lowest formation energies. The O1b

vacancy at the {101} surface has negative formation energy across the chemical po-

tential range. Unlike all other surfaces, significant structural distortion is predicted

on formation of the surface O1b vacancy. With the exception of those at the {011}

surface, all other vacancy formation energies are high across the chemical potential

range, and similar to that of the bulk system, with small local structural distortions

around the oxygen vacancy. At the {010} (O1 vacancies), {001}, {110}, and {111}
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Table 6.8: Oxygen vacancy formation energies, in eV, for the low index surfaces,
at the chemical potential limits for La2NiO4 (∆µO = -0.39, -4.71), and under the

IT-SOFC operating conditions of T = 700 K, pO2 = 0.21 atm (∆µO = -0.78 eV)

EOvac at ∆µO = x (eV)

Surface Site x = -0.39 -0.78 -4.71

{010} O1a 4.97 4.58 0.64

O1b 4.97 4.58 0.64

O2 4.98 4.59 0.66

{100} O1a 4.94 4.55 0.61

O1b 5.05 4.66 0.72

O2 4.25 3.86 -0.08

{001} O1 4.10 3.71 -0.22

{110} O1a 5.85 5.45 1.52

O1b 5.20 4.81 0.87

O2a 3.94 3.55 -0.38

O2b 5.03 3.79 0.71

{101} O1a 3.90 3.51 -0.43

O1b -0.95 -1.34 -5.28

O2a 3.21 2.82 -1.12

O2b 3.22 2.84 -1.00

{111} O1 4.48 4.09 0.16

O2a 4.44 4.05 0.12

O2b 4.44 4.05 0.12

{011} O1 0.41 0.02 -3.91

O2 -1.06 -1.45 -5.38

Bulk O1 5.21 4.82 0.88

O2 4.11 3.72 -0.22

surfaces, the excess electrons are localised on Ni ions of opposite spin neighbouring the

O vacancy. At the {010} (O2 vacancy), {100}, {101} and {011} surfaces, the electrons

are delocalised over Ni ions with the same spin neighbouring the vacancy.

The high formation energies of oxygen vacancies in the bulk, and at the low index



Chapter 6: La2NiO4 for IT-SOFC cathodes 143

surfaces, with the exception of the {101} O1b vacancy, which undergoes significant dis-

tortion on vacancy formation, indicate that oxygen vacancies are unlikely to contribute

significantly to oxygen diffusion in undoped La2NiO4. Oxygen vacancy formation is

also very low at the {011} surface, however, this surface is unstable, with a high sur-

face energy of 2.15 eV, and is not present in the equilibrium crystal morphology. The

formation of oxygen vacancies at these surfaces may improve the kinetics of the oxygen

reduction and exchange reactions at the cathode surface. A study by Akbay et al.

found that the dissociation of chemisorbed O2 has a lower activation energy on the

{001}) surface containing an oxygen vacancy than on the defect-free surface, and that

oxygen vacancies act as active sites for O adsorption [110]. Further work is required to

investigate the ORR at the defect-free low index surfaces and those containing oxygen

vacancies of orthorhombic La2NiO4 to determine the active sites for the ORR.

6.6.10 La2NiO4 surface oxygen interstitials

At the low index surfaces, as was seen in the bulk, and under oxygen-rich conditions,

interstitial formation is lower in energy than vacancy formation for all surfaces except

the {101} surface. Interstitial formation was not considered for the {001} surface as

oxygen migration into the surface cannot occur via the LaO layers, and the energy bar-

rier for migration across the perovskite layers is significantly higher than through the

LaO layers. Of the surfaces present in the equilibrium crystal structure, the formation

energy is lowest at the {010} surface, which is significantly lower than in the bulk (0.07

eV at the surface compared to 0.42 eV in the bulk), which may lead to segregation of

interstitials to this surface. There is a significant difference in the formation energy

at the {010} and {100} surfaces despite the similarity of the undoped systems. On

relaxation of the slab, the oxygen interstitial in the {010} surface moves away from the

centre of the tetrahedron of La ions, towards a lattice oxygen, displacing the lattice

oxygen towards the surface, whereas in the {100} surface the interstitial remains tetra-

hedrally coordinated to the La ions. This structural distortion of the {010} surface

results in a lower formation energy. The interstitial formation energy increases, with

decreasing oxygen chemical potential, as oxygen excess decreases. Under oxygen-poor

conditions, the formation energy at the {110} surface is 0.05 eV lower than the O2a
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Table 6.9: Oxygen interstitial formation energies, in eV, for the low index surfaces,
at the chemical potential limits for La2NiO4 (∆µO = -0.39, -4.71 eV), and under the

IT-SOFC operating temperature of 700 K (∆µO = -0.78 eV)

EOi at ∆µO = x (eV)

Surface x = -0.39 -0.78 -4.71

{010} 0.07 0.46 4.40

{100} 0.96 1.35 5.28

{110} 1.40 1.78 5.72

{101} 1.74 2.13 6.06

{111} 0.56 0.95 4.89

{011} -3.52 -3.13 0.80

Bulk 0.42 0.81 4.84

vacancy, and at the {101} surface, all vacancies have lower formation energies than the

interstitial. At the {010}, {100} and {111} surfaces, interstitial formation is 0.80–2.41

eV lower than oxygen vacancy formation. Formation energies for both oxygen vacancies

and interstitials are extremely low at the {011} surface, however, it is unstable, and

not present in the equilibrium crystal morphology, so although interstitial formation

energies are low, this surface termination is unlikely to be present. On formation of

an oxygen interstitial, holes are delocalised over Ni ions of the same spin neighbouring

the interstitial. Under the given SOFC operating conditions, interstitial formation en-

ergies are lower at all surfaces present in the equilibrium crystal morphology, with the

exception of the {101} surface, which has a higher formation than the O1b vacancy. As

the {101} surface contributes a smaller percentage of the surface area than the other

low index surfaces, oxygen interstitials are still likely to be the dominant oxygen defect

under these conditions.

6.7 La- and Ni-site doping in La2NiO4

The calculated chemical potentials are used to calculate the defect formation energies,

and are presented in table 6.10. For alkaline earth defect formation, SOFC operating

conditions of 700 K, with pO2 = 0.21 atm are chosen as this is at the low end of the

IT range and within the orthorhombic stability field. This corresponds to an oxygen
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chemical potential of -0.78 eV, which gives La2O3 and NiO limits. The chemical po-

tentials at these limits are presented in table 5.6. Isolated defects were introduced to

the La2NiO4 supercell, in formal charge states -1 for Sr on a La site or an electron

localised on Ni, +1 for Fe on a Ni site or a Ni hole, +2 for an oxygen vacancy and

-2 for an oxygen interstitial. Charged defects were combined to form charge-neutral

defects, representing systems where the dopants and charge compensating defects are

far from each other, with their formation energies calculated from those of the indi-

vidual defects. Neutral defect clusters were also considered by combining the dopant

and charge compensating defect in the same supercell, considering different structural

configurations, with the lowest energy systems presented here. The binding energy

of the clusters was calculated from the difference between the neutral cluster and the

combined isolated defects, allowing identification of defects which are stabilised when

in proximity to one another compared to when they are far apart.

Table 6.10: Chemical potential of La, Ni, O, and the alkaline earth dopants for the
given oxygen chemical potentials, in eV

∆µLa ∆µNi ∆µO ∆µSr ∆µFe

A (O-rich) -7.46 -4.32 -0.39 -5.23 -5.86

B (O-poor) -0.97 0.00 -4.71 -0.90 0.00

700 K (La2O3 limit) -6.88 -3.94 -0.78 -4.84 -5.28

700 K (NiO limit) -6.90 -3.88 -0.78 -4.84 -5.28

6.7.1 Combined isolated defects

The defect formation energies for combinations of isolated defects are listed in table

6.11, with the defect combinations listed using Kröger-Vink notation. When the Sr

dopants and charge compensating O vacancies are far from each other, the vacancy

is more likely to form on the O2 site than the O1 site. The formation energy for

the combined 2Sr ′La + V
r r

O1 is 0.58 eV higher than the 2Sr ′La + V
r r

O2 combined defects.

However, under O-rich and SOFC operating conditions, the oxygen vacancy-containing

defects have significantly higher formation energies (1.96–2.01 eV for 2Sr ′La + V
r r

O1 and

1.38–1.43 eV for 2Sr ′La + V
r r

O2) than those of Sr ′La + Ni
r

Ni. Under O-rich conditions, and



Chapter 6: La2NiO4 for IT-SOFC cathodes 146

at elevated temperature under both La-richer and Ni-richer conditions, the formation

energy of the Sr ′La + Ni
r

Ni defect is low (-0.02 eV, -0.00 eV and -0.03 eV respectively),

indicating that when the dopant and charge compensating defect are far from each

other, the defect will form easily. Under La-rich/O-poor conditions, the formation

energy of the Sr ′La + Ni
r

Ni defect is 2.16 eV higher than at the O-rich/cation-poor

limit (1.97 eV compared to -0.20 eV). Under SOFC operating conditions and in the O-

rich environment (La-poor), the most energetically favourable combination of isolated

defects is Sr ′La + Ni
r

Ni, with formation energies ranging from -0.19–0.00 eV. Under SOFC

operating conditions Sr-containing defects have lower formation energies at the NiO

limit (-0.03–1.96 eV) than at the La2O3 limit (0.00–2.01 eV). Under these conditions,

Fe-containing defects have lower formation energies at the La2O3 limit (2.33–2.59 eV)

compared to at the NiO limit (2.44–2.64 eV). Charge compensation by an oxygen

interstitial has lower formation energy at the O-rich limit (2.33 eV), and under SOFC

operating conditions (2.33–2.44 eV), while compensation by an electron is more stable

at the oxygen-poor limit (1.24 eV). Due to their high formation energies, Fe defects

are unlikely to form when isolated from the charge compensating defects. The low

energy of Sr doping compensated by hole formation suggests that this will contribute

to increased electronic conductivity. Under SOFC operating conditions, Fe doping will

be compensated by oxygen interstitials, which will improve the oxide ion conductivity,

however, Fe doping will be more difficult than Sr doping.

Table 6.11: Formation energies of the combined isolated defects in La2NiO4, in eV

700 K

Defect Limit A Limit B La2O3 NiO

2Sr ′La + V
r r

O1 2.01 2.02 2.02 1.96

2Sr ′La + V
r r

O2 1.43 1.43 1.43 1.38

Sr ′La + Ni
r

Ni -0.19 1.97 0.00 -0.03

2Fe
r

Ni + O
′′
i 2.33 3.58 2.33 2.44

Fe
r

Ni + Ni
′
Ni 2.78 1.24 2.59 2.64

FeX
La 6.82 5.28 6.62 6.68

SrX
Ni 3.24 5.40 3.43 3.41
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Under the chemical potential environments described by limits A (O-rich) and B (O-

poor), and the La2O3 limit at 700 K, there is little variation in the formation energies

of the oxygen-containing defects. For Sr on the La site, this is due to the change in

the La and O chemical potentials being balanced by the change in the Sr chemical

potential. Similarly, for Fe on the Ni site, the change in the Ni chemical potential is

balanced by the change in the chemical potential of Fe and O.

The formation energies of the isovalent defects, FeX
La and SrX

Ni, are significantly higher

than the aliovalent defects across the chemical potential range. This indicates that Sr

defects are more likely to form on the La site than on the Ni site. Similarly, Fe defects

are more likely to form on the Ni site than the La site.

6.7.2 Defect clusters

The defect formation energies for combinations of the defect clusters are listed in table

6.12. When the defects are clustered, the energy difference between the 2Sr ′La + V
r r

O1

and 2Sr ′La + V
r r

O2 clusters is smaller than the combined isolated systems, with the

cluster containing an O2 vacancy 0.2466 eV lower than that containing an O1 vacancy.

When the system is doped with Sr and compensated by formation of a vacancy on the

O1 site, the system has the lowest energy when the dopants occupy La sites that are

nearest neighbour and next nearest neighbour to the vacancy, and are 4.16 Å from each

other, shown in figure 6.14 (a). When the charge compensating vacancy is at the O2

site, again the Sr dopants occupy La sites that are nearest neighbour and next nearest

neighbour to the vacancy, but are 5.42 Å from each other, shown in figure 6.14 (b).

The binding energies of the systems are presented in table 6.12, where a negative energy

indicated greater stability of the cluster and a positive energy indicates greater stability

of the isolated defects. From the binding energies, it can be seen that clustering the

defects lowers the energy of the 2Sr ′La + V
r r

O1 and 2Fe
r

Ni + O
′′
i clusters, showing a

stabilisation when the defects occur in close proximity to one another compared to

when they are isolated. Both 2Sr ′La + V
r r

O2 and Sr ′La + Ni
r

Ni have small positive binding

energies, suggesting that there is little difference in the stability of the system when

the defects occur close to one another in comparison to when they are far apart. As
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in the combined isolated systems, the Sr ′La + Ni
r

Ni cluster is lower in energy than the

O vacancy compensated Sr defects. Under all values of chemical potential considered,

Sr ′La + Ni
r

Ni is again the most stable La-site defect, with a slight negative formation

energy at the O-rich/cation-poor limit.

Table 6.12: Formation and binding energies of the defect clusters in La2NiO4, in
eV

700 K Binding energy

Defect Limit A Limit B La2O3 NiO

2Sr ′La + V
r r

O1 1.72 1.72 1.72 1.66 -0.30

2Sr ′La + V
r r

O2 1.47 1.47 1.47 1.42 0.04

Sr ′La + Ni
r

Ni -0.10 2.06 0.09 0.07 0.10

2Fe
r

Ni + O
′′
i 0.81 2.06 0.81 0.91 -1.52

Fe
r

Ni + Ni
′
Ni 2.91 1.37 2.71 2.77 0.13

(a) (b)

Figure 6.14: Structure of the defect clusters for Sr doping compensated by an
O vacancy (a) shows the charge compensating O1 vacancy, (b) shows the charge
compensating O2 vacancy. Sr ions are shown in blue, La ions are shown in green, Ni

in grey, O in red and the vacancy site in grey

The partial EDOS of La2NiO4 is shown in figure 6.15 (a), the hole state in La2NiO4

is shown in figure 6.15 (b) and the partial EDOS of the Sr ′La + Ni
r

Ni cluster is shown

in figure 6.15 (c), with the highest occupied state aligned to 0 eV. The partial EDOS
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Figure 6.15: PEDOS of undoped and doped La2NiO4. (a) undoped La2NiO4, (b)
hole state in La2NiO4 (c) Sr compensated by hole formation, (d) Fe compensated by

an oxygen interstitial

is scaled for clarity, with the scaling shown on the plot. The partial charge density

plot of the hole state in undoped La2NiO4 is shown in figure 6.16 (a), and shows

delocalisation of the hole over the Ni and O2 atoms. A defect peak is seen at 0.07

eV in Sr-doped La2NiO4, which from partial charge density analysis (figure 6.16 (b)),

shows delocalisation of charge over Ni ions in the layer below the defect, the nearest

Ni ion in the layer above and O2 ions in the Ni-O2 layers above and below the defect,

and is very similar to the hole state in undoped La2NiO4. These delocalised hole states
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are not bound in the defect clusters, and will contribute to the electronic conductivity

of La2NiO4.

(a) (b)

Figure 6.16: Partial charge density plot for the hole state in (a) undoped La2NiO4,
and (b) in Sr-doped La2NiO4, at isosurface level of 0.05 eV/Å3

A significant difference is seen in the stability of the clustered 2Fe
r

Ni + O
′′
i defect

compared to the combined isolated defect, with a binding energy of -1.52 eV. This

strong binding energy means that this defect cluster is the second most stable defect

under oxygen-rich and SOFC operating conditions. The strong binding of this defect

will limit the improvement in ionic conductivity that would arise from the increased

oxygen interstitial concentration. As was seen for the isolated defects, Fe
r

Ni + Ni
′
Ni is

the least stable aliovalent defect, with formation 3.01 eV higher than the most stable

defect (Sr ′La + Ni
r

Ni) at the O-rich limit. At the extreme O-poor limit however, this

becomes the most stable defect, with a formation energy of 1.37 eV, but these conditions

correspond to an extremely low oxygen partial pressure which would not be experienced

during SOFC operation. A decrease in stability is observed for the Fe
r

Ni + Ni
′
Ni cluster

compared to the isolated defect. When the system is doped with Fe and the charge

compensating defect is an O interstitial, the lowest energy structure is one where both

the Fe atoms are in a high spin configuration and hare ferromagnetically coupled. The

Fe ions are 3.62 Å and 3.64 Å from the O interstitial, which are nearest neighbour Ni
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sites to it, and are 6.71 Å from each other (figure 6.17). Significant structural distortion

is seen around the interstitial, with neighbouring oxygen atoms displaced outwards by

0.34–0.53 Å. The formation of oxygen interstitial on introduction of Fe to La2NiO4

may affect the ionic conductivity of La2NiO4, however, further work to investigate the

ionic conductivity in undoped and doped La2NiO4 is required, such as the effect of

co-doping, or of using different transition metal dopants to increase oxygen interstitial

formation. Figure 6.15 (d) shows the partial EDOS of 2Fe
r

Ni + O
′′
i , with two defect

peaks, one at 0 eV, in the Ni and Fe 3d states and O 2p states, and a second at ∼ 2

eV, due to Fe 3d states.

Figure 6.17: Structure of the defect cluster for Fe doping compensated by an O
interstitial. Fe ions are shown in brown, La ions are shown in green, Ni in light grey,

O in red and the oxygen interstitial in dark grey

It is possible that if both Sr and Fe dopants are introduced to the system, the defects

could charge compensate. This reaction is given by

LaX
La + NiXNi + SrX

E + FeX
E

La2NiO4−−−−−→ LaX
E + NiXESr

′

La + Fe
r

Ni (6.17)

This defect cluster will be considered in future work to determine its likelihood of

forming. In addition, alternative dopants to Fe will be considered to reduce the binding
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energy of the 2M
r

Ni + O
′′
i defect cluster.

6.8 Conclusions

The structural and electronic properties of bulk orthorhombic La2NiO4 have been cal-

culated using PBEsol + U, with UNi3d = 5.3 eV and UO2p = 5.5 eV, which provides

good agreement with the experimental structural and a good description of the valence

band structure. The optimised structure of La2NiO4 was used to generate slabs for sur-

face studies. The energies of the low index surfaces, in order of increasing energy, were

found to be {010} < {100} < {001} < {110} < {101} < {111} < {011}. Ni-terminated

surfaces with higher La and Ni coordination were found to be more stable, and surfaces

with high La and low Ni coordination were found to be more stable than those with

high Ni and low La coordination. The equilibrium crystal morphology showed that the

{001} has the largest contribution to the surface area (28%), followed by the {010}

(21%). The {110}, {100} and {111} surfaces also contribute to a large percentage of

the surface area (16%, 15% and 13% respectively), while the {101} surface contributes

7%. The {011} surface is unstable, with a high surface energy of 2.15 eV, and was not

present in the equilibrium morphology.

Calculations carried out on oxygen defects in bulk La2NiO4 show that oxygen vacan-

cies have a lower formation energy at the O2 site than at the O1 site, and oxygen

interstitials are significantly lower in energy than either oxygen vacancy, over the range

of oxygen chemical potentials investigated. Oxygen interstitial migration was investi-

gated using CI-NEB calculations, with the lowest barrier to migration occurring for

the interstitialcy mechanism in the [010] direction within the LaO layers. The barrier

to migration across the perovskite layers was found to be significantly higher, therefore

oxygen migration is likely to occur predominantly within the LaO layers. At the low

index surface, with the exception of the {101} surface, oxygen interstitials are again the

lowest energy defects, meaning that they are likely to be the dominant oxygen defect

in La2NiO4.

The effect of introducing Sr and Fe dopants to La2NiO4 was investigated, considering

the site selectivity and the charge compensation mechanisms for the dopants. Both of
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the defects have significantly higher formation energies when introduced to isovalent

sites than when introduced to aliovalent sites. The calculations predict that introduc-

tion of Sr dopants will be compensated by hole formation, with very low formation

energy (0.07–0.09 eV), and the hole is delocalised over neighbouring Ni and O atoms,

which will contribute to the electronic conductivity of the material. The low bind-

ing energy of Sr ′La + Ni
r

Ni indicates that the holes are not bound, so doping with Sr

will lead to improved electronic conductivity. Introduction of Fe dopants is found to

be compensated by the formation of oxygen interstitials under the SOFC operating

conditions considered, with a formation energy of 0.81–0.91 eV for the defect cluster,

which may improve the ionic conductivity of the material. However, strong binding

of this cluster will limit this improvement. Further work is required to examine ionic

conductivity of undoped and doped La2NiO4, in order to establish whether doping at

the Ni site can improve the ionic conductivity for SOFC application.





Chapter 7

LaCrO3 as a novel solid oxide fuel

cell cathode

7.1 Introduction

One of the major issues with the use of LaMnO3-based perovskite materials is their

reaction with other cell components, such as Cr vapour species which form in the inter-

connect and can be transported to and deposited in the cathode, inhibiting the oxygen

reduction reaction [91, 267–269]. LaCrO3-based materials have been used as intercon-

nects in SOFCs, as they can exhibit good electronic conductivity, good stability in

oxidising and reducing atmospheres, and good compatibility with other cell compo-

nents [130]. However, it has been observed that Cr gas diffuses from the interconnect

to the cathode under SOFC operating conditions, which can cause degradation of the

electrochemical properties of the cathode. It has been suggested that LaCrO3-based

materials, which are stable under oxidising conditions, such La0.75Sr0.25Cr0.5Mn0.5O3−δ,

may be effective cathode materials, or as both cathode and anode in symmetrical

SOFCs [138]. Although it has reduced electronic conductivity compared to that of

Sr-doped LaMnO3, it has increased redox stability, which may reduce the issues asso-

ciated with Cr poisoning of the cathode. It has been shown that small amounts of Cr

substituted on the Mn site of Sr-doped LaMnO3 significantly reduces the conductivity

with a minimum in conductivity for 5% Cr content [270], and it has been suggested

that materials with a higher content of Cr may be less sensitive to the addition of Cr,

and hence to Cr poisoning [138].

155
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LaCrO3 doped with M2+ on the La site is a p-type semiconductor, with the formation

of holes as the charge compensating defect. The electronic conductivity has been

seen to increase with increasing concentration of Sr2+ or Ca2+, due to increased hole

concentration, and with increasing temperature. Ca-doped LaCrO3 is reported to show

greater electronic conductivity than Sr-doped LaCrO3, which is suggested to be due

to the differences in the lattice distortion of the doped systems, and their stability

[130]. The electronic conductivity decreases with decreasing oxygen partial pressure

due to a decrease in the hole concentration under reducing conditions. Under reducing

conditions, holes and oxygen vacancies are generated. This reaction is given in Kröger-

Vink notation by

2h
r
+ OX

O → V
r r

O +
1

2
O2 (7.1)

LaCrO3 with Sr dopants on the La site has recently been suggested as a potential p-type

transparent conducting oxide (TCO). TCOs are a class of materials which exhibit the

seemingly exclusive properties of high electrical conductivity and optical transparency

[271]. They have a carrier concentration of at least 1020 cm−3, conductivity in the

region of 103–104 Scm−1 and an optical band gap of greater than 3 eV, allowing them

to transmit light in the visible range. TCOs have a wide variety of applications in

optoelectronics, including transparent conducting electrodes of flat-panel displays, the

transparent top electrode in solar cells, electromagnetic shielding and low–emissivity

windows [271–273]. Currently only n-type materials, such as Sn-doped In2O3 and Al-

doped ZnO exhibit high enough conductivity and optical transparency for use in these

applications. Improved p-type materials would allow production of p-n heterojunctions,

increasing their range of applications.

The development of p-type TCOs presents a challenge as in most wide band gap binary

oxides, the top of the valence band consists primarily of O 2p states [183, 274, 275].

This results in the formation of deep holes localised on oxygen sites when p-type defects

are introduced, and hence many of these materials exhibit low conductivity. In order to

mitigate the problem, research has focused on materials in which the mixing of states
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from multiple elements can hinder the formation of these polarons. Copper delafossites

(CuMO2; M = Al, Sc, Cr, In, Ga, Y, B) [276–280], d6 spinels (AB2O4; A = Mg, Zn,

Cd; B = Co, Rh, Ir) [281, 282] and layered oxychalcogenides (LaCuOCh; Ch = S,

Se, Te) [283–285] have been examined as potential p-type transparent conductors, but

have been found to exhibit poor visible light transparency, low conductivity, or both.

Sr doping is reported to effectively dope holes into the top of the valence band of

LaCrO3, resulting in p-type conductivity [286]. Thin films of Sr-doped LaCrO3 were

shown to exhibit an increase in conductivity, from 1.2 to 54 S cm−1 with an increase in

Sr content from 4 to 50%, and hole concentrations of 1020 to 1021cm−1 were observed.

The optical transmission of the pure and Sr-doped LaCrO3 films was also investigated,

and was found to decrease from 69 to 42% with increasing Sr content. It is proposed

that Sr-doped LaCrO3 could be used to fabricate a pn heterojunction with La-doped

BaSnO3 for all-perovskite oxide transparent electronics.

LaCrO3 is an orthorhombic perovskite, in space group Pbnm, with lattice parameters

a = 5.513 Å, b = 5.476 Å and c = 7.759 Å [286]. As was seen in LaMnO3, the

orthorhombic cell is distorted relative to the ideal cubic perovskite due to a GdFeO3-

type distortion, which causes alternating tilting and rotation of the CrO6 octahedra,

and a Jahn-Teller distortion which results in two inequivalent oxygen sites, and three

inequivalent Cr-O bond lengths. The unit cell of LaCrO3 used in these calculations is

shown in figure 7.1, with the La ions shown in green, Cr ions in blue, O1 ions in red,

and O2 ions in orange. The occupied and unoccupied density of states of LaCrO3 have

previously been examined using XPS and x-ray absorption spectroscopy (XAS) [286].

The top of the valence band is reported to be made up of mixed O 2p and Cr 3d states,

while the bottom of the conduction band comprises mixed Cr 3d and states with at

least partial O 2p character. The lowest energy excitation in LaCrO3 is reported to be

a t3
2g → e0

g transition at 2.8 eV. Zhang et al. also calculated the electronic structure

using PBEsol + U (U Cr = 3.0 eV), and determined that the states at the top of the

valence band are mixed Cr 3d t3
2g and O 2p states, and the unoccupied Cr e0

g and t0
2g

states, mixed with O 2p states, form the bottom of the conduction band [286].
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Figure 7.1: Unit cell of LaCrO3 used in these calculations. La atoms are shown in
green, Cr in blue, O1 in red and O2 in orange

This chapter examines intrinsic and extrinsic carriers in LaCrO3, by performing defect

analysis of undoped and LaCrO3 containing Sr defects. A suitable functional for the

calculation of defects in LaCrO3 is determined from analysis of the EDOS and compar-

ison to experimental spectra. The origin of charge carriers in undoped and Sr-doped

LaCrO3, and defect stabilities have been examined, by calculating formation energies

and transition levels for each defect, and the chemical potential dependence of defect

formation was investigated. Oxygen ion migration in the undoped LaCrO3 system is in-

vestigated using nudged elastic band calculations to investigate whether LaCrO3 would

be a suitable mixed ionic and electronic conductor for use as a cathode in IT-SOFCs.

7.2 Methodology

Calculations were carried out with the GGA exchange-correlation functional, testing

the PBEsol functional [154], and the hybrid HSE06 functional [162, 163]. When inves-

tigating the defect properties of a p-type semiconductor, it is important to accurately

reproduce the character of the valence band. Standard GGA is incapable of correctly

modelling the defect states of doped LaCrO3 due to the approximate nature of the

exchange-correlation functionals. Cr(III) ions have a partially filled d shell which leads
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to a large SIE, a product of the highly localised nature of the 3d states. In addition,

there is a significant contribution of Cr 3d and O 2p states to the valence band of

LaCrO3 [286], so upon the generation of p-type defects, standard DFT incorrectly pre-

dicts hole delocalisation over all of the Cr and O atoms in the simulation cell. In order

to reduce the SIE, a + U correction using the Dudarev approach [155], was applied to

Cr 3d states, testing values of 3.0, 3.5 and 4.0 eV to determine a suitable U parameter,

and the effect of adding a +U correction to the O 2p states was examined.

HSE06 has been shown to give an improved description of the electronic structure

of many wide band gap oxides, and also significantly improves the modelling of p-

type materials, compared to GGA + U [166]. However, this was not observed in

our study of LaMnO3, with PBEsol + U giving a better description of its structural

and electronic properties, so the HSE06 functional was tested for LaCrO3 to establish

whether HSE06 or PBEsol + U gives a better description of the electronic structure

for LaCrO3. Previous studies have not included the + U on oxygen p states, which

was included our of PBEsol + U calculations for LaMnO3, La2NiO4 and LaCrO3.

PAW pseudopotentials were used to describe the valence-core interactions (La: [Kr];

Cr: [Ar]; O: [He]), a plane wave cutoff of 400 eV and 3 × 3 × 2 Monkhorst-Pack

[174] k -point mesh were used in bulk calculations. The structure was relaxed using

the quasi-Newton RMM-DIIS algorithm [186], with electronic and ionic convergence

criteria of 10−6 eV and 0.005 eV/Å respectively.

The system used to study the defects comprises a 2 × 2 × 2 supercell of the or-

thorhombic, 20 atom LaCrO3 unit cell, resulting in a 160 atom supercell. To examine

the conductivity of both the intrinsic and extrinsic defects, the thermodynamic tran-

sition levels of defective LaCrO3 are calculated and used to plot the transition level

diagrams (section 3.3.4).

The chemical potentials are found with reference to the formation energy of the pure

system:

∆µLa + ∆µCr + 3∆µO = ∆Hf [LaCrO3] = −15.25 eV (7.2)
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The limiting conditions on the chemical potentials are determined by the formation of

competing phases, La2O3, CrO, CrO2, and Cr2O3. The sum of the chemical potentials

is set as equal to the formation energy, allowing a set of linear equations to be generated,

which can be solved to determine intersection points of a region of stability. Chemical

potential limits were calculated using CPLAP [191]. This allows a plot of the defect

formation energy as a function of the Fermi energy to be made, and the dominant

intrinsic and extrinsic carriers in the material can be determined.

Oxygen vacancy migration in LaMnO3 was investigated using climbing image nudged

elastic band calculations, considering O1-O2 and O2-O2 paths. The structures were

relaxed using the L-BFGS method, with ionic and electronic convergence criteria of

0.05 ev/Å and 10−6 respectively.

7.3 Bulk properties of LaCrO3

7.3.1 Functional testing

In order to determine a suitable functional for the calculation of defects in LaCrO3, the

bulk was optimised and the EDOS was calculated to compare to the experimentally

reported electronic structure, measured using XPS and XAS [286], shown in red in

figure 7.2.

Figure 7.2: XPS valence band (solid lines) and O-K-edge XAS (open circles) spectra
of LaCrO3 (red), taken from ref. [286]
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The EDOS of LaCrO3, calculated using PBEsol + U, with U applied to Cr 3d states

only, Cr 3d and O 2p states, and HSE06 are shown in figure 7.3. For the calculation

with U applied to Cr only, with U Cr = 3.0 eV, figure 7.3 (a), the character of the

valence band is reasonably well described, with mixed Cr 3d and O 2p states being

the main contribution at the top of the valence band (from -0.9–0.0 eV), and oxygen

2p states below this (from -5.5–-0.9 eV). In addition, the bottom of the conduction

band is predominantly Cr 3d states. However the density approaches zero at -0.9 eV,

between the main O 2p and Cr 3d contribution to the valence band. When the value

of U Cr is increased, the density of states between the peaks increases. A shift in the

ratio of Cr 3d to O 2p is also observed, with the amount of Cr 3d density at the top

of the valence band decreasing with increasing U. For U Cr = 3.5 eV, figure 7.3 (b), the

Cr 3d contribution to the peak at the top of the valence band is greater than the O 2p,

while for U Cr = 4.0 eV, figure 7.3 (c), there is little difference in the Cr 3d and O 2p

contribution to the peak. The calculated band gaps are in reasonably good agreement

with experiment, with values of 2.73 eV, 2.92 eV and 3.11 eV for U Cr = 3.0 eV, 3.5 eV

and 4.0 eV respectively.

The inclusion of a + U correction on the O 2p states is required to correctly model

oxygen hole states in a valence band with significant O 2p character. A value of 5.0

eV is chosen, which is in line with the values used for the O 2p states in Cr2O3 (5.0

eV) [184], and similar to that used for LaMnO3 (5.5 eV) [287]. When both U Cr and

UO are applied, the character of the EDOS is not changed, but increases in the band

gap are observed, with values of 2.81 eV, 2.93 eV and 3.20 eV respectively. The HSE06

calculations provide a good description of the character of the valence band of LaCrO3,

with O 2p states dominant up to -0.8 eV, and Cr 3d states dominant at the top of

the valence band. The conduction band is predicted to be predominantly Cr 3d states,

with some O 2p character, also in agreement with experiment. However, the band gap

is significantly overestimated, at 4.44 eV.

Based on the EDOS calculations, the PBEsol + U calculations with U Cr = 3.5 eV and

UO = 5.0 eV give good agreement with experiment, and inclusion of the +U correction

on O 2p can correctly model oxygen hole states, so are used in the calculation of the
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Figure 7.3: EDOS for LaCrO3, calculated using PBEsol + U, with (a) UCr = 3.0e
eV, (b) UCr = 3.5 eV, (c) UCr = 4.0 eV, (d) UCr = 3.0 eV, UO = 5.0 eV, (e) UCr

= 3.5 eV, UCr = 5.0 eV, (f) UCr = 4.0 eV, UCr = 5.0 eV, (g) HSE06. The total
DOS shown in black, La f states shown in cyan, Cr d states shown in green and O

p states shown in red. The VBM is aligned to 0 eV
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defect properties of LaCrO3. These values give a good description of the valence band in

comparison to experimental spectra, and are in line with values of 3.0–3.2 eV previously

applied to the Cr 3d states [287, 288], and the values used for the O 2p states in Cr2O3

(5.0 eV) [184].

7.3.2 PBEsol + U

The calculated lattice parameters, Cr-O bond distances and band gap for bulk LaCrO3

are presented along with experimental data in table 7.1 The PBEsol+U lattice param-

eters and bond lengths are in good agreement with the experimental values, though the

short Cr-O2 bond is overestimated by 1.8% compared to the experimental value. The

calculated electronic structure is shown in figure 7.4 (a), with the total DOS shown

in black, La f states shown in blue, Cr d states shown in green and oxygen p states

shown in red, and is in good agreement with the electronic structure calculated pre-

viously using PBEsol + U [286]. The PBEsol + U calculations predict LaCrO3 to

be an indirect band gap semiconductor, with the VBM at S and the CBM at Γ, as

shown in figure 7.4 (b). The calculated band gap of 2.73 eV is in good agreement with

experiment.The hole effective mass at the VBM is 2.29 me and 3.03 me in the direction

of R and X respectively. The relatively large values of hole effective mass are indicative

of non-disperse bands, and poor hole mobility in LaCrO3.

Table 7.1: Structural data for LaCrO3, experimental data from ref. [289]. % differ-
ences between the experimental and calculated values of the structural parameters

are given in parentheses

Expt. PBEsol + U

V (Å3) 234.247 234.859 (0.27)

a (Å) 5.513 5.504 (-0.18)

b (Å) 5.476 5.497 (0.39)

c (Å) 7.759 7.763 (0.06)

Cr-O2l (Å) 1.997 1.983 (-0.73)

Cr-O1m (Å) 1.967 1.981 (0.68)

Cr-O2s (Å) 1.947 1.982 (1.78)
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Figure 7.4: (a) PEDOS for LaCrO3, calculated using PBEsol + U, total DOS
shown in black, La f states shown in blue, Cr d states shown in green and oxygen p
states shown in red. (b) Band structure for bulk LaCrO3 calculated using PBEsol +
U. The VBM is aligned to 0 eV in (a) and (b). The VBM and CBM are marked by

a red * and × respectively

7.4 Defect properties of LaCrO3

7.4.1 Thermodynamic stability of LaCrO3

The chemical potential limits of LaCrO3 were calculated using CPLAP [191], with the

formation energies of the competing phases used in the determination of these limits

are presented in table 7.2, along with their magnetic orderings. The shaded area of

figure 7.5 shows the region of thermodynamic stability spanned by the La chemical

potential (∆µLa) and the Cr chemical potential (∆µCr), with the lines showing the

limits set by LaCrO3 and its competing phases. The Sr chemical potential at a given O

chemical potential is determined from the formation energy of the binary oxide ∆µSr

+ ∆µO ≤ ∆HSrO
f . The chemical potentials and the relevant competing phases at each

of the limits are presented in table 7.3.

Limits A and C correspond to La-poor, Cr-poor and O-rich conditions, with ∆µCr

higher at point A and ∆µLa higher at point C. Limits B and E are the Cr-rich limits,
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Table 7.2: Formation energies and magnetic ordering of LaCrO3 and its competing
phases

Phase Formation energy (eV) Magnetic ordering

LaCrO3 -15.25 AFM

La2O3 -16.21

CrO -4.58 AFM

CrO2 -6.40 FM

Cr2O3 -13.11 AFM
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Figure 7.5: Thermodynamic stability field of LaCrO3 spanned by ∆µLa and ∆µCr.
The coloured lines show the limits set by LaCrO3 and its competing phases. Ponts

A–E show the intersection points determined by these limits.

B is the La-rich and O-poor limit and E is approaching the O-poor limit and has a

relatively high ∆µLa. Limit D has a low ∆µO, relatively high ∆µCr and mid-range

∆µLa. Defect formation energies were calculated at the chemical potentials given by

two of the limits of this region of thermodynamic stability. Point A, with chemical

potentials ∆µLa = -8.69 eV, ∆µCr = -6.56 eV, ∆µO = 0.00 eV, describes the La-poor,

Cr-poor and O-rich environment. Point B, with chemical potentials ∆µLa = -0.96 eV,
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∆µCr = 0.00 eV, ∆µO = -4.76 eV, represents La-rich, Cr-rich and O-poor conditions.

Table 7.3: Chemical potential limits, in eV, for LaCrO3, with the phases present
at each limit

∆µLa ∆µCr ∆µO Phases

A -8.69 -6.56 0.00 Cr2O3, LaCrO3

B -0.96 0.00 -4.76 La2O3

C -8.10 -7.14 0.00 La2O3, LaCrO3

D -2.76 -0.62 -3.96 CrO, Cr2O3

E -1.51 0.00 -4.58 CrO

7.4.2 Defect formation and transition levels

The perovskite structure can accommodate A and B cation vacancies, anion vacancies,

interstitials, and antisite defects. Antisite defects are those where the A cation substi-

tutes on the B or O site, the B cation substitutes on the A or O site, or the O anion

substitutes on the A or B site. The A and B cations in LaCrO3 are La3+ and Cr3+

respectively, so the substitution of one for the other will not change the total charge

of the system, therefore the AB and BA defects are not examined as they will not

contribute to the conductivity. The range of intrinsic defects examined in LaCrO3 is

shown in figure 7.6. The p-type defects considered are a La vacancy (VLa), Cr vacancy

(VCr), O interstitial (Oi), O on a La site (OLa), and O on a Cr site (OCr). The n-type

defects considered are vacancies on the inequivalent O1 (VO1) and O2 (VO2) sites, Cr

on the O1 (CrO1) and O2 (CrO2) sites, and La on the O1 (LaO1) and O2 (LaO2) sites.

The formation energies of the charges states of the defects examined are dependent on

the Fermi level, as given by equation 3.5. Each of the defects has between two and six

charged states: p-type defects have negative slope and n-type have positive slope. For

V La and V Cr, 0, -1, -2 and -3; for Oi interstitials, 0, -1 and -2; and for O antisite defects,

0, -1, -2, -3, -4, -5 charge states have been calculated (there is a difference of 5 between

the charge state of the cation and the O ion). The V O defects have charge states 0,

and the cation antisite defects have charge states 0, +1, +2, +3, +4 and +5. Figure

7.7 shows plots of formation energy of defects in LaCrO3 at the chemical potentials
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Figure 7.6: Sites of the point defects in the LaCrO3 supercell. A defect on a La
site is shown in orange, a defect on a Cr site is shown in magenta, an interstitial
defect is shown in purple, and defects on the O1 and O2 sites are shown in black and

grey, respectively

corresponding to O-rich (point A) and O-poor chemical potential environments, as a

function of the Fermi energy between the VBM and CBM.

The formation energies of p-type defects are listed in table 7.4, along with their first

ionisation levels, from which it is evident that they have lower formation energies under

O-rich/La- and Cr-poor conditions. Under O-rich conditions (figure 7.7 (a)), vacancies

at the La and Cr sites are the lowest energy p-type defects, with formation energies of

2.33 and 3.33 eV respectively. Both of these defects have very shallow (0/-1) transition

levels, at 0.20 eV above the VBM for VLa and 0.06 eV above the VBM for VCr. Both

of the antisite defects have high formation energies, therefore are unlikely to form in

LaCrO3. The oxygen interstitial has a higher formation energy than either of the cation

vacancies, indicating that the formation of cation vacancies is more favourable under
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Figure 7.7: Transition level diagrams for point defects in LaCrO3, for (a) O-rich
and (b) O-poor conditions

oxygen-rich conditions. However, the intersection of the -2 state of VCr with the +2 state

of VO, will cause pinning of the Fermi level, and the relatively high formation energies

of these defects indicate that p-type conductivity in undoped LaCrO3 is unlikely. Limit

C is also an O-rich environment, and is at the La2O3 limit (La-richer), with defects on

the La site ≈0.6 eV higher than at limit A (Cr-richer), and defects on the Cr site ≈0.6

eV lower than at limit A. The formation energies of the O interstitial, O vacancies

and the Sr interstitial are unchanged as ∆µO and ∆µSr are unchanged. Under O-poor

conditions, all p-type defects have high formation energies.

Table 7.5 lists the formation energies of n-type defects in LaCrO3. It can be seen that

n-type defects have significantly lower formation energies in the O-poor/La- and Cr-

rich environment. Under O-rich conditions, all n-type defects have higher formation
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Table 7.4: Calculated neutral defect formation energies (in eV) for p-type intrinsic
defects in LaCrO3 at the O-rich/La-, Cr-poor and O-poor/La-, Cr-rich chemical

potential limits, and their first ionisation levels

O-rich/La-, Cr-poor O-poor/La-, Cr-rich ε(0/-1)

VLa 2.33 10.06 0.20

VCr 3.33 9.89 0.06

Oi 3.84 8.60 1.06

OLa 4.52 17.01 0.25

OCr 4.76 16.08 0.43

energies than all p-type defects with the exception of the OCr antisite defect, with

only oxygen vacancies having formation energies below 5 eV. Oxygen vacancies are the

lowest energy intrinsic defects under oxygen-poor conditions, with formation energies

of -0.17 eV and 0.18 eV for O1 and O2 vacancies respectively, followed by CrO1 and

CrO2 which are approximately 4 eV higher, at 3.44 eV and 3.80 eV respectively. The

oxygen vacancies have deep transition levels, in the middle of the band gap, therefore

cannot contribute to conductivity. As all n-type defects have high formation energies,

they are unlikely to form under O-rich conditions. At the low oxygen partial pressure

given by the oxygen-poor limit, the antisite defects are lower in energy than at the

O-rich limit, but are significantly higher in energy than the oxygen vacancies.

Table 7.5: Calculated neutral defect formation energies (in eV) for n-type intrinsic
defects in LaCrO3 at the O-rich/La-, Cr-poor and O-poor/La-, Cr-rich chemical

potential limits, and their first ionisation levels

O-rich/La-, Cr-poor O-poor/La-, Cr-rich ε(0/+1)

VO1 4.59 -0.17 1.23

VO2 4.59 -0.18 1.27

CrO1 14.76 3.44 2.57

CrO2 15.12 3.80 2.92

LaO1 21.02 8.53 2.67

LaO2 21.23 8.74 2.91
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Three extrinsic defects were examined, p-type Sr on the La site, and Sr on the Cr

site, and the n-type Sr interstitial, the results of which are presented in table 7.6. The

calculations predict that Sr defects will form on the La-site of LaCrO3 and that it will be

spontaneous at the La-poor limit. The SrCr and Sri defects are both significantly higher

in energy than SrLa, under both oxygen-rich and oxygen-poor conditions, therefore are

unlikely to form in LaCrO3. Sr is more likely to substitute for La than Cr due to the

small mismatch between the Sr2+ and La3+ cations (1.44 Å for Sr and 1.36 Å for La

[244]), compared to Cr3+ (0.62 Å).

Table 7.6: Calculated neutral defect formation energies (in eV) for extrinsic defects
in LaCrO3 at the chemical potential limits determined by formation of competing

binary oxides, and their first ionisation levels

p-type

A (O-rich) B (O-poor) ε(0/-1)

SrLa -0.43 2.54 0.13

SrCr 3.68 5.48 0.41

n-type ε(0/+1)

Sri 14.02 9.26 2.89

The substitution of Sr for La is found to be the most favourable defect in LaCrO3

under oxygen-rich conditions, and it is uncompensated for all Fermi energies over the

range of the band gap. In addition, SrLa has a shallow (0/-1) transition level, 0.13 eV

above the VBM. The low formation energy of the SrLa defect under O-rich conditions,

and the shallow acceptor level of the defect indicate that Sr is a suitable p-type dopant

for LaCrO3. At the oxygen-poor limit, SrLa has a formation energy 2.98 eV higher

than at the oxygen-rich limit and is compensated by the CrO2 for Fermi energies less

than 1 eV, and thus will not contribute to p-type conductivity under these conditions.

This indicates that Sr-doped LaCrO3 has potential for p-type conductivity under O-

rich conditions, and will not be either p- or n-type under these conditions. A recent

computational study by Dabaghmanesh et al. [290] examined alkaline earth dopants

and a subset of the defects considered here, considering the p-type CaLa, SrLa and
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BaLa, and n-type V O and CrO. As was seen in this work, they found the alkaline-

earth dopants to have low formation energy under oxygen-rich conditions, with shallow

acceptor levels. However, under oxygen-poor conditions, they predicted intersection

of the +1 charge state of the oxygen vacancy with a -2 charge state of the alkaline

earth defects. The -2 defect state of SrLa was not considered here as La is in the +3

charge state in LaCrO3 and Sr is introduced in the +2 charge state, resulting in a -1

defect state, and the -2 defect state does not have a significant impact on the electronic

properties. In their work, the authors did not consider the inequivalent oxygen sites in

their study, only quoting one defect formation energy each for the V O and CrO defects,

therefore a full comparison between the results cannot be made.

7.4.3 Defect formation under SOFC operating conditions

The oxygen chemical potential under SOFC operating conditions, considering an oper-

ating temperature of 700 K, is -0.78 eV. At ∆µO = -0.78 eV, the chemical potentials at

the La2O3 and Cr2O3 limits of the stability field are used to determine the formation

energy of the defects in LaCrO3. The chemical potentials of La, Cr, O and Sr under

these conditions are presented in table 7.7.

Table 7.7: Chemical potentials, in eV, corresponding to a SOFC operating tem-
perature of 700 K textitpO2 = 0.21 atm, and p◦ = 1 atm

∆µLa ∆µCr ∆µO ∆µSr

La2O3 -6.94 -5.98 -0.78 -4.50

Cr2O3 -7.53 -5.39 -0.78 -4.50

Under both extremes of chemical potential under SOFC operating conditions, shown in

figure 7.8, the lowest energy intrinsic defects (V La, V Cr, V VO1
and V VO2

) have similar

formation energies, which are relatively high. It can be seen from figure 7.8 that there

is intersection of the charge states of the cation vacancies with those of the oxygen

vacancies. At the La2O3 limit, for Fermi energies less than 0.76 eV the O2 vacancy

acts as a charge compensating defect for the La vacancy, and for Fermi energies less

than 0.60 eV it can act as a charge compensating defect for the Cr vacancy. At the

Cr2O3 limit, the O2 vacancy is a charge compensating defect for the Cr vacancy for
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Fermi energies less than 0.72 eV, and for the La vacancy for Fermi energies less than

0.65 eV. The formation energies of the neutral defects are listed in table 7.8.
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Figure 7.8: Transition level diagrams for point defects in LaCrO3, for SOFC oper-
ating conditions, with ∆µO = -0.78 eV, for the (a) La2O3 and (b) Cr2O3 limits

Under the chosen SOFC operating conditions, SrLa is the lowest energy defect in

LaCrO3, with formation energy 0.55 eV at the La2O3 limit and -0.04 eV at the Cr2O3,

and is uncompensated for all Fermi energies. The low formation energies show indicate

that it will be the dominant defect under SOFC operating conditions. Due to its low

formation energy, and shallow (0/-1) transition level the SrLa will contribute to p-type

conductivity in LaCrO3. It may be possible to reduce the oxygen vacancy formation

energy in LaCrO3 by introducing dopants to the B-site, which will be investigated in

future work.
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Table 7.8: Calculated neutral defect formation energies (in eV) for defects in
LaCrO3 under SOFC operating conditions

p-type n-type

La2O3 limit Cr2O3 limit La2O3 limit Cr2O3 limt

VLa 4.08 3.49 VO1 3.81 3.81

VCr 3.91 4.50 VO2 3.81 3.81

Oi 4.62 4.62 CrO1 13.40 12.82

OLa 7.05 6.46 CrO2 13.76 13.17

OCr 6.12 6.71 LaO1 18.49 19.08

SrLa 0.55 -0.04 LaO2 18.70 19.29

SrCr 3.48 4.07 Sri 13.24 13.24

7.5 Oxygen migration in LaCrO3

In LaCrO3, as in LaMnO3, oxygen diffusion occurs along the edges of the CrO6 octa-

hedra, via oxygen vacancies. Due to the distortion of the CrO6 inequivalent oxygen

sites in LaCrO3, three possible oxygen migration pathways are investigated, as shown

in figure 7.9. Two paths are considered from an O1 to an O2 site, one to an O2 coor-

dinated to the central Cr by a short Cr-O bond (Cr-Ol), and the second is to an O2

coordinated to the central Cr by a long Cr-O bond (Cr-Ol). The third path consid-

ered is from an O2 site to an adjacent O2 site along the edge of the CrO6 octahedron.

The energy barriers to the migration of an oxygen vacancy in LaCrO3 were calculated

using climbing image nudged elastic band calculations. The O1-O2s pathway has a

barrier energy of 2.07 eV in the O1-O2s direction, and the barrier for the reverse is

2.08 eV. The barrier to migration for the O1-O2l pathway is 0.07 eV lower, with an

energy of 2.00 eV (2.01 eV for the reverse). The barrier energy for the O2-O2 diffusion

path is similar to that of the O1-O2s path, at 2.08 eV. The results of the elastic band

calculations indicate that the preferred oxygen migration pathway in LaCrO3 will be

O2l-O1-O2l-O1. However the calculated barrier energies are significantly higher than

those calculated for LaMnO3 (0.56–0.98 eV, section 5.4). Combined with the relatively

high oxygen vacancy formation energies in LaCrO3, and electronic compensation for Sr
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Figure 7.9: O1–O2s, O1–O2l and O2–O2 oxygen migration paths in LaCrO3

dopants under IT-SOFC operating conditions, undoped LaCrO3 or Sr-doped LaCrO3

is unlikely to be a suitable mixed ionic and electronic conductor for use as a cathode.

7.6 Conclusions

PBEsol + U calculations, with U Cr = 3.5 eV and UO = 5.0 eV have been found

to give a good description of the structural and electronic properties of LaCrO3. The

formation of defects in LaCrO3 has been investigated in order to determine the potential

of LaCrO3 and Sr-doped LaCrO3 as a mixed ionic and electronic conductor for use as a

cathode in SOFCs. Under oxygen-rich conditions, p-type defects dominate, with SrLa

having a low formation energy and shallow (0/-1) transition level, indicating potential

as a p-type semiconductor. Under SOFC operating conditions (T = 700 K, pO2 = 0.21

atm.), the p-type intrinsic defects are charge compensated by oxygen vacancies, but

Sr substitution for La is uncompensated for all values Fermi energy in the band gap.

However, oxygen vacancy formation in LaCrO3 has a high energy, and the barriers to

migration of oxygen vacancies from O1-O2 and O2-O2 sites are significantly higher
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than that of other cathode materials, such as LaMnO3. This suggests that LaCrO3

will not be a preferable material for use as a mixed ionic and electronic conductor in

SOFCs.





Chapter 8

Conclusions and future work

8.1 Conclusions

In this thesis, three perovskite-based materials have been investigated for use as the

cathode in IT-SOFCs. First, the structure and electronic properties of LaMnO3 were

examined, testing PBE, PBE + U, PBEsol, PBEsol + U and HSE06 functionals. Accu-

rate modelling of the distorted perovskite structure was found to be volume dependent,

with an overestimation of the volume causing an underestimation of the Mn-O-Mn an-

gles. In order to correctly model the electronic structure, correction for the SIE was

found to be necessary, PBEsol + U (UMn = 4.5 eV, UO = 5.5 eV) was found to best

describe both the structural properties and electronic structure. Modelling of the low

index surfaces found the {111} surface to be dominant, followed by the {010} and {100}

surfaces. The investigation into oxygen vacancy formation in bulk LaMnO3 showed that

vacancies are more likely to form at the O1 site than the O2 site, while at the sur-

faces, the lowest energy oxygen vacancy was found to vary. Under the SOFC operating

conditions investigated, oxygen vacancy formation energies at the dominant surfaces

are high (& 2 eV). The lowest vacancy formation energies were observed at the {101},

{001} and {011} surfaces, of which only the {001} surface is present in the equilibrium

crystal morphology. Experimentally, morphology control could be used to obtain the

{101} and {011} surfaces and increase oxygen vacancy concentration. Large differences

in vacancy formation energy were observed for a number of the surfaces, which may

lead to segregation of vacancies to the surface and hinder oxygen diffusion. Nudged

elastic band calculations were used to examine oxygen vacancy migration, with energy

barriers of 0.56–0.98 eV, and the migration pathway with the lowest barrier energies

177
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predicted to be O2l–O1–O2l–O1. The introduction of alkaline earth defects (Mg, Ca,

Sr, Ba) onto the La and Mn sites of LaMnO3 showed that Mg is more likely to be

substituted on the Mn site, while Ca, Sr and Ba are more likely to be substituted on

the La site. At low concentration, all alkaline earth defects are compensated by hole

formation, with delocalisation of the hole over Mn 3d and O 2p states. At low dopant

concentration, the introduction of alkaline earth defects into LaMnO3 will not increase

the oxygen vacancy concentration in LaMnO3, so will not improve its performance as

a mixed ionic and electronic conductor.

Secondly, La2NiO4 was examined, investigating oxygen defect formation in the bulk

and at its low index surfaces, oxygen migration, and the formation of Sr and Fe defects

in bulk La2NiO4. In bulk La2NiO4, under SOFC operating conditions, oxygen vacancies

are more likely to form at the O2 site than the O1 site, but oxygen interstitial formation

is significantly lower in energy than oxygen vacancy formation, thus oxygen interstitials

are likely to be the dominant oxygen defect. Oxygen interstitial migration in bulk

La2NiO4 was investigated, with the barrier to migration significantly higher across the

perovskite layers than within the LaO layers. The lowest energy barrier to migration

was significantly lower than in LaMnO3, at 0.15 eV, for an interstitialcy migration

mechanism in the [010] direction, and the barrier across the perovskite layer was 1.57

eV, therefore oxygen migration is likely to occur predominantly within the LaO layers.

Modelling of the low index surfaces showed the {001} surface to be dominant. In

the low index surfaces, under the SOFC operating conditions investigated, oxygen

vacancies have high formation energies, with the exception of the {101} O1b vacancy,

and the vacancies at the {011} surface, however, the {011} surface is unstable and not

present in the equilibrium crystal morphology. Oxygen vacancies may act as active sites

for oxygen adsorption, which will require further investigation. As in bulk La2NiO4,

oxygen interstitials have lower formation energies than oxygen vacancies, with the

exception of the {101} surface, where the O1b vacancy has lower formation energy. As

the {101} surface contributes a smaller percentage of the total surface area, oxygen

interstitials are still likely to be the dominant oxygen defect in La2NiO4 cathodes. In

the {001} surface, the LaO layers are parallel to the surface termination, so it does not
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provide a path for oxygen interstitial migration from the surface to the bulk, the other

surfaces present in the crystal morphology can provide a path for interstitial migration.

Investigation of doping La2NiO4 with Sr and Fe showed that Sr defects are more likely

to form on the La site, while Fe defects form on the Ni site. Under oxygen-rich and

SOFC operating conditions, doping with Sr is compensated by hole formation, which

may contribute to the electronic conductivity of La2NiO4. Doping with Fe under these

conditions is compensated by oxygen interstitial formation, which may improve the

ionic conductivity of La2NiO4, however, the high binding energy of the defect cluster

will limit this improvement.

Finally, LaCrO3 was investigated as a potential SOFC cathode material. The formation

energies and thermodynamic transition levels of intrinsic defects and Sr defects in bulk

LaCrO3 were calculated, to examine the origins of conductivity in LaCrO3. Under

oxygen-rich and SOFC operating conditions, p-type defects dominate, and SrLa has a

low formation energy and shallow (0/-1) transition level, and is not compensated by the

formation of oxygen vacancies. This suggests that Sr-doped LaCrO3 has potential as

a p-type semiconductor. Oxygen vacancy formation in LaCrO3 was also investigated,

to determine whether LaCrO3 is a potential mixed ionic and electronic conductor, but

formation energies in undoped LaCrO3 are high. In addition, the barriers to oxygen

vacancies migration in LaCrO3 are significantly higher than in LaMnO3 or La2NiO4

(2.00–2.08 eV). This suggests that LaCrO3, or Sr-doped LaCrO3 at low Sr content will

not be suitable for SOFC cathode applications.

8.2 Future work

Further work is required to determine whether the ionic conductivity of LaMnO3 can

be improved by doping it with lower valence cations. As recent experimental work has

reported that La0.7Sr0.3Mn1−xMgxO3 (x = 0.1, 0.2) exhibits increased oxygen vacancy

concentration [79], examining the effect of different dopant concentrations would be a

worthwhile exercise. The use of a dipole polarizable ion model, which will be fitted to

ab initio data (forces, stresses and dipoles), can provide an accurate forcefield which

can be used to model oxide ion diffusion in Mg-doped LaMnO3. The effect of dopant
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concentration on diffusion will be investigated, in the bulk and at surfaces and grain

boundaries.

In La2NiO4, as the peroxide is very close in energy to the interstitial at the centre

of the tetrahedron of La ions, it will need to be considered as a competing defect, to

establish whether it may have a negative impact on oxygen diffusion. Previous work

on the interaction of O2 with La2NiO4 surfaces has focused on the (001) surface [110];

the next step in surface studies would be to examine the ORR at all low index surfaces

present in the equilibrium morphology. This would allow determination of the active

sites for the ORR on La2NiO4. In addition, further nudged elastic band calculations

are required to determine the height of the barrier to migration from the interstitial

site to the peroxide state. The effect of co-doping will be investigated, considering

the Sr
′
La + Fe

r
Ni cluster, to determine its likelihood of forming and whether it is a

competing defect under SOFC operating conditions. Alternative dopants to Fe will be

considered to reduce the binding energy of the 2M
r

Ni + O
′′
i defect cluster, as the high

binding energy will limit any improvement to ionic conductivity caused by the increase

in oxygen interstitial concentration. When the most suitable dopants for La2NiO4 have

been established, ab initio data can be generated for forcefield fitting, for MD studies,

similar to those on LaMnO3.

It may be possible to reduce the oxygen vacancy formation energy in LaCrO3 by intro-

ducing dopants to the B-site. However, due to the high activation energy for oxygen

vacancy migration, and as LaCrO3 is likely to exhibit better electronic conductivity,

it is likely that it would be more suited to applications in electronics. As is has been

suggested that introducing Cr to the Mn site of Sr-doped LaMnO3 may reduce the

issues associated with Cr poisoning, investigating this would be a worthwhile exercise.

In addition to simulating the oxygen diffusion in the cathode materials using MD,

expansion properties can be determined, which will aid in matching cathode and elec-

trolyte materials, so that cathode-electrolyte interfaces can be modelled. This will

allow investigation of oxide ion diffusion across the interface, and cation inter-diffusion

or segregation at the interface, which may influence the oxygen conductivity. From

this, suitable cathode-electrolyte systems for use in IT-SOFCs may be established.
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[108] D. M. Halat, R. Dervişoğlu, G. Kim, M. T. Dunstan, F. Blanc, D. S. Middlemiss,

and C. P. Grey, J. Am. Chem. Soc. 2016, 138, 11958–11969.

[109] J. Rodriguez-Carvajal, M. T. Fernandez-Diaz, and J. L. Martinez, J. Phys.:

Condens. Matter, 1991, 3, 3215–3234.

[110] T. Akbay, A. Staykov, J. Druce, H. Téllez, T. Ishihara, and J. A. Kilner, J.

Mater. Chem. A, 2016, 4, 13113–13124.

[111] J. Bassat, P. Odier, A. Villesuzanne, C. Marin, and M. Pouchard, Solid State

Ionics, 2004, 167, 341–347.

[112] C. Munnings, S. Skinner, G. Amow, P. Whitfield, and I. Davidson, Solid State

Ionics, 2005, 176, 1895–1901.

[113] M. Burriel, G. Garcia, J. Santiso, J. A. Kilner, R. J. Chater, and S. J. Skinner,

J. Mater. Chem. 2008, 18, 416–422.



Bibliography 188
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