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ROBERT O’CONNELL
ABSTRACT

In this work, the phenomena of beam-induced contamination in charged beam microscopes (i.e. the scanning electron microscope (SEM) and helium ion microscope (HIM)) was investigated in order to determine its influence on specimen characterisation. This was achieved through a comparative study on the secondary electron (SE) generation mechanisms in both microscopes, which is key contamination formation process.

Deposited contamination structures formed by electron and He$^+$ ion irradiation were assessed in relation to specimen properties and beam parameters. Characterised in terms of morphology and composition, their effect on SE image contrast was evaluated. This revealed that the He$^+$ induced contamination behaves initially like electron-induced contamination, depending almost linearly on irradiation dose. However, for larger dose values, the nature of the beam-specimen-hydrocarbon interaction precludes comparison between HIM and SEM due to ion sputtering and implantation.

Various specimens were used to evaluate the SE contrast mechanisms. Firstly, image contrast of Ga$^+$ implanted regions in an n-type silicon specimen was analysed. This revealed a similar relationship between, image contrast, Ga$^+$ density and the imaging parameters. The quantification of SE contrast was also significantly influenced by dynamic charging effects. Secondly, SE imaging of a graphene surface was used to provide sub-nanometer information on the morphology of contaminants there on. The contrast of contaminants, i.e. their apparent lateral dimensions, varied with imaging conditions however, a quantitative method to determine the physical size of surface features, regardless of contrast variation, was derived. The HIM was evaluated as a superior SE imaging technique, in terms of image fidelity, due to the finite size of its primary beam probe. Thirdly, a quantitative method for the extraction of graphene work function was determined from SE images of layered graphene specimens. A model based on illumination by both the primary beam and backscattered particles was established to explain the observed layer-dependent SE contrast and work function.

Complimentary to the SE imaging study, and to further enhance the specimen characterisation function of HIM, a SE energy filter device was designed and fabricated for use in both HIM and SEM. It was quantified in terms of filtering...
efficiency and used to generate image based SE energy spectra of electron and He$^+$-ion irradiated specimens.

Finally, a dedicated study to understand Raman enhancement of electron-induced carbonaceous deposits was conducted. Its focus was to determine the influence of electron beam energy on the bonding structure of the carbon layers and its effect on their optical properties.
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Introduction

1.1 Motivation

The Electron Microscope (EM), including the Transmission Electron Microscope (TEM) and the Scanning Electron Microscope (SEM), have been powerful characterisation and analytical tools to investigate materials. Advances in EM instrumentation are driven by the demands for higher resolution, which in turn enable breakthroughs in relevant fields and initiate novel research topics that seek higher resolution. For example, the spherical-aberration corrected TEM has been indispensable for recent achievements in the study of two-dimensional materials [1]. Nevertheless, there are still many characterisation challenges yet to be met by present EM technology, for example that of automated, sub-nanometer surface characterisation of insulating samples, which is of extreme importance to the continued development of semiconductor devices [2]. As a recent addition to the family of charged-particle microscopes [3], the Helium Ion Microscope (HIM) is a complementary tool to EM and has the potential to address these characterisation challenges. Compared with SEM, the HIM imaging has several advantages, such as a better lateral resolution, a larger depth of field, better surface sensitivity and material contrast, and a unique charging compensation mechanism [4–6]. A wide range of samples have been imaged using HIM, such as cancer cells [7], graphene [8–10], polymers [11, 12], etc. In terms of semiconductor applications, Secondary Electron (SE) dopant contrast imaging has been demonstrated in a SEM [13, 14], particularly by using a low-voltage scanning electron microscope [15, 16]. HIM imaging has also been used in efforts to quantify dopant concentration and a direct correlation between dopant concentration and SE intensity has been reported [17–19].

In these charged-particle microscopes (especially SEM and HIM), SE imaging is the most common imaging mode and SE images are rich in surface topographical
information, which can be interpreted intuitively. The SE imaging in HIM shows some unique features, for example, surface sensitivity and efficient charging compensation [3, 20, 21]. HIM delivers better spatial resolution than SEM, particularly for sensitive samples such as Two-Dimensional (2D) materials and biological tissues. However, the unique HIM contrast has yet to be fully understood. One of the most challenging problems for high-resolution imaging in charged-particle microscopy is the beam-induced contamination, arising from the interaction between the energetic particles involved with beam-specimen interaction and the hydrocarbon materials present on the specimen surface [22]. Beam-induced contamination may not only prevent correct characterisation (reduced accuracy, artefacts, etc.) but even alter the physical properties of the specimen surface. For example, SE images can be dramatically modified by the contamination induced during image acquisition [23, 24]. This issue is aggravated when seeking higher surface sensitivity and spatial resolution, since the image of a contaminated sample reflects the morphology of contamination rather than that of the sample. For optimal surface characterisation conditions, it is crucial to understand contamination formation in order to evaluate and mitigate its adverse effects.

In terms of the formation of beam-induced contamination, SEs have the highest yield for the cross-linking of hydrocarbon molecules [25], since by definition the kinetic energy of SEs is $\leq 50\text{eV}$ [26]. This means the SE yield, spatial distribution and energy spectrum have significant impacts to contamination formation. The SE energy spectrum in HIM is quite different from that in SEM. It shows a narrower peak and a lower average energy [27, 28]. Although carbonaceous contamination in EM is well documented [22, 29–31], it has rarely been investigated for HIM. To further evaluate and extend the imaging capabilities of the HIM tool, it is imperative to clarify the generation of $\text{He}^+$-induced contamination.

In addition, by understanding SE generation in beam-specimen interaction certain material properties can be revealed, e.g. work function. This has a particular importance to extending the analytical capability of the HIM tool. In SEM, Energy Dispersive X-ray Spectroscopy (EDX) is a well-established and powerful method for chemical analysis of materials, but characteristic X-rays are not available in HIM [32]. SE spectroscopy and energy filtered imaging techniques may provide an alternative method to EDX. This has been demonstrated in SEM to resolve polymer phases [33] and may be superior to EDX for analysis of light materials since EDX can lead to significant specimen damage due to the high doses required.
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for X-ray generation [34]. It is expected to find even more important applications in HIM, because HIM is an ideal instrument for imaging light materials [11, 35] and HIM SE images are formed from the signals which originate precisely from the beam-specimen interaction point. However, little in the way of He\(^+\) ion induced SE spectroscopy has been conducted so far and the instrumentation of SE spectrum needs to be further developed.

Knowledge of beam-induced contamination will also facilitate the exploitation of Electron Beam-Induced Deposition (EBID). Indeed, EBID of residual hydrocarbons in SEM has many uses in microscopy [36], spectroscopy [37, 38], lithography [39], and nano-science [40, 41]. For example, a study on electron beam induced contamination reported a significant increase in Raman G band intensity [42], suggesting new applications for carbon contamination. However, the mechanism of the enhancement is not clear and the effects of beam parameters on the enhancement are not explored. This knowledge is crucial to maximise the phenomena and realize controllable enhancement for further applications.

Based on existing knowledge of electron-induced contamination in SEM, the main focus of this thesis is to investigate the formation of He\(^+\)-induced contamination in HIM and the influence of surface contaminants on specimen characterisation. Key to this is to study the SE characteristics in HIM. This will be achieved by comparing SE generation and energy spectrum in SEM and HIM, as the SE generation mechanism is of critical significance to the contamination formation process. An Energy Filter (EF) device is thus designed and built for operation in HIM and SEM. Upon quantification of the EFs filtering efficiency, it can be used to generate image based SE energy spectra of electron and He\(^+\)-ion irradiated specimens. The aim of this part of the thesis is to understand the significance of the beam-induced charging effects on SE emission and develop HIM SE imaging for the quantitative characterisation of 2D materials. The other primary aim of this thesis is to understand Raman enhancement of electron-induced carbonaceous deposits. The individual bonding structure of a series of carbon layers, generated over a broad range of electron beam energies, were characterised. It details the influence of electron beam energy on the bonding structure of the carbon layers and its effect on their optical properties.
1.2 Thesis Outline

This thesis begins in Chapter 2 with an introduction to charged particle microscopes and a brief review of the contamination formation mechanism. The effects and benefits of the resultant carbonaceous (contamination) deposits are also given.

Chapter 3 gives an overview on the theory of Raman spectroscopy and its application towards the analysis of amorphous carbonaceous materials.

The experimental methods used to induce and characterise the contamination profiles for studying their effect on SE contrast in SEM and HIM, and the carbon layers for studying their Raman enhancing properties, are detailed in Chapter 4.

Chapter 5 is the first of the experimental-result chapters. It starts with a comparative study between contamination formed by He$^+$ ion and electron irradiation. This is initially followed by a comparison study of image contrast between the two microscopes for their available imaging modes, and is subsequently followed by a systematic study on SE imaging of graphene specimens. This chapter is concluded with results on the development and application of SE energy spectra generation.

Chapter 6 is the second experimental results chapters and details the characterisation of the electron beam induced carbon layers. The Raman enhancing properties of the layers are characterised in terms of deposition energy, deposition volume and carbon $sp^2:sp^3$ bonding ratio.

In Chapter 7, the conclusions of the work undertaken in this thesis are outlined. The future work which still remains is discussed, along with the challenges that need to be overcome.
Chapter 2

Imaging and beam-induced contamination in charged-particle microscopes

This chapter starts with a brief review on the fundamentals of charged-particle microscopes, including its basic structures and principles. We then outline background knowledge in SE imaging that is relevant to the work in this thesis. This is followed by a discussion on the formation and effects of beam-induced contamination in SEM.

2.1 A review on SEM/HIM imaging and spectroscopy

The SEM and the HIM are surface characterisation tools with a high throughput and the ability to investigate large bulk samples (up to tens of centimetres),

![Figure 2.1: Sketch of (a) a scanning electron microscope (b) a helium ion microscope.](image)
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exhibiting a similar structure and working principle. The helium-ion microscope (HIM) was introduced as a surface imaging tool and made available to the research community in 2006, aiming to address the challenges of critical dimension measurement in the semiconductor industry [43]. HIMs operate on similar working principles to those of SEMs [3, 20, 21]. As shown in Figure 2.1, the major components consist of beam source, optical column, sample chamber, detectors, vacuum system, computer and electronic systems. The beam source generates the charged particles and accelerates them to the working energy. There are electromagnetic lenses (electrostatic lenses for ions), beam-limiting apertures, and scan coils in the optical column. The optical column can focus the charged particles into a fine probe (< 1 nm) and raster the probe across the specimen surface. Several detectors are used to collect a range of signals (e.g. SEs, beam-induced photons, and backscattered primary particles). A computer controls the electronic system, which regulates the beam scan and position the sample stage. A series of pumps maintain a high vacuum (∼ 10^7 torr) in the sample chamber. It is worth mentioning that to form a helium ion beam, the HIM uses a gas field ionisation source, which is very bright (∼ 4 × 10^9 A·cm^−2·sr^−1) and extremely small (about the size of a single atom) [44]. This means that the He^+ beam can be focused into an ultrafine probe (∼ 0.25 nm) while still having a reasonable level of beam current (1 fA to 100 pA).

2.1.1 Signal generation and imaging modes in SEM and HIM

As the primary particle (i.e. electrons in SEM and helium ions in HIM) enters the specimen, it interacts with specimen atoms and is scattered by the Coulomb potential. The interaction allows transfer of primary particle energy to the specimen, causing the excitation of specimen electrons due to inelastic scattering. The excited electrons may gain enough energy to diffuse towards the sample surface, overcome the surface barrier and escape into the vacuum. The energy of escaped electrons normally peaks at several eV and SEs are defined as escaped electrons in the energy the range of 0 to 50 eV. SE generation, diffusion and escape are determined by the primary particle (species and energy), the material (composition, structure and geometry, etc.) and the surface interface (surface potential). SE images show strong topographical information of the sample surface, while other
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Contrasts arising from the aforementioned beam and sample parameters may be manifested (sometimes dominant) in the SE image. The scattering of the beam particle and the sample atoms can drastically bend the particle’s trajectory (especially through elastic scattering) and produce the so-called Back Scattered (BS) particles. To collect SEs and form images, HIM and SEM are equipped with either an Everhart-Thornley (ET) detector or an annular InLens detector [45]. To collect the backscattered particles, an energy selective backscattered (EsB) detector [46] and a microchannel plate detector (MCP) detector can be used in SEM and HIM respectively.

Lateral resolution in SEM and HIM is limited by its probe diameter \(d_p\), which is mainly determined by the size of the source image \(d_I\) and the contributions due to diffraction \(d_A\), spherical aberration \(d_S\) and chromatic aberration \(d_c\). The diameter of the probe containing 50% of the probe current is given by equation 2.1 [44]

\[
d_p = \sqrt{d_i^2 + (d_I^{-3} + (d_A^4 + d_S^4)^{1.3/4})^{2/1.3}}
\]  

(2.1)

where \(d_i \propto (B\alpha)^{-1}\), \(d_A \propto \alpha^{-1}\), \(d_S \propto \alpha^3\) and \(d_c \propto \alpha\) (\(\alpha\) the semi-angle of the beam on the image side and \(B\) the brightness of the source. In an SEM, as shown in Figure 2.2 (a) lens aberrations require an \(\alpha\) significantly below \(\pi/2\) and as a result the practical probe size is diffraction-limited. In HIM however, a significantly increased particle mass \((\times 7300)\) reduces the wavelength of the He\(^+\) ions to 1/46th of that of electrons of equal energy (keV). This reduced \(\lambda\) allows a much smaller \(\alpha\) and an optical system less prone to aberrations (see Figure 2.2 (b)), enables a probe size significantly closer to its theoretical limit and on the order of \(\sim 0.25\) nm [47].

The backscattered particles also cause the excitation of SEs. SEs are labelled SE1 if they are excited directly by the primary beam and SE2 if excited by the backscattered particles [26]. Figure 2.3 (a) and (b) are the Monte Carlo simulation of the particle trajectories in the sample and the red lines indicate the BS particles. It is evident that the BS yield in HIM is much lower than that of SEM, which results in a narrow distribution of the interaction volume close to the sample surface. Since the BS particles can also excite SEs, the narrower BS distribution of He\(^+\) ions indicates that SEs in the HIM are more localized at the probe location. The combination of a significantly smaller probe diameter, higher SE yield and a narrow particle distribution at the specimen surface, ultimately empowers the
HIM with an increased lateral resolution, surface sensitivity and material contrast [5, 6].

The SE yield, which is defined as the number of SEs generated by one incident particle, depends on the beam energy. Figure 2.4 (a) shows the SE yield as a function of the energy of the electron beam. There are normally two critical beam energies for which the yield is 1 (i.e. $E_P^I$ and $E_P^{II}$ in Figure 2.4(a)). The unity SE yield corresponds to the charge balance condition in the sample if there is no leakage current allowed through the sample stage, i.e. one injected charge being
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compensated by an exiting SE. Typical SE yield in SEM is close to 1. In HIM, the beam is usually operating at a fixed beam energy (∼30keV). It has been found that the SE yield in HIM is quite high (3–9 electrons/ion) [43, 48]. The material dependency of HIM SE yield is more significant than that of SEM.

![Figure 2.4: The relationship between the SE yield and primary beam energy.](image)

The imaging of insulating materials in SEM will result in the accumulation of a negative surface charge, if the SE yield is not unity. This serves to alter trajectory of the primary electron beam and influence SE emission. It is well documented that charging has significant effects on image contrast in SEM and may cause contrast reversal [49]. It can be mitigated by reducing beam energy, and beam current, or by coating the specimen with a fine conductive layer (∼nm) prior to irradiation. However, the specimen can be either positively or negatively charged, depending on the SE yield which can be affected by a range of factors (e.g. beam energy, sample geometry, sample materials, vacuum conditions, etc.). The charging mitigation is thus a challenging issue in SEM imaging.

In the HIM, impinging He⁺ ions generate a positive surface charge on insulating materials. This serves to increase the potential barrier of the irradiated region that reduces SE emission and produces darkened images. A charge compensator can be
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used to mitigate such charging by synchronous flooding of the helium irradiated region with a beam of low energy electrons (< 1000 V). By tuning the energy and pulse duration of the electron irradiation, with the scanning of the He\(^{+}\) ion beam, the surface can be neutralised and high-resolution images from charging specimens obtained. However, the effects of imaging parameters and sample charging on the HIM image contrast have rarely been explored in detail. This is a crucial issue for further development and application of HIM imaging in semiconductor metrology. In chapter 5, we compare images of Ga-implanted Si samples taken with different HIM and SEM imaging modes and investigate the effects of imaging parameters (beam energy, dwell time, etc.) on the image contrast.

2.1.2 SE spectroscopy

Although not frequently used for chemical analysis, SE spectroscopy in a SEM has successfully been used for the identification of inorganic materials, i.e. the separation of metals, semiconductors and insulators along with the differentiation of compound semiconductor types [50]. Studies that utilised controlled SE detection for imaging in the SEM have enabled the characterisation of semiconductor materials further, by differentiating regions relative to charge-carrier type and dopant concentration [51–55]. While other studies have used this a method to overcome the effects of surface contamination [56, 57]. Recent studies on imaging polymer-fullerene photovoltaics revealed that filtered SE images enabled the differentiation of mixed phases from pure phases [33] and a doubling of image resolution in comparison to non-filtered SE imaging [11]. As the SE generation mechanism in SEM limits spatial resolution, the next step in optimising energy filtered SE imaging, and spectroscopy, lies in an alternative SE inducing technique.

In comparison to SEM, the HIM offers significantly higher spatial resolution and SE yield. As discussed in previous sections, the optimised spatial resolution in the HIM is due to its finite specimen probe diameter (∼0.25 nm) and higher SE yield. The higher SE yield is due to the increased stopping power a material has on impinging He\(^{+}\) ions, which results in a significantly higher rate of energy transfer from the ions to the material atoms. This coupled with a negligible backscattering effect ultimately produces specimen images from SE signals that originate precisely from the beam-specimen interaction site. These attributes make the HIM an ideal instrument for imaging carbon based materials such as organic
electronics [11] and biological materials [35]. Similarly, to SEM, the HIM has also been used for semiconductor material characterisation [17–19, 58], without the use SE energy filtration. Further HIM research utilising energy filtered SEs successfully determined the work-function of a number of metals (Mo, Ni, Pt) and minimised the effect of surface contamination [59]. However the type of energy filter used in this work limited the microscopes operation and did not consider the effect of SE emission angle on spectral resolution. A study on characterising the SE emission from high ordered pyrolytic graphite (HOPG) by He\(^+\) ion (5 keV) irradiation reported clear peaks at 1 eV and 3 eV and were shown to be linked to its electronic structure [60]. The SE energy filter device used in this study is not suitable for integration into a HIM however its findings have set a benchmark for qualifying an alternative SE energy filter design. For high resolution energy-filtered SE imaging and quantitative SE spectroscopy in a HIM, an instrument-specific energy filter was required. By applying a retarding electric field between a semi-spherical grid and an Everhart-Thornley detector in HIM, a high-pass filter has been built to investigate the dependence of material contrast of the filtered images [27, 28]. Nevertheless, a new design of SE energy analyser (filter) is required to meet the operation specifications of the microscope, a Carl Zeiss Nano-Fab, which has the flexibility to analyse multiple specimens of different type simultaneously, and provide an optimised and homogeneous biasing field for maximum spectral and imaging resolution.

SE energy-spectra have been investigated theoretically. As shown in Figure 2.5 (a), the energy distribution of HIM SEs has a peak at a lower energy than that of the SEM SEs [61]. This may be due to the missing of SE2 due to the low yield of backscattered ions and Auger neutralisation may contribute to the SE emission. Such a theoretical prediction has been experimentally verified for molybdenum samples by using the semispherical analyser as shown in Figure 2.5 (b) [59]. The unique SE spectra in HIM indicates that the effects of surface potential are more prominent in HIM SE imaging compared with SEM, e.g. static capacitive contrast. The HIM imaging therefore exhibits high surface sensitivity and suitable for the characterisation of light materials and nanostructures.

To describe the shape of the Secondary Electron Energy Distribution (SEED) generated in HIM, a modified Chung-Everhart model [62] was proposed by Petrov and Vyvenko [59]. Thier model employed the same formulation used to describe the transport and escape of SEs, but included a function to describe the energy
transfer from the primary He$^+$ ion to the SE. It was derived by the authors as follows.

The SEED is obtained by integrating the product $S(E, z) \cdot P(E, \theta, z)$ over all possible $\theta$ and $z$ where, $S(E, z)$ is the number of SEs excited per unit energy in the energy interval between $E$ and $E + dE$ at a depth of $z$ from the surface, and $P(E, \theta, z)$ is the probability of an SE reaching the surface moving in the direction $\theta$ to the normal. This is given by Equation 2.2 where $\lambda(E)$ is the inelastic mean free path (IMFP) of the electron in the solid.

$$P(E, \theta, z) = \exp \left\{ -\frac{z}{\lambda(E) \cos \theta} \right\}$$  \hspace{1cm} (2.2)

SEs will escape the surface if their energy (measured from the bottom of the conduction band) exceeds a critical value of $E_{cr} = E_f + \Phi$, where $E_f$ is the Fermi energy and $\Phi$ the surface work function. The momentum ($p$) of an electron is realised by the relationship $\theta < \arccos(p_{cr}/p)$, where $p_{cr}$ is the critical momentum and is defined as $p_{cr} = \sqrt{2mE_{cr}}$.

As the majority of SEs have an energy of 5 - 7 eV above Fermi level, $\lambda(E)$ is estimated to be between 1 - 5 nm [63]. In most metals the He$^+$ ion stopping power remains at a constant value of 100 - 300 eV/nm for the first 50nm from the surface [64], as a result the He$^+$ ion energy losses at the maximum SE escape depth are approximately $\sim$5% of the initial ion energy. As these losses are considered as
constant within $\lambda(E)$, the number of electrons excited per unit energy is therefore independent of depth, i.e. $S(E, z) = S(E)$.

An explicit form of $S(E)$ for excitation by He$^+$ ion irradiation is not known. However, as $\lambda(E)$ does not depend on the excitation mechanism, the SEED shape could be determined from experimental data. The function $S(E)$ is defined in [59] as,

$$S(E) \sim \frac{dN}{dE} \frac{(E_{se} + \Phi)^2}{E_{se}}$$  \hspace{1cm} (2.3)

where, $E_{se}$ is the SE energy in vacuum ($E_{se} = E - Ef - \Phi$). The experimental data of the $S(E)$ dependence showed a linear behaviour in double logarithmic scale, reflecting a power dependence of:

$$S(E) \sim \frac{1}{(E_{se} + \Phi)^a}$$  \hspace{1cm} (2.4)

The SEED shape for He$^+$ ion irradiation is derived from Equations 2.3 and 2.4 and is given as,

$$\frac{dN}{dE} \sim \frac{E_{se}}{(E_{se} + \phi)^n}$$  \hspace{1cm} (2.5)

where $n = a + 2$.

From the findings of [59], a good correspondence between the experimental data and the approximated formula is evident. The authors suggest that the model can be used to elicit SE spectra from other (non-metallic) He$^+$ ion irradiated specimens, due to its simple yet explicit analytical form.

As the $S(E)$ dependence includes the parameter $\Phi$, which is unknown as it depends on the state of the specimen surface, it is therefore possible to obtain specimen work function from the SEED data generated in either SEM or HIM. This is achieved by the introduction of the $F(E_{se})$ function, which is obtained by a simple transformation of the appropriate SEED shape. It is a linear function upon the
SE energy, measured from the Fermi level. For SEM is given by,

\[ F(E_{se}) = \left( \frac{E_{se}}{dN/dE} \right)^{1/4} \sim (E_{se} + \phi) \]  

(2.6)

and for HIM by,

\[ F(E_{se}) = \left( \frac{E_{se}}{dN/dE} \right)^{1/n} \sim (E_{se} + \phi) \]  

(2.7)

By plotting the \( F(E_{se}) \) dependence from experimental SEED data, apparent specimen work function can be determined after extrapolation to a zero SE energy value. The experimental data for electron irradiated molybdenum revealed an extrapolated zero SE energy value of \(-4.2 \pm 0.2 \) eV [59]. The plotting gave good correspondence to the text book value for molybdenum work function and is displayed in Figure 2.6.

![Figure 2.6](image)

**Figure 2.6:** Experimental \( F(E_{se}) \) data presented in [59] for the electron irradiated molybdenum. Accurate specimen work function is revealed \((4.2 \pm 0.2\) eV) by extrapolation to the zero SE energy value.
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2.1.3 SE imaging of two-dimensional materials

In this section, we will discuss application of HIM imaging in 2D materials characterisations. We focus on two examples: (1) resolve polymer contamination on graphene and (2) extract workfunction of 2D materials using SE imaging.

2.1.3.1 Organic residues on a graphene surface

Graphene is a single sheet of two-dimensional material composed of hexagonally-arranged $sp^2$ carbon atoms [65]. For the past decade, a vast amount of research has been conducted to understand graphene’s characteristics, exemplified by its high carrier mobility [66, 67], and to establish its applications, such as graphene terahertz plasmon oscillators [68]. To investigate the properties of graphene, especially its functions in high-performance electronics, pristine graphene needs to be formed, manipulated and fabricated into a myriad of device structures ranging from the micrometer to the nanometer-scale. The process of such device fabrication normally involves several organic chemicals, for instance, polymer photoresists in electron beam lithography. This fabrication technique is known to introduce foreign species to the graphene lattice or to its surface as contaminants, which may adversely alter the intrinsic properties of graphene [69, 70]. In many research papers, it is presumed that the presence and effect of residual chemicals (e.g. polymers introduced during the graphene transfer process) can be reduced by annealing [71–73], chemical [72] and mechanical cleaning [74]. While annealing is considered to be the most effective method to “eliminate” the residues, a recent study casts doubts on the cleanliness of the processed graphene [75]. The characterization of graphene contaminants is of importance for the development of fabrication techniques for graphene-based devices.

To date Atomic Force Microscope (AFM) and Scanning Tunneling Microscope (STM) have been widely employed to study the surface of graphene and to characterize the extent of the residual contamination [71, 72]. AFM can effectively reveal the morphology and concentration of a 2 nm thick residue film and STM can determine the effect of contaminants at the atomic scale. Both techniques suffer from a very low throughput and difficulties in the interpretation of results. Given the vast diversity of geometries and fabrication methods for graphene-based devices, AFM and STM may not be suitable for the imaging of a graphene surface.
in many cases, especially those involved in large-volume fabrication. Analytical techniques such as Raman spectroscopy [76], X-ray Photoelectron Spectroscopy (XPS) [73, 75] and Terahertz Emission Spectroscopy (TES) [77] have served to characterise the changes in graphene’s properties induced by contaminants. These techniques have a high throughput, however their application will be limited by their spatial resolution and the ability to determine the nature of the contamination. A rapid and effective method is required to study graphene cleanliness as well as determine the effectiveness of any actions taken to clean the graphene surface.

SE imaging in the SEM is an established characterization method for surface morphology, which is superior to AFM and STM in terms of image acquisition time, magnification range, and image interpretation. In a SEM, SEs are excited by the irradiation of an energetic electron beam and collected from an image which reveals the morphology of the sample surface. Similarly, the relatively new HIM utilizes a helium ion beam to excite SEs [11, 78]. It has been demonstrated that HIM imaging is more surface sensitive with better spatial resolution, compared to SEM [8]. Both SEM and HIM have been employed to reveal the geometry of graphene nanostructures [65] and SE contrast in the SE images of graphene has been related to sample roughness, thickness [79, 80] and intrinsic doping [81]. The formation mechanism of the SE contrast is still subject to some debate [79, 82]. Reliable image interpretation as well as methods for quantitative analysis needs to be firmly established.

In addition, the ability of SE imaging to identify residues and contaminants on a graphene surface is rarely explored. One of the major challenges in resolving organic residues on graphene is caused by the absence of materials contrast, since both the contaminants and the graphene are carbon-based materials. The topographic contrast due to the non-uniformity of the contaminants does exist, but the ultrathin nature of the sample leads to a small interaction volume and small SE intensity. Nevertheless, it is imperative to clarify these issues for the application of SE imaging in graphene characterization.

2.1.3.2 Work function extraction and layer identification of graphene

Work function plays an important role in high-performance electronic devices such as transistors [83], gas sensors [84], solar cells [85] and field emitters [86]. It needs
to be tailored to particular device applications for optimised performance (e.g. efficiency in solar cells), therefore work function engineering is an important step in the transition from lab-scale devices to industrial applications [87]. In 2D few-layer materials (e.g. graphene) the work function is tuneable by varying the number of layers (thickness). A change in thickness of just one atomic layer can result in variations of several tens of meV [70, 88–90]. Other important parameters in work function engineering in such materials are chemical doping, self-assembled monolayer (SAM) treatment and strain [87, 91–93] and the substrate material, including its local crystalline orientation or local oxidation and contaminants [94]. Therefore a simple method to detect the work function of graphene with high speed and atomic level accuracy is important. Several techniques have already been demonstrated for the characterisation of the work function of graphene [88, 89]. However, the application of these techniques appears to be limited by various environmental factors and specimen interactions in scanning probe techniques [90], such as low throughput/low spatial resolution for Photoelectron Emission Spectroscopy (PEEM) [95]. Thus their applications are heavily restricted.

SE contrast is promising in surmounting these barriers to work function characterisation. They are exploited for surface imaging in charged particle beam scanning microscopes, such as the scanning electron microscope SEM and helium ion microscope HIM [11, 33, 96, 97]. These microscopes provide quantitative measurement of surface dimensions with sub-nanometer resolution and intuitive image interpretation. The generation, emission, and detection of SEs varies with sample properties and the electromagnetic environment around the sample. These dependencies may offer mechanisms to evaluate sample properties in addition to lateral dimensions. For example, SEs need to overcome the surface potential in order to escape into vacuum, i.e., the work function. Since the work function limits the SE escaping from the sample, it is intuitive that SE imaging could be used to extract the work function. However, this is an extremely challenging task, since the image contrast may also be affected by other factors, such as beam parameters, beam-induced contamination, specimen electric potential, SE collection efficiency, etc. Quantitative measurements of work function based on SE imaging have been scarcely reported [98, 99], especially for graphene and other 2D materials. The attempt to extract their properties (e.g. thickness) from SE imaging has been reported and a thickness-dependent SE contrast has been confirmed [79, 100, 101]. However, inconsistency exists in these works (e.g. the layer-dependence for the SE contrast) and a quantitative approach to extract work function is still absent.
2.2 Carbon contamination in charged particle microscopes

The characteristics of SE emission discussed above, contribute to SE imaging and determine the contrast mechanisms, and it also has a significant role in the contamination formation process. Although extensive knowledge of contamination in SEM has been attained, little research has been conducted in the HIM. It has been shown that contamination in the HIM persists and detrimentally affects the HIM characterisation and fabrication [102]. To be able to further evaluate and extend the HIM’s capabilities, it is imperative to clarify the generation and effects of the contamination in HIM. In this section, we will briefly review the mechanism of beam-induced contamination and its effects on SE imaging in SEM.

2.2.1 Formation of beam-induced contamination in SEM

Beam-induced contamination was first studied to understand deposition on beam-limiting apertures, the colour change in the discharge tubes and poisoning of targets for research on nuclear reactions [29]. It has also been a common and inevitable problem in electron-optical instruments, particularly the electron microscope. Efforts on identifying and limiting contamination sources has led to many theoretical and experimental advances [103]. On the positive side, beam-induced contamination has been utilized to fabricate a range of nanostructures, while electron-beam induced deposition has become an important method for nanofabrication [104]. In this section, we review the formation mechanism of the contamination proposed in SEM literatures.

The contamination results from a cross-linking of adsorbed hydrocarbon molecules under the electron irradiation, i.e. the hydrocarbon molecules are polymerized by the electrons and deposited onto the sample surface. Energetic electrons can ionise hydrocarbon molecules to form free radicals. These radicals will link and become long-chain polymer contamination. Since the polymer has a low vapour pressure and a low surface mobility, the contamination increases in thickness if the polymerisation process continues. To sustain polymerisation, hydrocarbon molecules
must be continuously fed into the electron beam irradiated area through adsorption and/or surface diffusion. This indicates that the kinetics of contamination formation may be limited by the supply of molecules or electrons.

Sources of hydrocarbons include the residual molecules present within the microscope vacuum chamber and those adsorbed during sample preparation. The residual vacuum molecules arise from, the degasing of the inner chamber walls, the degasing of sealing gaskets and internal microscope components (e.g., nitrile rubber, plastics and PVC), and the molecular back-streaming of non-fluorinated mineral oils from the pumping system [105–108]. The molecules adsorbed during preparation arise from exposure to the ambient conditions prior to insertion of the sample into the microscope and from the impurities present in the materials used to mount the specimen. Typical hydrocarbon molecules present in ambient include, propene, propane, isopentane, n-hexane, acetylene, methane and ethane [109], and those in the preparatory substances are listed as, ethyl-acetate, ethanol, isopropanol, and acetone [110]. As contamination deposition occurs in a high vacuum environment, surface diffusion is the primary mode of transport for the adsorbed hydrocarbon molecules [103, 111].

Hirsch proposed an analytical model to describe the time-dependent contamination formation process [22]. The contamination is calculated through the variation of the local concentration of hydrocarbon molecules. The local concentration of molecules, \( n(x,t) \), is given by

\[
\frac{\partial n(x,t)}{\partial t} = N_a - \frac{n(x,t)}{\tau_0} + D \nabla^2 n(x,t) - \frac{\sigma_j}{e} n(x,t) \tag{2.8}
\]

where \( N_a = p/\sqrt{2\pi mkT} \) is the adsorption rate of the molecules (\( p \) is the partial pressure of the molecule); the second term on the right, \( n/\tau_0 \), describes the desorption of the molecule with a time constant \( \tau_0 \); diffusion is represented as \( D \nabla^2 n \) (with \( D \), the diffusion constant); the rate of irradiation-induced molecule dissociation is given by the last term \( (\sigma_j/e)n \) with \( \sigma \) being the cross section of molecule dissociation. For the one-dimensional case, i.e. a stripe area being irradiated, the mass thickness \( x_c = \rho d \) of the contamination layer (density \( \rho \approx 1 g/cm^3 \) and thickness, \( d \)) is

\[
x_c(x,t) = \bar{m} \frac{\sigma_j}{e} \int_0^t n(x,t)dt \tag{2.9}
\]

where \( \bar{m} \) is the mean mass of cross-linked molecules.
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Figure 2.7: Calculated steady-state surface concentration influence of (a) beam current and cross section (b) molecular diffusion. Note \( j' = (\sigma \tau_0 j)/e \), \( \xi^2 = D \tau_0/a^2 \), \( x' = x/a \) and \( a \) is the length of the irradiated strip [22].

Figure 2.7 (a) and (b) outline the steady-state solution of Equation 2.8, showing the influence of the diffusion, the current density and the dissociation cross section. The larger the beam current density \( (j) \) and the cross section \( (\sigma) \), the lower the concentration within the irradiated area. The time-dependent numerical solutions in Figure 2.7(c) and (d) shows the evolution of thickness with respect to time for two values of \( j' \). For large \( j' \) (Figure 2.7 d), the growth rate of contamination is nonlinear at the start of the irradiation. The boundaries of the irradiated area exhibit wall-like features, and the wall height increases with increasing \( j' \). The effect of the diffusion can be seen from the comparison of Figure 2.7(a) and (b). The larger diffusion constant (hence the larger \( \xi \)) results in a less uniform profile of the molecular concentration in the irradiated area. The theory indicates that the profile of the contamination depends on the dose of the charges (i.e. \( jt \)) while the current density and the diffusion can also control the profile. This is because the steady-state concentration and the profile of the molecule residue inside the irradiated area also depends on the two parameters. Hirsch’s model can explain some experimental results, however it is oversimplified. For example, the contributions of the primary and secondary electrons are not distinguished; the finite probe size and the beam spreading are not considered; and the effects of the grown contamination on the subsequent growth are ignored.

Since the first step in the formation of the beam-induced contamination involves
ionisation of hydrocarbon molecules, the probability of the ionisation for the electron scattering must be clarified to understand the role of SEs in the contamination formation. Simple hydrocarbons normally include methane (CH$_4$), ethane (C$_2$H$_6$), cyclopropane (C$_3$H$_6$), propane (C$_3$H$_8$), benzene (C$_6$H$_6$) and propene (C$_3$H$_6$), etc.

Kwitnewski et al. evaluated the total ionization cross section for electron scattering from simple hydrocarbons [25]. As shown in Figure 2.8 (a), it is clear that the ionisation cross section has a maximum value for electrons with an energy in the range of 50 – 100 eV. Compared with the primary beam (> 1 keV), SEs have larger ionisation cross section and thus more efficiently polymerise hydrocarbon molecules. On the other hand, since the SE yield is about 1, it is expected that SEs contribute to the contamination formation at least as much as the primary beam.

In SEM, the SEs may exit several micrometres away from the probe-sample interaction point due to the extended distribution of the backscattered electrons (see Figure 2.3 a). This means that beam-induced contamination will not be confined within the probe, which has been observed experimentally by using atomic force microscopy [111]. A dynamic Monte Carlo simulation, which includes the contribution of SEs and the electron scattering in the already grown deposit (Figure 2.8 b), has been conducted to understand the attainable size of the hydrocarbon contamination [112]. Rykaczewski et al. developed a comprehensive dynamic model of electron beam induced deposition of residual hydrocarbon in 2007 [103]. The model rigorously couples surface transport of hydrocarbon molecules with electron beam processes, which results in predicting the evolution of the deposition shape. The dynamic model has been used to understand the formation of the topographically complex micro-ring-nanopillar deposition.

### 2.2.2 Effects of contamination on the imaging

The formation of hydrocarbon contamination on the specimen surface results in several detrimental effects. It is well known that the contamination layer can drastically modify the SE emission of the specimen, causing contrast change in the contaminated area. The build-up of contamination layers can hinder and even prevent any high-resolution imaging since nanosized features will be covered by the contamination layer. Indeed the growth of the contamination layer can be observed
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Figure 2.8: (a) Ionisation total cross section for electron scattering from isomers of C$_3$H$_4$ and C$_4$H$_6$ [25] (b) a schematic illustration of the dynamic profile simulation of the contamination formation [112].

from contrast variation in SE imaging. The SE yield, $\delta$, from a contaminated area is given by

$$\delta = \delta_c + (\delta_s - \delta_c)exp\left(-\frac{t_c}{\lambda}\right)$$

(2.10)

where $\delta_c$, $\delta_s$ are the SE yield from the substrate and the carbon contamination layer respectively; $t_c$ and $\lambda$ ($\approx 10$ nm) are the thickness of the contamination layer and the mean free path of SE in the contamination layer respectively. Equation 2.10 indicates that the effective SE emission from the contaminated sample consists of the SEs from both the bulk substrate and the thin carbon contamination layer. The contribution of the substrate SEs will be attenuated due to loss when penetrating the contamination layer. On the other hand, the SE emission from the contamination layer is considered to be constant with the increase of the contamination thickness. It can be seen that as the contamination layer gets thicker the SE yield will approach the value of the carbon polymer. This will cause a change in image contrast. That is to say if the SE yield of the substrate is significantly different from that of the contamination (carbon) layer, the SE image will be altered to a great extent by the contamination.

For insulating samples, the contamination can alter the charge neutral conditions, i.e. shift the critical beam energy ($E_{PE}^{II}$, see Figure 2.4 a) to lower values [113]. This would deteriorate the charging effects, since the neutral state for an insulating sample under a given beam energy (where $\delta \approx 1$) can be no longer held in the contaminated region.
2.2.3 Current technology to mitigate contamination formation

Many techniques have been proposed to minimise contamination in electron microscopes [22–24, 114–118]. They are summarized as follows:

- Sample cleaning prior to the SEM session to desorb hydrocarbons from the specimen surface (the use of the treatment depends on the samples)
  - Rinse the sample with organic solvent (isopropyl alcohol and methanol) to remove organic contaminations
  - Chemical wash by using oxidising acids (for example, silicon can be treated by the mixture of 3:1 ratio of 30% hydrogen peroxide solution added to concentrated sulphuric acid) to remove residual absorbed hydrocarbons
  - Heat the specimen with an electric lamp in air (or vacuum)
  - Irradiate the specimen by an ultraviolet lamp (heat-sensitive sample)
  - Expose the specimen to energetic ions by a plasma cleaner

- Sample treatment during the SEM session
  - Flood the surrounding area with electrons to fix surface hydrocarbons and prevent them diffusing towards a focused probe
  - Heat the specimen to 300°C in the chamber
  - Cool the specimen during observation to reduce the mobility of surface hydrocarbons

- Chamber cleaning to improve the vacuum level and cleanliness of the system
  - Use anti-contamination blade (cryo-shield) to decrease the partial pressure of molecules
  - Use dry vacuum system (magnetically levitated turbo-molecular and oil-free fore pumps)
  - Continuous bleeding in of clean dry N₂
  - Use a low-energy oxygen plasma to clean the chamber
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- Contamination removal: hydrocarbon polymer has reasonable resistance to etching by chemical solutions or sputtering ion, while oxygen plasma was found to be able to remove the polymer to some extent.

As pointed by Soong et.al. [118], the major limit of these sample cleaning methods is the sample damage, especially for sensitive samples. The effectiveness of heating and vacuum heating is low, compared with plasma cleaning. However, plasma cleaning can introduce severe sample damage or redeposition of materials. Nevertheless, these cleaning techniques will help us to control the cleanliness of the sample and the chamber so that we can vary the supply of hydrocarbon sources to investigate the mechanisms of contamination formation in HIM.

2.2.4 Applications of beam-induced carbon contamination

Carbonaceous structures, formed by electron beam induced deposition of residual hydrocarbons in a SEM, have found a variety of nano science and technology applications. Examples of which are outlined as follows.

Using primary electron energies of 15 - 30keV, Rykaczewski et. al., fabricated carbon pillars and compared the deposited structures to predictions they had developed from residual hydrocarbon dissociation reaction rates [104]. In doing so they enabled a quantitative method for pre-determining the physical dimensions of deposited structures, thus paving a way for the practical use of EBID simulation tools that require minimum computational input.

A detailed study by K.I. Schiffmann [36] successfully characterised the required electron beam parameters to modify standard AFM tips by growing high aspect ratio carbonaceous features (cones and conical topped cylinders) at their apex. The length of the features was controlled by deposition time with the shape of the conical feature being determined by beam energy. At higher energies the cone, or conical feature, became longer and more acute. This was due to a decrease in total electron cross-section scattering, and the mean scattering angle. Electron beam current also played a significant role. Low beam currents (3 - 30pA) provided higher growth rates as the thermal effect associated with higher currents (30 - 300pA) lead to an increase in the rate of hydrocarbon desorption. Using the appropriate parameters the author successfully fabricated an AFM supertip (Length,
1.2 μm; Diameter, 120 nm), which was tested in both contact and non-contact modes. It was used to generate a surface topography image of a Si specimen with an etched square feature of ~1 μm in depth. By doing so the floor of the feature was completely revealed with minimum scanning artifacts, unlike what was revealed using a standard tip. The ultimate benefit in controlling the size and shape of the deposited supertip structure, is the ability precisely match it to features on the specimen to be analysed. This is of great benefit for specimens containing steep topographic structures. Although reference was made by the author on the variations observed on tip radius of curvature, ultimate lateral resolution in AFM is governed by this value. This fact was not acknowledged therefore limiting the use of such supertip structures to specimens containing high aspect ratio features whose surface detail is minimal or insignificant.

Carbon deposits, used to fix carbon nanofibres to AFM tips, were characterised in terms of $sp^2:sp^3$ bonding structure, hardness and elastic modulus by Ding et. al., [41]. The study revealed that the carbon structures deposited with higher electron voltages (20keV) had increased hardness, elastic modulus and $sp^3$ concentration, than those generated with lower beam energies (3 and 12keV). To test the structural integrity of the clamps, tensile testing was carried out where by a maximum force of 100μN, and an average shear stress of ~30 MPa, was placed on the fibre-clamp interface. After multiple texting, when failure occurred it was always in the fibre and not the clamp. By using a paraffin precursor the authors were able to ensure a steady-state concentration of hydrocarbon molecules for the growth of identical carbon deposits, and clamps, for adequate experimental evaluation. The authors use of Electron Energy Loss Spectroscopy (EELS) to determine the $sp^2:sp^3$ concentration meant that a substrate alternative to the Si AFM tips was required, however any potential substrate related differences that could influence the bonding structure of the deposits was not discussed. Further to this Raman analysis of the carbon layers to determine $sp^2$ concentration was limited to one deposition energy, 3keV. The elastic modulus and hardness testing completed was characterised in terms of electron deposition energy, however the energy used to deposit the clamps was not given. As a result, the potential effects of changes in the bonding structure of the carbon clamps, arising from differences in deposition energy, on the tensile testing were not clarified.

Djenizian et. al. used electron beam induced carbon layers to create electrochemical deposition resistant masks, in the deposition of Au nano-structures [37]. Key
to the formation of these nano-structures was the energy and the applied dose used to deposit the carbon layers. The layers formed at a low electron beam energy (5 keV) provided uniform masking of a Si substrate, which was confined to each of the irradiated regions regardless of the applied dose. This subsequently enabled a homogeneous deposition of Au structures in the unmasked (un-irradiated) regions. The carbon layers formed with a high electron beam energy (20 keV) provided uniform masking of the substrate up to a critical dose (0.4 C·cm$^{-2}$), above which the masking extended beyond the irradiated region due to the interaction of the BS signals and surface hydrocarbons. Upon subsequent Au deposition, the homogeneity of the deposited structures deteriorated in the regions where the applied electron dose exceeded the critical dose, with the extent of deterioration increasing with the increase in applied dose. The authors attribute the BS signal emitted during the formation of the higher energy masks, as the dominant factor in the rise of cross-linked carbon species outside the irradiated regions. Although differences were discussed between the influence of Forward Scattered Electrons (FSE) versus Back Scattered Electrons (BSE), the influence of the SE signal on the formation of the carbonaceous deposits, resulting from both electron scattering mechanisms, was not discussed. Also not discussed were the potential differences in deposition features arising from specimens of a higher or lower atomic number than Si. For a given electron energy, atomic number is key to the BS signal produced from a bulk specimen in SEM. It therefore has an influence on carbon formation in the regions outside that of the primary beam irradiation.

In an earlier etching study, Broers et al. used the deposition of carbon lines to generate high resolution (8 nm wide) metal structures [39]. The lines were generated by irradiating a 10 nm thick AuPd foil (previously deposited onto a 10 nm thick carbon foil mounted to a Cu TEM specimen grid). The irradiation was performed with a 45 keV electron beam that delivered a specimen probe of 5 nm in diameter. Once formed, the carbon lines provided a mask for the underlying metal during a subsequent Ar$^+$-ion etching process. Lateral spreading of the beam during the electron irradiation was kept to $\sim$2 nm. This was due to the negligible BS effects associated with a combined specimen thickness of 20 nm. Carbon lines of less than 8 nm were also deposited, however due to variations in metal thickness the structures formed post etch were incomplete. In this work the authors commented that the major limit to resolution was the metal alloys used at the time of study (1976), not the electron beam, and that ultimate resolution...
would be enabled by the use of amorphous metal alloys and electron energies above 45 keV.

Carbon layers formed with 30 keV primary electron energy, were characterised in terms of their optical and electrical properties by Miura et al., [119]. Raman spectroscopy revealed a mixture of $sp^2$ and $sp^3$ carbon bonds incorporated within an amorphous matrix and electrical characterisation revealed resistivity measurements of $10^{11}$ Ω·cm. When employed as the insulating material in Metal-Insulator-Metal (MIM) diodes, 150 nm$^2$ carbon nano-layers showed a reduced resistivity of $10^7$ Ω·cm. This reduction was caused during device processing by the introduction of Ga$^+$ ions at the metal layer junctions and within the insulating carbon nano-layer. Regardless of the reduced resistivity, the authors determined the final barrier height ($\Phi_B = 0.19$eV) sufficient for effective device operation. Having previously determined optimum growth rates for layer formation at higher electron beam energies, the authors only used 30 keV e-beam energy for generating the insulating layers in the MIM devices. Given that e-beam energy effects the carbon bonding arrangements within the deposited structures, an understanding on how this may have influenced $\Phi_B$ was not established. The authors also used a Focused Ion Beam (FIB) method to deposit the Tungsten Carbide (WCx) contacts which in turn lead to the introduction of Ga$^+$ ions in the dielectric layer. An alternative method of contact deposition, e.g. formation by EBID, would have negated any influence of Ga$^+$ ions had on dielectric function.

Free-standing carbon-AuPd nano-electrodes, separated by gaps of < 5 nm, were fabricated by Bezryadin and Dekker and used to characterise the electrical transport properties of single Pd nano-particles [40]. Nano-structures deposited across etched features on insulating and conductively layered Si wafer substrates, in a SEM by EBID of residual hydrocarbons, were coated with a conductive AuPd layer. The minimum gap between the structures was governed by the resolution of the SEM (≈ 1 nm) and the deposition growth rate (1 - 10 nm · s$^{-1}$), the latter being controlled by oxygen plasma etching (to reduce surface hydrocarbon concentration) or by cooling the specimen to 77 K (to minimise hydrocarbon mobility). The gaps produced by this method were very stable, due to the rigidity and chemical intentness of the amorphous carbon structures, the size of which remained intact during aggressive specimen cleaning. The thickness of the carbon structures influenced the resistivity of the conductive AuPd layer, the thickness of which was shown to reduce the gap size or completely bridge it. When optimised
to 4 nm in thickness, the conductive layering process maintained nano-gaps of <5 nm. By trapping Pd nano-particles within the gaps, resistance measurements before and after the trapping - combined with visualisation of the particles within the gaps by SEM - enabled their electrical characterisation. When the width of the gap matched that of a single nano-particle, optimal characterisation was performed. The authors failed to state the electron beam energy used to form the carbon nano-structures. They did however refer to those formed by Broers et. al., [39] as a basis for their work, thus indicating an energy of 45keV was used. As the authors highlighted the rigidity of the carbon structures, the carbon bonding structure of high energy deposits may have lead to their noted resilience as revealed in post specimen cleaning steps.

Amorphous carbon supertips, grown at the end of AFM probes by EBID of residual hydrocarbon molecules, were employed as near-field optical sensors for Photon Scanning Tunnelling Microscopy (PTSM), by Castagne et. al., [38]. Formed with a primary electron energy range of 10 - 30keV and beam currents of 100 - 1000 pA, Auger and mass spectroscopy analysis revealed the supertips to consist primarily of carbon and oxygen with trace amounts of nitrogen. With the ability of converting evanescent waves in the Near Infra-Red (NIR) range, and subsequent collection of propagating photons, they have been shown to be more effective than tapered optical fibres and standard Si AFM probes, typically used for the PTSM technique. This is due to the ability to optimise their range of effective capture (by controlling shaft length and diameter) and their collection angle (by controlling tip radius). As a result the collected signal intensity can be proportionally increased by the appropriate growth regimes. If however the supertips are used for simultaneous AFM imaging, lateral resolution will become limited by tip radius. Although the autors used a range of electron beam energies, and primary currents, in the generation of their supertips, the effects of these two parameters were discussed only in terms of tip shape and not in terms of their structural nature. The collection angle (a function of tip radius) is less likely to be influenced by the carbon bonding structure, however the optical transmission and coupling of the supertips (related to their effective capture, i.e. tip length) may have been. This factor was not considered and for those tip shape geometries that yielded the greatest increase in measured optical signals, a comparison of forming identical tips and different electron beam deposition energies may have led to further optimisation of the supertip optical function.
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Raman Spectroscopy and its application to the characterisation of carbonaceous materials

Raman spectroscopy is a highly effective material characterisation technique. It is commonly used in the study of a wide variety of nano-materials to determine their physical and chemical properties, such as, size, shape, crystallographic structure, orientation and strain [120–127]. Raman enhancement spectroscopy is based on the core principle of Raman spectroscopy however it uses an additional medium to amplify incident excitation and Raman scattered light. In terms of this thesis, Raman spectroscopy was used to characterise the bonding structure of electron beam induced amorphous carbon deposits. These deposits exhibited Raman enhancing properties, the magnitude of which was dependent upon the concentration and ratio of the carbon bonds, (i.e. the $sp^2:sp^3$ ratio) present within the excited carbon volume. This chapter gives an overview on Raman and Raman Enhancement spectroscopy in application towards the analysis of amorphous and crystalline carbon materials.

3.1 Raman spectroscopy

The interaction of monochromatic light with a sample generates elastic and inelastically scattered photons. The elastic, or Rayleigh, photons are representative of a zero energy loss of the incident photon to the irradiated material. The inelastic, or Raman, photons are scattered at a shifted wavelength and represent the energy losses incurred during the interaction of an incident photon and a material atom or molecule. These representative loses are unique to the conditions present within a material and can be used to finger-print specific properties that correspond to a
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shifted wavelength. This inelastic scattering effect was first documented by C.V. Raman in 1928 [128], to which his name is given.

3.1.1 Raman scattering

In Raman scattering, an incident photon, of frequency $\omega_0$, is momentarily absorbed by a material bond (atomic or molecular). This results in the simultaneous generation of a dipole moment and excitation of the vibrational state of the target to a new virtual state. Upon relaxation from this virtual state, the photon is re-emitted. The frequency of the re-emitted photon ($\omega_s$) is determined by the energy lost or gained in the vibrational transition ($\omega_k$), relative to the incident photon energy.

All scattering processes are bound to obey the energy conservation law, whereby the energy of the scattered system ($E_k$) must equal that of the scattered particle ($E_s$) less that of the incident particle ($E_0$) [129].

$$E_k = E_s - E_0 \quad (3.1)$$

As energy, $E = h\omega$, equation 3.1 can be rewritten as,

$$h(\omega_s - \omega_0) = h\omega_k \quad (3.2)$$

$$\omega_s - \omega_0 = \omega_k \quad (3.3)$$

As $E_k$ is an innate property of the scattering system it is independent of incident light frequency. Therefore, the scattered light frequency is independent of incident light frequency.

The energy diagram given in Figure 3.1 shows the transitions that can occur in light scattering events. When the scattered system returns to a vibrational level higher than its initial level, the energy of the emitted photon is less than that of the incident photon. This is known as Stokes Raman Scattering. If, however it returns to a lower vibrational level, the energy of the emitted photon is greater than that of the incident photon. This is known as Anti-Stokes Raman Scattering. The
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Figure 3.1: The vibrational energy transitions that occur during a photon-target interaction, and their resultant scattering events.

The difference in photon energy is equal to the energy associated with the vibrational transition, therefore absolute values of Stokes and Anti-Stokes Raman scatter are equal. This gives an expression for first order Raman scattering as,

$$h\omega_0 = h\omega_s \pm h\omega_k$$

(3.4)

For any given system at room temperature the highest number of excitable modes resides at the lowest vibrational level. This is given by the Boltzmann distribution which also states that the population of modes at the higher levels decreases exponentially, with increase in vibrational energy. The population of vibrational energy levels is determined using,

$$\frac{N_2}{N_1} = \frac{g_2}{g_1} e^{\frac{-(E_2 - E_1)}{kT}}$$

(3.5)

where \(N_1\) and \(N_2\) are the number of modes in the ground and first excited energy level, \(g\) is the degeneracy of the levels, \(T\) is the temperature and \(E\) is the energy of the vibrational levels. As Stokes Raman scatter is dependent upon excitations from the lowest vibrational level, it therefore has significantly higher intensity than the Anti-Stokes in most interactions.
3.1.2 Raman spectra

A Raman spectrum is a plot of Raman scattered intensity versus the photon energy shift. The energy shift termed the "Raman shift" is given in wavenumbers (cm$^{-1}$) and is described in Equation 3.6,

\[ \Delta E = \frac{1}{\lambda_i} - \frac{1}{\lambda_s} \]  \hspace{1cm} (3.6)

where $\lambda_i$ is the wavelength of incident light and $\lambda_s$ is the wavelength of scattered light. The Raman shift is a measure of the energy associated with a given specimen vibration, the intensity of which corresponds to the concentration of that vibration. As such, the Raman shift enables the fingerprinting of a material as each peak in a Raman spectrum corresponds to a distinct vibrational mode.

The electron fields associated with the movement of molecules or atoms in a specimen, will be mildly or significantly affected by the electro-magnetic field of the incident photons. The polarisibility of a target, i.e. its potential to produce Raman emission, is dependent upon the physical displacement of its bonds. At full bond stretch the electrons within their orbits are less influenced by their core nuclei and thus at their most polarisable potential. Known as the $k$-selection rule, for a Raman shift to occur a bond displacement greater than zero is required. The greater this displacement the greater the degree of polarisation, excitation and Raman emission.

With excitation in the visible spectrum, $\sigma$-bonds are non-polarisable however the $\pi$-bonds are easily polarised. This is due to their distributed electron fields which produce a strong Raman scatter. An increase in excitation energy, into the UV range, will help to overcome the effects of low bond polarisabilty and enable the direct probing of the $\sigma$-bonds.
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3.2 Raman characterisation of carbon materials

3.2.1 Raman spectroscopy of crystalline carbon

Raman spectroscopy has been extensively used to determine the physical properties of crystalline carbon materials, such as diamond [131–133], graphites, diamond-like carbons (DLCs) and carbon nano-tubes (CNTs) [130]. Diamond is characterised by a single active mode, of $T_{2g}$ symmetry, centred at 1332 cm$^{-1}$ [130]. Single crystal graphite is also characterised by a single active mode, of $E_{2g}$ symmetry, which is centred at 1580 cm$^{-1}$. Labelled ‘G’ for graphite, it is observed in all $sp^2$ carbon systems and corresponds to an in-plane tangential optical phonon, i.e. the bond stretching motion of carbon atom pairs [134]. Disordered graphite has a second mode at 1350 cm$^{-1}$, which is of $A_{1g}$ symmetry. It is labelled ‘D’ for disorder and represents the transitions that occur as a result of a double resonant process involving a phonon and a defect in the crystal lattice [135]. It corresponds to the breathing vibrations of the rings at the k-zone boundary, which are only activated at defect sites - such as edges, vacancies or dopant sites - and not excited in an ordered crystal. A comparison of the typical Raman spectra of ordered and disordered carbons is displayed in Figure 3.2
3.2.2 Raman spectroscopy of amorphous carbon

In an amorphous material there is a complete loss of periodicity which causes a breakdown of the $k$ selection rule. As a result, the Raman spectra of amorphous carbons is dominated by the presence of both the $G$ and the $D$ modes of graphite, even without the presence of graphitic ordering [134].

The $G$ band in graphite represents the stretching of any two $sp^2$ bonded in-plane carbon atoms. In amorphous carbon it represents the stretching of any paired $sp^2$ carbon bonds, from either chains or rings. The $D$ band represents the breathing mode of $sp^2$ carbon bonds. It is not present in non-defective graphite, however it is present in amorphous carbon and originates from ring bonds only. The vibrations of the carbon atoms, in an amorphous network, assigned to the $G$ and the $D$ bands are depicted in Figure 3.3.

Raman spectra of amorphous carbons is dominated by scattering from $sp^2$ sites. This is due to the lower bonding energy of $\pi$ states making them significantly more polarisable than $\sigma$ states [130]. As a result they give direct representation of $sp^2$ configuration. They can however give an indirect indication of $sp^3$ fraction and this is due to the influence $sp^3$ sites has on the concentration of aromatic bonds, and the vibrational frequency of linear bonds.
Chapter 3 Raman Spectroscopy and its application to the characterisation of carbonaceous materials

For direct interpretation of the Raman spectra of amorphous and nano-crystalline carbons, the $I_D/I_G$ ratio can be used to determine the average in-plane correlation length ($L_a$), i.e. crystallite or cluster size [134, 136]. For nano-crystalline carbons, the greater the $I_D/I_G$ the smaller the crystallite size. This is due to the detection of an increased number of rings bonds at the edges of the crystal, relative to a decrease in the number of linear bonds associated with a reducing crystallite size. This implies an inverse relationship between $L_a$ and $I_D/I_G$ ratio for nano-crystalline carbons. In amorphous carbons, $sp^2$ clusters size is $< 2$ nm and with decrease in size the concentration of ring bonds falls. As a result there is a linear relationship between $I_D/I_G$ ratio and $sp^2$ cluster size in amorphous carbons.

![Figure 3.4](image)

**Figure 3.4:** The relationships between $sp^2$ cluster size (a-C) and $sp^2$ crystallite size (nc-C), to $I_D/I_G$ ratio [136].

The position and width of the Raman $D$ and $G$ peaks allows further direct interpretation of the bonding structure of amorphous carbons [134]. The position of the $D$ peak can be used as a measure of aromatic disorder. Smaller aromatic clusters have higher vibrational modes which tend to vary its position. When ordered aromatic rings are replaced with non-ordered rings, $D$ peak position decreases in line with disorder. The width of the $D$ peak therefore correlates to the distribution of cluster size and ring order. The position of the $G$ peak directly correlates to the $sp^2$ carbon bond length. Amorphous carbons with a high concentration of single bonds (C-C) reveal a reduced peak position of $\sim 1510$ cm$^{-1}$. This is caused by a reduction in bond oscillation frequency as a result of disorder and loss of aromaticity, in comparison to graphite (1580 cm$^{-1}$) [130]. With the introduction
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of Olefinic bonds (C=C) the G peak increases to $\sim 1570 \text{ cm}^{-1}$. This is due to the increased frequency of oscillation associated with the shorter double carbon bonds [134]. The width of the $G$ peak correlates to bond angle order and the distribution of single to double bonded carbons. It scales with disorder and for values of $G$ peak FWHM greater than 50 cm$^{-1}$, the average value for crystallite size will be less than 1 nm [131, 137, 138]. The relationships between crystallite size and the $I_D/I_G$ ratio are graphed in Figure 3.4.

As visible Raman excitation energies are insufficient to polarise $\sigma$ bonds, the concentration of $sp^3$ sites in an amorphous carbon matrix can not be directly determined. It can however be done indirectly by tracking the changes that occur within the Vibrational Density of States (VDOS) of the excited $sp^2$ sites. In amorphous carbon structures with a high concentration of $sp^3$ sites ($> 20\%$), the majority of the $sp^2$ bonds present exist in double-bonded short chain configurations [134, 139]. As a result, their increased vibrational frequency shifts the $G$ peak position from $\sim 1510 \text{ cm}^{-1}$ to $\sim 1570 \text{ cm}^{-1}$, with the extent of the shift scaling with $sp^3$ fraction. The formation of these olefin groups comes at the expense of aromatic ordering and results in a $D$ peak that falls to a minimum. This results in a low $I_D/I_G$ ratio that decreases to further with increasing with $sp^3$ fraction. The shape of the $G$ peak becomes more symmetric as the $sp^3$ fraction reaches high values. This is due to the limited vibrational range of the double bonded sites, with its final value given by $G$ peak position [134, 140]. A diagram predicting the changes that occur in an amorphous carbon structure, as a result of positional and intensity shifts in the carbon $D$ and $G$ peaks, is given in Figure 3.5. Given in Figure 3.6 is the correlation between $G$ peak, $I_D/I_G$ ratio and $sp^3$ concentration in amorphous carbons.

Prior to using the $I_D/I_G$ and $G$ peak position to determine the $sp^3$ fraction, knowledge of the processes involved in the generation the amorphous structure is required. For example, when the $sp^3$ fraction in tetrahedral amorphous carbons ($ta$-C) is reduced, the $sp^3$ sites will convert to $sp^2$ sites prior to $sp^2$ clustering or the $sp^2$ clustering will commence prior to the $sp^3$ to $sp^2$ conversion [134]. This hysteresis effect impacts visible Raman spectroscopy as it is most sensitive to $sp^2$ clustering. As a result, deriving $sp^3$ concentrations in amorphous carbons from an $I_D/I_G$ ratio and a $G$ peak position is unreliable. It is possible however to do so for $ta$-Cs with high $sp^3$ concentrations, whereby ultimate $sp^3$ concentration is given by final peak position when coupled with an $I_D/I_G$ ratio of $\sim 0$. 
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Figure 3.5: The changes that occur in an amorphous carbon structure as a result of positional and intensity shifts in the carbon $D$ and $G$ bands [134].

Figure 3.6: The shift in $G$ peak position and $I_D/I_G$ ratio as a result of increasing $sp^3$ fraction, in amorphous carbon ($a$-C) and tetrahedral amorphous carbon ($ta$-C) [134].
Visible Raman spectroscopy can be used to directly derive the $sp^3$ fraction of hydrogenated amorphous ($a$-C:H) materials, if there is a relationship present between optical gap ($sp^2$ phase) and the $sp^3$ phase. The main effect of hydrogen in $a$-C:H is that it modifies the C-C network when compared to $a$-Cs of similar $sp^3$ content. This is achieved by the H saturation of C≡C bonds as ≡CH$_2$ groups rather than increasing the fraction of C-C bonds [134]. The $sp^2$ sites in $a$-C:H exist as both chains and rings and with the increase of H content, $sp^2$ cluster size is reduced and an opening of the band gap.

Bonding regimes in $a$-C:H are classified by a low, intermediate or high H content. In a low H-bonding regime, $sp^2$ bonding dominates and delivers a band gap of $\sim$1 eV. In an intermediate H-bonding regime, C-C $sp^3$ bonding is a maximum, the deposited films have the highest density, are the most diamond-like and have a band gap of between 1 - 1.8 eV. In a high H-bonding regime, the $sp^3$ content is the highest, the bonding is more polymeric and delivers a band gap of $> 1.8$ eV.

The C-H modes in amorphous hydrocarbons are neglected, due to either non-resonant enhancement (lying in the $D$ peak region) or lying at Raman shifts above 3000 cm$^{-1}$. However when an excitation source of higher energy is used, i.e. Ultra-Violet (UV) irradiation, these modes can be directly probed [141]. A typical feature in visible Raman spectra of $a$-C:Hs is the presence of a photoluminescence background and when the hydrogen content increases beyond 40 - 45% it overshadows the carbon Raman $D$ and $G$ modes [134]. This however is advantageous in the characterisation of $a$-C:Hs as the ratio of the slope of the fitted linear background ($m$) to $G$ peak intensity ($m/I_G$) can be used to measure hydrogen content.

As the hydrogen content in $a$-C:Hs influences $sp^2$ cluster size, it therefore determines band gap. By examining the optical gap for $a$-C:Hs, a relationship between its Raman parameters ($G$ peak position and $I_D/I_G$ ratio) and $sp^3$ fraction can be attained. As reported by Ferrari & Robertson [134], and Tamor & Vassel [142], $G$ peak position falls monotonically with increasing gap, due to the stretching frequencies of the C≡C bonds and mixing with the $sp^3$ modes (Figure 3.7 (a)). Using the general relationship proposed by Robertson [143] the $sp^3$ content of was correlated to optical gap, which was confirmed by EELS [134] and Nuclear Magnetic Resonance (NMR) [142] (Figure 3.7 (b)).

Unlike the visible Raman spectral data fitted for $a$-Cs, the $I_D/I_G$ ratio for $a$-C:Hs are area ratios and thus values of up to 3.5 are observed. Tetrahedral hydrogenated
amorphous carbons (ta-C:H) differ from a-C:Hs with a high H-bonding, in that their high $sp^3$ fraction occurs at reduced hydrogen concentrations. As a result ta-C:Hs have significantly more C-C $sp^3$ bonding than a-C:Hs with a similar $sp^3$ fraction, giving a higher density and hardness. The $G$ peak in visible Raman spectra of ta-C:H has been observed to lie above that for a-C:H with a similar $sp^3$ content or optical gap. This is due to the arrangement of the ta-C:H $sp^2$ bonds into shorter olefinic configurations [130]. $D$ peak intensity in ta-C:H is $\sim$0 and is due to the loss of aromatic groups. The $G$ peak position in a-C:H and ta-C:H shows dispersion with photon energy. It increases with higher photon energies and occurs from the resonant selection of wider-band gap $\pi$ states from the $sp^2$ groups that have a higher vibrational frequency [134]. This in turn leads to a reduced sensitivity of the Raman parameters to optical gaps when higher excitation energies are used, as the optical gap is due to delocalised $\pi$-bonded structures [144]. These findings suggest that lower red excitation energies (e.g. 633nm) in visible Raman spectroscopy are optimal for tracking the variations in optical gap and $sp^2$ order.

In a-C:H, the width of the G peak is scales with bond angle disorder of the $sp^2$ sites.
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When plotted against optical gap (Figure 3.8), a maximum C-C $sp^3$ concentration is observed for a value of 1.5 eV [142].

### 3.2.3 Raman characterisation of electron beam induced carbonaceous deposits

The position, width, intensity and ratio of intensities of graphitic $D$ and $G$ bands in the Raman spectra can be used to determine, the $sp^2$-bonding configuration, the $sp^2$ crystallite size and the $sp^2:sp^3$ ratio of electron beam induced carbonaceous deposits.

![Figure 3.8: The relationship between $G$ peak width (Gaussian) and optical gap for as deposited in hydrogenated amorphous carbon ($a$-C:H) [134, 142].](image)

Figure 3.8: (a) Raman signature of the contamination layer and its uncontaminated surroundings. (b) The deposited carbon layer with an overlay of Raman excitation points. (c) Raman mapping image showing the intensity of the $G$ peak detected across the layer [42].
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Raman spectra evaluation of contamination layers, formed from residual hydrocarbons in an SEM with electron beam energy of 15keV, revealed an $I_D/I_G$ ratio of 0.28 [42], as displayed in Figure 3.9 (a). By interpreting the calibration curve relating the $I_D/I_G$ intensity ratio to $L_a$, as given by Knight and White [131], a crystallite size of 125 Å was determined. In this work the authors reported a 300% enhancement of the Raman G peak intensity - at the edges of the contamination layer in contrast to its centre - which was attributed to an discontinuity of electric permittivity at the edge.

Carbonaceous structures formed from a variety of dedicated organic precursors were classified by Raman spectroscopy as being amorphous in nature [41, 145, 146]. The Raman spectra for the deposits researched by Bret et. al., yielded an average G peak position of $\sim$1580 cm$^{-1}$ and $I_D/I_G$ ratios of between 2.0 - 2.8, as displayed in Figure 3.10. When referenced to the amorphization trajectory revealed by [134], the deposits were classified as nano-crystallite graphite with an average cluster size on the order of $\sim$2 nm and an $sp^2$ fraction above 90%.

![Figure 3.10](image-url)  

**Figure 3.10:** A comparison of the Raman spectra of three organic precursors and their associated $I_D/I_G$ ratios [145].

When deposited over a range of primary electron energies (1 – 25keV), the deposited structures become less graphitic, showed an increase in hardness and in
elastic modulus, with the increase in beam energy [41, 146]. These changes were attributed to an observed increase in the concentration of \( sp^3 \) carbon sites in the higher energy deposits, when characterised by EELS [41].

### 3.3 Enhanced Raman Spectroscopy

#### 3.3.1 The Raman enhancement effect

In enhanced Raman spectroscopy, the intensity of Raman scattered light is amplified by the presence of an enhancing medium. It is a technique used for the characterisation of specimens of low Raman efficiency. It was first reported in 1974 by Fleischmann et al. [147] who observed a greater than expected Raman intensity from a known concentration of pyridine molecules adsorbed onto a roughened silver electrode.

There are two types of enhancing mediums used in the application of the technique. One which physically supports the specimen analyte and the other which is brought into close proximity to it. These give rise to the two classifications of the technique termed, Surface Enhanced Raman Scattering (SERS) and Tip Enhanced Raman Scattering (TERS). SERS is the most common enhancing method and has been used extensively for understanding the mechanisms of the phenomenon. TERS is an evolution of SERS and is used to generate a spectrum from a single target molecule. When coupled with a STM, a spatial resolution of < 1 nm was revealed [148, 149].

The effectiveness of an enhanced spectroscopic technique is determined by its enhancement factor, i.e. the magnitude of an enhanced Raman shift relative to that of its corresponding non-enhanced shift. For SERS, the enhancement factor is strongly dependent upon the surface conditions of the substrate, the analyte concentration and the excitation wavelength. Quantified SERS enhancement factors in the range of \( 10^7 – 10^8 \) have enabled the detection of single molecules [150]. For TERS, a wide range of enhancement factors between \( 30 – 10^{12} \) has been reported [148, 151]. TERS enhancement factors are also dependent upon the same conditions that govern SERS, with the addition of, the instrument, the characteristics and cleanliness of the enhancing tip, and the physical gap between the tip and
3.3.2 Enhancement mechanisms

There are two proposed mechanisms responsible for the enhanced Raman shift. These are the Electromagnetic Mechanism (EM-M) and the Chemical Mechanism (CM). The EEM-M theory proposes an enhancement of both the incident and the scattered radiation by the generation of a resonant Plasmonic field in close proximity to the target analyte. The CM theory proposes a direct transfer of energy from the excited enhancement medium to a chemisorbed target molecule. The EM mechanism is the dominant of the two however both mechanisms have their individual contributions to the overall enhancement [153]. Separating their effects can be achieved by the wavelength and polarisation of incident radiation [154, 155]. Further specifics on both enhancement mechanisms now follow.

3.3.2.1 Electromagnetic theory

The electromagnetic field of light present at the surface of a metal can be greatly enhanced when Plasmons thereon are excited. On the occurrence of such excitations, the magnitude of both incident and scattered light can be enhanced [153, 154, 156]. When the frequency of the incident light matches natural frequency of the electron oscillations of a metal, a resonance condition is established and the dipolar field generated by the Plasmon is maximised. Depending on the geometry of the irradiated surface, Plasmons will either be propagating or confined. When the shape of the metal surface is smaller than the wavelength of the irradiating light, all of the valence electrons present within will oscillate simultaneously. Confined oscillations will form on spheres, spheroids and corrugated surfaces. These are called Local Surface Plasmon Resonances (LSPR) [154, 156]. Surface Plasmons (SP) can be induced in all systems possessing free conduction electrons, provided they are excited with irradiation of resonant frequency [153, 154]. An illustration of the LSPR generated at two metal nanoparticles is given in Figure 3.11.

The enhancement of Raman scattered light from a molecule is determined by; the strength of the field generated by the Plasmon, the position of the analyte specimen. This makes correct TERS enhancement factor evaluation of critical importance [152].
within that field and the excitation energy wavelength. For a spherical metal nanoparticle, with a radius smaller than the wavelength of the incident light, the surface Plasmon field generated has oscillation coherent with excitation energy and a uniform spatial distribution. It can be visualised a localised plane wave of light, centred on the sphere, decaying away from the surface in all directions in accordance with the dipole decay law. A representation of the filed is given in Figure 3.12

The magnitude of the field generated at the surface of the spherical particle, is calculated using equation 3.7, as given in [156],

$$E_{out}(x, y, z) = E_0 \hat{z} - \alpha E_0 \left[ \frac{\hat{z}}{r^3} - \frac{3z}{r^5}(x \hat{x} + y \hat{y} + z \hat{z}) \right]$$  \hspace{1cm} (3.7)

where, $x$, $y$, and $z$ are the Cartesian coordinates; $r$ is the radial distance; and $\hat{x}$, $\hat{y}$ and $\hat{z}$ are the Cartesian vectors; $E_0$ is the magnitude of the incident field and $\alpha$ is the metal polarisability expressed as,

$$\alpha = ga^3$$  \hspace{1cm} (3.8)

where $a$ is the radius of the sphere and $g$ the averaged enhancement defined as,
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Figure 3.12: The extinction efficiency (ratio of the cross-section to effective area) of a spherical Ag nano-particle (r = 35nm). The $|E|^2$ contours show the strength of the real part of the enhancement field [156].

$$g = \frac{\epsilon_{in} - \epsilon_{out}}{\epsilon_{in} + 2\epsilon_{out}}$$

(3.9)

$\epsilon_{in}$ is the dielectric constant of the metal nanoparticle and $\epsilon_{out}$ is the dielectric constant of the external environment [156].

The average magnitude of the field at the surface metal particle, $E_s$, is the product of the averaged energy of the enhanced field and the energy of the incident radiation ($E_s = gE_0$). An analyte adsorbed at the surface of the particle will be excited by $E_s$ and its Raman scattered light $E_R$ will be proportional to the product of the Raman tensor and the averaged field enhancement ($E_R \sim \alpha_R E_s \sim \alpha_R gE_0$). The Raman scattered light is subsequently enhanced by the magnitude of the field, by a factor $g'$. This secondary enhancement factor ($g'$) is associated with the shifted wavelength and is differentiated from ($g$), the effect that $E_s$ has on the enhancement of the incident radiation. The amplitude of the Enhanced Raman (ER) field is given by, $E_R \sim \alpha_R gg'E_0$ and the average ER intensity will be proportional to the
square modulus of $E_{ER}$, $I_{ER} \sim |\alpha_R|^2|g^g|^2I_0$, where $I_{ER}$ and $I_0$ are the intensities of the enhanced Raman and the incident fields respectively [156].

As optimum Plasmon excitation is achieved when the incident light is in resonance with the collective electron oscillations in the metal, optimum enhancement is achieved when the enhancement generated by the incident field $g$ is in resonance, or as close to resonance, with the enhancement of the scattered field $g'$. For short wavenumber Raman scatters, when $g \sim g'$, max ER intensity is proportional to the fourth power of the excited local near-field $E_L$, where $|E_L|^4 = |g|^4$. For higher wave number Raman modes ER intensity becomes a function of the metal particles Plasmon resonant properties, with respect to the incident and Raman-scattered wavelengths [153].

The EM theory does not require an analyte to be in direct contact with the enhancement medium, however it is required to be within a certain distance in order to undergo polarisation and Raman shift. For a small metal sphere, the enhancing field which surrounds it decays with $r^{-3}$ and its effect will scale with $r^{-12}$, when using the $E^4$ approximation. When analytes attach to themselves to the sphere, the surface area increases and the decay now scales with $r^2$. As a result, the experimental distance dependence for the enhancing field scales with $r^{10}$ and is given as,

$$I_{ER} = \left(\frac{a+r}{a}\right)^{-10} \quad (3.10)$$

where $I_{ER}$ is the intensity of the Raman mode, $a$ is the size of the metal sphere, field and $r$ is the distance from the sphere surface to the analyte [156].

In order to achieve maximum SERS intensity ($I_{SERS\text{Max}}$), an excitation wavelength with the ability to enhance the incident and radiated field, is required. This is achieved when the wavelength of the LSPR maximum ($\lambda_{LSPR}$) is positioned at approximately $\sim 50\%$ of the energy separation between excitation wavelength ($\lambda_{exc}$) and the analyte’s Raman shift wavelength ($\lambda_R$) [156].

$$I_{SERS\text{Max}} \Rightarrow \lambda_{exc} < \lambda_{LSPR} < \lambda_R \quad (3.11)$$
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For SERS experiments using fixed excitation energies, a $\lambda_{exc}$ matched to the extinction spectrum of the enhancing media is required prior to commencement. For those that utilise wavelength-scanned apparatus, the $\lambda_{exc}$ is optimised after the analyte is adsorbed to the enhancing media.

### 3.3.2.2 Chemical theory

The electromagnetic theory can be applied to the enhancement of Raman scatter from all analytes, however it cannot explain the magnitude of enhancement in all cases. An enhancement mechanism should be non-selective in terms of polarisability, however when radical differences in adsorption orientation are taken into account, they fail to explain the observed difference in enhancement of $\text{N}_2$ and $\text{CO}$ ($\sim 2 \times 10^2$) under the same experimental conditions [154]. A second enhancement mechanism, termed the chemical theory, has been shown to work independently from the electromagnetic theory. For enhanced Raman experiments where both mechanisms are in operation the overall enhancement is a multiplication of both effects.

When a molecule is chemisorbed to the surface of an enhancing medium (i.e. a metal), new electronic states arise which result in a charge transfer between the molecule and the metal surface, and vice versa. Electron transitions in molecules occur between Highest Occupied Molecular Orbital (HOMO) and the Lowest Unoccupied Molecular Orbital (LUMO). The energy required for an electron transition is typically greater than excitation energies used in standard Raman experiments, but lie typically in the near UV range. For a chemisorbed molecule, these levels are adjusted to the Fermi level ($E_F$) of the metal and this results in a HOMO-LUMO transition being equal in magnitude to $E_F$. As a result excitation of the metal with energy in the visible spectrum induces a resonant Raman scatter in the absorbed molecule at approx. half of the energy required for an intrinsic excitation [154]. Figure 3.13 depicts an energy level diagram representing the charge transfer excitations between a metal surface and an adsorbed molecule.

The resultant Raman scatter from a chemisorbed molecule is greatly enhanced by a significant number of photon induced electronic transitions, which result in an equivalent number of scattered photons with an energy shift of $-\Delta E_F$. The chemical enhancement theory is selective in terms of the excited vibrational mode, the charge transition is dependent on the orientation of the molecule relative to
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Figure 3.13: An energy level diagram for a molecule adsorbed on a metal surface. The occupied and unoccupied molecular orbitals are broadened into resonance when the excitation energy matches the $E_F$ of the metal [154].

the metal and the degree of charge transfer tends to increase with increasing Fermi energy level [157].

3.3.3 Raman enhancing surfaces and materials

The purpose of a SERS/TERS experiment is to achieve quantitative chemical analysis of molecular systems that are difficult to analyse by standard Raman spectroscopy. In the first recording of an enhancement Raman shift, the aim of the study was to achieve a larger Raman cross-section by increasing the surface area of a silver electrode substrate, on to which a higher concentration of pyridine molecules could be adsorbed [147]. Its findings revealed that the observed increase in intensity was greater than what was expected for the increase in surface area and molecule concentration. A later report, which focused on exploring the mechanism behind the enhancement revealed that surfaces treated in the same manner increased in surface area by 20%, due to the creation of pit features, 300 nm in width and 100 – 200 nm in depth [158]. It concluded that increase in surface area could not account for the observed $10^5$ increase in Raman intensity. A resonant
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Raman effect, through the interaction of surface Plasmons, was given as a possible explanation for the enhancement, however the authors could not confirm this due to a negligible change in enhancement for an increase in excitation energy (514.5 nm to 632.6 nm). As information on the uniformity and distribution of the protruding features present on the roughened Ag surface were not explored, the generation of wavelength dependent surface Plasmons, later found responsible for inducing an electromagnetic effect [159], may have accounted for the similar observed intensity at both excitation energies.

Plasmon resonances are localised to the features present on Au, Ag and Cu metal surfaces, provided that the surface features are smaller than the visible excitation wavelength. Under these conditions collective electron oscillations can come into resonance with the excitation wavelength inducing the Plasmonic effect [159]. The features need to maintain a minimum size, in order to remain conductive, so that the collective electron oscillations can occur [153]. Such features include, metal nano-particles, in islands and spheroids, and metal collides as well as SiO$_2$ conical posts, etc., [160–165]. With electron oscillations in the visible spectrum, Au and Ag are the most common metals for SERS/TERS. Al is also being explored for the SERS analysis of molecules in the UV spectra, due to its suitability for higher excitation energies [166].

Enhanced Raman spectroscopy is analyte specific, and the key to producing an enhancing medium is to ensure optimum interaction between medium and analyte upon irradiation. Sufficient uniformity and concentration of the Plasmon inducing features, as well the excitation energy being matched to the electron oscillations in the metal, are key to the EM-M theory. Matching the excitation energy to the electron oscillations enables the resonance condition to become established and the uniformity and size of the surface features determines the spatial field distribution. The enhancing mechanism in TERS is the EM-M effect and the medium by which it occurs is a Plasmon functionalised sharp tip. The CM mechanism may also play a role in TERS, if the target analyte becomes attached to the tip [167].

According to Moskovits, there are no chemical effects in SERS, as the electromagnetic effects operate regardless of analyte-surface bonding. He proposed that the chemical effects are related to the bonding, which serve to change the nature and identity of the absorbed molecules and in turn altering their Raman polarisability [153, 159]. However, a chemical mechanism has been confirmed with the use of flat single crystal surfaces that enable the separation of the electromagnetic from the
chemical enhancement effects. Studies on the bonding of Pryomellitic dianhydride (PMDA) to Cu surfaces resulted in a difference in the an observed enhancement between surfaces of alternate crystal orientations [154]. Upon irradiation with p (parallel) and s (perpendicular) polarised light, the s-polarised spectra were more intense than the p-polarised and stronger intensity differences were observed for Cu (111) over Cu (100). These differences revealed dissimilar bonding angles between the PMDA molecules and Cu (100) and Cu (111) surfaces, due to the dipole moments - which were oriented nearly parallel to the surfaces - being closer to the (100) surface than the (111) surface. This work [154] also studied the PMDA’s HOMO-LUMO charge-transfer mechanism with the substrate. It was known that changing the Fermi energy level ($E_F$) of the metal, without affecting the orbital energies of the adsorbed molecule, would shift the wavelength of a charge transition. The direction of the shift would also determine the direction of transfer, i.e. metal to molecule or molecule to metal. By electro-doping the Cu surface with a monolayer of Cs a resultant blue-shift in the transition energy of the adsorbed PMDA was revealed. This indicated that a photon-driven charge transfer occurred in the direction from the molecule to the metal. A further method to separate the effects of the chemical and electromagnetic enhancement mechanisms is to utilise TERS method whereby only a single Plasmonic particle on the tip is utilized to generate an enhancement effect [168]. The authors proposed a method to determine the short-range chemical effects from the long-range electromagnetic effects by determining the tip-to sample Raman enhancement over a range of a few angstroms to several nanometres.

Regardless of whether an observed enhancement derives from an electromagnetic or a chemical effect, the intensity and reproducibility of an enhanced spectrum is determined by the relationship between the molecule under analysis, the enhancing material (type and surface structure) and the excitation energy (wavelength, frequency and polarisation). As enhanced scattering is scattering by the enhancing medium and not from the absorbed molecule, qualitative and quantitative analysis rests in understanding the exact physical and chemical changes the molecule undergoes during adsorption and irradiation.
3.3.4 Applications for enhanced Raman spectroscopy techniques

Enhanced Raman spectroscopy has been used to investigate a wide variety of surface scientific questions. Surface enhanced applications differ from those of tip enhanced, due mostly to the complexity of the TERS technique. As TERS represents a refinement of the SERS, TERS applications tend to deal with definitive and quantitative questions.

SERS applications are numerous. In general, they stem from the requirement to detect analytes of low concentration or low Raman efficiency. Enhancement factors in the range of $10^6$ – $10^8$ have been used to successfully detect single molecules [150]. A recent optimisation of the technique has enabled the label-free detection of low abundance bio-molecules for cancer screening [169].

For the TERS, chemical mapping with sub-nm molecular imaging represents the ultimate refinement of the technique [148]. Other applications include, *ribonucleic acid* (RNA) sequencing analysis [170] and the ambient analysis of individual carbon nano-tubes with 1.7nm resolution [171].

3.3.5 Raman enhancement effect of amorphous carbon

A study on electron beam induced carbon deposition reported that an 300% increased in intensity of $G$ band Raman scatter along the edges and corners of the deposited structures for only a 10% increase in thickness [42]. With analysis of the magnitude of the electric field across the surface of the film, a peak in field intensity was observed at its edge. This peak correlated to a discontinuity in the layer’s electrical permittivity resulting in a 5.5 times enhancement of G-band intensity, in comparison to that from the centre of the film. This work however focused on characterising carbon deposits only generated at 15 keV, thus variations in the optical properties of carbon layers generated at other energies were not revealed.

3.3.6 Summary of Raman enhancement

The Enhanced Raman effect is scattering from the enhancing medium and not the adsorbed analyte. The scattering from the adsorbed analyte is however reflected
in the spectrum [153]. The extent to which the intensity of the Raman scatter is enhanced is dependent upon the analyte’s position within the enhancement field [156], and/or the magnitude of resonant charge transfer between the analyte and the medium. This charge transfer is a function of the enhancing medium $E_F$ [154]. The EM-M mechanism for SERS and TERS are near-field phenomena whereby maximum enhancement is observed in close proximity to the enhancing surface. Enhancement ultimately decays with distance from the surface, in accordance with the dipole decay law [153, 154].
Chapter 4

Experimental methods

In this chapter the experimental methodologies employed/developed for this thesis are presented. The first section will discuss the methods for contamination deposition followed by a section dedicated to the characterisation of the contamination. This is followed by the methods for SE imaging in SEM and HIM. The last section details the techniques for the Raman investigation of electron-beam induced contamination.

4.1 Contamination formation

This section describes the methods used for the formation of contamination in HIM and SEM. To enable comparative study in both microscopes, we evaluate the effects of several key factors, such as the cleanliness of specimen surface, chamber vacuum and beam parameters. A set of beam parameters for electron/He\textsuperscript{+}-ion irradiation were selected to deposit carbonaceous contamination onto silicon wafers.

4.1.1 Specimen preparation

Polished intrinsic silicon wafer specimens, with 100 orientation, are used throughout the contamination and carbon layer deposition experiments. They were supplied from the Institute of Semiconductors, Chinese Academy of Sciences, China. The wafer exhibits a surface roughness below 0.1 nm across micrometre-sized areas. Arrays of circular holes of $\sim 2.2$ $\mu$m in diameter and 5 $\mu$m in depth were fabricated onto the Si wafer by photolithography patterning followed by Inductively Coupled Plasma (ICP) and Reactive-Ion Etching (RIE). The circular holes, as well as the coordinates (etched using the same method as that of the holes), serve as location marks and the spacing between them is several-hundred-micrometres wide. As a
result they do not influence the diffusion of molecules in the formation of contamination deposits or the carbon layers. Images of a typical Si wafer specimen are displayed in Figure 4.1.

To investigate the effect of specimen cleanliness on the formation of beam-induced contamination, three batches of silicon wafers were prepared and they are termed as "un-cleaned", "cleaned" and "pre-contaminated". An un-cleaned (or bare) specimen was the one that had been exposed to ambient conditions for months and placed into the microscope “as is”. The investigation of an un-cleaned specimen provides information on the effect sample storage conditions have on the formation mechanism. For the "cleaned" samples, a simple cleaning procedure was employed for treating Si specimens prior to the contamination study. It consisting of ultrasonic cleaning in isopropyl alcohol (10 minutes), ultra-sonic cleaning in de-ionized water (10 minutes), direct baking at \( \sim 100^\circ\) C on a hot plate (10 minutes) and an Argon:Oxygen plasma clean (10 minutes). The cleaning process significantly reduced the amount of adsorbed surface hydrocarbons prior to exposure to the microscope environment. The pre-contaminated specimens were generated by first wet cleaning a Si wafer specimen and wiping it with a thin film of acetone. The specimen was then left to dry in ambient before being placed into the microscope.

For the study of Raman enhancement of carbonaceous layers discussed in chapter 6, a thorough cleaning process was developed to remove other species and ensure the dominant role of beam-induced carbon in the observed Raman effects.

**Figure 4.1**: (a) Optical image of the Si wafer with the arrays of circular holes and reference markings. (b) SEM SE image of the substrate (the squares under the reference mark are the contaminated areas).
The cleaning process consists of a wet cleaning followed by a dry cleaning. Prior to the wet cleaning process, debris from the wafer surface was removed using an acetone soaked “lint-free” swab. The specimen was checked under an optical microscope and the process repeated until it was confirmed as visually debris free. The wet cleaning process consisted of an ultra-sonic cleaning step and a highly reactive chemical clean known as the RCA method (Called after the company who pioneered its use in semiconductor processing, the Radio Corporation of America). The ultra-sonic clean was used to agitate trapped contaminants from the etched features on the surface. These would then be removed, along with the native surface oxide, by the chemical clean. This wet cleaning was carried out as follows. Firstly, the specimen was placed in a clean glass beaker to which ∼ 20 ml of Acetone was added. Then the beaker was placed into an active ultra-sonic bath for ten minutes. Post ultra-sonic clean, the specimen was removed from the acetone and placed in another clean glass beaker containing 28 ml of the chemical cleaning solution. This solution consisted of deionised water, ammonium hydroxide (NH₃) and hydrogen peroxide (H₂O₂), in a 5:1:1 ratio. The beaker was covered and placed on a hot plate that had been pre-heated to ∼ 80° C. After 20 minutes the beaker was removed from the hot-plate and the specimen carefully removed from the solution. It was then placed on a lift-free wipe and immediately blown dry with compressed N₂, via a hand-held air-gun. Once dried, the specimen was checked again under an optical microscope for any signs of residual contamination. When residual contamination was detected the specimen was chemically re-cleaned using a fresh H₂O : NH₃ : H₂O₂ solution.

Immediately after the wet cleaning, a dry cleaning step was implemented. This was conducted in a TEM plasma cleaner (Fischione Instruments, Model 1020) with the appropriate support apparatus for scanning microscopy specimens. It was conducted as follows. The Si specimen was fixed to a standard SEM stub with conductive Ag paste. It was placed into the plasma cleaner which was connected to an Argon-Oxygen (75:25) compressed gas source and exposed to the plasma for ten minutes. The function of the plasma cleaning step was to remove any remaining contaminants, or new contaminants that may have been introduced to the specimen after the wet cleaning. It was also completed just prior to the insertion of the specimens into the microscopes.
4.1.2 Beam parameters for contamination formation

The charged-particle microscopes that are used to investigate the beam-induced contamination, and the growth of carbon layers, are a Zeiss Orion Plus HIM and a FEI Strata DB235 SEM. A comparison of the microscope specifications that are relevant to contamination formation are listed in Table 4.1. Both microscopes use oil-free pumps, which can improve the chamber cleanliness greatly. Note the highest possible beam current in HIM is about three orders-of-magnitude smaller than that available in SEM.

<table>
<thead>
<tr>
<th></th>
<th>Zeiss Orion Plus (HIM)</th>
<th>FEI Strata DB235 (SEM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Vacuum</td>
<td>Oil Free Roughing</td>
<td>Oil Free Roughing</td>
</tr>
<tr>
<td>Chamber Vacuum</td>
<td>Turbo Molecular Pumping</td>
<td>Turbo Molecular Pumping</td>
</tr>
<tr>
<td>Vacuum Level</td>
<td>(\sim 1.0 \times 10^{-6} \text{mbar})</td>
<td>(\sim 1.0 \times 10^{-6} \text{mbar})</td>
</tr>
<tr>
<td>Specimen Loading</td>
<td>Load Port</td>
<td>Specimen Chamber Vent</td>
</tr>
<tr>
<td>Energy Range</td>
<td>30 keV ± 5 keV (Fixed)</td>
<td>0.5 - 30 keV</td>
</tr>
<tr>
<td>Beam Current Range</td>
<td>1 fA - 100 pA</td>
<td>1 pA - 25 nA</td>
</tr>
<tr>
<td>Probe Size</td>
<td>(\leq 0.75 \text{ nm})</td>
<td>4 nm @ 1 keV</td>
</tr>
<tr>
<td>Detectors</td>
<td>Everheart Thornley (ET)</td>
<td>Everheart Thornley (ET)</td>
</tr>
<tr>
<td></td>
<td>Microchannell Plate (MCP)</td>
<td>Channel Detection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Electron Multiplier (CDEM)</td>
</tr>
</tbody>
</table>

Table 4.1: A list of microscope specifications for HIM and SEM.

The HIM chamber is cleaned on a bi-weekly basis by using reactive O\(_2\) plasma. The cleaning typically runs < 10 hr where plasma, generated at a Radio Frequency (RF) energy of 10 W, floods the chamber for a period of 15 minutes per hour. During the cleaning procedure the chamber vacuum is maintained at \(1.3 \times 10^{-3}\) Torr. Dry nitrogen of 99.99% purity is used for the chamber and load port venting. The specimen can be plasma cleaned in the load port. The SEM chamber is also vented with 99.99% purity N\(_2\) when loading samples. This purges the system and helps to maintain the cleanliness, however the SEM chamber does not undergo any type of plasma cleaning.

The microscope parameters which may influence the contamination growth are particle species, particle charge, beam energy, beam current, probe focus, working distance and dose. Beam dose is defined as the charged particles injected per unit area of the sample surface with a unit of \(C/cm^2\). Since the charge injected
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$q$ is simply given by the product of the beam current $i_p$ and the dwell time $t_d$ (the duration that a beam scans the sample surface), i.e. $q = i_p t_d$, the dose is $q = i_p t_d / A$, where $A$ is the area that the beam scans. It is clear that to vary the dose we can change the beam current, the dwell time, or the scanned area.

To compare the beam-induced contaminations on the silicon wafers (see chapter 5), we fixed the beam current and the scanned area but varied the dwell time by scanning the beam on the same regions of the specimen several times using the same beam current. In the SEM, the electron-beam energy was set within the range of 1 keV to 1.5 keV. This maintained a constant beam current of 80 pA during each experiment. The area of the scanned regions was fixed at 6 $\mu$m $\times$ 5 $\mu$m (30 $\mu$m$^2$) and the time for each scan was 2.942 seconds. A single scan over such an area delivered an irradiation dose of 7.85 pC $\cdot \mu$m$^{-2}$. By repeating such a scan for 4, 8, 16, 32, 64 and 128 times, the total irradiation dose was varied from 31.4 pC $\cdot \mu$m$^{-2}$ to 1 nC $\cdot \mu$m$^{-2}$. For this experiment, the objective aperture was fixed at 30 $\mu$m and the working distance was set to 5 mm. In the HIM, the beam energy was set to 30 keV, the beam current to 8 pA (20 $\mu$m aperture), and the working distance 8 mm. Under these parameters the time taken to irradiate a 6 $\mu$m $\times$ 5 $\mu$m region with a dose of 0.7 pC $\cdot \mu$m$^{-2}$ was 2.62 s. The scan area iterations were kept the same as SEM and as such the total irradiation dose varied from 2.8 pC $\cdot \mu$m$^{-2}$ to 89.6 pC $\cdot \mu$m$^{-2}$.

For the investigation of Raman enhancement of electron-beam-induced carbonaceous layers (see chapter 6), the layer was induced by an electron beam with an energy ranging from 1 to 30 keV in the SEM. For each beam energy, an array of contamination were generated in the same manner as the contamination profiles described above (i.e. varying the dose). In order to minimise differences in hydrocarbon desorption across the electron beam energy range, the primary beam current was set to a fixed value, (≈50 – 60 pA). An overview of the placement of the irradiated areas is given in Figure 4.2. A total of 18, 5 $\mu$m $\times$ 5 $\mu$m, areas of the specimen were irradiated at 1, 3, 5, 12, 20 and 30 keV, with applied doses of 1, 3 and 5 nC $\cdot \mu$m$^{-2}$ at each beam energy.

The steps used to irradiate the specimen to form the carbon layers is as follows. Firstly, using the 1 keV electron beam a 3.5 kX image of the specimen was acquired in standard SE mode. The resultant 100 $\mu$m $\times$ 90 $\mu$m image of the specimen was examined and found to be free from surface damage and debris. Next, the reduced raster scanning window was set to a 5 $\mu$m $\times$ 5 $\mu$m surface area and moved to the
left side of the field of view (FOV). Once in position, the live image scanning was enabled and irradiation of the 1-1 area began. This region of the specimen was irradiated for a total of 431 seconds and once complete the raster window was moved down by $\sim 10 \, \mu m$. The specimen was then irradiated for a further 1293 seconds. Once the second region (1-3) was irradiated, the raster window was moved down by $\sim 10 \, \mu m$ once more and the specimen was irradiated for a further 2155 seconds. On completion of the third irradiation (1-5), a quick scan image (of low dwell time) of the specimen at 3.5 kX was acquired. From this image the placement of the 1 keV irradiated regions was checked and the placement of the next irradiation set was determined.
At this point the primary electron beam energy was increased to 3 keV and allowed approx. one minute to settle before commencing irradiation. The 1 keV layer generation process was repeated at all other beam energies, at adjusted irradiation times to account for differences in primary beam current. The beam settings were not adjusted during the experiment having been optimised before hand. Upon completion of the experiment, the beam energy was set to 3 keV and a high resolution SE image of the deposited layers was acquired. Also acquired was a low magnification fast scan image of the layers along with the features etched into the Si specimen. The irradiation times for each region were determined prior to the experiment using the charge-dose calculations (given in section 4.1.2), which are given in Table 4.2. Images of the deposited carbon layers are displayed in Figure 4.3.

<table>
<thead>
<tr>
<th>Beam Energy (keV)</th>
<th>Beam Current (pA)</th>
<th>Irradiation Dose (nC·µm$^{-2}$)</th>
<th>Irradiation Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>58</td>
<td>1, 3, 5</td>
<td>431, 1293, 2155</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>1, 3, 5</td>
<td>500, 1500, 2500</td>
</tr>
<tr>
<td>5</td>
<td>49</td>
<td>1, 3, 5</td>
<td>510, 1530, 2550</td>
</tr>
<tr>
<td>12</td>
<td>47</td>
<td>1, 3, 5</td>
<td>532, 1596, 2660</td>
</tr>
<tr>
<td>20</td>
<td>53</td>
<td>1, 3, 5</td>
<td>472, 1416, 2360</td>
</tr>
<tr>
<td>30</td>
<td>60</td>
<td>1, 3, 5</td>
<td>417, 1251, 2085</td>
</tr>
</tbody>
</table>

Table 4.2: Irradiation parameters for carbon layer formation.

4.2 Characterisation of carbonaceous contamination

This section describes the methods used in the analysis and characterisation of contamination deposits (HIM and SEM). The topographical information of the surface (e.g. roughness and deposition volume) was revealed by AFM.

4.2.1 Atomic force microscopy

We used an Asylum MFP-3D AFM (Oxford Instruments) for the morphology experiments. With a lateral resolution of 0.1 nm, it was ideal for morphology characterisation as the minimum height of the contamination was significantly greater
than this minimum detectable value. The analysis was carried out in “non-contact” mode. In this mode the region of the specimen, containing either the contamination profiles or carbon layers, is brought to a set height below the AFM probe (< 1 nm). The probe is then oscillated close to its resonant frequency and raster-scanned across the specimen surface by planar movements of the specimen stage. The change in specimen topography will alter the probe-surface gap, the variation of which influences the frequency and amplitude of the oscillating probe. A laser beam deflected off the supporting cantilever registers these changes on a sensitive photo-diode. A feedback loop between the photo-diode and the positioning of the specimen stage, ensures that the specimen is moved vertically, in “real-time”, to compensate for the interaction variations experienced by the probe. As such the set height remains the same during the scan and the vertical movement of the specimen stage, required to maintain the set gap, is registered as the height of the specimen feature at a particular point in the scan. Images of the specimen are subsequently reconstructed from all the registered force interactions experienced during the scan. The lack of contact between the probe and specimen prevents any physical alteration of the contamination profiles, or carbon layers. A illustration of the optical-cantilever detection system used in this type of AFM is given in Figure 4.4.

Monolithic silicon probes, with a tip radius of curvature of < 10 nm, were used in the AFM experiments. The type of probe chosen was suited to measure features
over 200 nm in height, due to its “on-scan” angle and long cantilever configuration. The probe also had a reflective Aluminium coating which offered increased measurement sensitivity. Full specifications of the probe, (Budget Sensors, Tap 190 Al-G), are given in Table 4.3.

<table>
<thead>
<tr>
<th>Probe: Tap 190 Al-G</th>
<th>Typical Values</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resonant Frequency</td>
<td>190 kHz</td>
<td>± 60 kHz</td>
</tr>
<tr>
<td>Force Constant</td>
<td>48 N/m</td>
<td>20 - 100 N/m</td>
</tr>
<tr>
<td>Cantilever Length</td>
<td>225 µm</td>
<td>± 12 µm</td>
</tr>
<tr>
<td>Mean Width</td>
<td>38 µm</td>
<td>± 12 µm</td>
</tr>
<tr>
<td>Thickness</td>
<td>7 µm</td>
<td>± 1 µm</td>
</tr>
<tr>
<td>Tip Height</td>
<td>17 µm</td>
<td>± 2 µm</td>
</tr>
<tr>
<td>Tip Set Back</td>
<td>15 µm</td>
<td>± 5 µm</td>
</tr>
<tr>
<td>Tip Radius</td>
<td>&lt; 10 nm</td>
<td>N/A</td>
</tr>
<tr>
<td>Coating</td>
<td>Aluminium Reflex</td>
<td>N/A</td>
</tr>
<tr>
<td>Half Cone Angle</td>
<td>20° - 25° along cantilever axis</td>
<td>25° - 30° from side</td>
</tr>
</tbody>
</table>

Table 4.3: AFM probe specifications.

A typical AFM analysis session was carried out as follows. Firstly, the etched Si wafer specimen containing the contamination profiles, and the carbon layers, was fixed to a glass slide and mounted on the AFM stage. The AFM probe was mounted into a custom holder, which was then fitted to the scanning head of the microscope. The sensing laser was switched on and directed towards the AFM cantilever. The position of the laser on the cantilever was adjusted such that the reflected light was optimised at the photo-diode. At this point, the probe was tuned and its resonant frequency noted. Next, the region of interest of the specimen was brought underneath the AFM probe, by an X and Y adjustment of the specimen stage. The probe was then lowered by a downward adjustment of the scanning head. On lowering the probe, the instrument’s proximity detection circuitry was automatically turned on. It enabled an audible warning when the probe was near the scanning position. The final probe-surface gap was then set-up by fine adjustment of the scanning head. This was done with aid from the instrument’s sensing circuitry, which detected the attractive force interactions between probe and specimen. Once in position, a 50 µm × 50 µm low resolution scan of the surface was initiated. This revealed the position of the contamination profiles,
and carbon layers, and once known, a high-resolution (256 px × 256 px) mapping scan was initiated.

4.2.2 Chemical characterisation

The composition of the beam-induced contamination deposits was studied by EDX in a SEM and EELS in a TEM.

4.2.2.1 Energy dispersive X-ray spectroscopy

For the EDX analysis, we used an Oxford Inca X-Max-20 mm X-ray detector and an “EDAX Quantum” X-ray detector attached to a Carl-Zeiss ‘Ultra’ SEM and an “FEI Titan” TEM, respectively. In the SEM, the working distance (WD) was set to 8 mm, which is the optimum WD for the EDX detector to receive a sufficient number of X-ray photons. The contaminated regions of the Si substrates were irradiated at an energy greater than the activation energy for the characteristic X-rays from the expected contamination materials (for carbon $K_\alpha = 277$ eV and oxygen $K_\alpha = 525$ eV) and Si ($K_\alpha = 1.74$ keV) from the specimen substrate. The entire $30 \mu m^2$ contamination areas were raster scanned by the electron beam to collect the EDX spectra. A background spectrum of the Si sample was also generated for comparison to the contaminated regions.

Chemical analysis in the TEM was conducted with a 300 keV electron beam. The experiment was carried out, as follows, in less than 24 hours after the preparation of the lamellae specimens. Details of the lamella specimen preparation can be found in Appendix A. The lamella of the carbon layer was mounted in a double-tilt holder and placed into the microscope. Spot size three was chosen for illuminating the specimen and with the magnification set to 1 kX the lamella was centred in the view-screen. The magnification was then increased to 50 kX and the microscope was set to eucentric focus, i.e. the objective focus was set to the eucentric plane. The height of the specimen was adjusted with the Z-axis of the stage until it was positioned at the eucentric plane. At this point the specimen was in focus portraying minimum contrast. The Si region of the specimen was centred in the beam and the microscope was set into diffraction mode. In this mode, the Kikuchi lines in the specimen were revealed and the specimen was tilted until the
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nearest low order zone axis was brought into alignment with the normal axis of the electron beam. The microscope was switched back to TEM mode, the EDX detector was inserted into position and the specimen checked to ensure it was still at the eucentric focus position. The microscope was then switched to Scanning Transmission Electron Microscope (STEM) mode and a high-resolution image of the Si-C interface, at 500 kx, was acquired. Using the EDX controls, a ten-point line profile, of \( \sim 250 \) nm in length, was drawn over the region of interest in the specimen image. The region of interest started in the Si substrate, passed through the carbon layer and into the protective layers. An EDX spectrum was collected from each point in the line, with the dwell time of each point optimised to attain sufficient detector counts (\( < 2 \times 10^4 \) counts per second (cts.s\(^{-1}\)) for Si and \( \sim 300 \) cts.s\(^{-1}\) for the carbon layer). A spectrum was saved at each point and complied in a single file for later analysis.

4.2.2.2 Electron energy loss spectroscopy

EELS spectra were recorded by a Gatan Tridiem EELS Spectrometer attached to the FEI Titan TEM. The experiment was carried out first on the pre-loaded lamella for the carbon layer, immediately after the EDX analysis. The specimen was preset to the eucentric position and the beam optimised. The microscope was switched into EELS mode and the convergence angle of the beam was noted at 10 mrad. The specimen was moved out of the beam path and the Zero Loss Peak (ZLP) was measured using an acquisition time of 0.01 s. This short acquisition time was selected in order to prevent damage to the detector. An energy resolution of 1.15 eV was later determined from the full width half maximum (FWHM) of the ZLP. The specimen was re-centred in the beam and a ten second EELS spectrum was acquired from a single point in the carbon region. This spectrum was taken to check the presence of Si in the carbon layer. The energy loss of this Si-EELS spectrum ranged from 70 – 172.4 eV as the Si-L\(_{2,3}\) edge onset was positioned at 99 eV. A second identical EELS spectrum was acquired from carbon region of the specimen. This spectrum was taken to determine if the concentration and type of carbon bonds present in the carbon layer. The energy loss of the C-EELS spectrum ranged from 240 – 342.4 eV with the C-K edge onset positioned at 284 eV. Each spectrum was collected using 2048 channel detector with a dispersion of 0.05 eV per channel.
4.2.3 Electrical characterisation

The electrical properties of the e-beam induced carbon layers were characterised by two-point probe measurements. A Si wafer specimen with a 300 nm thick SiO$_2$ surface layer was chosen for the experiment. The insulation was required to prevent conduction through the Si during the measurements. A series of Au-Ti contacts were deposited on top of the SiO$_2$, by e-beam lithography and metal evaporation processes. Between the contacts gaps of 5 – 20 µm were generated, across which the carbon layers would later be grown.

As the Au-Ti contacts present on the surface could easily be damaged by aggressive cleaning methods, an alternative method was required. This was achieved by first placing the specimen in 10 ml of acetone and ultra-sonically cleaning it for one minute. Next it was placed into 10 ml of isopropyl alcohol and ultra-sonically cleaned for a further minute. Lastly, it was placed in 10 ml of di-water for a ten minute ultra-sonic clean. Once the wet cleaning steps were complete, the specimen was removed from the di-water and immediately blown dry (with compressed N$_2$). It was then fixed to an SEM stub, placed into a plasma cleaner and exposed to an Argon-Oxygen (75:25) plasma for ten minutes.

Once clean, the specimen was irradiated in the SEM to form carbon layers across the contacts. This was in the same manner described in section 6.1, however the Au-Ti contacts were centred in the FOV and the irradiation delivered with full frame scanning. Carbon layers were formed at 3, 5, 12 and 30 keV, the full deposition parameters for which are outlined in Table 4.4.

<table>
<thead>
<tr>
<th>Beam Energy (keV)</th>
<th>Beam Current (pA)</th>
<th>Irradiation Dose (nC·µm$^{-2}$)</th>
<th>Irradiation Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>58</td>
<td>21</td>
<td>50400</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>24</td>
<td>59400</td>
</tr>
<tr>
<td>12</td>
<td>49</td>
<td>8.5</td>
<td>21600</td>
</tr>
<tr>
<td>30</td>
<td>47</td>
<td>15</td>
<td>7560</td>
</tr>
</tbody>
</table>

Table 4.4: Carbon layer deposition parameters for electrical characterisation.

After deposition, the SiO$_2$ specimen was mounted to the electrical characterisation apparatus. This consisted of an optical microscope (Olympus BX51M) with a
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Figure 4.5: (a) Nano-manipulator probing set-up. (b) 30 keV carbon layer deposited across Au-Ti contacts prior to electrical characterisation.

4.3 SE imaging of two-dimensional materials

4.3.1 Optimization of the probe size for SE imaging

To obtain an optimized SE image and minimal probe size, both astigmatism and focus need to be adjusted properly. The astigmatism of the obtained SE images can be evaluated from the corresponding 2D Fast Fourier Transformation (FFT) pattern [172], as shown in Figure 4.6. When the image is free of astigmatism (Figure 4.6 (a)), the FFT pattern shows an isotropic bright circular spot in the
center (Figure 4.6 (b)). However, if the image has astigmatism (Figure 4.6 (c)), the FFT pattern will become an ellipse (Figure 4.6 (d)). Therefore, by monitoring the isotropy of the FFT pattern, the astigmatism in the image can easily be judged.

![Figure 4.6: (a) A 0.5 keV SEM image that is free of astigmatism. (b) The corresponding FFT pattern of Figure 4.6a. An isotropic bright spot can be observed in the center. (c) A 0.5 keV SEM image that has obvious astigmatism. (d) The corresponding FFT pattern of Figure 4.6c. The spot in the center becomes an ellipse.](image)

To evaluate the focusing state of the image, the observer first establishes an approximately in-focus state of the SE image. The image focusing is then tuned from an under-focused state to an over-focused state, going through the in-focus state. For example, HIM images (35 keV) of a graphene edge under different beam focusing conditions are shown in Figure 4.7. The first image obtained is the approximately in-focus image showing a sharp graphene edge, as presented in Figure 4.7 (e). The image field of view was set to 300 nm and pixel resolution to 2048 × 2048. This gave a pixel size of ~0.15 nm. The focusing state was then changed around Figure 4.7 (e). In an over-focused state (Figure 4.7 (a)) the graphene edge was blurred. The graphene edge gradually became clear as the beam approached
Figure 4.7: 35 keV HIM images of a high contrast graphene edge. (a) to (i) show that as \( f \) (the ‘working distance’ read from the microscope) decreases, the observed graphene edge changes from noticeably blurred to sharp, then becoming blurred again.

The beam probe size can be evaluated from the line intensity profile across the high contrast graphene edge. Taking Figure 4.7 (e) as an example: the white dashed line across the edge corresponds to the rapid intensity decrease shown in Figure 4.8 (a). Probe size is defined as the distance between 25% and 75% of the SE intensity near the edge, extracted using Image J software [8]. It gives a probe size of \( 0.9 \pm 0.1 \) nm. The focusing deviation (\( \Delta f \)) is defined as the difference in “working distance” (read from the microscope) between the present image and the in-focus image. The relationship between beam probe size and \( \Delta f \) can be evaluated by plotting their correlation, as shown in Figure 4.8 (b).

The same process was performed for the SEM images for measuring the optimized probe size at different e-beam energies. The correlation between the electron
Figure 4.8: (a) Intensity profile of the dashed line in Figure 4.7 (e) that comes across the graphene edge. An optimized probe size of $0.9 \pm 0.1$ nm can be extracted from the profile. (b) The evolution of beam probe size with the change of $\Delta f$. (c) The relationship of beam probe size with the beam energy.

probe size and the beam energy is shown in Figure 4.8 (c). The electron probe size monotonously decreases from $2.7 \pm 0.2$ nm to $1.6 \pm 0.1$ nm as the e-beam energy increases, from $0.5$ keV to $20$ keV. The smallest e-beam probe is almost twice as large as the He$^+$ probe ($0.9 \pm 0.1$ nm).

4.3.2 SE contrast analysis

Topographical contrast due to substrate roughness ($< 0.1$ nm) in the SE imaging can be neglected. The material contrast as well as the crystal orientation effect (channeelling effect) are also negligible in these investigations, as the composition of the Si wafer is uniform and exhibits single-crystal nature.

The SE contrast as well as the effect of beam-induced contamination on SE imaging was evaluated by determining the contrast of regions of interest. The relative contrast between the contaminated regions and the substrate is defined by Equation 4.1.

$$R_C = \left( \frac{I_B}{I_C} - 1 \right) \times 100\%$$  \hspace{1cm} (4.1)

where $R_C$ is the relative contrast, $I_B$ is the average intensity of the background Si and $I_C$ is the average intensity for the contaminated region.

For accurate contrast measurements, high-resolution SE images of the contamination regions were gathered under $5$ keV e-beam energy and in-lens mode in a Carl-Zeiss Ultra, SEM. The images were subsequently analysed with image processing software, Image J. The average values for the mean pixel intensity for the $I_C$ and $I_B$ were thus measured and the relative contrast values were calculated.
Subsequently, values for contrast were plotted with mean contamination heights against the irradiation dose to check its effect on contamination formation by electron and He$^+$ ion irradiation.

### 4.3.3 Collection of SE image and spectrum from graphene samples

SE images of few-layer graphene were obtained in SEM (Carl Zeiss Supra and FEI Strata DB235) and HIM (Carl Zeiss Orion Plus). SEM images were acquired using an electron beam energy range of 0.5 keV to 20 keV. A small aperture (10 µm) was used to minimise irradiation damage [173]. The beam current varied from 5 pA to 20 pA over the employed beam energy range. The irradiation dose of each scan varied from $\sim 3 \times 10^{13}$ to $\sim 1.2 \times 10^{14} \text{ e}^- \cdot \text{cm}^{-2}$. Graphene emitted SEs were collected by an in-lens detector. This collection method was used to minimise the influence of back-scattered electrons and chamber generated SEs, in the acquired images and spectra. All collection parameters were kept constant during the experiment (working distance: 4 mm; magnification: 2500×; resolution: 1024×768 pixel; scanning time: 26 s) and base chamber vacuum was recorded at $\sim 2 \times 10^{-5} \text{ mBar}$.

In HIM the beam energy was kept constant at 30 keV for image acquisition. The working distance was fixed to 10 mm and the field of view to 80 µm. An Everhart-Thornley detector collected graphene SEs, along with a negligible amount of back-scattered ions. A 1 pA beam current was used for imaging. This delivered an irradiation dose of $\sim 5 \times 10^{11} \text{ ions/cm}^2$ per scan, thus minimising the amount of scan induced defects [8]. When imaging graphene on an SiO$_2$/Si substrate the instruments electron flood gun was activated. Using flood energy of 500 eV and a flood time of 10 µs, the positive charges introduced by He$^+$ ion irradiation were neutralised. Base chamber vacuum was recorded at $\sim 2 \times 10^{-5} \text{ mBar}$.

Measurement of graphene SE energy spectra, in SEM and HIM, was carried out using a home-built energy filter. A TEM grid - with periodic holes of $\sim 0.2 \text{ mm}^2$ in area - was placed above the graphene sample. The spacing between graphene and the top of grid was maintained at $\sim 1 \text{ mm}$. With the graphene sample connected to ground, a negative voltage of 0 V to -10 V was placed on the grid using a voltage source meter. SEs with an energy lower than the grid potential were prevented.
from reaching the detector during image acquisition and were thus filtered out. By differentiating the measured grid voltage – SE intensity curve, an SE spectrum was obtained.

4.3.4 Evaluation of graphene SE yield

A simple method was used to evaluate the SE yield of freestanding graphene. Figure 4.9 (a) shows a SEM image of monolayer graphene on an etched Si substrate (etched holes: diameter $\sim 2 \, \mu m$, depth $> 10 \, \mu m$). Some of the holes were covered by the freestanding graphene, i.e. the hole on the left of the image. An uncovered hole is treated as an ideal Faraday cup. Due to its large depth few SEs and BSEs can escape when irradiated, thus enabling the measurement of primary beam current. The current measured on irradiation of freestanding graphene is smaller than the primary beam current. This is due to the generation of SEs and BSEs during the beam-graphene interaction (Figure 4.9 (b)). As a result, the total electron emission yield $\sigma_g$ of freestanding graphene - which contains contributions from both SE emission ($\delta_g$) and BSE emission ($\eta_g$) - can be obtained and is given by:

$$\sigma_g = \delta_g + \eta_g = 1 - \frac{i_g}{i_p} \quad (4.2)$$

The casino simulation presented in Figure 4.9 (c) shows BSE yield for freestanding graphene irradiated with a primary electron beam energy of 0.2 to 20 keV. Electron beam energies higher than 1 keV show a low yield of $< 0.5 \%$, which as a result can be ignored. The extracted SE yield, shown as the red squares in Figure 4.9 (d), has a high value ($\sim 120\%$) for a low e-beam energy of 0.2 keV. With the increase in beam energy SE yield decreases becoming $< 10 \%$ above 5 keV. At 5 keV the SE yield of SiO$_2$ is $\sim 1$ [174], therefore the SEs which are generated in an SiO$_2$ substrate diffuse into graphene and dominate the SE emission from supported specimens.

For the HIM irradiation process, the back-scattered ion coefficient can be calculated by the stopping and range of ions in matter (SRIM) simulation. This shows a much smaller value ($10^{-5}$ at 30 keV He$^+$ ion beam energy) and can also be ignored. Therefore the total yield measured can be regarded as the SE yield. Shown
as the blue circles in Figure 4.9 (d), the SE yield in HIM is much higher than that generated in SEM and slightly increases with the increase of He$^+$ ion beam energy.

For the SE yields of the freestanding graphene and the substrate which are used in Equation 5.6 in the layer dependence of graphene SE contrast and work function extraction, Chapter 5.4.3, we simply measured their grey values in the SE images obtained under the same imaging conditions (working distance of 4 mm, brightness and contrast of in-lens detector settings were 50% and 38% respectively). Their ratio is the value of $\frac{\delta g(E_p)}{\delta s(E_p)}$ and is used to calculate SE contrast.

**Figure 4.9:** a, A 5 keV SEM image shows the existence of a hole and free-standing graphene. b, Diagram of graphene yield measurement. c, BSE yield of free-standing monolayer graphene calculated by casino simulation. d, SE yield of a monolayer graphene in both SEM and HIM measurements.

### 4.3.5 Statistics of graphene SE contrast

SE contrast of graphene was investigated in different microscopes. These included a Carl Zeiss Ultra SEM with the in-lens detector, an FEI Strata DB235 SEM with a through-the-lens (TLD) detector (similar to the in-lens detector), and a Carl Zeiss Orion Plus HIM.

The majority of the statistical contrast experiments were conducted using the Carl Zeiss Ultra SEM, operated at 5 keV primary beam energy and a 4 mm WD. 158 graphene samples were measured in total. The measured samples included 60
monolayer, 62 bilayer, 22 trilayer and 14 quad-layer flakes. The distributions of the corresponding SE contrast are shown in Figure 4.10. The SE contrast of each graphene layer obeys a Gaussian distribution, indicating that each \( n \)-layer graphene will have a certain contrast value.

![Graphene contrast distribution](image)

**Figure 4.10**: All the samples were imaged under the irradiation of a 5 keV electron beam. 60 monolayer, 62 bilayer, 22 trilayer and 14 quad-layer graphene samples were measured.

Also measured were eight of these samples in another SEM (FEI Strata D235). The imaging parameters, such as beam energy, working distance, etc., were kept the same. The results, shown in Table 4.5, reveal that the two different microscopes gave similar SE contrast for the same samples.

The statistical result of graphene contrast in HIM is shown in Table 4.6. 10 individual graphene samples were measured in total. These included six monolayer, two bilayer and three trilayer flakes. The imaging parameters selected were, 30 keV primary beam energy, 500 eV flood energy and 50 \( \mu \)s flood time (to generate a charge neutralized surface). The average contrast for the three different graphene layers are \( \sim 0.17 \), \( \sim 0.13 \) and \( \sim 0.09 \) respectively. Therefore the same graphene layer thickness also reflects the same charge neutralized SE intensity in HIM.
4.4 Raman investigation of carbonaceous contamination

4.4.1 Raman mapping

The optical properties of the carbon layers were characterised by Raman mapping spectroscopy. From this analysis, the Raman enhancing properties of the carbon layers as a function of carbon volume and carbon $I_D/I_G$ ratio, could be determined.

The instrument used for the mapping experiments was a Witec Alpha 300R, confocal micro-Raman imaging instrument. It is based on 180° Raman scattering i.e. the excitation and the backscattered light is delivered and collected though a single lens. The scattered light is first passed through a notch filter, to remove
the Rayleigh portion. From there it enters a spectrometer and is separated into its individually scattered wavelength components, before being focused on to an ultra-fast CCD detector with integration times as low as 0.76 ms per spectrum.

For the Raman mapping analysis, Ar and HeNe lasers with excitation energies of 532.1 nm and 633.0 nm were used. The output power of each laser was $\sim$3 mW, 10% of which was delivered to the specimen (300 $\mu$W). An 100X objective lens gave a laser probe of 300 nm and a diffraction grating of 600 lines/mm established a energy resolution of $\sim3$ cm$^{-1}$. The scanning stage was piezo-driven and had a step resolution of 250 nm in the X and Y directions.

The mapping of the carbon layers was first conducted with 532 nm laser excitation, and implemented as follows. Firstly, the power of the laser delivered to the specimen was checked with a hand-held laser meter (measuring 300 $\mu$W). The Si specimen was then mounted on a standard glass slide and placed on the instrument stage. Using a low magnification objective, 20 X, the deposited region of the specimen was brought into the FOV. The microscope magnification was set to 100 X, the layers centred and brought into focus. A 35 $\mu$m x 35 $\mu$m frame was then drawn around the 1 – 5 keV layers and a sequential Raman map initiated. The
mapping frame consisted of 140 lines and in each line there were 140 points. At each point a Raman spectrum, with integration time of \( \sim 125 \text{ ms} \), was acquired. On completion of the map a total of 19,600 Raman spectra were collected and compiled into a single data file. From this file, images of the specimen surface, with respect to the intensity of a particular Raman shift, were generated. From these images, point specific Raman spectra were extracted for correlative AFM-Raman analysis. This process was then repeated for the 12 - 30 keV carbon layers.

To compare the Raman enhancing properties of the carbon layers with respect to excitation energy, a second mapping experiment was carried out using 633 nm excitation. The mapping experiment was carried out in exactly the same manner as the 532 nm experiment however the integration time at each point was reduced by \( \sim 50\% \) (\( \sim 74 \text{ ms} \)). The decision to reduce the scan time was taken in order to overcome suspected issues with CCD detector saturation observed during the analysis of the 532 nm results. The cause of the suspected saturation issue was later discovered and was not related to the integration time. By the time this discovery was made, these layers were destroyed in order to produce TEM lamella for EDX and EELS analysis, so the experiment could not be re-run with the same integration time as the initial 532 nm excitation.

### 4.4.2 Correlative Raman-AFM analysis

In order to quantify the Raman enhancing properties of the carbon layers generated at a single beam energy, a relationship between carbon volume, carbon \( I_D/I_G \) ratio, and the characteristic Si Raman peak intensity was required. Once established, the enhancing properties of carbon layers generated at multiple beam energies could be compared.

To determine the relationship between Si Raman peak intensity and the \( I_D/I_G \) ratio from layers generated at a single beam energy, the extraction of Si and carbon Raman spectral data from locations of known carbon volume was first required. Figure 4.12 shows Raman mapping images displaying variations in the intensity of the carbon Raman band (1100 - 1800 cm\(^{-1}\)), generated from the 3 keV - 5 nC·\( \mu \text{m}^2 \) carbon layer. In Figure 4.12 (a), maximum image intensity has been adjusted so that distinctive points of carbon Raman intensity on the left edge of the layer are revealed, and in Figure 4.12 (b), maximum image intensity has been
adjusted to reveal distinctive points of carbon Raman intensity on the right edge of the layer. A total of 14 distinct points have been identified on each edge. At these distinctive points a Raman spectra is generated by averaging all of the Raman data present within a $2 \times 2$ pixel area. Each pixel in the image corresponds to a specimen surface area of $0.0625 \, \mu \text{m}^2$, thus the area corresponding to each averaged spectrum is $0.25 \, \mu \text{m}^2$. The deposited volume at each distinctive point on the layer edges is the spectral area times the carbon thickness. The height profiles of the left and right edge of the 3 keV - 5 nC$\cdot\mu \text{m}^{-2}$ carbon layer are displayed in Figure 4.12 (c) and (d), respectively. They were extracted from the AFM height profile of the layer, which was referenced to the clean Si surface. The carbon thickness values for the 14 distinct points identified on each edge were picked out manually from their corresponding height profiles. Examples of this manual correlation are given by the arrows labelled as 1, 7, 8 and 14 in each plot and correspond to the same points identified in each of the Raman maps. The scale in the Raman intensity images and the AFM plots assists in the manual correlation process.

Two other carbon layers were generated at 3 keV electron beam energy, at applied doses of 1 nC$\cdot\mu \text{m}^{-2}$ and 3 nC$\cdot\mu \text{m}^{-2}$. The 1 nC$\cdot\mu \text{m}^{-2}$ layer was not thick enough to produce distinctive points of carbon Raman intensity, however the 3 nC$\cdot\mu \text{m}^{-2}$ layer produced nine distinct points from each of its edges. From these points averaged Raman spectra were extracted and were correlated to their corresponding edge heights. The carbon Raman maps of the 3 keV - 3 nC$\cdot\mu \text{m}^{-2}$ layer and its edge thickness profiles can be seen in Figure 4.13.

A total of 46 distinct correlative points were identified from the carbon layers generated at 3 keV. These ranged in thickness from 48 – 190 nm, (or a volume of 0.012 – 0.049 $\mu \text{m}^3$). The Raman spectra corresponding to each point were analysed twice. The first time was to extract the intensity of the characteristic Si peak and the second time to extract the carbon $I_D/I_G$ ratio.

This manual AFM-Raman correlation process was repeated for carbon layers generated at 1, 5, 12, 20 and 30 keV. Due to the lack of distinct points of correlative analysis, the 1 nC$\cdot\mu \text{m}^{-2}$ layer at each beam energy was not used. The 3 nC$\cdot\mu \text{m}^{-2}$ and 5 nC$\cdot\mu \text{m}^{-2}$ layers at each energy produced an average of 40 correlative points at each beam energy.
Figure 4.12: Raman mapping images displaying the intensity of the carbon Raman band (1100 - 1800 cm$^{-1}$) present in the 3 keV 5 nC-$\mu$m$^{-2}$ carbon layer. In (a), image intensity has been adjusted so distinctive points of carbon Raman intensity are revealed on the left edge of the layer, and in (b), image intensity has been adjusted so distinctive points of carbon Raman intensity are revealed on the right edge of the layer. The height profiles of the left and right edges of the layer are displayed in (c) and (d), respectively. Carbon thickness values for distinct points of Raman intensity were picked out manually from their corresponding height profiles. Examples of the Raman-AFM correlation are given by the arrows labelled as 1, 7, 8 and 14 in each plot and correspond to the same points identified in each of the Raman maps.
Figure 4.13: Raman mapping images displaying the intensity of the carbon Raman band (1100 - 1800 cm\(^{-1}\)) present in the 3 keV - 3 nC·µm\(^{-2}\) carbon layer. In (a), image intensity has been adjusted so distinctive points of carbon Raman intensity are revealed on the left edge of the layer, and in (b), image intensity has been adjusted so distinctive points of carbon Raman intensity are revealed on the right edge of the layer. The height profiles of the left and right edges of the layer are displayed in (c) and (d), respectively. Carbon thickness values for distinct points of Raman intensity were picked out manually from their corresponding height profiles. Examples of the Raman-AFM correlation are given by the arrows labelled as 1, 5 and 9 in each plot and correspond to the same points identified in each of the Raman maps.
Chapter 5

A comparative study: contamination formation, imaging and SE spectroscopy in SEM and HIM

Presented in this chapter are the results of a comparative study on the mechanisms of contamination formation, SE imaging and SE spectroscopy in HIM and SEM. For contamination formation, deposited structures were formed on Si specimens and characterised by AFM and EDX. Their effect on SE image contrast was evaluated. For the SE comparison study, firstly, the SE contrast of Ga$^+$ implanted regions in an n-type silicon specimen was analysed. The effects of implantation dose and imaging parameters on image contrast were investigated. These revealed a similar relationship between image contrast, Ga$^+$ density and imaging parameters for both the HIM Everheart-Thornley (ET) and SEM Inlens detectors. Dynamic charging effects were also shown to have a significant impact on the quantification of the HIM and SEM SE contrast. Secondly, we demonstrate that SE imaging can provide sub-nanometer information of a graphene surface and reveal the morphology of surface contaminants. In doing so a quantitative approach to readily obtain the physical size of the surface features was attained. Thirdly, SE imaging has been used in the development of a quantitative technique for effective extraction of graphene work function and layer identification. The measurement of few-layer graphene flakes shows the variation of work function between graphene layers with a precision of $< 10$ meV enabling the identification of up to ten layers from SE contrast. The final section of the chapter details the results on the implementation of an SE energy filter. Developed for use in both the SEM and HIM, it was quantified in terms SE filtering efficiency (eV) and used for the acquisition of energy filtered SE images and the generation of SE energy spectra of graphene and HOPG.
5.1 Contamination formation in HIM and SEM

5.1.1 Morphology of Contamination

In order to determine the effect of He\(^{+}\)-induced contamination on the intensity of the SE signal, the relationship between applied dose and the resultant contamination layer thickness on an un-cleaned Si 100 substrate was first investigated. The Si substrates were first irradiated with a series of predetermined doses; the morphology of deposited contamination films was measured by AFM, followed by high resolution SEM imaging to determine changes in SE intensity. A comparative experiment for electron beam-induced contamination was run in parallel.

Figure 5.1 (a) and (b) are AFM images of the HIM and SEM contaminated regions respectively, showing their topological information. The electron dose is about 10 times as large as the helium-ion dose and the electron beam current is about 10 times as large as that of the helium ion. Average layer thickness for the SEM induced contamination layer is \(\sim1.5\) times greater than that of the HIM induced contamination layer. The edges of the SEM contaminated region exhibit significant wall-like feature, while this is not evident in the HIM-induced region where the
contaminated region looks like a plateau. As discussed in section 2.2, this can be attributed to the large $j' = (\sigma_0 j)/e$ in the SEM case.

SEM images of the contamination built in the HIM and SEM are shown in Figure 5.2 (a) and (b) respectively. The regions of electron-induced contamination are all darker than the uncontaminated silicon substrate. Most of the He$^+$ ion induced contaminated regions are also darker than the substrate, but two regions appear brighter, as indicated by the arrows in Figure 5.2 (a). The SEM contrast and the height of the HIM and SEM contaminated regions are plotted against the beam dose in Figure 5.2 (c) and (d) respectively. It can be seen that an electron dose of 157 pC·µm$^{-2}$ (∼ 20 scans) produced a thin layer of contamination (∼ 1 nm) in the SEM, which was efficient in altering the SE emission and resulted in observable variation in the SE contrast. The contamination height is also shown to have grown almost linearly with electron dose. Also the contrast is observed to saturate at the higher doses (> 500 pC·µm$^{-2}$) as SEs from the underlying Si wafer cannot be seen by the detector, due to the attenuation of the contamination layer with a thickness of 2 nm. Since the mean free path of typical SEs (≤ 50 eV) is about 10 nm and a contrast saturation should appear at a thickness > 10 nm.

In HIM, the contrast and the height do not seem to depend on the dose monotonically. The height of the He$^+$ induced contamination increased with dose initially, then dropped at 60 scans (42 pC·µm$^{-2}$) – potentially due to sputtering – and increased again at 130 scans (91 pC·µm$^{-2}$). The final increase may be due to the topographical modification induced by excessive He$^+$ ion injection and the swelling of the substrate. This might be due to the sputtering of previously formed contamination and substrate swelling of which both are induced by the heavier helium ions. It may also be due to the fact that the HIM chamber is cleaner and the supply of the hydrocarbon molecules is the limiting parameter for the formation of the contamination, i.e. the hydrocarbon molecules are depleted at the lowest dose applied. This can also explain the sputtering of the grown contamination layer surpassed the contamination formation at a dose higher than 25 pC·µm$^{-2}$. It indicates that the HIM imaging may self-clean the carbon contaminants due to the ion sputtering when the supply of the hydrocarbon molecules limits the contamination formation. As shown in Figure 5.2 (c), for low doses (< 50 pC·µm$^{-2}$) the variation of the contamination height correlates to the change in its SE contrast.

To produce an equivalent SE yield, the applied He$^+$ dose was set to one tenth that of the electron dose. In Figure 5.2 (c) and (d) it can be seen that the average
Figure 5.2: (a) 5 keV SEM image showing the contamination formed by He\(^+\) ion irradiation (Beam energy 30 keV; Pixel spacing: 12nm; Dwell time: 10 \(\mu s\)). The squares with differing contrast show the existence of contaminants. The doses used for contamination generation increase from 2.8 pC\(\cdot\)\(\mu m\)^{-2} to 89.6 pC\(\cdot\)\(\mu m\)^{-2} when viewed clockwise from top left to bottom left. (b) 5 keV SEM image showing the contamination formed by electron irradiation (Beam energy 1 keV; Pixel spacing: 12nm; Dwell time: 11 \(\mu s\)). The irradiation doses increase from 31.4 pC\(\cdot\)\(\mu m\)^{-2} to 1004.8 pC\(\cdot\)\(\mu m\)^{-2}, also when viewed clockwise from top left to bottom left. (c) The contrast (red line) and average height (blue line) profiles of the six contaminated areas as function of He\(^+\) ion dose. (d) The contrast (red line) and average height (blue line) profiles of the six contaminated areas as a function of electron dose.

The height of the contamination layers grown up to doses of \(\sim 25\) pC\(\cdot\)\(\mu m\)^{-2} in HIM and \(\sim 250\) pC\(\cdot\)\(\mu m\)^{-2} in SEM, show similar values. SE yield is therefore a significant contributory factor in contamination formation process. As contamination formation in HIM is hydrocarbon limited, quantitative correlation between the beam dose, SE yield and the contamination profile needs further investigation.
5.1.2 The effect of sample treatment

The influence of specimen surface conditions on contamination formation was assessed by creating contamination profiles on the Isopropyl Alcohol (IPA)-treated specimens prior to the irradiation. In this experiment, we chose low doses to avoid the sputtering in HIM (< 45 pC·µm$^{-2}$) and the saturation in SEM (< 500 pC·µm$^{-2}$).

Figure 5.3 (a) and (b) show the SE contrast (observed in SEM) of the contamination layers as a function of the helium-ion dose and the electron dose respectively. For the helium-ion induced contamination, the SE contrast of the IPA cleaned and bare samples both positively correlates with the beam dose, indicating the increase in the contamination volume due to the increase of the dose. For a given He$^+$ dose, a significant reduction in the contamination contrast was observed for the IPA treated samples compared with the bare ones, which suggests a lower amount of contamination being built on the IPA sample. This indicates that the HIM chamber is quite clean and the supply of the hydrocarbon molecules is mainly due to the adsorbed molecules on the sample surface prior to the helium-ion irradiation. The IPA treatment removed some of the adsorbates and thus further reduced the hydrocarbon supply. Both samples exhibit the saturation, i.e. the contrast only weakly increases as the dose increases. The contrast saturation appears at a lower dose for the IPA sample, which matches a reduced supply of hydrocarbons and a cleaner surface.

The IPA (and other organic solvents) treatment has little effect on the contamination formation in the electron-beam irradiation. As shown in Figure 5.3 (b), for each dose, all the samples exhibit similar contrast level and hence the same contrast-dose relationship. This indicates that the SEM environment dominates the supply of the hydrocarbons and the limiting parameter for the contamination formation is the dose.

5.1.3 Composition of contamination

The composition of these contamination layers was determined by EDX. Typical EDX spectra (carbon, oxygen and silicon $K_a$ lines) are shown in Figure 5.4 (a).
The variation of the intensity of the silicon peaks across these samples is negligible. This is because the contamination layer has little effect on the electron-silicon interaction volume (see the Monte Carlo simulation in Figure 5.4 (c) and (d)), which in turn generates the same amount of characteristic silicon X-ray photons. We use the silicon intensity as a reference to evaluate the change in C and O integrated intensities ($I_C$ and $I_O$) which reflect the amount of corresponding elements presents within the analysed volume.

The ratios (e.g. $I_C/I_{Si}$) are plotted as a function of the dose in Figure 5.4 (b). It is evident that for the electron-induced contamination the carbon content increases almost linearly with the electron dose. The oxygen content of the electron-induced contamination increases slightly at low dose ($< 100 \text{ pC} \cdot \mu \text{m}^{-2}$) and then saturates. This suggests the electron-induced carbon polymer contains negligible amount of oxygen. The carbon content of the He$^+$-induced contamination first increases with the increase of the He$^+$ dose and then drops at the highest dose ($\sim 90 \text{ pC} \cdot \mu \text{m}^{-2}$). It corroborates the AFM results that the high He$^+$ dose can indeed sputter away the grown carbon contamination. The oxygen content of the He$^+$-induced contamination keeps constant for all the He$^+$ doses attempted, regardless of the detectable change in the carbon content. This needs further investigation, but it may indicate that the He$^+$-induced contamination contains more oxygen than that of electron-beam induced contamination.
Figure 5.4: Typical EDX spectra collected from beam-induced regions; (b) The carbon and oxygen content in the analysed volume as a function of beam dose; (c) and (d) are Monte Carlo simulations of the electron-sample interaction for EDX detection.

5.1.4 Summary of contamination formation in HIM and SEM

The formation and effect of $\text{He}^+$ beam-induced contamination in a HIM has been assessed in relation to specimen properties and beam parameters. The pre-exposed environments determine the level of hydrocarbons on the specimen surface. The ‘cleaned’ specimens showed a higher SE intensity with an approximate difference of $\sim 250\%$ from the “un-cleaned” specimens. The correlation between the beam dose and the contamination profile has been investigated. When the He$^+$ dose increased from 0.7 to 22.4 pC·$\mu$m$^{-2}$, a decrease in the SE signal and an increase in the contamination height profile was observed. As the dose exceeded 22.4 pC·$\mu$m$^{-2}$ the height of the contamination first dropped off and then increased again. The SE intensity from the most irradiated region is observed to have abnormally increased.

For SEM, beam conditions were selected as to generate an approximately equal number of SEs for inducing the contamination profiles. The observed SE intensities from electron-induced contamination profiles decreased with the increase of electron dose, accompanied by an increase in the average height of the profile. SE intensity is also saturated at higher doses. Unlike HIM, specimen cleaning did not significantly affect the contamination formation in SEM. The specimens in the HIM are also not subjected to the same level of additional hydrocarbon absorption as in the SEM, due to its design (a load port which keeps the chamber at a constant optimum vacuum). The drop and subsequent rise in measured height of
the HIM contamination profiles can be explained in terms of ion sputtering and implantation respectively. Substrate swelling in Si is known to occur at this highest dose regime and the observed increase in SE intensity confirms that it is not a contamination profile \cite{175}. It is also worth noting that in the low dose regimes ($\leq 22.4$ pC·µm$^{-2}$ in HIM and $\leq 250$ pC·µm$^{-2}$ in SEM), the average height of the contamination layers formed in both microscopes show similar values. This similarity is most likely due to the generation of an equivalent number SEs in the presence of adequate hydrocarbon concentrations. A further investigation however on the correlation between the beam dose, SE yield and the contamination profile is required to clarify the characteristics of the He$^+$ ion irradiation.

5.2 SE imaging in SEM and HIM: Imaging modes

In this section, we compare images of Ga-implanted Si samples taken with different HIM and SEM imaging modes and investigate the effects of imaging parameters (beam energy, dwell time, etc.) on the image contrast.

5.2.1 Sample preparation and imaging modes

The samples used for imaging are Ga-implanted silicon prepared via FIB irradiation of a 110 n-doped silicon substrate. The implantation was conducted using a Zeiss-Auriga FIB at a beam energy of 30 kV and a beam current of 50 pA. Nine regions ($20 \times 20$ µm$^2$) of the Si surface were irradiated by the Ga$^+$ beam for a set length of doping time (from 30s to 270s), corresponding to a range of implantation doses ($2.34 \times 10^{15}$ ions/cm$^2$ to $2.11 \times 10^{16}$ ions/cm$^2$). An AFM (Asylum Research MFP-3D$^{TM}$) was employed to characterise the surface morphology of the implanted regions. The Ga concentration was measured using an EDX spectrometer in a Carl Zeiss-Ultra Plus SEM with a 20 keV electron beam. Raman spectroscopy was carried out at atmospheric pressure with a Renishaw spectrometer equipped with a 488 nm laser and 2400 lines/mm grating. A 100 × objective lens was used. The laser spot size was $\sim 1$ µm. Acquisition time was fixed at 1s with 10 accumulations.

HIM images of the implanted regions were recorded using a Micro-Channel Plate (MCP) detector and an ET detector respectively in a Carl Zeiss Orion Plus at 30
keV. SEM images used for comparison were collected by using multiple detectors (e.g. the ET detector, the Energy Selective Backscattered (EsB) detector and the In-Lens detector) equipped with a Carl Zeiss-Ultra Plus SEM working at an acceleration voltage ranging from 0.5 – 5 kV. The sample was cleaned for 10 min using a O$_2$:Ar (1:3) plasma in a Fischione Instruments 1020 plasma cleaner at a chamber pressure of 5 mbar before insertion into the SEM or HIM chamber.

The Stopping Range of Ions in Matter (SRIM) software package [64] was used to simulate He$^+$ and Ga$^+$ ion interaction with the silicon substrate, to generate output plots for ion range (ion depth of penetration into target materials) and straggle (variance of the ion range within target material). The software also tracks ion implantation and material displacement during imaging with ions. CASINO V2.42 software [176] was used for the simulation of the electron interaction.

### 5.2.2 General morphology of the Si sample

FIB implantation results in Ga implantation as well as sample sputtering and damage [177]. Figure 5.5 (a) shows the height and root mean square (RMS) roughness of the implanted regions (extracted from the AFM height map) as a function of the doping time. The height of the implanted region decreases almost linearly in the doping time. For the largest dose used, the depth of the pit is 52 nm. The RMS roughness of the implanted regions is close to that of the untreated Si surface ($\sim$ 0.15 nm) at low doses ($\sim$ 10$^{15}$ ions/cm$^2$) and increases to 1.7 nm for the large doses. Figure 5.1 (b) depicts the dependence of the average intensity of Ga K$_\alpha$ signal in the EDX mapping (the inset image) on the doping time. It is evident that the Ga content in the sample increases linearly with increase in the implantation time, which is consistent with previous reports [178]. The mean projected range of 30 kV Ga$^+$ ions in Si, $R_p$, is 27.8 nm given by the Monte Carlo simulation. Assuming all the ions are retained in the substrate, the peak atomic density of Ga at $R_p$ is,

$$N(\phi_i) = \frac{0.4\phi_i}{\Delta R_p}$$

(5.1)

where $\Delta R_p = 10.3$ nm is the straggle and $\phi_i$ is the dose. The Ga atomic density of the 30s-implanted region is 9.09 $\times$ 10$^{10}$, corresponding to an atomic concentration
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Figure 5.5: The effects of doping time on (a) the AFM height and RMS roughness of the FIB-implanted Si. (b) average intensity of the EDX Ga signal ($K\alpha$) extracted from the EDX Ga mapping (inset image) (c) Raman spectra of the Ga implanted regions indicating dose dependent crystal deformation of 2%. For the highest dose, the Ga concentration is 14%. The Raman spectra of the implanted regions (Figure 5.5 (c)) indicate that the top-layers of these regions are amorphous (the broad band at 480 cm$^{-1}$). Si micro-crystallites may exist in these regions, becoming amorphous as the dose increases, since the intensity of the crystalline Si scattering peak (at 521 cm$^{-1}$) reduces with increasing the Ga$^+$ dose.

5.2.3 Comparison of image contrast

For the HIM and SEM investigation, images of the Ga-implanted amorphous silicon were recorded by using several detectors. The contrast of the implanted region is extracted from the images, which is defined as,

$$C = \frac{(I_d - I_s)}{I_s}$$

where $I_d$ is the image intensity obtained from the implanted region, $I_s$ is the intensity from the substrate adjacent to the implanted region. Figure 5.6 (a) shows images of the nine layers using the detectors in SEM and HIM respectively. The contrast is depicted in Figure 5.6 (b) as a function of the Ga atomic density of the implanted region. For all the implanted regions, HIM-MCP, SEM-EsB and SEM-ET images exhibit positive contrast. This means that the implanted region is brighter than the substrate adjacent to it in these images. The contrast in the SEM-EsB and SEM-ET images is linearly dependent on the Ga atomic density.
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Figure 5.6: (a) Images of the doping contrast using different detectors (acquisition time: 4 - 5 µs) and (b) the relationship between theoretical doping concentration and image contrast. For SEM imaging, the beam energy is 5 keV, dwell time 4.32 µs, working distance 5 mm, field of view 140 µm × 180 µm. For HIM imaging, the beam energy is 5 keV, dwell time 1 µs, working distance 5 mm, field of view 125 µm × 125 µm.

Figure 5.7: Monte Carlo simulation of the electron (a) and ion (b) trajectories respectively in the implanted region (the thickness of the top implanted layer is 30 nm). (c) BSE yield of a 5 keV electron beam as a function of the implanted Ga atomic density calculated by the simulation.

of the implanted region, but the HIM-MCP contrast seems to not vary within experimental uncertainty. The signals collected by the SEM-EsB and HIM-MCP detectors are mainly back scattered particles. The backscattering coefficient is proportional to \(Z^2\) where \(Z\) is the atomic number of the target and it is expected that a heavier Ga target \((Z = 31)\) produces more backscattered particles than a lighter Si target \((Z = 14)\). For the BSEs, our Monte Carlo simulation (see Figure 5.7) shows that the BSE yield, \(\eta_e\), increases linearly from 0.26 to 0.30 when the implantation dose increases from \(2.34 \times 10^{15}\) ions/cm\(^2\) to \(2.11 \times 10^{16}\) ions/cm\(^2\).
The linear dependence of the SEM-EsB contrast on the Ga density can be attributed to the increase in BSE yield, which is dominated by atomic number contrast. The SEM-ET contrast also carries the material information of the sample and linearly depends on the Ga density since a large portion of the SEM-ET signal is composed of SE2s and excited by backscattered electrons (Figure 5.7 (a)). The two linear relationships have different slopes, which might be due to the variation in the BSE angular distribution and the difference between the collection efficiency of the EsB and ET detector systems.

The HIM-MCP detects backscattered He$^+$ ions and the backscattered efficiency [34] is also proportional to $Z^2$, which varies about 10% over the implantation range. The backscattered yield of 30 keV He$^+$ ions in Si is about 0.012, two orders of magnitude smaller than that of a 5 keV electron beam. Thus, atomic number contrast due to the change in Ga density in the implanted regions is buried in noise due to the low overall backscattered yield. This can explain the insensitivity of the HIM-MCP contrast to the Ga density. We note that the implanted regions are much brighter than the substrate, despite the insensitivity to the Ga density. This may be attributed to the de-channeling of the ions in the top amorphous layer, which increases the backscattered yield of the implanted regions compared with the 110 crystalline Si. Note that very thin surface layers were reported to result in strong contrast due to de-channelling in HIM [179].

The SEM-InLens contrast of the implanted region has negative values and decreases monotonically with increasing the Ga atomic density (see Figure 5.6(b)). Typical Ga dopant contrast would be expected to result in positive contrast even in SEM-InLens images if the silicon crystallinity was largely preserved as Ga is a p-type dopant. The negative and hence reversed contrast observed here, points again to a strong role of the amorphous surface layer on the contrast. The HIM-ET contrast shows a similar dependence, while the sign of the HIM contrast changes from positive to negative as the Ga density increases (i.e. contrast reversal). Contrast reversal has been observed in SEM-InLens imaging of insulators by varying electron beam energies [49, 180]. The similarity between HIM-ET and SEM-InLens imaging indicates that they share the same contrast mechanism. It has been shown that the dominant SEM-InLens signal is the SE1 component which is excited directly by the primary beam [45]. In the HIM, the low He$^+$ backscattering efficiency results in negligible SE2 contribution to the HIM-ET imaging and the dominant signal for the HIM-ET detector is also SE1.
5.2.4 Contrast reversal in SE imaging

To understand the contrast reversal, we first investigate the effects of beam energy on the SEM-InLens images. Figure 5.8 (a) shows the images collected through a range of beam energies (0.5 - 5.0 keV) and at a fixed dwell time per pixel of 4.32 µs. The contrast is depicted as a function of the beam energy in Figure 5.8 (b). The contrast decreases and reaches negative values as the beam energy $E_p$ increases and contrast reversal occurs for all the implanted regions. However, the contrast reversal appears at a lower $E_p$ for the implanted regions with a higher Ga density. The difference between the contrast of the implanted regions appears to be more significant as the beam energy increases. The contrast also varies with the dwell time. Figure 5.9 (a) is composed of the images collected with a fixed beam energy of 0.5 keV and a dwell time in the range of 0.54 - 4.32 µs, and the corresponding contrast is shown in Figure 5.9 (b) as a function of the dwell time. It is evident that the contrast increases with increasing dwell time. For the most heavily implanted regions (Ga density $> 2.7 \times 10^{21} cm^{-3}$), contrast reversal occurs because of changing the dwell time. As shown in Figure 5.9 (c) and (d), the dwell time has similar effects on the HIM-ET imaging. The HIM-ET contrast also increases with increasing dwell time and contrast reversal is observed for the implanted regions with a Ga density $> 9 \times 10^{20} cm^{-3}$.
It is known that SEM contrast changes with imaging conditions and sample charging has been proposed for the mechanism of contrast reversal [181, 182]. To understand the SEM-InLens contrast observed in our experiment, we sketch the dependence of SE yield on the beam energy, i.e. $\delta(E_p)$ in Figure 5.10 (a). The amorphous region has a smaller work function than that of the crystalline silicon [183] and hence a larger peak SE yield compared with the Si substrate. The mean free path of SEs also varies with the Ga density, and the SE escape depth varies accordingly. In terms of i.e. $\delta(E_p)$, we speculate the amorphous region behaves more like an insulator [26], which means i.e. $\delta(E_p)$ has a narrower peak and shifted towards lower beam energy as the Ga density increases. When the implanted region has the same SE yield as the substrate, the contrast of the region is 0. We assume the SE yield is i.e. $\delta_{Si}$, $\delta_h$ and $\delta_l$ for the substrate and the regions with a high and low Ga density respectively, and the beam energy is $E_h$ when $\delta_{Si} = \delta_h$. We define $E_l$ in a similar way, e.g. $E_l$ is defined as the primary beam energy at which $\delta_{Si} = \delta_l$. When the beam energy, $E_p$ is lower than $E_h$, the contrast of the implanted region is positive since $\delta_h > \delta_{Si}$. When $E_h < E_p < E_l$, the contrast of the high-Ga region becomes negative and contrast reversal happens. When the beam energy increases to a value larger than $E_l$ (at which $\delta_l = \delta_{Si}$), all the implanted regions exhibit negative contrast. Figure 5.10 (a) also explains the decrease of the contrast in the beam energy observed in Figure 5.8 (b) since the ratio of $\delta_{h,l}/\delta_{Si}$ decreases as the beam energy increases.

The charging effects may play the key role in the dwell-time effects shown in Figure 5.9 (a) and (b). The amorphous Ga-implanted regions have limited electrical conductivity and thus charge accumulation occurs when irradiated by a charged-particle beam. For a 0.5 keV electron beam, the electron range is smaller than the thickness of the amorphous layer (see Figure 5.7 (a)). Therefore, the charging behaviour of the Ga implanted region is solely determined by the properties of the top amorphous layer, irrelevant to the underneath Si substrate. As shown in Figure 5.10 (b), if the beam energy $E_p$ is in the range of $E_h < E_p < E_l$, $\delta_h < \delta_{Si} < \delta_l < 1$ and the high-Ga and low-Ga regions have a negative and positive contrast respectively. For the high-Ga region, the landing energy of the primary beam reduces as negative charges build up in the region ($\delta_h < 1$). For a coarse approximation, we treat the region as an ideal insulator and the charging stops when the SE yield becomes unity (the red arrow in Figure 5.10 (b)). A larger dwell time results in more negative charges accumulated in the surface layer, lowering the landing energy of the electron beam. Consequently, a beam of lower
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**Figure 5.9:** (a) SEM-InLens images taken with different dwell times (in s) and a fixed beam energy of 0.5 keV. (b) The SEM-InLens contrast as a function of the dwell time. (c) HIM-ET images taken with different dwell times (in µs) and a fixed beam energy of 35 keV. (d) The HIM-ET contrast as a function of the dwell time.

![Graphs showing SE yield and charging effects]

**Figure 5.10:** The SE yield as a function of the primary electron beam: $E_h$ and $E_l$ are the two beam energies where $\delta_h = \delta_{Si}$ and $\delta_l = \delta_{Si}$ respectively. (b) The charging effects in the implanted regions: The landing energy of the electron beam decreases as the dwell time increases when $\delta < 1$ for an insulator sample.
landing energy produces a larger $\delta_h$. The contrast reversal occurs when $\delta_h > \delta_{Si}$. For the low-Ga region, $\delta_l$ increases but $\delta_l > \delta_{Si}$ during the charge process and the contrast of the low-Ga region is positive which increases with increasing dwell time. We note that the presence of a native oxide layer of varying thickness usually covers silicon surface. This may cause non-uniform charging of the substrate and the grey levels are hence not constant across the substrate. The typical thickness of the native oxide is $< 1$ nm [184], which is much smaller than the 0.5 keV beam range. Therefore, the variation in $\delta_{Si}$ due to charging may not be as significant as the implanted regions.

However, the $\delta(E_p)$-related charging effects cannot directly be applied to the HIM-ET contrast reversal shown in Figure 5.9 (c) and (d) where the contrast increases with increasing dwell time. This is because the SE yield in HIM is much larger than unity [185] and the charging effects would cause a continuous decrease in contrast when the dwell time increases and the SE yield of the implanted regions decreases towards unity. As shown in Figure 5.7 (b), most of the He$^+$ ions penetrate the top insulating implanted layer and the charging of the top layer is mainly due to the emission of SEs. The positive charges built in the layer reduces the SE emission and are responsible for the observed negative contrast. As the dwell time increases, the amount of the positive charges will reduce due to diffusion to the underneath Si substrate and thus the contrast increases, i.e. the implanted region appears less dark and the magnitude of the contrast decreases. The charge diffusion is more significant for the low-Ga region because it has a lower degree of damage induced by the Ga implantation. This may be responsible for the positive HIM contrast of the lowest-Ga region and the contrast reversal for the region next to it in Figure 5.9 (c). Hence the HIM-ET contrast reversal is a good indicator of limited charge mobility due to implantation damage. To avoid distortions of the implantation profile due to charging long dwell times are recommended.

### 5.2.5 Summary of the effects of imaging parameters on image contrast

Amorphous Ga-implanted Si regions were prepared on a Si substrate by using Ga$^+$ FIB irradiation. The Ga atomic density in each 30-nm-thick implanted region varies from $9.1 \times 10^{20}$ cm$^{-3}$ to $8.1 \times 10^{21}$ cm$^{-3}$. Images of the regions were collected by using the InLens, ET, EsB detectors in a SEM as well as MCP and ET
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detectors in a HIM. The SEM-EsB and ET images show materials contrast which linearly depends on the Ga density and is attributed to the Z-dependence of the backscattered electron yield. The HIM-MCP images do not show material contrast due to the low yield of backscattered ions but the visibility of the implanted regions in the images may be due to the de-channeling effects of the top amorphous layer. HIM-ET and SEM-InLens images bear the most similarity and the dominant signal of the two types of imaging is SE1. In both cases, the contrast decreases linearly with increasing the Ga density and for each implanted region the contrast increases with dwell time. The modification of the SE yield due to the Ga implantation as well as the dynamic charging effect are responsible for the dependence of the SEM-InLens contrast on the imaging parameters, while charge diffusion may be the key factor that causes the observed contrast reversal in the HIM ET images.

5.3 High throughput secondary electron imaging of organic residues on a graphene surface

In this section, we used both HIM and SEM to image freestanding graphene fabricated on a Si substrate. The polymethyl methacrylate (PMMA) residues can be observed by SE imaging in both microscope. The observed contrast and morphology varied with the beam condition (i.e. beam type and beam energy). We have proposed a model based on the stacking of PMMA nanoparticles to explain the contrast. The contrast variation has been discussed based on the beam-sample interaction and SE formation. The results establish a quantitative method to evaluate the fidelity of SE imaging and provide a highly efficient method to reveal PMMA residues on a graphene surface.

5.3.1 Graphene sample and characterisation methods

The continuous monolayer graphene was grown on the 25 µm thick Cu foils (Alfa Aesar, 99.8% purity) by the chemical vapour deposition process reported previously [186]. A thin PMMA layer (Molecular weight = 950k a.m.u.) was spin-coated on the graphene/Cu foil, followed by the etching of Cu foil in an aqueous iron(III) chloride solution. The remaining PMMA/graphene film was rinsed in deionized water three times and then transferred onto the target Si substrate. As described
in Chapter 4, the substrate contained arrays of circular holes of \( \sim 2.2 \ \mu m \) in diameter and \( 5 \ \mu m \) in depth. The PMMA layer was dissolved in 55 °C hot acetone for 15 minutes first, then transferred to 55 °C hot IPA for 15 minutes, slowly taken out of the solvent and then dried in ambient conditions.

The imaging of the fabricated graphene sample was carried out in both a HIM and SEM. The SEs in HIM (Zeiss Orion Plus) were excited by a focused He\(^+\) beam of 35 keV beam energy and 0.6 pA beam current (10 \( \mu m \) aperture), and collected by an Everhart-Thornley detector. While the SEs in SEM (Zeiss Supra) were excited by the beam energy from 0.5 keV to 20 keV and collected by an in-lens detector. The beam current increased from 10 pA to 35 pA. To minimize the influence of possible beam induced contamination, the selected region was only scanned once. All the captured SE images were transformed so that the intensity histogram was extended to the whole grayscale of 255 channels. The morphology of graphene was also characterized by optical microscopy (Olympus BX51, 50 \( \times \) objective lens) and atomic force microscopy (Asylum MFP-3D, tapping mode with tip diameter <20 nm).

5.3.2 Comparison between SE imaging, optical microscopy and AFM: general features

Figure 5.11 shows low-magnification images of different regions of the graphene sample observed using HIM, SEM, AFM and an optical microscope. The optical image in Figure 5.11 (a) reveals the 2.2 \( \mu m \) holes in the Si substrate but neither the graphene nor its surface contamination are visible in the optical image. The graphene could be clearly seen when imaging using SEM and HIM (e.g. Figure 5.11 (b) and (c) respectively). The freestanding graphene across the substrate holes (marked ‘G’ in Figure 5.11) exhibits a distinct contrast with respect to the bare holes (marked ‘H’ in Figure 5.11). The contrast is evident from ruptured graphene that covers a fraction of a hole. The boundary of the ruptured graphene is still visible in the supported area if we track the boundary from the hole to the substrate region. This contrast (i.e. graphene vs. substrate) is most distinguishable in the HIM image Figure 5.11. As a comparison, an AFM phase image is shown in Figure 5.11 (d), which also demonstrates the empty substrate holes, ruptured graphene across the holes, and rugged graphene surface. However, surface chemical residues, if present, are not resolvable at this magnification by using any of
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the microscopy techniques attempted.

Figure 5.11: (a) An optical image of the graphene sample. Only the 3×3 hole arrays are shown on the Si substrate and no graphene contrast can be observed. (b) A 5 keV SEM image of the graphene sample. The existence of graphene (marked as ‘G’ in the image) can be identified from the substrate (‘S’) and the bare holes (‘H’). (c) A 35 keV HIM image of the graphene sample. The image also shows the existence of graphene, substrate and bare holes. The graphene has a better contrast in HIM in comparison with SEM. (d) An AFM phase image of the graphene sample. Holes and freestanding graphene can be identified. The covering of graphene on the substrate is difficult to identify in the image at the selected magnification. All the images have the same field of view (2 µm scale bar shown in Figure 5.11a).

Figure 5.12 shows the SEM, HIM and optical images of edges between the monolayer and bilayer graphene (this sample is prepared by mechanical exfoliation). The red arrows show the edges between monolayer to bilayer graphene which are used to obtain the line intensity profile in Figure 5.13 (d). It is evident that SE images provide much better spatial resolution.
5.3.3 Visibility of graphene in the SE imaging

We evaluate the visibility of graphene in the SE imaging and compare it with optical imaging. The images shown in Figure 5.13 (a) were taken from a few-layer graphene flake (on a Au substrate) using an Optical Microscope (OM), a SEM and a HIM, respectively. The flake is almost invisible in the optical image, while it is evident in the SE images captured by both SEM and HIM. We have found that few-layer graphene on other metal substrates (e.g., Cu and Ni) shows similar optical and SE visibilities. To be able to see few-layer graphene through an OM, the reflective amplitude of the illumination light at the air/graphene/substrate interface must be significantly different from that at the air/substrate interface, which depends on both the wavelength of the light and the optical behaviour (i.e. the reflective coefficient) of the substrates [187, 188]. This means the graphene is visible for a restricted combination of substrates and light. Monoatomic metallic substrates cannot produce such differences in the amplitude of the reflected light, which results in the low optical contrast for the whole visible light range. However, graphene flakes are discernible in SE images regardless of the type of primary beam (electrons or He$^+$ ions) or the substrates.

The contrast of a graphene flake in a SE image must be larger than c.a. 2% to be visible. The contrast ($C_g$) is defined as the intensity difference between graphene ($I_g$) and its substrate ($I_s$): $C_g = (I_g/I_s) \times 100$. The contrast varies with imaging conditions. For example, Figure 5.13 (b) shows SEM images of few-layer graphene on a highly p-doped Si substrate covered with 285 nm SiO2 (SiO$_2$/Si). They were acquired with electron beam energies ranging from 0.5 keV to 20 keV. The graphene appears “brighter” than the substrate at a low energy of 0.5 keV with a...
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Figure 5.13: a, Images of a few-layer graphene flake on a Au substrate from an OM, a SEM and a HIM respectively. The graphene is almost invisible in the optical images, its position is marked by the white arrows. However, the same graphene flake can be clearly observed in SEM and HIM images. b, A series of SE images of graphene on a highly p-doped Si substrate covered with 285 nm SiO$_2$ (SiO$_2$/Si) irradiated with different electron beam energies of 0.5 keV, 1.5 keV, 5 keV and 20 keV. The monolayer graphene is almost invisible with a 1.5 keV electron beam but is visible at all the other beam energies. c, The SE contrast of monolayer graphene on SiO$_2$/Si (red squares) and Au (blue circles) substrates under different electron beam energies. The red dashed line shows the calculated SE contrast of monolayer graphene on SiO$_2$/Si substrate using Equation 5.3. d, The SE contrast of monolayer graphene on SiO$_2$/Si (red squares) and Au (blue circles) substrates with a different charge neutralization parameter (flood time) in HIM. The value of optical contrast (~5 %) is drawn as a green dashed line in both figures for comparison. The error bars in Figure 5.13 c and d were calculated using the errors of corresponding measured image grey value intensities.
contrast ratio of 9%. At 1.5 keV the monolayer graphene exhibits a similar SE intensity to the substrate, i.e. the SE contrast ratio is 1%. The graphene is still discernible since its edge exhibits a visible contrast (7%). At higher energies (>2 keV), the graphene appears “darker” than the substrate (∼-10%). In Figure 5.13 (c), the magnitude of SE contrast (|C_\text{g}|) for the monolayer graphene on different substrates (SiO_2/Si and Au) is sketched as a function of electron beam energy. For the SiO_2/Si substrate, a contrast maximum (∼ 20%) appears around a beam energy of 5 keV and a minimal contrast (< 5%) at c.a. 1.5 keV. On the contrary, the SE contrast of graphene on Au (Figure 5.13 (c)) is independent of the beam energy, retaining its value (∼ 10%). Both the maximum contrast in SEM and HIM can be larger than that in OM (∼ 5%), making the graphene more identifiable by SE contrast. The key to understanding the contrast variation is the illumination of the supported graphene. Both the primary beam and the backscattered electrons from the substrate can cause SE emission from the graphene. The SE contrast of monolayer graphene, as a function of primary beam energy is given by:

\[
C_\text{g}(E_p) = \frac{\delta_\text{g}(E_p)}{\delta_s(E_p)} \cdot [1 + \beta \eta_s(E_p)] + \text{const} \tag{5.3}
\]

where \(\delta\) and \(\eta\) are the SE and BSE yields and the subscripts \(s\) and \(g\) indicate the substrate and the graphene respectively. \(\beta\) accounts for the lower energy of the substrate BSEs (compared with the primary beam). The SE and BSE yields vary with the beam energy, which can be measured independently (see Chapter 4.3.4, evaluation of the graphene SE yield). The calculated result is consistent with the experiments as shown in Figure 5.13 (c). The deviation at low beam energy (< 1 keV) is due to the charging of the substrate which is not considered in the calculation and suppresses the SE yield. For the monoatomic metallic substrates, as the beam energy varies the variation in the BSE yield is negligible, which results in the constant graphene contrast.

In the HIM, an insulating substrate will always be charged positively. This positive charging suppresses SE emission by attracting them back into the sample and reducing the landing energy of the primary beam. Without additional compensation mechanisms, the positive charging increases continuously and SE emission will eventually be prohibited when the sample potential is higher than that of the detector. The charged sample appears dark. The charging effect can be compensated by using an electron flood gun which injects electrons into the sample and ...
neutralises the excess positive charges. However, as the flood gun electrons have an energy of 500 eV they may excite SEs with a yield greater than unity. This means that either inadequate or excessive flooding results in a positively charged surface and reduces the SE emission. Therefore, a properly compensated neutral surface exhibits a maximum brightness and SE contrast, which can be acquired by varying the compensation strength (e.g. electron flood time shown in Figure 5.13 (d)). A maximum contrast of $\sim 54\%$ for a single layer of graphene on a SiO$_2$/Si substrate was observed at a flood time of $10\,\mu$s. We note that the charge compensation does not vary the contrast observed on the non-charging Au substrate since the sample is always electrically grounded. For the insulating substrate, the contrast maximum consistently appears under a set of well-defined imaging parameters (see Section 5.4.2 optimisation of the SE imaging conditions in SEM). The results presented hereafter are taken with these parameters.

5.3.4 Typical features in SE images of graphene with polymer residues

Figure 5.14 shows the SE image of substrate-supported graphene in HIM and SEM. In all the SEM and HIM images, a non-uniform contrast can be observed on the graphene surface, which verifies the existence of PMMA residues. The featured structures we have observed on the freestanding graphene, such as bright spots, clusters and dark dots are also revealed in the SE images of supported graphene Figure 5.14 (a). The spots and dots have a similar size distribution to those on the freestanding graphene. However, the contrast of clusters becomes less obvious on the Si substrate. They are even hard to identify in the high energy e-beam images Figure 5.14 (d). Since both the freestanding and supported graphene are prepared in the same process, the PMMA residues should have the same morphology across the sample surface. The contrast difference between freestanding and supported graphene images could be attributed to SE signal from the Si substrate which contributes to the SE contrast.

As shown in Figure 5.15 (a), a white dashed line is drawn across the dark dot shown in the inset figure. The SE intensity across the line is shown in Figure 5.15 (b). An intensity valley is observed across the dot. The average maximum and minimum intensity for the profile is $\sim 75$ and $\sim 30$ (red dashed lines). Therefore the half maximum value is $\sim 52.5$ and corresponds to a distance of $\sim 2.4$ nm in the
Figure 5.14: (a) A 35 keV HIM image of the substrate-supported graphene. (b) A 1 keV SEM image of the substrate-supported graphene. (c) A 5 keV SEM image of the substrate-supported graphene. (d) A 20 keV SEM image of the substrate-supported graphene. The featured structures such as spots, clusters and dots can also be observed in all these images.

image (8 pixels). We then define this FWHM value as the diameter of the dark dot. The size of the spots and clusters can be measured by the same method.

Besides the residues on the graphene surface, the SE imaging reveals abundant surface information, for example, the multilayer folds, ridges and the surface ruggedness (Figure 5.16), while the detailed contrast of these features, i.e. their apparent morphology in the images, depends on the imaging conditions as well. For example, as shown in Figure 5.16 (a), in the HIM image the folds of graphene are portrayed as regions of uniform brightness - in contrast to the darker graphene background - with clearly defined straight edges. The folds observed in the 0.5 keV SEM image are similar to those in the HIM; however in the 20 keV SEM image their contrast significantly decreases due to the increase of sample translucency. Figure 5.16 (b) and (c) are topographical features of the graphene (ridges and
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Figure 5.15: (a) A HIM image of the same freestanding graphene as shown in Figure 5.17a. An additional white dashed line is drawn - across the dark dot in the inset - of which a line profile was obtained. (b) Line profile of the intensity across the dots in the inset of Figure 5.15 (a). The FWHM of the intensity valley gives the dot size as ~2.4 nm.

corrugation), which demonstrate the high surface sensitivity of HIM imaging.

5.3.5 SE imaging of polymer residues in HIM and SEM

Figure 5.17 (a) is a HIM image of freestanding graphene, with a 0.3 nm pixel size and a 400 nm FOV. A non-uniform contrast is evident in the image; as marked in Figure 5.17 (a), the typical contrast features include bright spots (~10 nm in diameter), less-bright clusters (several hundred nanometers) and relatively dark areas surrounding these clusters. The contrast inside the dark area is not uniform, and the darkest regions appear as dot-like features, as shown in the inset of Figure 5.17 (a). We measured the diameters of 20 such dark dots (the diameter is defined as the FWHM, of the SE intensity peak in the line-scan profile across the dot centre, see Figure 5.15). The average size of these dots, measured from the HIM image (Figure 5.17 (a)), is 2.7 ± 0.4 nm. To evaluate the fidelity of the HIM imaging, we then investigate the SE imaging of the same graphene sample in the SEM.

High-magnification SEM images (Figure 5.17 (b) to (d) were taken under e-beam energies of 0.5 keV, 10 keV and 20 keV, respectively. To facilitate the comparison, all the images in Figure 5.17, including the HIM image (Figure 5.17(a)), have a similar pixel size and same FOV, i.e. the same magnification. They show similar
contrast features, and we can identify the bright spots, clusters and dark dots in the SEM images as well (see the inset of Figure 5.17 (b) to (d)). We mention in passing that these contrast features can also be observed on the substrate-supported graphene in both SEM and HIM images (see section 5.3.4). However, there are significant differences between these images (Figure 5.17). The lower the e-beam energy becomes, the higher the contrast exhibited in the corresponding image. That is to say, the typical features in the images (i.e. bright spots, clusters, and dark dots) have a larger difference in SE intensity at lower e-beam energies (see Figure 5.17(b)). To highlight the contrast variation, we plotted the histograms of the images as in Figure 5.17 (e). The most probable intensity for the 35 keV HIM image, i.e. the peak position in the histogram, is lower than the 20 keV SEM image, indicating that less SEs are escaping from the thick clusters in HIM. However, both the 35 keV HIM and the 20 keV SEM images demonstrate similarly
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Figure 5.17: a, A 35 keV HIM image of the freestanding graphene. The featured structures such as bright spots, clusters and dark dots are marked by the arrows to show their existence. The dark dots can be observed more clearly from a selected and magnified area as shown in the white square frame. b, A 0.5 keV SEM image of the freestanding graphene. c, A 10 keV SEM image of the freestanding graphene. d, A 20 keV SEM image of the freestanding graphene. The featured structures can also be observed in all these SEM images. All the SE images have the same FOV of 400 nm. e, The intensity distributions for 35 keV HIM, 0.5 keV SEM and 20 keV SEM images. The 35 keV HIM and 20 keV SEM images exhibit similar and symmetric peaks. The peak of the 0.5 keV SEM image is asymmetric and has an additional peak at the high intensity value, as marked by the grey arrow. f, The size distribution of the dark dots observed in the different imaging conditions. The dots observed in a finely focused 35 keV HIM image Figure 5.17 (a) have small size values. The dots observed in a 0.5 keV SEM image Figure 5.17 (b) and an over-focused 35 keV HIM image (Figure 5.18 c) have similar size values due to their close probe size values.

symmetrical peaks in their image histograms. On the contrary, the histogram of the 0.5 keV SEM image exhibits an asymmetric peak, which is due to the existence of another peak at a high intensity value (indicated by the grey arrow).

Another significant difference among these images is the dimension of the dark dots. Although these dots are most discernable under the 0.5 keV e-beam imaging due to its high contrast, they have the largest apparent size of $7.2 \pm 0.9$ nm. As the electron beam energy increases, the size of the dark dots reduces. At the highest e-beam energy that we used (20 keV), the average size of the dots decreases to $4.9 \pm 0.7$ nm, which is twice as large as that in the HIM images. As an example, the size distributions of the observed dark dots measured in the 0.5 keV SEM and 35 keV HIM are delineated in Figure 5.17 (f). It is evident that HIM gives a much...
narrower distribution and much smaller values for the measured sizes of the dark dots.

5.3.6 The effect of probe size on resolution of SE graphene imaging

Since the images taken at different beam conditions (beam species, beam energies, etc.) show distinct features, a valid question is which one of them exhibits the best fidelity to the graphene surface. To investigate the formation mechanisms of the SE contrast is thus of great importance to the interpretation of the images. It is well understood that the size of the beam probe is crucial to the resolution of the image [8]. The minimal probe size for a set of beam conditions is achieved when the probe is in focus and free of astigmatism (see section 4.3.1 for the optimization procedure to minimize the probe size). The images in Figure 5.17 were acquired with optimized probes, but the size of the smallest probe varied with the beam conditions. The electron probe size monotonously decreases from 2.7 ± 0.2 nm to 1.6 ± 0.1 nm as the e-beam energy increases from 0.5 keV to 20 keV, while in HIM the superlative probe size obtainable was 0.9 ± 0.1 nm (Figure 4.8 (a) in section 4.3.1). The decrease of the beam probe size corresponds to improvement of spatial resolution. Therefore, the morphology difference observed in Figure 5.17 can be attributed to the variation of the probe size. As shown in Figure 5.18 (a), the size of the dark dots measured from a SEM image linearly depends on the size of the electron beam probe that was used to acquire the image. The linear relationship is valid for the e-beam energies that we tested (from 0.5 keV to 20 keV). A striking feature is that the He⁺ probe fits the linear relationship as well. This can be demonstrated by tuning the He⁺ beam into defocusing states and thus varying its probe size (see Figure 4.8 (b) in section 4.3.1). Figure 5.18 (b) and (c) show the same area imaged by a focused He⁺ beam (probe size ~0.9 nm) first and then an over-focused beam (probe size ~2.7 nm) respectively. The featured structures such as bright spots, clusters and dots are still visible in the over-focused image. However, the average size of the dark dots in the over-focused image increases to 7.4 ± 1.2 nm, which is larger than the value (2.7 ± 0.4 nm) measured from the well-focused HIM image, but also quite close to the size (7.2 ± 0.9 nm) obtained from the 0.5 keV SEM image in Figure 5.18 (d). The distributions of the dark dot sizes in the over-focused HIM and 0.5 keV SEM images match well (see Figure 5.17
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The similarity of the two images can be inspected in Figure 5.18 (c) and (d), which is due to the fact that the size of the over-focused He$^+$ probe (∼2.6 nm) is almost the same as that of the 0.5 keV SEM probe (∼2.7 nm). Therefore the correlation indicates that the measured size of the dark dots depends on the probe size and is independent of the beam type. The smaller the probe size becomes, the finer the dot which will be observed.

We note that for all the imaging conditions, the probe size is smaller than the size of the dots in the corresponding image. It should be noted that the measured dot size is a convolution of, the probe size and the actual physical size of the features on the specimen corresponding to the dot. The correlation of probe size and dot size indicates that the finite size of the probe may introduce errors to the measurement of feature dimension, even when the probe is smaller than the apparent size of the feature in the image. When the probe size decreases to zero, the apparent size of the feature will converge at the true feature size. As shown in Figure 5.18 (a), the y-intercept (0.7 ± 0.3 nm) corresponds to a zero-sized probe, and it might be the physical size of the dark dots, which is beyond the resolution limits of SEM and HIM. Nevertheless, compared with SEM, HIM imaging reveals the surface morphology with higher fidelity due to its finer probe.

5.3.7 A contrast model of SE graphene imaging in HIM and SEM

To understand the contrast mechanism of the SE imaging, we require knowledge of the graphene surface which should be acquired from other independent characterisation methods. Ishigami et.al. have exploited AFM and proved that a graphene surface—which has undergone a similar PMMA spin-coating process to our samples—will be covered by a continuous PMMA residue film [71]. Figure 5.19 (a) is the high magnification AFM three-dimensional height image of our graphene film on the Si substrate. The featured structures observed in the SE imaging (Figure 5.17) appear in the AFM image, which can be directly interpreted as the surface roughness caused by the PMMA residues. Figure 5.19 (b) shows the height variation across the bright spots in Figure 5.19 (a) (A and B marked by the arrows). The height of the spots is about 4 nm. Since PMMA long chain molecules can form nanoparticles on the material surface with sizes of several nanometers...
Figure 5.18: **a**, The relationship between the beam probe size and the dark dot size. A linear relationship (black dashed line) can be fitted for both the conditions of e-beam (red squares) and He$^+$ beam (blue circles).  **b**, A finely focused 35 keV HIM image of the freestanding graphene. The image shows a small dot size similar to Figure 5.17 a.  **c**, A de-focused HIM image of Figure 5.18 b. The observed dot size becomes larger than that of Figure 5.18 b.  **d**, A finely focused 0.5 keV SEM image. The dot size is quite close to that of Figure 5.18 c because of the close beam probe sizes for these two images.

[189, 190], we postulate a model for the morphology of the graphene surface which is consistent with our AFM observation.

Figure 5.19 (c) is a simulation carried out using Casino (v2.48), showing the distribution of 500 simulated electrons in the substrate material which was defined as PMMA (composition C$_5$O$_2$H$_8$). Two beam energies of 0.5 keV and 20 keV were selected, and 20000 electrons were used to simulate the energy distribution. As sketched in Figure 5.19 (c), the PMMA nanoparticles are assembled on the graphene surface to form a continuous but non-uniform film [190]. The in-plane close packing of the nanoparticles will form a uniform monolayer of residues. Regions of multi-layered PMMA residues are also present. The thickness of the monolayer PMMA is $\sim$4 nm, the same as the size of the nanoparticles. The AFM height profile shows that the multi-layered regions are normally thinner than $\sim$12 nm, i.e. less than three layers. The SE contrast (i.e. spots, clusters and dots) can be attributed to the non-uniform coverage of the residue layer. The formation of a SE image involves the propagation of the primary beam in the sample, the interaction between the primary particles and the sample atoms and the excitation and escape of the SEs.
Figure 5.19: a, The three-dimensional AFM height image of the substrate-supported graphene with a FOV of 700 nm. A white dashed line is drawn across two peaks (marked as A and B by the arrows) to show its height variation. b, The height profile of the dashed line in Figure 5.19 a. Spots A and B are shown as two peaks that have large height intensities. c, A demonstration of the stacking model for the PMMA nanoparticles. PMMA nanoparticles can be stacked as monolayer or multilayers (clusters and dots) on the graphene surface. The simulated interaction volume of the electrons in the top three layers of PMMA on a graphene surface. The interaction volume of the 0.5 keV electrons in the region exhibits a pear-like shape, while the interaction volume of the 20 keV electrons is a narrow conical shape (see the dashed shapes in the figure). The volume ratio of the top PMMA layer to the total PMMA layers is smaller for the interaction with the 0.5 keV electrons than the 20 keV electrons.

As shown in Figure 5.19 (d), the interaction range of the 0.5 keV e-beam in PMMA is ~10 nm and a pear-like interaction volume extends across the top three PMMA layers. For the 20 keV e-beam, the interaction volume in the top three PMMA layers is a narrow cone (Figure 5.19 (d)). To understand the significance of the geometry variation of the interaction volume, consider the interaction volume of the e-beam in the three layers of PMMA on the graphene surface at low energy (0.5 keV) \( V_L \) and for the high energy (20 keV) \( V_H \). Now we label the interaction volumes for just the top layer as \( V_T^H \) and \( V_T^L \) for the high and low energies respectively. Since the interaction volume of the high-energy beam approximates to a conical shape, the ratio of \( V_T^H/V_H \) is close to 0.03. As shown in Figure 5.19 (d), it is clear that the ratio of \( V_T^L/V_L \) is smaller than \( V_T^H/V_H \) due to the fact
that the majority of the pear-like interaction volume situates in the second layer. We see that for a low energy beam a lower portion is lost in the top layer than the portion lost for a high energy beam. For the low energy beam, this results in a larger intensity difference across regions with different thicknesses. This is responsible for the increased contrast and contributes to the larger probe size found at the lower beam energy. On the other hand, the higher the electron beam energy is, the lower the scattering cross section between the energetic electrons and the material electrons. This effect results in the translucent appearance of the sample at higher beam energies. This translucency is not apparent in the HIM imaging. This is due to the stopping power of the 35 keV He$^+$ beam and the electron beam’s different interaction behaviour with carbon. As the He$^+$ beam propagates through the sample, it continues losing energy. The lower the beam energy, the lower the stopping power, and thus the lower excitation of secondary electrons. This means that the majority of the SEs collected in the HIM is from the top layer, resulting in the high surface sensitivity of the HIM imaging. The stopping power of the electron beam behaves in an opposite way, which enhances the SE emission from the underlying layers and thus increasing the translucency of the sample. To summarize, the nanoparticles identified in the AFM height profile (Figure 5.19 (a)) correspond to the brightest spots in the SE images (Figure 5.17 (a)). The darkest dots in the SE images indicate areas of the sample surface that might not be covered by the residue PMMA, i.e. the interstice of the PMMA nanoparticles. The close stacking of spherical nanoparticles with a diameter of $\sim$4 nm will result in an interstice of $\sim$0.6 nm, which coincides with the size of the dark dots extrapolated for a zero-sized probe (Figure 5.19 (c)).

5.3.8 Summary of imaging organic residues on a graphene surface

In summary, we have demonstrated the visibility of nanoscale PMMA residues on a graphene surface in secondary electron imaging. Artefacts have been attributed to the finite probe size and the varying nature of the beam-sample interaction at different beam conditions. In terms of imaging fidelity, HIM is superior to SEM, since HIM provides a sub-nanometer probe and increases surface sensitivity. The low-energy SEM images however demonstrate higher contrast. Other features such as folds, ridges and ruggedness could also be observed in the SE imaging.
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results establish a quantitative method to evaluate the fidelity of SE imaging and provide a high efficiency method to reveal the PMMA residues on a graphene surface.

5.4 Quantitative SE imaging for work function extraction and layer identification of graphene

In this section, we present a method to extract quantitative information from the SE contrast of graphene. We have established imaging parameters to acquire reproducible SE contrast from graphene samples. Atomic level identification of graphene thickness up to 10 layers is demonstrated. A model based on illumination by both the primary beam and backscattered particles was established to explain the observed layer-dependent SE contrast. Furthermore, by subtracting the contribution from SE attenuation, this model allows the quantitative determination of work function variations. The validity of the model is further supported by the obtained graphene SE energy spectra. Our work shows a high throughput, high resolution way to effectively determine the work function of graphene, and extends the application fields of SE contrast to quantitative analysis.

5.4.1 Graphene preparation

Graphene on a highly p-doped SiO\textsubscript{2}/Si substrate was prepared using the micro-mechanical exfoliation method with flake location and layer number determined by optical reflection contrast via an optical microscope (Olympus BX51 with a 50 x objective lens) [191]. A SiO\textsubscript{2} layer thickness of 285 nm provided the best optical contrast for imaging. Graphene on metal substrates was prepared by transferring exfoliated flakes onto target substrates with the assistance of a PMMA film [192]. These substrates were prepared by depositing 50 nm metal films (Au, Cu and Ni) on Si substrates. The freestanding graphene was also prepared by transferring exfoliated flakes onto a target Si substrate. This Si substrate was patterned with circular holes 2 \( \mu \text{m} \) in diameter and > 10 \( \mu \text{m} \) deep. The PMMA film was then removed in hot acetone (50\(^\circ\) C) prior to the sample being transferred into hot IPA (50\(^\circ\) C) then left to dry in air.
5.4.2 Optimisation of the SE imaging conditions in SEM

Parameters that might have potential influence on SE imaging of graphene in SEM include WD, scan speed, beam current and beam energy. The effects of beam energy are detailed in next section however the effects of other parameters are discussed below. All experiments were done in the Carl Zeiss Supra SEM.

We first varied the WD while keeping beam energy constant (5 keV). The variation in SE intensity of the substrate and the different graphene layers is shown in Figure 5.20 (a). As the working distance increased from 3 mm to 7 mm the SE intensities of both substrate and graphene layers first increase and then decrease. Maximum intensity occurs between 4 and 5 mm WD. The variation in SE intensities can be explained as the change in the collection efficiency of in-lens detector with highest efficiency occuring at 4 - 5 mm. The different graphene layers behave with individual SE intensity/WD dependencies. For the thicker layers, maximum intensity shifts slightly to lower working distances. This observation can be attributed to the angular distribution of SEs and the work function variations between the different layer thicknesses. The kinetic energies of SEs in graphene and vacuum have a relationship with material work function \( \Phi \), given by \( E_s = E_k + \Phi \). Graphene surface work function is known to increase with layer thickness, therefore SEs with same kinetic energy in graphene \( (E_s) \) have a decreased energy in vacuum \( (E_k) \). According to the SE angular distribution at the surface [99], as the emission angle for escaped SEs becomes larger less are collected by the in-lens detector. For layer thickness’s greater than four the work function remains constant and thus the emission angle does not change.

Figure 5.20 (b) shows graphene SE contrast as a function of working distance. At the optimized working distance (4 - 5 mm) the graphene contrast is almost constant. Therefore, graphene work function extraction based on the contrast model presented is not sensitive to working distance, i.e. the SE collection efficiency. However, all graphene flakes were imaged at the optimal condition for efficient SE collection.

Also investigated were the influence of other imaging parameters on graphene SE contrast. Figure 5.21 shows SE images of a graphene flake taken at scan (frame) speeds of 122 ms, 220 ms, 731 ms and 10.2 s, in a to d respectively. Image quality (i.e signal to noise) is observed to increase with the increase in scan time. SE
contrast however remains constant for short scanning times (< 1 s) but decreases for longer times, as shown in Figure 5.22 (a). The decrease in graphene contrast at the longer scanning time is due to substrate charging. The variation in SE contrast with beam current is shown in Figure 5.22 (b). Beam current is controlled by the SEMs objective aperture, which is varied between 7 µm and 30 µm. Only a slight decrease in SE contrast was observed as the beam current increased. Variations in scan speed and beam current will therefore not greatly influence graphene SE contrast.

In conclusion, working distance can significantly affect the SE contrast while scan speed and beam current induce only slightly changes. In the SE contrast experiments, a working distance of 4 mm is selected to obtain best contrast.

5.4.3 Layer dependence of graphene SE contrast and work function extraction

The layer dependence of graphene SE contrast in different situations was investigated. Few-layer graphene flakes on an SiO₂/Si substrate and imaged under various electron beam energies, placed on different metal substrates and imaged in SEM, and imaged in HIM and under different flood times are displayed in Figure 5.23 a, b and c, respectively. The observed layer dependence of SE contrast is similar to that presented in Figure 5.26, i.e. a rapid contrast decrease for the few layers (1 - 3) followed by an almost linear decrease in contrast for thicker layers.
Figure 5.21: (a - d) SE images of a graphene flake acquired with scan (frame) times of 122 ms, 220 ms, 731 ms and 10.2 s, respectively.

Figure 5.22: Observed variation in graphene SE contrast as a function scan speed (a) and beam current (b).
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Figure 5.23: a, SEM SE contrast of graphene on a SiO$_2$/Si substrate, imaged in under primary beam energies of 0.5 keV, 1.5 keV, 5 keV and 20 keV. b, Graphene on different metal substrates (Au, Cu and Ni) imaged by SEM (5 keV). c, Graphene on a SiO$_2$/Si substrate and imaged by HIM (30 keV) with different flood times of 10 µs, 50 µs and 200 µs.

Figure 5.24 (a) and (b) show the layer dependence of graphene SE contrast in SEM (5 keV) and HIM (30 keV), respectively. Graphene work function is extracted using Equation 5.8. For the layer dependence of SE contrast in Figure 5.24 (a), the SE contrast values obtained for 1 - 4 layers were, -0.181 ± 0.011, -0.256 ± 0.013, -0.302 ± 0.013, -0.338 ± 0.012. The linear fitting to the 4 - 8 layers gave a slope of -0.0238 ± 0.0004, and the extended linear fitted values for 1 - 4 layers were -0.266 ± 0.002, -0.290 ± 0.002, -0.314 ± 0.002, -0.337 ± 0.002. The contrast for bulk graphene is measured from a thick graphite flake. Exhibiting a golden colour under an optical microscope, its layer thickness can be estimated as > 100 layers with a saturated value of contrast of -0.606 ± 0.013. According to Equation 5.8, the work function for 1 - 4 layer graphene is calculated as, 4.25 ± 0.06 eV, 4.45 ± 0.07 eV, 4.54 ± 0.012 eV, 4.60 ± 0.07 eV, respectively. From the slope of the 4 - 8 layer linear fitting we can estimate the IMFP (Equation 5.5) by a linear approximation for layer thickness $a$, as derived from the Seah and Dench model (Equation 5.4) [193].

\[
\lambda(E) = a \frac{538}{(E - E_F)^2} + 0.41a(E - E_F)^{1/2} \tag{5.4}
\]

\[
C_g(N) \cong -\alpha \frac{d}{\lambda} \times N + \left[ \alpha + \frac{\delta g(N)}{\delta s} \right] (1 + \beta \eta_s) - 1 \tag{5.5}
\]

For the measurements in HIM, the SE contrast of bulk graphite is measured to be 0.435 ± 0.025. The slope of linear fitting is -0.0143 ± 0.0005. Using Equation 5.8
with \( n = 5.3 \) the obtained work function values for 1 - 4 layer graphene were, 4.31 ± 0.02 eV, 4.43 ± 0.03 eV, 4.49 ± 0.03 eV, 4.55 ± 0.03 eV, respectively.

Figure 5.24: Layer dependence of graphene SE contrast with linear fitting for thicker layers in 5 keV SEM (a) and 30 keV HIM (b).

Figure 5.25 (a) and (b) show SE images of few-layer graphene with varying thickness captured in SEM and HIM respectively. The thickness of the graphene was determined by its optical contrast and Raman spectrum prior to the SEM imaging [191, 194]. These images show domains of uniform contrast, which correspond to regions of the same thickness. In Figure 5.25 (c), line-scan profiles of the SE contrast are sketched as a function of lateral locations. The intensity decreases monotonically as the thickness increases and it changes abruptly across the boundary of adjacent domains. The physical boundary of adjacent domains with one-layer thickness difference is atomically sharp, i.e. its lateral extension is at the atomic scale. The boundary revealed in SE images extends ca. 10 nm (see Figure 5.25 (d) and section 4.3.1, high resolution SE images of the graphene edges).

Although the value is larger than the physical dimension, it is much smaller than the diffraction-limited value of ∼680 nm in an OM. Therefore, the SE contrast provides a much higher lateral spatial resolution than the optical contrast typically used in high-throughput measurement of graphene flake dimensions. This enables us to investigate the properties of graphene that correlate with SE emission at the nanometre scale.

To identify graphene thickness by using SE imaging, the question is whether we can assign a contrast value to a specific thickness, for example, a SE contrast value of ∼ -20 % in SEM indicating a single layer. To validate this, we need to demonstrate the reliability of the imaging conditions and the reproducibility of the
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Figure 5.25: a, A SE image of few-layer graphene under 5 keV electron beam irradiation b, A SE image of few-layer graphene under 30 keV He$^+$ irradiation. The location of thin (monolayer to quad-layer) and thick (10-layer) graphene layers are marked by the numbers in the two images. c, Line profiles of SE contrast for the 1 - 4 layer graphene measured from Figure 5.25 a and b. Different graphene layer thickness corresponds to the distinct intensities that can be identified. d, High resolution line intensity profiles across the monolayer (right side) and bilayer (left side) graphene edge in three different microscopes: OM, SEM and HIM. The intensities are normalized by the left (brighter) side of bilayer graphene. The measured graphene edge width in OM is $\sim$680 nm, much larger than that in SEM and HIM. e, Normalized intensity statistics of the monolayer and bilayer graphene under 5 keV electron beam irradiation. Both graphene layers obey the Gaussian distribution (green curves) with two peaks separated from each other. The two black circles with error bars show the contrast values of monolayer and bilayer graphene measured in a different SEM. Close values were obtained for the same layer thickness.
Figure 5.26: a, SE contrast for the 1 - 14 layer graphene under 5 keV electron beam irradiation. The relative SE intensities for 11 - 14 layer graphene were obtained from individual samples and marked as open black circles. The blue dashed line is the linear fitting to the layer graphene, which represents the attenuation effect of SEs from thick graphene $N \geq 4$ surface. The deviation from the linear fitting for the 1 - 3 layer graphene layers corresponds to the work function variation from the saturated value of $\Phi(4) = 4.60 \text{eV}$. The work function for monolayer graphene is extracted to be $\Phi(1) = 4.26 \pm 0.05 \text{eV}$. The error bars were obtained from the deviations of measured intensity values. The dot line shows the saturated contrast ($\sim -60 \%$) value for very thick graphite. The inset figure shows the dependence of graphene work function $\Phi$ extracted from 5 keV electron beam imaging (red squares) and 30 keV He$^+$ beam imaging (blue open circles). The error bars were obtained from both the SE intensity errors and the linear fitting errors in Figure 5.26 a. b, A work function map of a graphene flake, which was transformed from the SE image of Figure 5.25 a. The cyan coloured area has a lowest work function around 4.3 eV while the red coloured area has a highest work function around 4.6 eV.

contrast under these conditions. Over 100 individual graphene flakes with different thicknesses varying from 1 - 10 layers on the SiO$_2$/Si substrate were imaged using the same imaging parameters. Figure 5.25 (e) shows the distributions of the SE contrast (absolute values) have a Gaussian profile with most probable values of $(10 \pm 1\%)$ and $(26 \pm 2\%)$ for monolayer and bilayer graphene respectively. The two distributions do not overlap. The absolute values of the maximized contrasts as well as the separation of the two distributions are instrument independent. For example, the two black circle data points in Figure 5.25 (e) are the SE contrast of monolayer and bilayer graphene that were obtained in another SEM instrument and they fall in the same intensity range (see section 4.3.5, statistics to graphene SE contrast). Figure 5.26 summarizes the thickness dependence of the graphene contrast in SEM. As the thickness increases, the contrast decreases. A linear dependence is observed for the thickness range of four to twelve layers, while the contrast decreases more rapidly than the linear relationship for thinner graphene.
The rate of contrast reduction becomes slower for thicker layers and the contrast appears to be saturated at about 14 layers.

Based on the consistent SE contrast of graphene, we now demonstrate quantitative extraction of the work function of graphene from SE imaging. The SE intensity $I_g$ collected from the supported graphene is contributed from two sources: the SEs emitted from the graphene and the contribution of the substrate. As mentioned in Equation 5.3, the SE emission of the graphene was excited by the primary beam $I_p$ and the backscattered electrons from the substrate $\eta I_p$. The SEs of the substrate that diffuse through the graphene also contribute to the graphene intensity. The attenuation of the substrate SEs by the graphene depends on graphene thickness and the total reflection at the graphene-vacuum interface. The attenuated substrate contribution exhibits an exponential decrease as layer thickness $d$ increases, i.e. $\alpha I_s \exp(-N \cdot \frac{d}{\lambda})$ where $\alpha$ is due to the total reflection, $I_s$ is the SE intensity of the substrate given by $I_s = \delta_s I_p$, $N$ is the graphene layer number, $d = 0.335$ nm is the thickness for one layer of graphene and $\lambda$ is the IMFP of SEs in graphene. Therefore, the SE contrast for the $N$-layer graphene is given by:

$$C_g(N) = \frac{\delta_g(N)}{\delta_s} \cdot (1 + \beta \cdot \eta_s) + \alpha \cdot e^{-N \cdot \frac{d}{\lambda}} - 1$$

Equation 5.6 quantitatively describes the experimental results presented in Figure 5.26 (a). The linear contrast decrease for the 4-12 layer graphene indicates $\delta_g(N)$ can be regarded as a constant for $N \geq 4$ and $N \cdot \frac{d}{\lambda} \ll 1$. We used the 4-8 layer graphene (blue dashed line in Figure 5.26 (a)) to fit the linear contrast decrease and obtained an IMFP value of $\lambda \approx 5.7 \pm 0.1$ nm, which is quite close to the value estimated by the Seah and Dench model [193]. The value of IMFP also explains the slower rate of contrast reduction and the contrast saturation for thicker layers. For the thick graphite ($N > 100$) a saturated contrast of $\sim -0.60 \pm 0.001$ is observed. It corresponds to a situation in Equation 5.6 where the IMFP is much shorter than the thickness ($N > 10$), and the substrate attenuation effect can be ignored ($e^{-N \cdot \frac{d}{\lambda}} \approx 0$). The SE contrast becomes: $C_g^s = \frac{\delta_s}{\delta_g} \cdot (1 + \beta \eta_s) - 1$, which gives a similar value of $\sim -0.6$.

Most importantly, the deviation from linearity for graphene thinner than four layers (see Figure 5.26 (a)) indicates $\delta_g$ depends on the thickness. The differential
of $\delta_g$ to the SE energy $E_K$, i.e. the SE energy spectrum can be well described by Chung and Everhart’s model [62]:

$$\frac{\partial \delta}{\partial E_K} \propto \frac{E_K}{(E_K + \Phi)^n}$$  \hspace{1cm} (5.7)

where $\Phi$ is the work function of graphene. The index number $n$ can be determined as $n = 4.6$ for graphene (see the discussion below). Therefore is determined by the work function, and we can extract the work function directly from the observed contrast, which is given by:

$$\phi(N) = \phi(4) \left[ 1 + \frac{C_g(N) - C_g^*(N)}{C_g(\infty) + 1} \right]^{1/(2-n)}$$  \hspace{1cm} (5.8)

where $C_g(N), C_g^*(N), C_g(\infty)$ are the measured graphene contrast, the extrapolated value of the linear relationship and the graphite contrast respectively. $\phi(4)$ is the work function of four-layer thick graphene and $n$ is given by the SE energy spectrum.

The evolution of work function for few-layer graphene is presented as red squares in the inset of Figure 5.26 (a). The work function of monolayer graphene is determined to be $4.26 \pm 0.05$ eV. The value increases to $4.60 \pm 0.07$ eV for quad-layer graphene. Similarly, the graphene work function can also be extracted from the He$^+$ irradiated SE images (see section 5.4.3). The work function varies from $4.35 \pm 0.02$ eV for monolayer to $4.56 \pm 0.03$ eV for quad-layer graphene. The two different excitation sources give a similar work function value for each layer, which is consistent with previous reports [88, 195, 196]. This supports the quantification developed in our contrast model. The work function map can be calculated from the corresponding SE image, as shown in Figure 5.26 (b). A significant difference in work function can be clearly observed between the thin graphene layers while the difference becomes less distinguishable for thicker layers.

To further verify our model, we measured the SE energy distribution of the sample. Figure 5.27 (a) shows the measured SE energy spectrum for the freestanding monolayer graphene in SEM with a maximum around 1.5 eV. SE spectra of several few-layer freestanding graphene (monolayer through quad-layer and thicker) were measured and then fitted using the reported work function values (from 4.3 eV for
monolayer to 4.6 eV for thicker than quad-layer) and Equation 5.7. The optimal index number was determined to be from the fitting results (see section 5.5.3.6). The fitting of the freestanding monolayer graphene spectrum by 5.7, with $n = 4.6$, gives a work function value of 4.33 eV. A similar energy spectrum measurement was also carried out in HIM and the fitting index number was determined to be $n = 5.3$ for graphene. Since the measured graphene SE spectrum and its SE contrast were both formed by the partially collected SEs, our work function extraction using Chung and Everhart’s SE distribution equation in Figure 5.26 is reliable. The error is less than 0.05 eV.

The measured spectra of the substrate supported graphene also support the validity of our SE contrast model. Figure 5.27 (b) shows the SE spectrum of monolayer graphene on a SiO$_2$/Si substrate, in comparison with the spectra of freestanding monolayer graphene and a SiO$_2$ surface. According to our SE contrast model, the SE emission from graphene on a substrate contains the SEs generated within graphene and those which diffuse from the substrate. These two contributions should also be revealed in the SE spectrum of graphene on a substrate. We calculated this SE spectrum using the measured spectra of freestanding monolayer graphene and the SiO$_2$ surface, the result is shown as a green dashed line in Figure 5.26(b). The peak properties (height, position and decay) in the calculated spectrum are similar to that of the peak in the measured spectrum. This similarity supports our contrast model.

The work function variation with number of graphene layers observed in SE imaging is related intimately with the electronic structure of graphene. Figure 5.26 (c) shows the band structures of the monolayer and quad-layer graphene on a SiO$_2$/Si substrate. The band structure of monolayer graphene consists of a simple linear energy dispersion, while thicker graphene has a different band structure. For example, the band structure of bilayer graphene has a parabolic shape, while the band structure of quad-layer graphene becomes more complex and similar to bulk graphite [66]. These band structure differences cause variations in the energy difference between the Fermi level $E_F$ and the potential energy $E_0$ at infinite distance from the system, i.e. a work function difference. For thicker graphene layers, the higher surface work function will result in a larger energy loss for SEs while approaching the surface. Therefore less SEs can escape from the thicker graphene surface. This is in accordance with the energy spectra measurements in
Figure 5.27: a, SE energy spectrum for freestanding monolayer graphene. The result contains raw data (black open circles), smoothed spectrum (red line) and spectrum fitted by Chung and Everhart model (blue dashed line). The spectrum exhibits a maximum peak around a SE energy of 1.5 eV and can be well fitted by Equation 5.7 with $n = 4.5$. The fitting value of work function for the freestanding monolayer graphene is 4.33 eV. b, SE spectrum of the substrate supported monolayer graphene (red line), in comparison with the spectra of freestanding monolayer graphene (blue line) and the substrate (black line). The green dashed line shows the spectrum calculated by our SE contrast model. c, Band structure diagram of graphene on a SiO$_2$/Si substrate. The band structures of the Si substrate, SiO$_2$ layer, monolayer and quad-layer graphene are shown in the diagram from left to right.

Figure 5.26 (a), in which the spectrum for quad-layer graphene has a lower peak height than that of monolayer graphene, indicating a decrease in SE intensity.
5.4.4 Summary of quantitative SE imaging for work function extraction and layer identification of graphene.

In this work a method to quantitatively analyse SE images of graphene on SiO$_2$/Si substrates has been established. It has been demonstrated that the SE contrast exhibits a universal visibility of few-layer graphene. Graphene with layer numbers of less than ten can be determined from the SE contrast. Besides the quantification of graphene layer thickness, the work function of few-layer graphene can also be quantified by extracting the SE attenuation contributions from the layer-dependent SE contrast. This method provides a high-throughput measurement of graphene’s work function and extends the application fields of SE contrast to quantitative analysis.

5.5 Fabrication and application of a SE energy filter in HIM and SEM

5.5.1 SE energy filter design and fabrication

A simple High-Pass filter design was chosen, which works on the principle of limiting the kinetic energy of the SEs prior to their arrival at a detector (e.g. ET). As shown in Figure 5.28 (a), limiting SE energy can be achieved by applying a negative bias to a retarding grid, placed directly over, and in close proximity to, the irradiated specimen. The negative bias generates a retarding field, relative to the specimen bias, which prevents SEs of a lower potential from reaching the detector. By setting the filter bias prior to the acquisition of a specimen image, then changing the bias prior to the acquisition of a second image, the differences observed in image intensity can be directly related to SE emission characteristics of the specimen. To ensure the success of this technique, the irradiation and detection parameters must remain unchanged between image acquisitions. When performed over a large number of image acquisitions - on specimens of known work function and by applying small changes to energy filter bias (~0.1 V) - the filtering efficiency of the energy filter can be determined. Once calibrated, the energy filter can be used to generate SE energy spectra and energy filtered SE images.
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Figure 5.28: (a) A graphic depicting the placement of the EF retarding grid relative to the specimen and SE detector. (b) The fabricated EF device in-situ in the HIM.

The following practical requirements were considered when designing the energy filter. To produce a homogeneous filtering effect, a planar grid composed of symmetrical mesh-patterns and made from a uniformly conductive material was required. The physical dimensions of grid had to provide adequate filtering without obscuring the specimen during image acquisition. To minimise the impact of SE emission-angle on spectral resolution, in-situ optimisation of grid height above the specimen was required. To accommodate specimens of different heights, and to centre the grid over a specific region of interest, an adjustable filter mounting with sub-\(\mu\)m precision movements (horizontal and vertical) was required. Safe retraction of the energy filter during specimen transfer, without venting the microscope chamber, was also required. Finally, the electrical biasing of the filter would be supplied from a source external to the microscope chamber. An overview of the energy filter design is outlined in Figure 5.28 (b).

A 50-mesh hexagonal Cu TEM grid was chosen for the energy filter retarding grid. This is displayed in Figure 5.29 (a). It had an external diameter of 3.05 mm and a thickness of \(\sim 10\ \mu\text{m}\). The Cu lines within the mesh were \(\sim 60\ \mu\text{m}\) wide. The edges of the hexagonal shapes which formed the grid were \(\sim 275\ \mu\text{m}\) in length. This gave each hexagon an area of \(\sim 0.2 \text{ mm}^2\). The grid was mounted to a flat and rigid Al support, measuring 20 mm \(\times\) 5 mm and a thickness of \(\sim 200\ \mu\text{m}\). The grid was secured to the Al support with conductive Ag paste. The mounting of the grid to the Al support is displayed in Figure 5.29 (b). The opposite end of the Al support was inserted into a brass connector, attached to which was a vacuum compatible conductor. The brass connector was mounted to, but insulated from, a mild-steel rod. This supporting rod, a reformed paper clip, was then inserted into
a specific mounting attachment for a Kliendeik MM3A micro-manipulator. This
is displayed in Figure 5.29 (c). The energy filter assembly was then attached to
the micro-manipulator and both were fixed to the microscope stage assembly by a
support bracket. The completed SE energy filter device can be seen in Figure 5.29
(d).

The external biasing of the filter was delivered through an electrical vacuum feed-
through flange. On the outside of the flange a Bayonet Neil-Concelman (BNC)
coupling enabled an electrical connection to a source meter (Keithley 2400) and
on the inside of the flange an Ultra High Vacuum (UHV) Kapton wire (AWG 35)
made the electrical connection to the retarding grid. Once the construction of the
energy filter was complete, a series of test biases, of ± 1, 5 and 10 V, were placed
between the external electrical connection and the microscope ground. Then, using
a digital volt-meter (DVM), the electrical potential between the retarding grid and
Figure 5.30: (a) Micro-manipulator control unit for in-situ positioning of the EF grid and source meter for glsEF bias control. (b) Electrical vacuum feed-through connection with BNC biasing connection to source meter.

The microscope ground was checked and compared to the test bias. A difference of $<3\%$ was observed between the supplied and measured bias. Images of the EF external control and biasing can be seen in Figure 5.30 (a).

Prior to the assembly of the energy filter, all components were thoroughly cleaned as follows. The hexagonal TEM grid and the Al support were ultra-sonically cleaned for 10 minutes in IPA and blown dry with compressed $N_2$. The TEM grid was reactive ion cleaned in an Argon-Oxygen (75:25) plasma for a further ten minutes. The remaining components were wiped down with 100% IPA using lint-free cloth. The Al support, the brass connector, the insulated conductor and the micro-manipulator support bracket were re-purposed components of an SEM SE detector.

5.5.2 SE energy filter calibration

5.5.2.1 Initial evaluation

A Ta (110) specimen was used to test the SE energy filter. Mounted to a standard SEM specimen stub and treated to a ten-minute plasma clean immediately prior to insertion into the HIM. Once loaded, the microscope imaging was enabled and
specimen was centred in the FOV. The operating parameters of the microscope were adjusted to deliver a $\sim 1$ pA beam at an acceleration voltage of 25 keV. The specimen stage was adjusted to give a 20 mm WD and the micro-manipulator controls were used to position the energy filter above the specimen and in the centre FOV. Once in place the top surface of the filter was focused upon and the focal distance was noted. The objective focus of the microscope was then set to 9 mm and the vertical position of the grid was adjusted so that its top surface was brought to the focus plane. With the filter at the correct position the specimen height was adjusted to enable a 10 mm WD. This set a $\sim 1$ mm gap between the filter and the specimen. In this short gap the retarding field could effectively suppress SE emission from the specimen.
Figure 5.32: (a) HIM image of the EF suspended over the Ta (110) test specimen. Both specimen and EF are un-biased (0 V). The region of the specimen from where the SE intensity profile was acquired is indicated by the yellow line. (b) The intensity profiles were acquired from the energy filtered imaging sequence over a EF biasing range of 0 to -20 V. (c) The relationship between the averaged line intensity and the applied energy filter bias.

Before testing the energy filter the FOV was set to 800 µm, a clean surface region was centred in the image and the specimen surface was brought into focus. At this large FOV, the effect of the biasing field on SE emission from the specimen and grid, i.e. their SE intensity level, could be tested simultaneously. Prior to biasing the filter the image contrast and brightness were set to 50 and 60, respectively. With imaging dwell time set to 1 µs and line averaging to 16, an image of the grid and specimen was acquired. The grid was then biased to -1 V and without changing any microscope parameters, a further image was acquired. The energy filter was biased a further 8 times, at -2, -3, -4, -5, -7, -10, -15, -20 V and after each biasing step an image was acquired. Finally, the energy filter was moved horizontally out of the FOV and an image of the specimen without the grid was acquired. The acquired images of the energy filter test are displayed in Figure 5.31.

The test images were uploaded to “Image-J” and using its image stacking and line profile functions, variations in image intensity observed across the hexagonal filter area was evaluated for all bias settings. The results of this evaluation are displayed in Figure 5.32 (b) and are explained as follows. With the grid removed, the specimen surface intensity is measured at 200 ± 10 (A.U.). With the grid inserted, and at 0 V bias, the specimen surface intensity is reduced to 135 ± 10 (A.U.). Upon application of the energy filter bias, average surface intensity decreases with increasing negative bias. The line profiles at each energy filter bias
remain uniform regardless of the distance from the Cu grid lines. This indicates a homogeneous filtering effect along the central axis of hexagonal area.

Figure 5.32 (c) shows the average image intensity values for the specimen and the grid over the applied bias range of 0 to -20 V. Specimen intensity is observed to decrease with the increase in grid bias. The intensity of the energy filter grid is constant between 0 and -10 V, however between -10 to -20 V grid intensity increases by ∼7%. This increase suggests a uniform spatial electric field distribution below -10 V and a non-uniform distribution above -10 V, however this deviation is still within an acceptable range.

To verify the homogeneity over an entire hexagonal energy filtering area, a series of line intensity profiles were analysed along five other axes. The results of which are presented in Figure 5.33. These results show a homogeneous energy filtering effect on SEs emitted from the specimen within the hexagonal grid area.
5.5.2.2 SE energy calibration

Figure 5.34 (a) shows the change in He$^+$ ion induced SE image intensity from an unbiased Ta (110) test specimen upon the application of an increasing negative energy filter bias. The images were captured in a HIM in the same manner described in the initial testing of the energy filter, section 5.5.2.1, however the microscope and acquisition parameters were changed as follows. The ion acceleration voltage was increased to 30keV, the FOV was reduced to 55 μm, line averaging was set to 8 and pixel dwell time was set to 0.2 μs. Due to variations in reference bias, the placement of the un-biased energy filter over the un-biased specimen resulted in an immediate reduction in image intensity. As a result, the SE on-set, the point at which the kinetic energy of specimen SEs are filtered, was reduced below 0 V. To overcome this an initial +3 V bias was placed on the retarding grid. This was then reduced to -10 V, in 0.2 V steps.

As SE image intensity is directly proportional to SE emission, intensity differential ($dN/dE$) can be used to generate a SEED from an irradiated specimen. A SEED for the Ta test specimen intensity profile, referenced to the applied energy filter bias, is displayed in Figure 5.34 (b). When the intensity data was shifted so that the SE onset (1.0 V) was aligned to the 0 V position, the corrected SEED gives peak SE energy at 1.0 eV. The variation in SE intensity over the remainder of the filtered energy range is indicative of interactions occurring within the SE escape
depth of the specimen. To correlate specimen interactions to the features in the SEED, the ratio of retarding grid bias ($\Delta V_{GRID}$) to the kinetic energy of the SEs ($\Delta E_K$) was required.

The shape of the SEED obtained under He$^+$ ion extraction given by [59] has been defined in Equation 2.5, as $dN/dE \sim \frac{E_{se}}{(E_{se} + \phi)^n}$, where, $E_{se}$ is the kinetic energy of the emitted SEs, $\phi$ is the material work function and $n$ is the exponent. In the case of the Ta (110) test specimen, its $\phi$ is known and therefore its SEED can be fitted and checked for accuracy. Before this is done the grid bias (V) is directly converted to SE energy (eV), in order to complete the plot fittings. The value of $n$ is derived from the slope of the logarithmic transform of the SEED shape, Equation 5.9, and displayed in Figure 5.35. Taking $n = 4.584$ and a text book value for the $\phi$ of Ta (110) as 4.8, a non-linear curve was fitted to the SEED of the test specimen. This is displayed in Figure 5.36. The fitting is a close match to the general shape of the SEED plot, suggesting a $\Delta V_{GRID} : \Delta E_K = 1:1$.

$$\ln\left(\frac{dN}{dE} \right) \sim n \ln(E_{se} + \phi) \quad (5.9)$$

To confirm this relationship, the $\phi$ for Ta (110) was determined from the uncorrected SEED data presented in Figure 5.34 (b) using the HIM $F(E_{se})$ dependence given in Equation 2.7. By plotting the dependence $F(E_{se})$ as a function of the SE energy (eV), a value for $\phi$ was acquired by extrapolating the plot fitting to its zero value. This is displayed in Figure 5.37 and gives an intersection of -4.8 eV and thus a $\phi$ value of 4.8 eV.

The uncorrected SEED data was used for the $F(E_{se})$ function to account for true bias applied on the emitted specimen SEs, by the retarding field established between the specimen and energy filter grid. The correspondence between text book and measured value for $\phi$, confirms a 1:1 relationship between applied EF bias (V) to SE energy (eV), in this experimental set-up.
Figure 5.35: The logarithmic transform of the SEED shape collected from the Ta(110) test specimen, using a textbook value of 4.8 eV for $\phi$. The fitting gave a slope of -4.584.

Figure 5.36: The SEED from the Ta (110) test specimen fitted to a non-linear curve using Equation 2.5 with $n = 4.584$. 
Figure 5.37: The dependence $F(E_s)$, as given in Equation 2.7, is plotted as a function of SE energy (eV) and delivered a value for $\phi = 4.8$ (eV).

5.5.2.3 Spatial electric field characterisation

The effect of specimen bias.

The effect of specimen bias was evaluated to determine its influence on the spatial electric field distribution of the retarding grid, i.e. its filtering efficiency. This was achieved by completing three further image sets, using the same energy filter retarding grid and microscope set-up used in section 5.5.2.2. Each image set was acquired on a clean, un-irradiated region, with the specimen bias set to -1, -3 and -5 V. For each image set, the positive 3 V EF starting bias was referenced to the specimen bias, i.e. for -1 V specimen bias EF biasing commenced at 2 V, for -3 V specimen bias EF biasing commenced at 0 V, and for -5 V EF biasing commenced at -2 V. The resultant image intensity profiles are displayed in Figure 5.38 (a) along with the intensity profile for the 0 V specimen bias. The shape of the intensity profiles changes with the increase in specimen bias, even though the same relative EF biasing range is applied in each case.

A SEED for each intensity profile presented in Figure 5.38 (a) was generated by referencing each profile to the applied energy filter bias. These are presented in Figure 5.38 (b) and reveal four distinct energy distributions. The onset of SE
energy filtering for each specimen bias corresponds to their distribution minima. These were determined at 0.0, -1.8, and -3.8 V for -1, -3 and -5 V specimen bias settings, respectively. Peak heights and FWHM vary with specimen bias. The 0 V SEED is almost a mirror image of the -5 V SEED, however peak height and FWHM for are greater for the latter. The SEEDs for -1 V and -3 V also display the same mirror-like attributes. Relative to the 0 V and -5 V distributions, a reduced peak height and greater FWHM are observed for the -1 V and -3 V SEEDs. In comparison to 0 V SEED, the features present above peak height in all other distributions, exhibit distinct variations.

Presented in Figure 5.39, Figure 5.40 and Figure 5.41 are the evaluation results for the SEEDs associated with the stage bias settings of -1, -3 and -5 V. They were evaluated for, accuracy of fit to HIM SEED shape and extraction of specimen work function. All of the SEED shapes show a good match to their fitted curves. The $\phi$ values for -1 and -5 V specimen bias vary slightly from the Ta (110) textbook value, at 5.1 and 4.7 eV, respectively. The -3 V specimen bias however, reveals exact correlation to the correct $\phi$ value, 4.8 eV.

The SEEDs for all stage bias settings were corrected so that their onsets coincided with 0 eV position. These are presented in Figure 5.42 and show the effect specimen bias has on the retarding field of the energy filter. Altering specimen bias does not change the general shape of the SEED or peak SE energy position, however it has been show to effect fine features in the energy distributions. Such features are
Figure 5.39: (a) Logarithmic transform of the SEED shape collected from the Ta(110) test specimen, biased at -1 V. (b) The SEED fitted to a non-linear curve using $n = 4.533$, given by the slope of the fitting in (a). (c) The dependence $F(E_{se})$, plotted as a function of SE energy which gives a value for $\phi = 5.1$ (eV).
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Figure 5.40: (a) Logarithmic transform of the SEED shape collected from the Ta(110) test specimen, biased at -3 V. (b) The SEED fitted to a non-linear curve using $n = 4.826$, given by the slope of the fitting in (a). (c) The dependence $F(E_{se})$, plotted as a function of SE energy which gives a value for $\phi = 4.8$ (eV).
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Figure 5.41: (a) Logarithmic transform of the SEED shape collected from the Ta(110) test specimen, biased at -5 V. (b) The SEED fitted to a non-linear curve using $n = 5.539$, given by the slope of the fitting in (a). (c) The dependence $F(E_{\text{se}})$, plotted as a function of SE energy which gives a value for $\phi = 4.7$ (eV).
Figure 5.42: The SEEDs for all stage bias settings are displayed in (a) - (d), each corrected so that SE onset coincides with 0 eV. The fine structure in each energy distribution is observed to vary, however the general shape and peak SE energy remains constant.
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Figure 5.43: (a) SE image intensity profiles generated from Ta (110) test specimen irradiated with primary He$^+$ ion beam energies of 10, 20 and 30 keV. (b) SE energy distributions generated from each of the image intensity profiles.

of particular interest when extracting specimen information thus, careful consideration on specimen biasing is required during the acquisition of SE energy filtered imaging and spectra.

The effect of primary He$^+$ ion energy

To determine the influence primary He$^+$ ion energy had on the filtering efficiency of the retarding grid, a series of SE energy filtered images of the Ta (110) specimen were generated at 10, 20 and 30 keV. The experimental conditions employed in section 5.5.2.2 were repeated for this image series, with the exception of the primary beam current at 10 keV. It was approximately doubled in comparison to beam currents used at 20 and 30 keV. The SE image intensity profiles generated from the primary He$^+$ ion beam energy analysis are displayed in Figure 5.43 (a). The SE onset from each profile occurred at an energy filter bias setting of 1.2 V. SE energy distributions for each image intensity profiles were then generated. These are presented in Figure 5.43 (b). The features in each SEED beyond the peak position occur at similar positions (eV). Prior to comparing the experimental results however, the efficiency of the EF at each primary He$^+$ ion beam energy required investigation.

Presented in Figure 5.44, Figure 5.45 and Figure 5.46 are the evaluation results for the 10, 20 and 30 keV SEEDs. The SEED shape for each beam energy shows good correlation to their fitted curves. For a given material, ion induced SE yield
is proportional to velocity of the impinging ions, i.e. their kinetic energy \[97\], however as the incident beam current for 10 keV, 1.8 pA, was twice that of the other beam energies, greater image intensity was observed at each energy filter bias setting. In order to compare the results between the beam energies, the intensity value of each image in the 10 keV image series was halved. The \( \phi \) values determined from the 20 and 30 keV SEED data are aligned with the expected textbook value of 4.8 eV \( \pm 1\) eV, however for 10 keV the SEED data gave \( \phi = 4.5 \) eV. The variation in SE yield at 10 keV in comparison to the other beam energies, may have influenced its SEED and as a result the extracted value for \( \phi \). A further comparative investigation at lower beam energies would be required to confirm this assumption.

Presented in Figure 5.47 are the onset corrected SEED spectra for each beam energy. Peak energy occurs at \( \sim 1 \) eV in all three spectra, with secondary peaks observed at \( \sim 3 \) and \( \sim 5.5 \) eV. Above 5.5 eV the features present in the spectra are not comparable. These differences could be accounted for by slight variations in surface potential present at each imaging site. Such differences would impact the number of SEs generated at these relatively higher energies. With the Ta (110) specimen it was not possible to alter the surface condition to try to promote uniform \( \phi \) at, and between, each imaging site, however in section 5.5.3.4 this was attempted by using a HOPG specimen.

From analysis of the SEED spectra generated with He\(^+\) ion energies of 10, 20 and 30 keV, the performance of the energy filter is not influenced by beam energy. The results indicate a \( \Delta V_{GRID} : \Delta E_K = 1:1 \), for 20 and 30 keV ion energy. The exact energy filtering ratio for 10 keV could not be determined from this data set.

### 5.5.2.4 Comparative evaluation in SEM

For an operational comparison the energy filter was installed in a SEM (Carl Zeiss, Ultra Plus) and was used to acquire electron induced SEEDs from the Ta (110) test specimen. The experimental set-up mirrored that implemented in the HIM, with a few instrument specific exceptions. The working distance in the SEM was set to 5 mm, and the gap between the specimen and the energy filter grid was maintained at 1 mm. Having the highest sensitivity to SE1 signals, the InLens detector was chosen to collect the specimen images. For image acquisition its collector bias was fixed to 300 V. All images were captured at a FOV of 54 \( \mu \)m, with a 1024 \( \times \) 768 140
Figure 5.44: (a) Logarithmic transform of the SEED generated by irradiating the Ta (110) test specimen with a He$^+$ ion energy of 10 keV. (b) The SEED fitted to a non-linear curve using $n = 4.433$, given by the slope of the fitting in (a). (c) The dependence $F(E_{se})$, plotted as a function of SE energy which gives a value for $\phi = 4.5$ (eV)
Figure 5.45: (a) Logarithmic transform of the SEED generated by irradiating the Ta (110) test specimen with a He\(^+\) ion energy of 20 keV. (b) The SEED fitted to a non-linear curve using \( n = 4.553 \), given by the slope of the fitting in (a). (c) The dependence \( F(E_{se}) \), plotted as a function of SE energy which gives a value for \( \phi = 4.8 \) (eV)
Figure 5.46: (a) Logarithmic transform of the SEED generated by irradiating the Ta (110) test specimen with a He$^+$ ion energy of 30 keV. (b) The SEED fitted to a non-linear curve using $n = 4.593$, given by the slope of the fitting in (a). (c) The dependence $F(E_{se})$, plotted as a function of SE energy which gives a value for $\phi = 4.8$ (eV)
Figure 5.47: The SEEDs for He\(^+\) ion primary energies of 10, 20 and 30 keV are displayed in (a) - (c), respectively. Each has been corrected so that SE onset occurs at 0 eV. The general shape of the distributions and peak SE energy does not change with primary He\(^+\) ion energy. The features present in the spectra below 5.5 eV are comparable however those above are not.
Figure 5.48: (a) An electron beam induced SE image intensity profile from an unbiased Ta (110) test specimen, upon the application of an increasing negative energy filter bias. The SE onset was determined from the intersection of the slopes of the first and second phases of the profile, as indicated by the overlapping red lines. (b) The corresponding SE energy distribution referenced to the EF bias. The SE onset in (a) correlates with the commencement of peak SE energy in (b).

Pixel resolution and a dwell time of 0.1 µs. Also, detector contrast and brightness were set to 35% to 50%, respectively.

Figure 5.48 (a) shows the electron induced SE image intensity profile, from the unbiased Ta (110) test specimen, upon the application of an increasing negative energy filter bias. A primary electron beam energy of 5 keV was used to excite the specimen. As observed with the placement of the energy filter over the specimen in the HIM, the presence of the energy filter over the specimen in the SEM reduced the SE on-set below 0 V. As a result, the biasing range commenced at +3 V, prior to being reduced to -10 V, in 0.2 V steps. At each step, an image of the specimen was acquired and from the entire image series the intensity profile was compiled. Unlike the onset in the HIM experiments, the onset in the SEM is not associated with an SE energy minima. It was however determined from the intersection of the plotted slopes of the first and second phases of the reducing intensity profile, as indicated by the overlapping red lines.

Figure 5.48 (b) shows an energy distribution of the Ta test specimen, which was generated from its intensity profile in reference to the energy filter bias. The onset (\( \sim 0.4 \) V) correlates with the commencement of peak SE energy. When the intensity data was shifted so that the onset was aligned to the 0 V position, the corrected SEED gives peak SE energy at \( \sim 1.2 \) eV. The width of the SE peak is
∼50% of the energy range and its over-all shape is smooth with minimum features present above peak maximum.

To compare the electron induced SEED of the Ta specimen to that of the He$^+$ ion induced SEED, the efficiency of the EF in SEM was determined. Firstly, the shape of the curve was fitted to the SEED function, Equation 5.10, as given in [59]. This is displayed in Figure 5.49 (a) and shows a good fit between the SEED shape and function.

\[
\frac{dN}{dE} \sim \frac{E_{se}}{(E_{se} + \phi)^4}
\]  

(5.10)

The SEM SEED data was then used to check specimen work function by applying the $F(E_{se})$ dependence (Equation 2.6), given by [59], as a function of energy filter bias (eV).

This plotting is displayed in Figure 5.49 (b) and upon extrapolation to its zero value, an intersection of -3.4eV was revealed. For correct correspondence with the \(\phi\) for Ta (110), an intersection of -4.8eV would have been the result. Peak SE energy, as presented in Figure 5.49 (a), is therefore incorrect, as \(\Delta V_{GRID} : \Delta E_K \neq 1:1\). To confirm that this is the case, the SEED data was adjusted by a factor of 1.41 (-4.8/-3.4). The corrected SEED data was plotted and is presented in Figure 5.50 (a). It shows the fitting curve perfectly aligned to the plot. The $F(E_{se})$ dependence was replotted for the corrected SEED, as presented in Figure 5.50 (b), and reveals the expected intersection at -4.8eV.

In the work presented by Petrov et. al. [59], peak SE energy in the HIM was observed to increase with specimen \(\phi\), and for a given material (Mo), peak SE energy in the SEM was ∼1.5 times that observed in the HIM. To confirm the method proposed in section 5.5.2.2 - which correctly extracted specimen \(\phi\) from the SEED data using the $F(E_{se})$ dependence - the HIM data presented in [59] (Figure 5.51(a)) was re-plotted and fitted using Equation 2.7. This is displayed in Figure 5.51 (b) and shows an intersection of -4.2 eV. The plotting confirms the value of specimen \(\phi\) (4.2eV) as previously determined from the SEM data of the Mo specimen. It also confirms the method outlined above for calibrating the SE energy filter in both the SEM and HIM.
Figure 5.49: (a) The onset corrected electron beam induced SEED of the Ta (110) specimen, fitted to Equation 5.10. A good fit between the SEED shape and the fitted function is observed. (b) The $F(E_{se})$ dependence of the Ta (110) SEED is plotted and reveals an intersection of -3.4eV upon extrapolation to its zero value.

Figure 5.50: (a) The SEED data of the Ta (110) specimen, presented in Figure 5.49 (a) is adjusted by an energy correction factor of 1.41. The fitted curve is perfectly aligned to the corrected distribution. (b) The $F(E_{se})$ dependence was replotted for the corrected data revealing an expected intersection of -4.8eV.
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Figure 5.51: (a) The HIM and SEM SEED data of the Mo specimen, extracted from [59] were fitted to Equation 2.5, using their appropriate exponents. (b) The plotting of $F(E_{se})$ of the HIM SEED data reveals an intersection of -4.2 eV confirming specimen $\phi$ (4.2 eV), as determined from the SEM SEED data.

A comparison of electron and He$^+$ ion induced SEED spectra is presented in Figure 5.52, with each spectrum normalised to their peak SE energy values. These occur at 1 eV in HIM and 1.7 eV in SEM. Beyond peak energy there are a variety of features present in both spectra, some of which occur at comparative energies. Due to the nature of this specimen however, an evaluation of the finer details of both SEEDs is beyond the scope of this SE energy filter calibration work.

The effect of specimen bias in the SEM was also evaluated and completed in the same way described for the HIM evaluation, section 5.5.2.3. The image intensity profiles acquired for stage bias settings of -1, -2, and -3 V are displayed in Figure 5.53 (a), along with the intensity profile for the 0 V specimen bias. As expected, the position of each profile shifts with the applied EF biasing range. Their shape also changes with the increase in stage bias although not as pronounced as the changes observed for the HIM profiles (as displayed in Figure 5.38). SEEDs for each of the SEM intensity profiles were generated, each of which were referenced to the applied energy filter bias (eV). These are displayed in Figure 5.53 (b) and reveal four distinct energy distributions. The onset of SE energy filtering for each specimen bias corresponds to the commencement of peak SE energy in each spectrum, occurring at -0.6, -1.6 and -2.6 V for the -1, -2 and -3 V specimen bias settings, respectively. Unlike in the HIM, peak heights and FWHM do not vary significantly with specimen bias, however like the HIM, some SEEDs are ”mirror-like” images of others, i.e. the 0 V SEED is comparable to that produced for -2 V
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**Figure 5.52:** A comparison of electron and He\(^+\) ion induced SEEDs, of the Ta (110) specimen, both fitted to their respective exponents. Each spectrum is normalised to peak SE energy which occur at 1eV for HIM and 1.7eV for SEM.

**Figure 5.53:** (a) SEM SE image intensity profiles for stage bias settings of 0, -1, -2, and -3 V. The position and each profile shifts with the applied EF biasing range. (b) SEEDs for each of the SEM intensity profiles referenced to the applied energy filter bias (eV).
and the -1 V SEEDs is comparable to that produced for -3 V. Peak height however and FWHM for are greater for the 0 and -2V SEEDs. With the exception of the -2 V SEED, there are features present at all energies above peak maximum.

### 5.5.2.5 Summary of SE energy filter calibration

The SE energy filter device was first evaluated in the HIM in terms of the homogeneity of its applied biasing field and its SE filtering efficiency. Energy filtered SE images of a Ta (110) test specimen were acquired upon biasing the retarding grid between +3 to -15 V. The homogeneity of the energy filter was assessed by acquiring image intensity profiles from six intersecting axes within a central hexagonal grid area. Analysed in terms of uniformity across their individual lengths, the results showed a homogeneous filtering effect of the applied retarding field. The efficiency of the energy filter, i.e. the ratio of the retarding grid bias to the kinetic energy of the filtered SEs ($\Delta V_{GRID} : \Delta E_K$) was then determined. This was achieved by firstly generating an SE intensity profile of the test specimen from which an SE energy distribution (SEED) was generated. From this SEED the modified $F(E_{SE})$ dependence was plotted, which revealed a $\phi$ value equal to the textbook value of Ta (110) (4.8 eV) and confirmed a 1:1 relationship between applied EF bias (V) and filtered SE energy (eV).

Secondly, the influence of specimen bias and primary He$^+$ ion beam energy on SE filtering efficiency was determined. The influence of specimen bias was assessed by generating SEEDs at a specimen bias settings of -1, -3 and -5 V, plotting their modified $F(E_{SE})$ dependences, and checking each plot for correspondence to specimen $\phi$. The -1 and -5V plots varied slightly ($\leq 5\%$) however the -3V plot revealed exact correlation to Ta (110) $\phi$. Correcting the SEEDs so that their onsets coincided with the 0 eV position showed that altering the specimen bias did not change their general shape or peak position, however it was observed to effect the fine features present in the distributions. The influence of primary He$^+$ ion beam energy was determined in the same way, however when comparing SEEDs, generated at 10, 20 and 30 keV, the specimen bias was kept at 0 V. With the exception of 10 keV, the modified $F(E_{SE})$ dependences for the 20 and 30 keV SEEDs revealed exact correlation to Ta (110) $\phi$ and therefore confirmed an SE filtering efficiency 1:1. The 10 keV data was off by $\sim 5\%$ however the exact filtering ratio could not be determined from this data set. This result however would not
impact He\(^+\) induced SE spectroscopy studies, due to the majority of HIM imaging being conducted between 20 - 35 keV.

Next, the operation of the SE energy filter device in the SEM was tested. Using a primary electron beam energy of 5 keV, a specimen bias of 0 V, and retarding biasing range of 3 V to -10 V, a SEED of the Ta (110) test specimen was generated. Its \(F(E_{\text{se}})\) dependence was plotted however it did not reveal a value corresponding with specimen \(\phi\). The filtering efficiency of the EF device in SEM was therefore not 1:1, which gave incorrect peak SE energy. On application of the appropriate correction factor, the SEED and \(F(E_{\text{se}})\) dependence were replotted both of which revealed correct peak SE energy and specimen \(\phi\).

To confirm the method of qualifying the energy filter, the HIM SEED data presented in [59] for an Mo test specimen was extracted and its modified and \(F(E_{\text{se}})\) dependence was plotted using Equation 2.7. This revealed a specimen \(\phi\) of 4.2 eV exactly the same as the SEM data presented by the authors, thus confirming the methods for calibrating the SE energy filter in SEM and HIM.

In SEM, the effect of specimen bias on the efficiency of the SE energy filter device was also evaluated. Similar to the results presented for HIM, altering specimen bias primarily influences the detail in the energy distributions, however the general shape and peak SE energy is not effected. This effect requires careful consideration when extracting SE spectra from electron and He\(^+\) irradiated specimens.

The observations presented on the evaluation of the energy filter in a SEM, demonstrates its ability to generate a SEED from a specimen comparable to that generated from the same specimen in a HIM. This in turn enables the use of the energy filter in both instruments for correlative SE energy-filtering and spectroscopy techniques for material characterisation.

### 5.5.3 Application of the SE energy filter device: SE Image spectroscopy in HIM

The interaction of a charged particle with a material atom can give rise to the generation of a SE. If sufficient energy transfer occurs during the interaction the SE can escape from the surface of the material into vacuum. The minimum kinetic energy required for SE emission is known as the material’s work-function (\(\phi\)).
Within the scope of an electron, or an ion, microscope, certain physical, chemical or crystallographic properties of a material can be revealed by analysing its SE energy profile [50, 60, 197]. By controlling the energy range of the SEs delivered to the detector, regions of distinct work function difference can be highlighted or removed from a specimen image. Selective SE energy detection can therefore enhance the characterisation and imaging functions of a charged-particle microscope.

5.5.3.1 HOPG Specimen preparation

A HOPG specimen was used for the generation and evaluation of SE spectra in the HIM. Affixed to a standard Al SEM stub using silver paint, as shown in Figure 5.54. In order to generate a true SE spectra from the specimen, surface contaminants and fractured layers first needed to be removed. This was done by a mechanical cleaving method using an adhesive cellophane tape and performed as follows.

Firstly, along one edge of the HOPG specimen the Al supporting stub was marked and placed into a stub holder. This mark would indicate the direction of exfoliation once the cleaving procedure was complete. A straight edge was cut across a piece of tape attached perpendicularly to a pen. The tape was extended out from its holder by the pen and a strip, of approx. 7cm, was cut free. The free end of the tape was stuck to the side of the stub holder with the mark. With the tape held firm to the holder with one hand it was kept taut with the other and brought over the HOPG specimen. Keeping it taut, the tape made a homogenous contact with the HOPG surface. Slight pressure was then applied to the top surface of the tape ensuring full contact with the specimen surface, required for optimal cleaving. The end of the tape attached to the pen was then moved back over the HOPG surface, by a gentle rolling action of the pen. While doing so, care was taken to ensure that no kinks or creasing occurred in the tape and a firm hold was kept on the specimen stub holder.

Once complete, the HOPG surface was ready for analysis, however as it contaminates quickly the cleaving process was done just prior (< 3 minutes) to insertion into the microscope.
Figure 5.54: The HOPG test specimen affixed to an Al SEM stub. The marking on the stub, indicated by the blue arrow, was used to indicate the direction of exfoliation after surface cleaving.

5.5.3.2 Image acquisition and SEED generation parameters

The method by which energy filtered images were captured in the HIM from the HOPG specimen, was the same as that described in the SE energy calibration section (Section 5.5.2.2), but refined to suit the HOPG specimen as follows. The ion acceleration voltage was increased to 30 keV. The FOV was reduced to 10 µm. Line averaging was changed to frame averaging and set to 4. Image contrast was set to 66% and brightness to 33%. Image resolution was set to 512 × 512 and pixel dwell time to 1 µs. The biasing range of the EF grid was set between +1 to -6 V and images were acquired at every 0.1 V interval.

5.5.3.3 Assessment of the HOPG surface condition

Upon insertion into the HIM the HOPG surface was evaluated for the generation SE energy spectra. The various surface features observed during this examination and are displayed in Figure 5.55. Such features included, remnants of partially pulled off flakes, HOPG grain boundaries, micron-sized features with well-defined straight edges and small (< 1 µm) dark non-crystalline features. The small dark
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Figure 5.55: The features observed in the HIM on the surface freshly cleaved HOPG specimen included, (a) remnants of partially pulled off flakes, HOPG grain boundaries and micronized features with well-defined straight edges. (b) Dark non-crystalline features, presumed to be surface contamination. (c) Sharp-edged features which became more clearly visible at higher magnifications.

features are presumed to be surface contamination, while the features with well-defined edges appeared to be weakly bound flakes, aligned along a particular direction. The sharp edges are more clearly visible in the higher magnification image in Figure 5.55 (c). Such features are the result of mechanical stresses as a consequence of the cleaving and are consistent with the features observed in HOPG conductivity maps [198].

5.5.3.4 HOPG SEED generation

Although the specific features observed were common to all areas of the specimen surface, three particular regions were identified for spectra collection. These were classified in terms of their concentration of loosely bound HOPG flakes and were denoted as types A, B and C. Type-A and Type-B were areas observed as being free from flakes but varied in SE intensity when imaged side by side. Type-C was an area containing no more than 50% of prominent small flakes, \( \leq 10\mu m \) in width.

Type-A HOPG surface region.

Figure 5.56 shows the results of a four SEED progression generated from a Type-A region of the specimen. Figure 5.56 (a) shows the SEED generated after the central region in Figure 5.56 (b) was imaged 81 times (whereby a total irradiation
dose of $\sim 1 \text{ pC}\cdot \mu\text{m}^{-2}$ was delivered). Figure 5.56 (c, e & g) show the SEEDs generated from the same central region of the specimen, after the second, third and fourth energy filtered imaging sequences. The changes induced in the HOPG surface after each imaging sequence are shown in Figure 5.56 (d, f & h). Due to the sensitive nature of the HOPG specimen, high resolution surface scans of the surface were not captured prior to the commencement of the imaging sequences, however the area surrounding the concentrated irradiation is representative of the Type-A surface region.

The dashed lines that overlap all of the SEEDs in Figure 5.56 indicate the expected SE energy peaks from the HOPG substrate. These were reported at 1 and 3 eV for He$^+$ ion induced SE emission, and 4.3 and 5.4 eV for electron induced SE emission [60, 197]. Prominent in Figure 5.56 (a) are the 1 and 3 eV peaks. The 4.3 and 5.4 eV peaks are clearly seen, however the 4.3 eV peak is shifted to a slightly higher energy of $\sim 4.5$ eV. Also present are three further peaks at 0.3, 1.8 and 2.5 eV. In comparison to the initial SEED presented in (a), all of the other energy distributions are similar in shape but exhibit peaks at different energies.

Taking the text book value for HOPG $\phi$ at 4.6 eV, the initial SEED generated from the first imaging sequence, presented in Figure 5.56 (a), was fitted to the HIM SEED expression, Equation 2.5 and is displayed in Figure 5.57 (a). Prior to fitting, the exponent $n$ for the fit was determined using Equation 5.9. The fit is a good match to the SEED however a noticeable difference in the height and width of the peak, below its maximum, are observed. To check the relationship between EF bias ($V$) and filtered SE energy (eV) for the HOPG experiment, the HIM $F(E_{se})$ dependence, given in Equation 2.7, was plotted for the initial SEED data. As displayed in Figure 5.57 (c), this check resulted in an Y-axis intersection of $-4.6$ V confirming a filtering efficiency of $\Delta V_{GRID} : \Delta E_K = 1:1$.

The SEED presented in Figure 5.56 (a) is representative of the SE emission from the Type-A region, however during SEED generation the surface is altered by the He$^+$ ion irradiation and is therefore not a true representation of a pristine surface. The SEEDs presented in Figure 5.56 (c), (e) and (g) are representative the surface conditions present during and after the second and third and fourth imaging sequences, respectively. It is clear that the continuing the He$^+$ ion irradiation is changing the surface features in the area under bombardment and these changes are altering peak positions and intensity.
Figure 5.56: (a, c, e & g) A SEED progression generated by four energy filtered imaging sequences from the same irradiated region of a Type-A HOPG surface area, using irradiation parameters of, 30 keV beam energy, resolution $512 \times 512$ pixels, 19.5 nm pixel spacing and a 1 $\mu$s dwell time. The overlapping dashed lines indicate the expected HOPG SE energy peaks induced by He$^+$ ion irradiation, at 1 and 3 eV, and for electron induced SE emission at 4.3 and 5.4 eV [60, 197]. An image of the specimen surface after each imaging sequence is displayed in (b, d, f &h) whereby total irradiation doses of $\sim$1, $\sim$2, $\sim$3 and $\sim$4 pC/$\mu$m$^{-2}$ were delivered, respectively.
Figure 5.57: (a) The SEED generated from the first imaging sequence of the Type-A surface area was fitted to Equation 2.5, taking HOPG $\phi$ as 4.6 eV. (b) Prior to fitting the SEED the exponent $n$ was determined using Equation 5.9. (c) The $F(E_{\text{Se}})$ dependence was plotted for the SEED data and resulted in an intersection of -4.6 V, confirming a filtering efficiency of $\Delta V_{\text{GRID}} : \Delta E_K = 1:1$. 
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Figure 5.58: (a, c, e & g) A SEED progression, generated by the first set of four energy filtered imaging sequences, from an irradiated region of a Type-B HOPG surface area, using irradiation parameters of, 30 keV beam energy, resolution $512 \times 512$ pixels, 19.5 nm pixel spacing and a 1 $\mu$s dwell time. The overlapping dashed lines indicate the expected HOPG SE energy peaks induced by He$^+$ ion and electron irradiation. An image of the specimen surface after each imaging sequence is displayed in (b, d, f & h) whereby total irradiation doses of $\sim 1$, $\sim 2$, $\sim 3$ and $\sim 4$ pC$\cdot$µm$^{-2}$ were delivered, respectively.

Type-B HOPG surface region.

Presented in Figure 5.58 and Figure 5.59 are the results of an eight part SEED progression generated from a Type-B HOPG surface region. The spectra and associated images were generated in the same manner as those generated from the Type-A region. Figure 5.58 (a) shows the initial SEED. It is similar to the initial Type-A SEED, having clearly visible peaks at all of the expected SE energy levels. New spectral features (peaks) are also observed at 0.3, 1.2, 1.8, 2.5 eV and 5 eV.

The SEEDs generated with the progressing imaging series from the Type-B region hold the same general shape, however the features observed in the initial SEED are either missing or shifted. Similar to the Type-A SEEDs, the generation of SEEDs
from the Type-B region results in a change in the condition of the specimen’s surface. These changes are clearly seen in the first part of the spectral progression presented in Figure 5.58. The SEEDs presented in Figure 5.59 are the second part of the spectral progression. These were generated from the same region irradiated in the first part of the progression and after each SEED the contrast of the irradiated region continues to darken. This indicates further surface changes which is confirmed by the changes to the features observed in their progressing SEEDs. In contrast to the the initial SEED, the SEEDs presented in Figure 5.59 (e & g) have lost a significant portion of the spectral details. This indicates that the greatest specimen changes occur at the highest irradiation doses, which is also confirmed by the appearance of cracks in the at the corners of the irradiated region.

Type-C HOPG surface region.

A typical Type-C area is displayed in Figure 5.60 (a). It shows the loosely bound, several micron sized, HOPG flakes exhibiting a darker SE intensity than that of the supporting plane. Prior to completing a SEED imaging sequence, the surface was irradiated with a total of eight cleaning scans. These scans had the same properties as the energy filtered imaging scans with the exception of dwell time, which was adjusted to 5 µs. Each cleaning scan produced an SE image and these are shown in Figure 5.60 (b - e) for the 2nd, 4th, 6th and 8th scan. The final scan reveals uniform SE intensity.

Three imaging sequences were performed over the cleaned Type-C region, the SEEDs from which are displayed in Figure 5.61 (a), (c) and (e). The specimen images generated at the end of each SEED sequence are displayed in Figure 5.61 (b), (d) and (f). None the features present in the initial SEED (Figure 5.61 (a)) align with the characteristic HOPG SE energy peaks, as indicated by the overlapping dashed lines. In comparison to the initial Type-A and Type-B SEEDs, its general shape is significantly altered. The second SEED (Figure 5.61 (c)) more closely resembles the initial Type-A and Type-B SEEDs. With the exception of its 1 eV peak, none of its features align with the characteristic SE energy peaks. The SE energy peaks in the final SEED for the Type-C region, as displayed in Figure 5.61 (c), are also not aligned with the characteristic HOPG SE energy peaks. With the exception of the peak at 1.5 eV this energy distribution does not share any of the peaks observed in the first and second SEEDs.
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Figure 5.59: (a, c, e & g) The continuation of the SEED progression, presented in Figure 5.58, generated by the second set of four energy filtered imaging sequences from the same irradiated region of a Type-B HOPG surface area, using irradiation parameters of, 30 keV beam energy, resolution 512 × 51 pixels, 19.5 nm pixel spacing and a 1 µs dwell time. The overlapping dashed lines indicate the expected HOPG SE energy peaks induced by He⁺ ion and electron irradiation. An image of the specimen surface after each sequence in displayed in (b, d, f & h) whereby total irradiation doses of ∼5, ∼6, ∼7 and ∼8 pC·µm⁻² were delivered, respectively. At an applied dose of ∼6 pC·µm⁻² the top surface layer begins to crack at the corners of the irradiated region. These cracks are indicated in images (d, f & h) by the white arrows.

It is clear that the SEEDs produced from the Type-C surface region differ significantly from those produced from Type-A and Type-B. Even though a cleaning sequence was initiated prior to the commencement of the first energy filtered imaging sequence, the information present in the SEEDs show that the surface conditions prior to producing the initial SEED were significantly different than those present in the Type-A and Type-B regions. The true surface conditions prior to SEED generation are unknown, however it is unlikely that the cleaning steps removed the loose HOPG flakes as intended.
Figure 5.60: (a) A typical Type-C area showing loosely bound, HOPG flakes exhibiting darker SE contrast than the underlying plane. This region of the specimen was irradiated by a total of eight cleaning scans. Each cleaning scan delivered a total irradiation dose of \( \sim 5 \, \text{pC} \cdot \mu\text{m}^{-2} \) using irradiation parameters of, 30 keV beam energy, resolution 512 \( \times \) 512 pixels, 19.5 nm pixel spacing and a 5 \( \mu \text{s} \) dwell time. The SE images produced after the 2\(^{nd}\), 4\(^{th}\), 6\(^{th}\) and 8\(^{th}\) scans are displayed in (b - e). The final scan reveals uniform SE intensity, indicating the removal of the loosely bound HOPG flakes.

5.5.3.5 Discussion and analysis of HOPG SEED generation

When AFM was used to measure the step height of loose HOPG flakes it was found to be slightly larger than the atomic spacing expected along the c-axis [198]. The increased gap size was linked to a reduced conductivity between the top graphene layer and the bulk HOPG material. This was supported by their darker appearance (SE contrast) having an increased \( \phi \) relative to that of the underlying plane. The implication for SE spectra from the Type-C area is that the loose HOPG flakes would not be suitable for SE spectra collection as conductivity differences could translate into local potential differences. This is a well-known effect which has been exploited for mapping small potential differences in semiconductor dopant studies [17] and work function mapping of graphene [9]. If SEs were collected from several flakes simultaneously, each flake would have a slightly different potential and therefore a slightly different SE onset. When averaged over numerous flakes, this would lead to SE onset and peak broadening as any local potential variation would result in shifts within the energy distribution. It is clear from the SEEDs
Figure 5.61: (a, c & e) A SEED progression, generated three energy filtered imaging sequences, from an irradiated region of the pre-cleaned Type-C HOPG surface area, using irradiation parameters of, 30 keV beam energy, resolution $512 \times 512$ pixels, 19.5 nm pixel spacing and a 1 $\mu$s dwell time. The overlapping dashed lines indicate the expected HOPG SE energy peaks induced by He$^+$ ion and electron irradiation. An image of the specimen surface after each imaging sequence is displayed in (b, d & f), whereby total irradiation doses of $\sim 1$, $\sim 2$ and $\sim 3$ pC$\cdot$µm$^{-2}$ were delivered, respectively.

Presented for the Type-C region that the prominent peaks are shifted from the expected SE energy levels implying a variation in the local surface potential.

To date, clear evidence has not been given to show that HOPG cleaved in air remains free of hydrocarbon absorption. Reported data for peaks in He$^+$ ion induced SE emission spectra were carried out on air cleaved HOPG, however spectra collection took place under UHV conditions and after the specimen was annealed at 1100 K for several minutes [60]. Regardless of the lack of a specimen heating facility, or the availability of UHV in the HIM, no attempt was made to remove surface hydrocarbons following the unsuccessful cleaning of the Type-C region.
The features present in the initial SEEDs produced from the Type-A and Type-B regions show good alignment with the characteristic HOPG He\(^+\) ion and electron induced SE peaks. This indicates that the surface conditions in these regions prior to irradiation were most likely free from features with the potential to alter surface work function. It is clear from the SEED progressions of the Type-A and Type-B regions that the specimen changed with each imaging sequence. Whether or not these changes were due cross-linked hydrocarbon formation or the sputtering of specimen atoms is unclear. It is clear however that repeated irradiation changes specimen surface work function. In the Type-B region, the overall shape of the spectrum remains the same after damaging inducing He\(^+\) ion doses. The damage, as revealed by the appearance of cracks in the corners of the irradiated regions in Figure 5.59 (d, f, and h), is coupled with the removal of the majority of the fine spectral structure in Figure 5.59 (c, e, and g). These energy distributions now fit the description of glassy carbon given in [199], thus the change in shape of the HIM SE spectrum is likely to indicate the conversion of HOPG to glassy carbon.

5.5.3.6 Measurements of graphene SE spectra in SEM and HIM

Displayed in Figure 5.62 (a) is a SEM image of a freestanding monolayer of graphene. The data directly obtained from the SE energy filtering measurement on the monolayer graphene was a retarding grid bias (V) vs SE intensity curve. It is displayed in Figure 5.62 (b). From the curve the intensity is observed to decrease rapidly at an onset point of \(V_{onset} \approx -1.6\) V. This onset indicates the commencement of SE energy filtering. The relationship between filtered SE energy \(E_k\) and retarding grid voltage \(V_{Bias}\) is, \(E_k = -e(V_{Bias} - V_{onset})\). By converting the x-axis in Figure 5.62 (b) to SE energy and differentiating the filtered SE intensity (using Savitzky-Golay Smooth in Origin 9.0, Polynomial Order = 2, Points of Window = 8), an SE spectrum of the freestanding graphene was obtained. This is displayed in Figure 5.62 (c). To determine the work function from SE spectrum, we convert Equation 5.7 to,

\[
\sqrt{nE_k \left(\frac{\partial \delta}{\partial E_k}\right)} \propto (E_k + \Phi) \quad (5.11)
\]
Using Equation 5.11 the spectrum displayed in Figure 5.62 (c) was fit by varying \( n \) between 3.5 to 5.0. The work function value associated for each fit was obtained from the intercept. This changed from 2.51 eV to 4.98 eV, as displayed in Figure 5.63 (a). We compared the extracted work function values at different values for \( n \) with reported values (\( \sim 4.3 \) eV), and found that \( n = 4.6 \) gave the closest value. Using \( n = 4.6 \), the fitting gave a work function value of 4.32 eV.

A total of five freestanding graphene specimens were measured. These were monolayer, bilayer, trilayer, quadlayer and relatively thick (> 10 layers). Their SE energy spectra are shown in Figure 5.63 (c). Using Equation 5.11 and a given index number \( n \), we compared the extracted work function values to the reported values for monolayer (4.3 eV), bilayer (4.4 eV), trilayer (4.5 eV) and quad/thicker layers (4.6 eV). The average deviations for all the measured samples were then calculated, the results of which are shown in Figure 5.63 (d). For all of the measured samples, with layer thickness from 1 - > 10, \( n = 4.6 \) gave the closest calculated to reported work function values.

Equation 5.12 was used for calculating the SE spectrum of graphene supported on SiO\(_2\)/Si substrate, as displayed in Figure 5.27 (b).

\[
\left( \frac{\partial \delta}{\partial E_K} \right)_{\text{cal}} = \left( \frac{\partial \delta}{\partial E_K} \right)_{s} \cdot \alpha'(E_K) + \left( \frac{\partial \delta}{\partial E_K} \right)_{g} \cdot (1 + \eta) \quad (5.12)
\]

Where the subscripts \( \text{cal} \), \( s \) and \( g \) indicate the calculated, substrate and graphene spectra respectively. \( \alpha' = \frac{\theta_m}{\pi/2} \) describes the proportion of SEs with an energy \( E_k \) that can escape the surface and \( \eta \) represents the BS coefficient.

The SE spectra of graphene was also measured in HIM. Figure 5.64 (a) shows the He\(^+\) ion induced SE spectra of a freestanding monolayer of graphene. Figure 5.64 (b) shows the deviation of extracted work function values from the reported value (4.3 eV), where an \( n = 5.3 \) gave the closest result.
Figure 5.62: a, SEM image of the measured freestanding graphene monolayer, as marked by the red arrow. b, Grid voltage vs SE intensity curve from the monolayer. c, SE spectrum of the measured monolayer generated by differentiating the SE intensity curve in b.

Figure 5.63: a, Extracted work function value for monolayer graphene at different n, where n = 4.6 gives the closest extracted value to reported value. b, Linear fitting of monolayer SE intensity data using Equation 5.11 with n = 4.6. c, SE energy spectra of the monolayer, bilayer, trilayer, quadlayer, and thick (> 10 layer) freestanding graphene. d, The deviation of extracted work function values from the reported values, at different values for n. The smallest difference between two values is given by n = 4.6.
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Figure 5.64: a, SE energy spectrum of the freestanding graphene monolayer in generated in HIM. b, Deviation of extracted work function values from reported values at different \( n \), where \( n=5.3 \) gives the smallest difference between two values.

5.5.4 Summary of fabrication and application of a SE energy filter in HIM and SEM

A High-Pass energy filter device was designed and fabricated for use in HIM and SEM. When placed directly over a specimen region of interest, a retarding field was generated between the device and specimen, on the application of a negative bias to the device. The retarding field limited the kinetic energy (eV) of the SEs delivered to the detector enabling the generation of SE energy distributions (spectra) and energy filtered SE images.

The EF device was initially evaluated in the HIM. The retarding field was assessed as being homogeneous with unity SE filtering efficiency, (i.e. \( \Delta V_{GRID} : \Delta E_K = 1:1 \)). The influence of specimen bias and He\(^+\) ion beam energy on the operation of the device were evaluated. Specimen bias did not influence filtering efficiency, however the fine details in the spectral were impacted. Changes to He\(^+\) ion beam energy did not influence filtering efficiency or spectral information. The EF device was evaluated in SEM and its SE filtering efficiency was not 1:1. However on application of the appropriate correction factor, reliable SEM SEED data was generated.

The EF device was used to generate SE energy spectra from HOPG and graphene specimens. The HOPG specimen was analysed in HIM with SEEDs generated
from three types of surface regions. The spectral data in the initial SEEDs from two surface regions show good alignment with the expected SE energy peaks. The third revealed a distinctly different initial SEED, suggesting that the surface conditions prior to He\textsuperscript{+} ion irradiation in this region were significantly different. Continued irradiation on all regions resulted in changes to the SEED profiles, with damage inducing doses (\( \geq 6 \) pC\( \cdot \mu \text{m}^{-2} \)) changing the visible appearance of the specimen. The spectra associated with the damaged regions were comparable to the SE energy profile of glassy carbon, indicating the occurrence of material conversion by the high dose He\textsuperscript{+} ion irradiation. SE spectra of graphene were generated in SEM and HIM. These were used to determine the work function monolayer and multi-layer (2 > 10) graphene specimens. The accuracy of fit of the extracted SE spectral data, to the expected work function values, was the method used to confirm correlation between SE energy spectral profile and layer thickness.

5.6 Summary of the comparative study on contamination formation, imaging and SE spectroscopy in SEM and HIM

The results of a comparative study on the mechanisms of contamination formation, SE imaging and SE spectroscopy in HIM and SEM, presented in this chapter, are summarised as follows.

In the contamination study, outlined in section 5.1, deposited structures formed on Si specimens were characterised by AFM and EDX, and their effect on SE image contrast was evaluated. He\textsuperscript{+} ion beam-induced contamination was assessed in relation to specimen properties and beam parameters. These results were compared to contamination formed in SEM. Contamination formed in HIM was hydrocarbon limited and it attenuated the SE signal from the underlying specimen in proportion to its thickness. Due to an increased availability of hydrocarbons, the contamination formed in SEM was not hydrocarbon limited. In both microscopes the beam conditions were set in order to generate an approximately equal number of SEs. The average height of the contamination layers, formed below the apparent sputtering doses in HIM, revealed similar values to those formed with
comparative doses in SEM. This observation confirms the significance of the SE signal in the contamination process, implying that SE yield must be considered when attempting to promote or minimise its formation.

For the first part of the SE imaging study, given in section 5.2, the effects of the imaging parameters and sample charging on image contrast were explored in SEM and HIM. The imaging modes associated with the SE1 signal in both microscopes showed the greatest similarity. Analysis of SE images of Ga-implanted n-type Si samples showed the contrast of the implanted regions decreased linearly with increasing Ga density, and increased for each region with the increase in dwell time. In SEM, the contrast changes were due to the modification of the Si SE yield in the implanted regions and to a dynamic charging effect which occurred at increased dwell times. In HIM, the contrast changes in the implanted regions were due to positive charging and subsequent charge diffusion to the surrounding Si. Arising as a result of the Ga implantation, the charge diffusion increased with the increase in Ga density. As a result, contrast decreased inversely with the charge diffusion. SE yield was the critical factor determining image contrast in this comparative study. It is influenced by the primary particle (type and energy) and the imaged specimen (work function and electronic structure).

For the second part of the SE imaging study, given in section 5.3, graphene surfaces were analysed in HIM and SEM. The analysis revealed the presence of nanoscale PMMA residues associated with graphene device fabrication. For both imaging techniques, feature size directly correlated to probe size. The varying nature of the beam-sample interactions, at the different beam conditions, determined the SE contrast. In SEM, images produced at a low beam energy revealed high contrast. This was due to the majority of the interaction occurring within the top ∼12 nm of the specimen. The images produced at high beam energy portrayed a reduced overall contrast and a higher degree of translucency. This was due to a lower primary electron scattering cross-section within the available depth of the specimen. In HIM, image contrast was determined by the SE emission associated with the increased stopping power of the He⁺ ions in the specimen, and image sensitivity by the localisation of the beam-specimen interaction. SE emission and the finite size of the probe ultimately determined the spatial resolution and fidelity of the graphene specimens analysed in this study. The methodology used provides a quantitative approach to readily obtain the physical size of the features on a
graphene surface. HIM was assessed as being a superior SE imaging technique to SEM, due to its sub-nanometer probe and increased surface sensitivity.

In the third part of the SE imaging study, given in section 5.4, graphene specimens supported by SiO$_2$/Si substrates were analysed in SEM and HIM. In both techniques, the visibility of few-layer (< 10) graphene was revealed. Quantitative SE contrast for each graphene layer was determined by accounting for all of the individual contributions to the total SE signal. These included, the SEs emitted from the graphene - those excited by the primary beam and those excited by the BSEs exiting the supporting substrate - and the SEs which were emitted from the substrate and diffused through the graphene. The quantification of graphene layer thickness enabled the determination of few-layer (1 - 4) graphene work function. This was achieved by extracting the SE attenuation contributions from the layer-dependent SE contrast, the results of which revealed a < 1% difference in the work function values determined for both excitation sources.

The final section of the chapter (section 5.5) details the results on the implementation of an SE energy filter device. Designed and fabricated for use in HIM and SEM, its function was to limit the kinetic energy of the SEs received at the detector so that specimen images of known energy (eV) could be collected. From these images SE energy distributions of the analysed specimens were derived. Quantified in terms SE filtering efficiency, the device produced SEED data that revealed spectral detail true to the material under analysis. The EF device was used to generate SE energy spectra of HOPG and graphene specimens. For pristine HOPG surface regions the spectra generated showed good alignment with the expected SE energy peaks. For damaged surface regions the spectra changed to fit the description of glassy carbon. For graphene, the SE spectra generated were used to determine the work function of monolayer and few-layer specimens. The main advantage of the EF device is its ability to elicit information from a specimen pertaining to the SE emission process, i.e. specimen work function. Also the SEED data generated can be used to finger print and characterise changes in a particular material.
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Raman enhancement of electron-beam induced carbon layers

In this chapter, we investigate the optical properties of electron-beam induced carbon layers deposited on an intrinsic silicon 100 substrate. These layers were characterised by AFM, SEM, TEM, EDX, EELS and Raman spectroscopy. They have been observed to enhance the intensity of the characteristic Si Raman peak (520 cm\(^{-1}\)) from the underlying substrate, the extent of which varies with the thickness of the carbon layer and electron beam deposition energy. The morphology of the carbon layers are first discussed, followed by a systematic investigation on the Raman enhancement.

6.1 Characterisation of the carbon layers

Carbonaceous layers were formed on a Si wafer specimen, by rastering the focused electron beam over a series of 5 \(\mu\text{m} \times 5 \mu\text{m}\) areas with doses of 1, 3 and 5 nC-\(\mu\text{m}^{-2}\) for primary electron beam energies of 1, 3, 5, 12, 20 and 30 keV. The Si specimen was cleaned by the wet and dry cleaning methods outlined in section 4.1.1, immediately prior to insertion into the microscope. In order to minimise differences in hydrocarbon disassociation and desorption, a constant beam current \((i_p)\) of 55 ± 5 pA was maintained for each beam energy. A layout of the resultant carbon layers is given in Figure 6.1(a). In this section, we will first present the general morphology of the layers followed by their chemical information and electrical properties.
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Figure 6.1: (a) A schematic of the carbon layer array with deposition parameters. (b) SE image acquired with a 3 keV beam. (c) An optical image of the carbon layers. (d) AFM height mapping of the layers.
6.1.1 General morphology

Immediately post deposition, a SE image of the carbonaceous layers was captured in the SEM using a primary beam energy of 3 keV, a beam current of 50 pA, a dwell time of 6 µs and a pixel resolution of 1024 × 924. This is shown in Figure 6.1(b). All of the layers display a reduced intensity relative to that of the Si specimen. Each layer displays distinctive edge and centre features, which change in appearance with the dose and energy of the depositing electron beam. Surrounded some of the layers is a region of reduced intensity. This region extends beyond the edges of the carbon layer, the distance of which increases with the increase in electron beam energy. A blurring of the edges is also present in some of the layers produced at 1 and 3 keV. A distinctive high intensity dot feature is present in all layers induced with an electron beam energy of 12 – 30 keV. A bright X and Y line pattern is present in the layers generated at 12 keV and is most prominent for the 5 nC·µm⁻² layer.

An optical image of the carbonaceous layers is displayed in Figure 6.1(c). This image reveals similar layer features to those observed in the SE image. The intensity of the carbon layers is reduced relative to the Si specimen with each layer also displaying distinctive edge and centre features. At each beam energy the average intensity of each carbon layer decreases with increase in dose, however at each dose the average intensity increases with increase in beam energy. The distinctive dot features revealed in the SE image are also observed optically for the 12 - 30 keV layers and the 3 and 5 nC·µm⁻² layers induced at 3 keV.

The morphology of each individual carbon layer was revealed by AFM profiling in non-contact (tapping) mode. This enabled the generation of thickness, volume and surface roughness data for each layer. A collage of these height profile images is displayed in Figure 6.1 (d). For each carbon layer, the edge is higher than the centre region, with the left edge being significantly higher than the remaining part of the layer. The distinctive dot features present in the SE and optical images were revealed to have an increased height relative to their immediate surroundings. The profile images also reveal stripe and zig-zag patterns in the morphology of each of the layers, being most prominent in the layers generated with an applied electron dose of 5 nC·µm⁻².
Figure 6.2: EDX line scan for (a) the 3 keV layer and (b) the 30 keV layer with its corresponding STEM cross-sectional images. The additional Au-Pd and Pt layering was required to protect the underlying carbon layers during the TEM lamella preparation stages.

6.1.2 Chemical Analysis of the carbon layers

Chemical analysis of the carbon layers by EDX was conducted in a Titan TEM operating at 300 keV. Cross-sectional TEM lamellas (∼60 nm in thickness) of the layers produced at 3 keV and 30 keV electron beam energy were analysed to investigate the presence of Si in the amorphous carbon structure. Figure 6.2 shows the results of the EDX line-scan analysis in which a STEM image of each deposit is displayed with a corresponding plot of Si(Kα), C(Kα), Au(Mα) and Pd(Lα) X-ray intensity. From the EDX results it is clear that neither carbon layer shows a detectable level of Si.

EELS was conducted on the carbon layers to determine relative the $sp^2/sp^3$ ratio. This analysis was performed in a TEM operating at 300 keV. To reveal the relative differences in the $sp^2/sp^3$ ratios of the carbon layers, it was vital was conduct the EELS analysis of both specimens with exactly the same beam-specimen interaction conditions. To achieve, this lamellas of equivalent thickness (∼60 nm) were produced and the incident beam was directed parallel to the same crystallographic orientation of the Si substrates. Figure 6.3 shows the EELS spectra for the carbon (1s) K absorption edges of the two layers as well as their STEM images. The normal range for $\pi^*$ excitations is 285 - 290 eV and for $\sigma^*$ excitations is 290 - 305 eV [200]. Immediately prior to acquiring the energy loss spectra, the ZLP was
recorded. This was used to ensure the energy scale was correct for the core loss peaks. The spectra were normalised for comparison. The minimum between the $\pi^*$ pre-peak and the $\sigma^*$ peak was used as the edge of two integrating windows. The $\pi^*$ window had a width of 5 eV and was to the left of the minimum. The $\sigma^*$ window was 15 eV wide and to the right of the minimum. According to Cuomo et al., to a good approximation the ratio of the integrated areas under the $\pi^*$ and $\sigma^*$ energy windows is proportional to the relative number of $\pi^*$ and $\sigma^*$ orbitals [200]. For 100% $sp^2$ carbons this ratio is 1/3 and for 100% $sp^3$ carbons it is 0. The concentration of bonds relative to the overall concentration of $\pi$ and $\sigma$ bonds is used to calculate the relative differences in the $sp^2$ concentration present within the two carbon layers. For the 3 keV carbon layer the ratio 0.4925, and for the 30 keV carbon it is 0.5073. This indicates a 3% increase in the relative concentration of $sp^2$ carbon bonds present in the layer generated at 30 keV in comparison to the layer generated at 3 keV electron beam energy. The data provided by the EELS spectra can be used as a comparative measurement of the differences in the $sp^2$ or $sp^3$ bond concentration present in the layers and not for determining their exact concentrations.
Chapter 6 Raman enhancement of electron-beam induced carbon layers

6.1.3 Electrical property of the carbon layers

Figure 6.4 shows the results of the electrical characterisation of the carbon layers by two-point probe measurements. Prior to the carbon deposition, Au contacts had been deposited on the substrate surface through photolithography. The carbon layers were then deposited with a fixed dose of 5 nC·µm$^{-2}$ for a given e-beam energy (e.g. 3, 5, 12 and 30 keV). As displayed in Figure 6.4 (a), the carbon layer can be seen in contact with two electrodes. Immediately after the deposition the specimen was removed from the SEM and placed on an electrical characterisation apparatus. A voltage of 0 - 4.0 V was then applied across the Au contacts via nano-manipulator probes.

The resistivity of individual carbon layers was determined by using the standard formula for resistivity (i.e. $R = \rho L/A$). As all layers were deposited with the same dose and beam current, they have similar thickness (∼300 nm). With the same lateral dimension they had similar cross-sectional area ($A$), however due to slight variations in the spacing between the sets of Au contacts the length ($L$) of each deposit varied. Figure 6.4 (c) shows the resistivity of the carbon layers as a function of electron beam deposition energy.
function of electron beam energy. With the increase in beam energy, from 3 keV to 30 keV, an increase in the resistivity of the layers of $0.025 \sim 10 \text{ M\Omega cm}$ is observed.

### 6.2 Raman mapping and correlative study

Raman spectral maps of the carbon layers, displaying the characteristic Si Raman peak ($520 \text{ cm}^{-1}$) and the carbon Raman band ($1000 - 1800 \text{ cm}^{-1}$), are shown in Figure 6.5 (a) and (b), respectively. In Figure 6.5 (b), all of the carbon layers can be identified from their Si Raman signature, however those generated with a dose of $1 \text{nC} \cdot \mu\text{m}^{-2}$ have a minimum contrast relative to the un-deposited regions of the Si specimen. The intensity of the Si Raman peak varies from layer to layer and within each layer. Edge and center features can be seen for each carbon layer, as well as some of the distinctive dots and line patterns previously observed. In Figure 6.2 (c), only carbon layers generated with an applied dose of 3 and 5 nC.$\cdot$$\mu$m$^{-2}$ are identified from their carbon Raman band signature. Layers generated at 1 – 5 keV clearly reveal edge and center features however these features are not clear for the layers generated at 12 – 30 keV. The distinctive dots are also observed and can now be seen in the region of the image where the 1 nC.$\cdot$$\mu$m$^{-2}$ layers are located.

Figure 6.6 (a) shows the AFM generated height profile image of the carbon layer deposited by a 3 keV electron beam with a dose of 5 nC.$\cdot$$\mu$m$^{-2}$ . The X and Y coordinates in the image represent the area of the Si specimen over which the AFM probe was scanned. The surface height variations encountered during the AFM scan are represented by the grey scale intensity (range). The carbon layer, centred in the image, varies in height between $\sim50 - 250 \text{ nm}$ relative to the Si surface. The edges of layer are higher than its interior region with the left edge being the highest. The elongated feature observed along its left edge in the SEM image is confirmed as being raised above the Si surface with a height range of 150 – 250 nm. The layer morphology also reveals a vertical stripe-like pattern and a double-line effect at the top edge. The brighter segments of these features are higher than the darker segments. As the dwell time of the electron beam significantly influences the rate of contamination growth, the areas revealed as being greater in thickness received a higher dose than the thinner regions. The X, Y and Z data in the AFM scan was used to generate a Three-Dimensional (3D) representation of
the contamination layer volume and this is displayed on the far left of the figure. The grey level of each pixel (0 - 255) in the AFM height profile is correlated to carbon layer height (0 - 250 nm). The pixel intensity distribution is plotted in the histogram, from which a mean grey level value of 86 was determined. This corresponds to a layer height 84 nm. The black and white binary image represents the relative location of the pixels in the AFM image above (white) and below (black) the mean height.

Figure 6.6(b) shows an SE image of the carbon layer. The resultant contamination is revealed as being darker than the un-irradiated region. The SE intensity of the layer varies, with its edges being darker than its centre. On the left edge an elongated narrow feature can be seen. It is measured at ~0.5 µm in width and is the darkest feature in the image. The carbon layer serves to attenuate the SE emission from the underlying Si specimen with the degree of attenuation being dependent upon layer thickness. The grey level of each pixel (0 - 255) in the image
is correlated to SE intensity (arb.). The pixel intensity distribution is plotted in the histogram, from which a mean grey level value of 108 pixels was determined. The black and white binary image represents the relative location of the pixels in the SE image above (white) and below (black) the mean SE intensity.

In Figure 6.6 (c) a Raman intensity map of the carbon band (1050 – 1800 cm$^{-1}$) collected from the Si specimen is presented. The intensity of each is pixel corresponds to the concentration of the carbon bonds excited during the acquisition of each spectrum, with a minimum to maximum intensity range of 2 – 200 detector counts. The carbon layer is centred in the map with its edges displaying an increased intensity relative to its centre and the clean Si surface. The intensity of the carbon band is observed to increase with the increase in layer thickness. This can be clearly seen in the left edge of the contaminated region, where maximum carbon Raman intensity coincides with maximum layer thickness. A 3D representation of the intensity of the Si Raman peak as it varies across the contamination layer is also displayed. The grey level of each pixel (0 - 255) in the carbon Raman image is correlated to carbon band intensity (2 - 200 counts). The pixel intensity distribution is plotted in the histogram, from which a mean grey level value of 105 was determined. This corresponds to a carbon Raman intensity of 83 counts. The black and white binary image represents the relative location of the pixels in the carbon Raman map above (white) and below (black) the mean carbon Raman intensity value.

In Figure 6.6(d) a Raman intensity map of the characteristic Si peak (520 cm$^{-1}$) from the Si specimen is presented. Each pixel in the map represents a single Raman spectra collection point. Each point in the Si map coincides with each point in the C map, having an equal area and an equal pixel per point ratio. The area on the surface of the specimen where each spectra was collected equalled 0.065 $\mu$m$^2$ (140 x 140 pixels, over a 35 $\mu$m x 35 $\mu$m FOV). The grey level of each pixel represents the intensity of the characteristic Si Raman peak collected at each point, with a minimum to maximum intensity range of 200 – 800 detector counts. The intensity of the Si signal emitted from the contamination is observed to vary across the layer. The centre of the layer exhibits a similar Si intensity to that of the non-contaminated regions of the specimen. The top, bottom and right edges of the deposit exhibit an increased intensity, however the left edge shows regions of increased and decreased intensity. When the Raman map is overlaid on the AFM height profile image, the relationship between Si peak intensity and
layer thickness was attained. This revealed an initial increase in the Si peak intensity with the increase in layer thickness, followed by a decrease in intensity as thickness continued to increase. A 3D representation of the intensity of the Si Raman peak as it varies across the contamination layer is displayed as well. The grey level of each pixel (0 - 255) in the Si Raman image is correlated to Si peak intensity (200 - 800 counts). The pixel intensity distribution is plotted in the histogram, from which a median grey level value of 91 was determined. This corresponds to a carbon Raman intensity of 91 counts. The black and white binary image represents the relative location of the pixels in the Si Raman map above (white) and below (black) the mean intensity value.

By contrasting the white to black pixels of the binary images (presented in Figure 6.6), intensity ratios of the pixel data presented in the AFM, the SEM, and Raman intensity profiles were correlated to each other relative to their statistical means. The results of this correlation are presented in Table 6.1. Ratios between 0.5 - 1 indicate a strong correlation. A strong correlation is observed between the carbon layer (AFM) and the attenuation in the SE image (0.7381). This correlation is spatially represented by the position of the white pixels in the AFM binary image relative to the black pixels in SEM binary image. A strong correlation is also observed between AFM and Si-Raman peak (0.7355) and is spatially represented by the position of the white pixels in AFM binary image relative to white pixels in Si-Raman binary image. The carbon layer shows weak correlation with the C-Raman intensity, however a strong correlation exists between SEM and C-Raman (0.5965). The correlation between SEM and C-Raman can be used to spatially correlate the C-Raman signal to the corresponding pixels in the AFM height profile. SEM also shows a strong correlation to Si-Raman.

<table>
<thead>
<tr>
<th></th>
<th>AFM</th>
<th>SEM</th>
<th>C-Raman</th>
<th>Si-Raman</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFM</td>
<td>1(0)</td>
<td>0.1011(0.7381)</td>
<td>-0.0162(0.2042)</td>
<td>0.7355(0.1674)</td>
</tr>
<tr>
<td>SEM</td>
<td>0.1011(0.7381)</td>
<td>1(0)</td>
<td>-0.2048(0.5965)</td>
<td>0.0192(0.7511)</td>
</tr>
<tr>
<td>C-Raman</td>
<td>-0.0162(0.2042)</td>
<td>-0.2048(0.5965)</td>
<td>1(0)</td>
<td>0.0045(0.3005)</td>
</tr>
<tr>
<td>Si-Raman</td>
<td>0.7355(0.1674)</td>
<td>0.0192(0.7511)</td>
<td>0.0045(0.3005)</td>
<td>1(0)</td>
</tr>
</tbody>
</table>

Table 6.1: Results of the statistical correlation study. 0-0.09 non-relevant, 0.5 - 1 strongly relevant.
Figure 6.6: Images and statistical data from the Carbon-Raman correlation study on a carbon layer deposited by 3 keV electron beam with a dose of 5 nC$·$µm$^{-2}$ showing, (a) 3D AFM height projection, 2D AFM height profile, binary image representing pixels with heights above (white) and below (black) mean layer height and the pixel intensity distribution corresponding to the 2D AFM profile. (b) 3D SE intensity projection, SEM SE image, binary image representing pixels with attenuation values below (white) and above (black) mean SE attenuation and the pixel intensity distribution corresponding to the SE image. (c) 3D Raman intensity projection and Raman intensity map of the carbon Raman band (1050 – 1800 cm$^{-1}$) present within the layer, binary image representing pixels with intensity values above (white) and below (black) mean C-Raman intensity, and the pixel intensity distribution corresponding to the C-Raman map. (d) 3D Raman intensity projection and Raman intensity map of the Si Raman peak (520 cm$^{-1}$) present within the layer, a binary image representing pixels with intensity values above (white) and below (black) mean Si-Raman intensity, and the pixel intensity distribution corresponding to the Si-Raman map.
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Figure 6.7: Averaged Raman intensity spectra from the carbon layer deposited at an electron beam energy of 3 keV and an applied dose of 5 nC µm$^{-2}$, showing the first (i) and second (ii) order Si peaks and the asymmetric carbon band (iii). The spectra was collected upon 532 nm laser excitation.

6.3 Raman spectral analysis of the carbon layers

6.3.1 Collective spectra

The bonding structure of the electron beam induced amorphous carbon deposits, i.e. the $sp^2$ phase, average crystallite size and $sp^2/sp^3$ ratio, is characterised by the position, spread, intensity and intensity ratios of the characteristic $D$ and $G$ carbon Raman bands.

As the amorphous carbon layers were induced on the Si wafer specimen, the dominant Raman peaks observed in the spectra are those for Si and Carbon. A typical averaged spectrum from a carbon structure deposited with 1 keV electron beam energy is displayed in Figure 6.7. For Si, the characteristic peak at 520 cm$^{-1}$ and the second order peak at 970 cm$^{-1}$ can be seen. For carbon, an overlapping asymmetric band from 1050 – 1800 cm$^{-1}$ is observed. It contains the $D$ and $G$ peaks
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Figure 6.8: Fitted carbon $D$ and $G$ peaks from averaged spectral data collected across carbon deposits generated at 3 keV (a, b) and 5 keV (c, d) with applied electron doses of 3 nC·µm$^{-2}$ and 5 nC·µm$^{-2}$ for each energy. The $D$ and $G$ peaks across all spectra were centred at $\sim 1370$ cm$^{-1}$ and $\sim 1560$ cm$^{-1}$ on fitting. All Raman data was fitted with Fit-YK spectral software.

which are centred at $\sim 1350$ and $\sim 1580$ cm$^{-1}$, respectively. The $D$ peak is associated with the breathing mode of the aromatic bonds and the $G$ peak with the stretching mode of aromatic and linear bonds [134]. For the purposes of spectral analysis, the first order Si and the $D$ and $G$ peaks are of interest.

6.3.1.1 Peak position and intensity

Figure 6.8 shows the fitted carbon $D$ and $G$ peaks from averaged spectral data collected across carbon deposits generated at 3 keV and 5 keV electron beam energies. The peaks for all other spectra were then fitted using the same approach. The fitted peak data for comparison of their intensity ratios and positions is given
in Table 6.2.

<table>
<thead>
<tr>
<th>Profile</th>
<th>$I_D$</th>
<th>$I_G$</th>
<th>$I_D/I_G$</th>
<th>D - Peak (cm$^{-1}$)</th>
<th>G - Peak (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) 3keV - 3nC·µm$^{-2}$</td>
<td>10 ± 2</td>
<td>15 ± 5</td>
<td>0.7 ± 0.3</td>
<td>1378</td>
<td>1561</td>
</tr>
<tr>
<td>(b) 3keV - 5nC·µm$^{-2}$</td>
<td>32 ± 4</td>
<td>33 ± 8</td>
<td>1.0 ± 0.3</td>
<td>1364</td>
<td>1563</td>
</tr>
<tr>
<td>(c) 5keV - 3nC·µm$^{-2}$</td>
<td>11 ± 3</td>
<td>17 ± 5</td>
<td>0.7 ± 0.3</td>
<td>1367</td>
<td>1560</td>
</tr>
<tr>
<td>(d) 5keV - 5nC·µm$^{-2}$</td>
<td>33 ± 4</td>
<td>33 ± 8</td>
<td>1.0 ± 0.3</td>
<td>1374</td>
<td>1565</td>
</tr>
</tbody>
</table>

Table 6.2: A comparison of the carbon $D$ and $G$ intensities (CCD counts), intensity ratios, and peak positions from the fitted Raman profiles displayed in Figure 6.8

### 6.3.2 Individual spectra

From the image displayed in Figure 6.5 (a) the intensity of the Si Raman signal is observed to vary significantly within each of the deposited carbon layers. To understand the correlation between Si Raman intensity and deposition thickness (or volume), a detailed analysis of the carbon bonding structure as a function of electron beam energy was conducted.

#### 6.3.2.1 5 keV Carbon Layer

Figure 6.9 shows the Raman spectra collected from a 0.25µm$^2$ areas of the specimen, i.e. clean and contaminated regions of the Si (100) substrate. The height and volume of the carbon were extracted from the specimen’s AFM profile. The characteristic Si Raman shift (centred at 520 cm$^{-1}$) collected from an uncontaminated region of the Si specimen is displayed in Figure 6.9 (a). Raman spectra of the clean Si surface did not reveal discernible carbon peaks. The Si and carbon Raman shifts from the contaminated regions with different heights are presented in Figure 6.9 (b – d). In each spectrum, the Si shift is centred at 521 cm$^{-1}$ and the carbon band ranges from $\sim$1000 – 1800 cm$^{-1}$. Within the carbon band, the characteristic $D$ and $G$ peaks were fitted.

The intensity of the characteristic Si Raman shift ($I_{Si}$) and the $I_D/I_G$ ratio vary with the thickness of the carbon layer. In Figure 6.9 (b), the $I_{Si}$ for 0.011 µm$^3$ of the carbon layer is 85% greater than that of the clean surface (Figure 6.9 (a)). In Figure 6.9 (c), the $I_{Si}$ for 0.012 µm$^3$ of the carbon layer is 106% greater than that
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of the clean surface. In Figure 6.9 (d), the $I_{Si}$ for $0.02 \mu m^3$ of the carbon layer is 25% less than that of the clean surface. As the carbon layer volume increases from 0.011, to 0.012, to $0.02 \mu m^3$, the $I_D/I_G$ changes from 1.17, to 1.25, to 0.80, respectively.

Figure 6.10 shows the effects of the carbon layer on the intensity of the characteristic Si Raman shift ($I_{Si}$). In Figure 6.10 (a) the $I_D/I_G$ ratio and the sum of the carbon peak intensities ($I_D + I_G$) are sketched as functions of the carbon volume. As the volume increases the $I_D/I_G$ ratio decreases. On reaching $\sim 0.019 \mu m^3$ the $I_D/I_G$ ratio falls below 1.0 and saturates at $\sim 0.8$ with further increase in volume. As the $D$ peak represents the breathing mode of aromatic carbon bonds, a decrease in $I_D/I_G$ ratio indicates a decrease in their concentration. The $I_D + I_G$ first increases in the carbon volume, when the volume is less than $0.03 \mu m^3$, and tends to saturate for thicker carbon layers. The $I_D + I_G$ gives an indication of the total concentration of carbon bonds present within a given carbon layer and the saturation may be due to the information depth of the Raman collection.

Figure 6.10 (b) shows the variation in $I_{Si}$ with the increase in carbon layer thickness. Between $\sim 35 – 60$ nm the $I_{Si}$ is greater than that of the clean surface and peaks at a thickness of 47 nm. At $\sim 75$ nm the $I_{Si}$ drops to a level below that of the clean surface and decreases gradually with the increase in carbon layer thickness.

Once a layer thickness of $\sim 40$ nm is reached, $I_{Si}$ becomes greater than that of the clean surface. In this phase, $I_{Si}$ is more sensitive to fluctuations in the $I_D/I_G$ ratio than the concentration of the carbon bonds given by $I_D + I_G$. In phase ii., the $I_D + I_G$ continues to increase however and $I_D/I_G$ drops below 1.0 when a thickness of $\sim 75$ nm is reached. $I_{Si}$ is now less than that of the clean surface and changes little with increase in thickness, up to $\sim 120$ nm. In this phase $I_{Si}$ is influenced by the stable $I_D/I_G$ ratio and not the increasing $I_D + I_G$. With further increase in the thickness of the carbon layer (phase iii.), the rate of increase in $I_D + I_G$ is reduced and the $I_D/I_G$ ratio remains unchanged having saturated at $\sim 0.80$. $I_{Si}$ begins to decrease and decreases further with the increase in layer thickness.

From the results displayed in Figure 6.10, the carbon layer has an enhancing effect on the Si Raman shift when its $I_D/I_G$ ratio is above 1.0. A maximum enhancement occurs for a volume of $\sim 0.012 \mu m^3$ (or a thickness of 47 nm) when an $I_D/I_G$ ratio of 1.25 generates a 106% increase in $I_{Si}$, relative to that of the clean surface. When the $I_D/I_G$ ratio is less than 1.0 the carbon has an attenuating effect on $I_{Si}$. This
Figure 6.9: Raman spectra of Si specimen which had previously been contaminated in a scanning electron microscope by a 5 keV. The Raman spectra presented above shows the Si and carbon Raman shift present in an uncontaminated region of the specimen (a), and contaminated regions of the specimen with increasing volume in (b – d). In each spectrum the Si peak is centred at 520 cm$^{-1}$ and the carbon shift is observed between $\sim$1000 – 1800 cm$^{-1}$. The carbon band has a significantly reduced intensity to that of the Si peak and in each spectrum a $\times 10$ multiplication factor is applied. The carbon band is comprised of the $D$ and $G$ peaks. These are presented in each spectra by the blue and red fitted curves, centred at 1350 cm$^{-1}$ and 1580 cm$^{-1}$ respectively.
Figure 6.10: Carbon layers formed with 5 keV electron beam energy. (a) The relationship between carbon peak intensity ratio ($I_D/I_G$) and the sum of the carbon peaks ($I_D + I_G$) as a function of increasing carbon volume. (b) The variation in Si Raman shift ($I_{Si}$) observed for the increase in layer thickness. Fluctuation of the measured scattered light accounts for a ± 10% maximum variation in the carbon and Si Raman intensity values.
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occurs for contamination volumes of \( \sim 0.019 \, \mu m^3 \) (or a thickness of \( \sim 75 \, \text{nm} \)) and above. The attenuation results in a 25 – 50% decrease in \( I_{Si} \) with the degree of attenuation dependent on the carbon thickness and the saturated level of the \( I_D/I_G \) ratio.

Carbon layers formed at other electron beam energies were analysed exactly the same as the 5 keV layer. These results are displayed in Figure 6.11 to Figure 6.20.

6.3.2.2 1 keV Carbon Layer

The Raman spectra for carbon species formed with 1 keV, is displayed Figure 6.11. In Figure 6.11 (b), the \( I_{Si} \) for 0.011 \( \mu m^3 \) of the carbon layer is 25% less than that of the clean surface (Figure 6.11(a)). In Figure 6.11 (c), the \( I_{Si} \) for 0.015 \( \mu m^3 \) of the carbon layer is 4% greater than that of the clean surface. In Figure 6.11 (d), the \( I_{Si} \) for 0.018 \( \mu m^3 \) of the carbon layer is 50% greater than that of the clean surface. As the carbon layer volume increases from 0.011, to 0.015, to 0.018 \( \mu m^3 \), the \( I_D/I_G \) changes from 0.78, to 0.74, to 0.69, respectively.

Figure 6.12 shows the effects of the 1 keV carbon layer on the intensity of the characteristic Si Raman shift (\( I_{Si} \)). In Figure 6.12 (a) as the volume increases the \( I_D/I_G \) ratio first increases but quickly decreases. On reaching \( \sim 0.011 \, \mu m^3 \) the \( I_D/I_G \) ratio peaks at \( \sim 0.8 \). Between 0.011 – 0.018 \( \mu m^3 \) the \( I_D/I_G \) ratio declines and saturates at \( \sim 0.7 \) with further increase in volume. A decrease in \( I_D/I_G \) ratio indicates a decrease in the concentration aromatic carbon bonds. The \( I_D + I_G \) initially increases with increase in carbon volume, peaking at 0.035 \( \mu m^3 \), prior to saturation. Figure 6.12 (b) shows the variation in \( I_{Si} \) with the increase in carbon layer thickness. Between \( \sim 60 – 125 \, \text{nm} \), \( I_{Si} \) is greater than that of the clean surface and reaches a maximum for a layer thickness of \( \sim 80 \, \text{nm} \). At \( \sim 125 \, \text{nm} \), \( I_{Si} \) drops to a level below that of the clean surface and decreases further with the increase in carbon layer thickness.

In phase (i) as the layer thickness increases the \( I_D/I_G \) ratio increases however both \( I_D + I_G \) and \( I_{Si} \) remain relatively unchanged and at a low value. In this phase there is an insufficient presence of carbon bonds within the layer to enhance the characteristic Si Raman scatter from the underlying Si specimen. In phase (ii) as \( I_D/I_G \) decreases, \( I_D + I_G \) and \( I_{Si} \) begin to increase. \( I_{Si} \) peaks for a layer thickness of 75 nm at which point the \( I_D/I_G \) ratio has reached a minimum value of \( \sim 0.65 \).
Figure 6.11: Raman spectra of the Si specimen which had previously been contaminated in a scanning electron microscope by a 1 keV electron beam. The Raman spectra shows the Si and carbon Raman shift present in an uncontaminated region of the specimen in (a), and contaminated regions of the specimen with increasing volume in (b – d).
Figure 6.12: Analysis of the carbon layers formed with 1 keV electron beam energy. (a) The relationship between carbon peak intensity ratio ($I_D/I_G$) and the sum of the carbon peaks ($I_D + I_G$), as a function of increasing carbon volume. (b) The variation in Si Raman shift ($I_{Si}$) observed for the increase in layer thickness. Fluctuation of the measured scattered light accounts for a ± 10% maximum variation in the carbon and Si Raman intensity values.
In this phase $I_{Si}$ is sensitive to the $I_D/I_G$ ratio, which increases with the decrease in the $I_D/I_G$ ratio. In phase (iii) $I_D + I_G$ continues to increase before saturating at $\sim150$ nm, while the $I_D/I_G$ ratio remains saturated at $\sim0.7$. $I_{Si}$ begins to decrease and becomes less than that of the bare Si specimen once a thickness of 125 nm is reached. In this phase $I_{Si}$ is influenced by layer thickness whereby it is initially attenuated from the point of maximum enhancement and is eventually lost within the carbon layer.

From the results displayed in Figure 6.12, the carbon layer generated with 1 keV electron beam energy has an enhancing effect on the Si Raman shift from the underlying specimen for a thickness range of 60 – 125 nm (or a volume of 0.015 – 0.03 $\mu m^3$). A maximum enhancement of 55% occurs at a layer thickness of 80 nm (or a volume of 0.02 $\mu m^3$), when the $I_D/I_G$ ratio has reached a minimum value of $\sim0.65$. Once the carbon layer reaches a thickness of $\sim125$ nm, the Si Raman shift from the underling specimen is attenuated. A maximum attenuation of $\sim30\%$ is observed between $\sim125 – 275$ nm.

### 6.3.2.3 3 keV Carbon Layer

The Raman spectra for carbon species formed with 3 keV, is displayed Figure 6.13. In Figure 6.13 (b), the $I_{Si}$ for 0.014 $\mu m^3$ of the carbon layer is 38\% greater than that of the clean surface (Figure 6.13 (a)). In Figure 6.13 (c), the $I_{Si}$ for 0.016 $\mu m^3$ of the carbon layer is 64\% greater than that of the clean surface. In Figure 6.13 (d), the $I_{Si}$ for 0.02 $\mu m^3$ of the carbon layer is 9\% greater than that of the clean surface. As the carbon layer volume increases from 0.014, to 0.016, to 0.02 $\mu m^3$, the $I_D/I_G$ changes from 1.19, to 1.20, to 0.88, respectively.

Figure 6.14 shows the effects of the 3 keV carbon layer on the intensity of the characteristic Si Raman shift ($I_{Si}$). In Figure 6.14 (a) as the volume increases the $I_D/I_G$ ratio immediately increases and peaks at $\sim1.7$. As the volume continues to increase the $I_D/I_G$ ratio begins to decrease. On reaching $\sim0.024 \mu m^3$ the $I_D/I_G$ ratio falls below 1.0 and saturates between 0.7 – 0.8 with further increase in volume. The $I_D + I_G$ initially increases with increase in carbon volume and saturates on reaching a volume of $\sim0.03 \mu m^3$. Figure 6.14 (b) shows the variation in $I_{Si}$ with the increase in carbon layer thickness. Between 50 – 90 nm the $I_{Si}$ is greater than that of the clean surface, reaching a maximum for a thickness of
∼80 nm. Above 90 nm the $I_{Si}$ drops to a level close to that of the clean surface, eventually dropping below it above 150 nm.

In phase (i) as the layer thickness increases peak $I_D/I_G$ ratio of ∼1.7 is initially established at ∼50 nm. With further increase in layer thickness the $I_D/I_G$ ratio begins to decrease and falls below 1.0 at ∼90 nm. The $I_D + I_G$ and the $I_{Si}$ both increase with the increase in layer thickness. $I_{Si}$ peaks for a layer thickness of 80 nm and an $I_D/I_G$ ratio of ∼1.3. A decrease in $I_D/I_G$ ratio indicates a decrease in the concentration aromatic carbon bonds. In this phase $I_{Si}$ increases with the decrease in the $I_D/I_G$ ratio, however the value of $I_{Si}$ is more sensitive to fluctuations in the $I_D/I_G$ ratio rather than the concentration on the carbon bonds given by $I_D + I_G$. In phase (ii) with further increase in layer thickness, the $I_D/I_G$ ratio remains below 1.0 however the $I_D + I_G$ continues to increase. $I_{Si}$ remains at a saturated level just above the clean surface intensity up to 150 nm, at which point it drops below it. In this phase $I_{Si}$ is influenced by the stable $I_D/I_G$ ratio and not the increasing $I_D + I_G$, until a saturation thickness is reached whereby it is attenuated by the thickest regions of the carbon layer.

From the results displayed in Figure 6.14, the carbon layer generated with 3 keV electron beam energy has an enhancing effect on the Si Raman shift from the underlying specimen for a thickness range of 50 – 90 nm (0.014 – 0.024 µm³). A maximum enhancement of 104% occurs at a layer thickness of 80 nm (0.018 µm³). The Si Raman shift from the underlying specimen is attenuated for a carbon layer thickness of ∼150 nm (0.038 µm³) and above, with a maximum attenuation of ∼25% being observed between ∼150 and ∼200 nm (0.038 – 0.048 µm³). Within the thickness range of 90 – 150 nm (0.024 – 0.038 µm³), the carbon layer is neither enhancing nor attenuating as the collected Si Raman shift is equal in magnitude to that of the clean Si surface.

### 6.3.2.4 12 keV Carbon Layer

The Raman spectra for carbon species formed with 12 keV e-beam energy is displayed Figure 6.15. In Figure 6.15 (b), the $I_{Si}$ for 0.045 µm³ of the carbon layer is 56% greater than that of the clean surface (Figure 6.15 (a)). In Figure 6.15 (c), the $I_{Si}$ for 0.05 µm³ of the carbon layer is 10% greater than that of the clean surface. In Figure 6.15 (d), the $I_{Si}$ for 0.063 µm³ of the carbon layer is 12% greater
Figure 6.13: Raman spectra of Si specimen which had previously been contaminated in a scanning electron microscope by a 3 keV electron beam. Raman spectra shows the Si and carbon Raman shift present in an uncontaminated region of the specimen (a), and contaminated regions of the specimen with increasing volume in (b – d).
Figure 6.14: Carbon layers formed with 3 keV electron beam energy. (a) The relationship between carbon peak intensity ratio ($I_D/I_G$) and the sum of the carbon peaks ($I_D + I_G$) as a function of increasing carbon volume. (b) The variation in Si Raman shift ($I_{Si}$) observed for the increase in layer thickness. Fluctuation of the measured scattered light accounts for a ± 10% maximum variation in the carbon and Si Raman intensity values.
than that of the clean surface. As the carbon layer volume increases from 0.045, to 0.05, to 0.063 µm$^3$, the $I_D/I_G$ changes from 2.11, to 1.17, to 1.14, respectively.

Figure 6.16 shows the effects of the 12 keV carbon layer on the intensity of the characteristic Si Raman shift ($I_{Si}$). In Figure 6.16 (a) as the volume increases the $I_D/I_G$ ratio increases and peaks at $\sim$2.4. As the volume continues to increase the $I_D/I_G$ ratio quickly decreases and on reaching $\sim$0.05 µm$^3$ the $I_D/I_G$ ratio falls to a min value of $\sim$1.0. With further increase in volume, the $I_D/I_G$ ratio fluctuates between 1.0 – 1.5. The $I_D + I_G$ initially fluctuates up to a volume of $\sim$0.05 µm$^3$, but then gradually increases with further increase in volume. Figure 6.16 (b) shows the variation in $I_{Si}$ with the increase in carbon layer thickness. Between $\sim$150 – 180 nm the $I_{Si}$ is significantly greater than that of the clean surface, peaking at a thickness of $\sim$175 nm. Above 180 nm the $I_{Si}$ drops to a level close to that of the clean surface and eventually drops below it upon reaching a thickness of 550 nm.

In phase (i) as the carbon volume is increased, the $I_D/I_G$ ratio initially drops from 2.2 to 1.8 and then increases to a peak of 2.4 on reaching $\sim$0.046 µm$^3$. The $I_D + I_G$ fluctuates as it increases in magnitude. $I_{Si}$ from the carbon is observed to be significantly greater than that of the clean surface. It increases with the increase in layer thickness and peaks for a layer thickness of $\sim$185 nm. In this phase $I_{Si}$ is sensitive to the changes in the $I_D/I_G$ ratio however its peak coincides with the peaks in both $I_D/I_G$ and $I_D + I_G$. In phase (ii) as the contamination volume increases the $I_D/I_G$ ratio initially drops to $\sim$1.2 and remains between 1.1 – 1.6 for the remainder of the sampled volume range. $I_{Si}$ initially decreases and remains at a saturated level above the intensity of the characteristic Si Raman peak from the clean surface, up to a thickness of 550 nm. Above this point $I_{Si}$ drops below that of the clean surface. In this phase $I_{Si}$ influenced by the saturated $I_D/I_G$ ratio and not the increasing value $I_D + I_G$. As the saturated $I_D/I_G$ ratio is greater than 1.0, the carbon layer remains enhancing up to a significantly increased thickness, at which point the layer begins to attenuate the Si Raman shift from the underlying Si specimen.

From the results displayed in Figure 6.16, the carbon layer generated with 12 keV electron beam energy has an enhancing effect on the Si Raman shift from the underlying specimen, for a thickness range of 150 – 550 nm (0.038 – 0.13 µm$^3$). A maximum enhancement of 52% occurs at a layer thickness of 185 nm (0.046 µm$^3$). The Si Raman shift from the underlying specimen is attenuated for the carbon layer
Figure 6.15: Raman spectra of Si specimen which had previously been contaminated in a scanning electron microscope by a 12 keV electron beam. Raman spectra shows the Si and carbon Raman shift present in an uncontaminated region of the specimen (a), and contaminated regions of the specimen with increasing volume in (b – d).
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Figure 6.16: Carbon layers formed with 12 keV electron beam energy. (a) The relationship between carbon peak intensity ratio ($I_D/I_G$) and the sum of the carbon peaks ($I_D + I_G$) as a function of increasing carbon volume. (b) The variation in Si Raman shift ($I_{Si}$) observed for the increase in layer thickness. Fluctuation of the measured scattered light accounts for a ± 10% maximum variation in the carbon and Si Raman intensity values.
thickesses of ∼550 nm and above, with a maximum attenuation of ∼15% being observed between ∼550 and ∼750 nm (0.125 – 0.185 µm³).

6.3.2.5 20 keV Carbon Layer

The Raman spectra for carbon species formed with 20 keV, is displayed Figure 6.17. In Figure 6.17 (b), the $I_{Si}$ for 0.053 µm³ of the carbon layer is 34% greater than that of the clean surface (Figure 6.17 (a)). In Figure 6.17 (c), the $I_{Si}$ for 0.064 µm³ of the carbon layer is 27% greater than that of the clean surface. In Figure 6.17 (d), the $I_{Si}$ for 0.081 µm³ of the carbon layer is 37% greater than that of the clean surface. As the carbon layer volume increases from 0.053, to 0.064, to 0.081 µm³, the $I_{D}/I_{G}$ changes from 1.29, to 1.52, to 1.19, respectively.

Figure 6.18 shows the effect of the 20 keV carbon layer on the intensity of the characteristic Si Raman shift ($I_{Si}$). In Figure 6.18 (a), as volume increases the $I_{D}/I_{G}$ ratio increases rapidly from 1.4, peaks at 2.5 before immediately returning to its initial level. As the volume continues to increase the $I_{D}/I_{G}$ ratio remains between 1.3 – 1.5, up to a maximum volume of 0.125 µm³. The $I_{D} + I_{G}$ also increases with increase in carbon volume. It peaks for a carbon volume of ∼0.075 µm³ and saturates for the remainder of the volume range. Figure 6.18 (b) shows the variation in $I_{Si}$ with the increase in carbon layer thickness. Over the entire thickness range $I_{Si}$ is greater than that from the clean surface. It increases initially and peaks at a layer thickness of ∼215 nm. Between 200 – 350 nm $I_{Si}$ remains within 10 – 15% of the peak value prior to falling back to levels observed at the initial rise in layer thickness.

In phase (i) as the carbon volume is increased, the $I_{D}/I_{G}$ ratio increases significantly and peaks at 2.4 on reaching ∼0.038 µm³. The $I_{D} + I_{G}$ and $I_{Si}$ also increase with the increase in carbon volume but at a reduced rate. $I_{Si}$ is observed to be significantly greater than that of the clean surface. It increases with the increase in layer thickness and peaks for a layer thickness of ∼150 nm. In this phase $I_{Si}$ increases with the increase in $I_{D}/I_{G}$ ratio and $I_{D} + I_{G}$ however the value of $I_{Si}$ is less sensitive to the fluctuations in the $I_{D}/I_{G}$ ratio and responds to changes in the concentration on the carbon bonds given by $I_{D} + I_{G}$. In phase (ii) as the contamination volume increases the $I_{D}/I_{G}$ ratio drops from its peak to a value of ∼1.3 and remains between 1.2 – 1.5 for the remainder of the sampled volume range. $I_{Si}$ increases and peaks for a thickness of ∼215 nm. Between 200 – 350 µm³.
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nm $I_{Si}$ remains within 10 – 15% of this peak value prior to falling back to levels observed at the initial rise in phase (i). In phase (ii), $I_{Si}$ is influenced by the saturated $I_D/I_G$ ratio and the increasing and saturated level of $I_D + I_G$. As the saturated $I_D/I_G$ ratio is greater than 1.0, the carbon layer remains enhancing over the observed thickness range.

From the results displayed in Figure 6.18, the carbon layer generated with 20 keV electron beam energy has an enhancing effect on the Si Raman shift from the underlying specimen across its entire thickness range of 100 – 500 nm (0.025 – 0.124 $\mu m^3$). A maximum enhancement of 35% occurs at a layer thickness of 210 nm (0.053 $\mu m^3$). Beyond this thickness the carbon layer has a further enhancing effect of between to 25 – 35% up to a maximum thickness of 350 nm (0.09 $\mu m^3$), prior to the onset of attenuation.

### 6.3.2.6 30 keV Carbon Layer

The Raman spectra for the carbon formed with 30 keV electron beam energy, is displayed Figure 6.19. In Figure 6.19 (b), the $I_{Si}$ for 0.036 $\mu m^3$ of the carbon layer is 50% greater than that of the clean surface (Figure 6.19 (a)). In Figure 6.19 (c), the $I_{Si}$ for 0.06 $\mu m^3$ of the carbon layer is 46% greater than that of the clean surface. In Figure 6.19 (d), the $I_{Si}$ for 0.078 $\mu m^3$ of the carbon layer is 34% greater than that of the clean surface. As the carbon layer volume increases from 0.036, to 0.06, to 0.078 $\mu m^3$, the $I_D/I_G$ changes from 1.82, to 1.87, to 1.19, respectively.

Figure 6.20 shows the effects of the 30 keV carbon layer on the intensity of the characteristic Si Raman shift ($I_{Si}$). In Figure 6.20 (a) as the volume increases the $I_D/I_G$ ratio drops initially from $\sim$1.8 to $\sim$1.4 before immediately increasing and peaking at 2.2, for a volume of $\sim$0.042 $\mu m^3$. As the volume continues to increase the $I_D/I_G$ ratio begins a gradual decline and reaches a value of 1.4 for a volume of 0.094 $\mu m^3$. The $I_D + I_G$ initially increases with increase in carbon volume and reaches a distinctive peak at $\sim$0.042 $\mu m^3$. After this point its magnitude plateaus at its initial magnitude prior to peaking again at $\sim$0.08 $\mu m^3$. After this second peak $I_D + I_G$ returns once again to the initial level. Figure 6.20 (b) shows the variation in $I_{Si}$ with the increase in carbon layer thickness. Over the entire thickness range $I_{Si}$ is greater than that from the clean surface. From an initial high starting value, at a thickness of 140 nm, $I_{Si}$ decreases gradually until reaching a layer thickness of $\sim$225 nm, at which point it begins to increase. It peaks again
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Figure 6.17: Raman spectra of Si specimen which had previously been contaminated in a scanning electron microscope by a 20 keV electron beam. Raman spectra shows the Si and carbon Raman shift present in an uncontaminated region of the specimen (a), and contaminated regions of the specimen with increasing volume in (b – d).
Figure 6.18: Carbon layers formed with 20 keV electron beam energy. (a) The relationship between carbon peak intensity ratio ($I_D/I_G$) and the sum of the carbon peaks ($I_D + I_G$) as a function of increasing carbon volume. (b) The variation in Si Raman shift ($I_{Si}$) observed for the increase in layer thickness. Fluctuation of the measured scattered light accounts for a ± 10% maximum variation in the carbon and Si Raman intensity values.
at $\sim 260$ nm returning to its initial value. With a further increase in thickness, $I_{Si}$ falls back towards the level of the clean surface.

In phase (i) as the carbon volume increases the $I_D/I_G$ ratio peaks at 2.2 for a volume of $\sim 42 \, \mu m^3$ after which it declines. The average $I_D/I_G$ ratio for this phase is $\sim 1.9$. The $I_D + I_G$ also increases with the increase in carbon volume, reaching a distinctive peak at $\sim 0.042 \, \mu m^3$ and after which it also declines. The rate of decline in $I_D + I_G$ is less than that of the $I_D/I_G$ ratio. $I_{Si}$ decreases with the increase in carbon volume and reaches a minimum value for a layer thickness of $\sim 225$ nm. In this phase the decline $I_{Si}$ is due to the decline in the $I_D/I_G$ ratio. $I_D + I_G$ does decline in this phase however the centre region of this decline is levelled off. In phase (ii) as the carbon volume increases the $I_D/I_G$ ratio continues its decline over the remainder of the volume range. The average $I_D/I_G$ ratio for this phase is $\sim 1.6$. The $I_D + I_G$ increases with the increase in carbon volume, it reaches a peak at $\sim 0.08 \, \mu m^3$ and subsequently declines. $I_{Si}$ increases and peaks for a thickness of $\sim 263$ nm. After this peak, $I_{Si}$ decreases rapidly and reaches a minimum value - just above the intensity of the clean surface - at $\sim 375$ nm. In this phase the drop in $I_D/I_G$ ratio causes the initial increase in $I_{Si}$ however, as the layer thickness increases beyond $\sim 263$ nm attenuation commences and $I_{Si}$ declines rapidly.

From the results displayed in Figure 6.20, the carbon layer generated with 30 keV electron beam energy has an enhancing effect on the Si Raman shift from the underlying specimen across its entire thickness range of 140 – 375 nm (0.035 – 0.094 $\mu m^3$). A maximum enhancement of 50% occurs twice within the layer at 140 and 260 nm (0.035 and 0.065 $\mu m^3$). Beyond the second enhancement peak the carbon layer begins to attenuate the Raman shift from the specimen resulting in a reduced enhancement of 8% for a layer thickness of 375 nm.
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Figure 6.19: Raman spectra of Si specimen which had previously been contaminated in a scanning electron microscope by a 30 keV electron beam. Raman spectra shows the Si and carbon Raman shift present in an uncontaminated region of the specimen (a), and contaminated regions of the specimen with increasing volume in (b – d).
Figure 6.20: Carbon layers formed with 30 keV electron beam energy. (a) The relation between carbon peak intensity ratio ($I_D/I_G$) and the sum of the carbon peaks ($I_D + I_G$) as a function of increasing volume of contamination volume. (b) The variation Si Raman shift ($I_{Si}$) observed for the increase in contamination layer thickness. Fluctuation of the measured scattered light accounts for a ±10% maximum variation in the carbon and Si Raman intensity values.
6.4 Exploring the mechanisms of enhancement

6.4.1 The effect of excitation energy

Differences in the Raman enhancing effect of the carbon layers have been observed for different laser excitation energies. In Figure 6.21, Raman maps of a typical carbon layer, deposited with electron beam energy of 3 keV and an applied dose of 5 nC·µm$^{-2}$, are shown for excitation energies of 532 nm and 633 nm, in (b) and (e), respectively. Centred in each map is the carbon layer. The intensity of the characteristic Si Raman peak observed across the layer was referenced to the intensity of Si Raman peak observed from the clean region of the specimen, surrounding the layer. This allowed a qualitative comparison of the enhancing characteristics of the carbon layer, upon irradiation by both laser excitation energies.

The enhancement of the characteristic Si Raman peak emitted from the left edge of the layer as a function of layer thickness (120 – 180 nm), is displayed in Figure 6.21 (a) and (d) for excitation energies of 532 nm and 633 nm, respectively. The enhancement generated by 532 nm excitation is significantly diminished across the layer edge, with the greatest reduction occurring at the thicker outer regions. In comparison, higher values of enhancement are observed across the layer edge for 633 nm excitation, with the central region displaying a greater levels than the outer regions. In Figure 6.21 (c) the height profile and the 532 nm enhancement profile of the right edge of the carbon layer is displayed. A layer thickness of 60 – 80 nm serves to enhance the Si Raman peak from the underlying specimen, with the magnitude of enhancement being proportional to layer thickness. Figure 6.21 (f) shows the height profile and the 633 nm enhancement profile of the right edge. Similar to that observed for 532 nm excitation, enhancement is proportional to layer thickness, however the outer regions of the edge display a further increase in enhancement.

Further analysis of the enhancement of the characteristic Si Raman peak observed at the edges of the carbon layer, as a function of layer thickness for both excitation energies, is given in Figure 6.22. For a thickness range of 60 – 80 nm, the intensity is observed to increase linearly with the increase in layer thickness. In this range similar levels of intensity are observed for both excitation energies. For layer thickness’s above ~100 nm, the enhancement of the Si Raman peak varies significantly
between both excitation energies. For 532 nm excitation, enhancement is initially reduced by $\sim65\%$ relative to its peak at $\sim80$ nm, and decreases further with the increase in thickness. For 633 nm excitation the Si Raman enhancement is initially reduced by $\sim25\%$ relative to its peak at $\sim80$ nm, however with further increase in thickness enhancement plateaus with a similar levels being observed up to $\sim190$ nm.

Previous analysis of the carbon layers produced with 3 keV electron beam energy, (Figure 6.14), revealed that layer thicknesses above 150 nm attenuated the intensity of the Si Raman peak. In this range the $I_D/I_G$ ratio present in the layer reached a saturation value of $\sim0.75$. According to the Beer-Lambert law there is a linear relationship between absorbance and the concentration of an absorbing
species. Written as,

\[ A = a(\lambda) \times b \times c \]  

(6.1)

where \( A \) is the measured absorbance, \( a(\lambda) \) is the wavelength-dependent absorption coefficient, \( b \) is the path length and \( c \) is the analyte concentration. As the saturated \( I_D/I_G \) ratio present in the carbon layer represents a fixed concentration of the absorbing species, the path length of the light travelling through the layer is therefore inversely proportional to its wavelength. The Beer-Lambert law explains why the intensity of the Si Raman peak generated with 532 nm laser excitation can be attenuated to a greater extent, by a 3 keV carbon layer of 120 – 180 nm in thickness, in comparison to the intensity of the Si Raman peak generated with 633 nm excitation.

Also revealed in the previous analysis of the 3 keV carbon layer (Figure 6.14), a thickness range of 60 – 80 nm significantly enhanced the intensity of the Si Raman peak. In this range the \( I_D/I_G \) ratio present in the layer fluctuated between 1.2 – 1.4. As similar levels of enhancement are observed for excitation energies of 532 nm and 633 nm (Figure 6.22), the concentration of the absorbing species in the layer over this thickness range is not sufficient to attenuate the Si Raman peak for either excitation energy.
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The observed differences in the excitation energy dependent Raman enhancing effect of the carbon layers, induced with electron beam energies of 1, 5, 12, 20 and 30 keV, are displayed in Figure 6.23 to Figure 6.32.
Figure 6.23: The enhancement properties of a carbon layer produced with electron beam energy of 1 keV and an applied dose of 5 nC·µm⁻² and excited with laser energies of 532 nm and 633 nm. Intensity maps of the characteristic Si Raman peak, generated from the carbon layer and normalised to the clean region of the specimen, are displayed for 532 nm and 633 nm in (b) and (e) respectively. The enhancement of the Si Raman peak observed along the left edge of the layer, relative to its height profile, is displayed in (a) and (d) for 532 nm and 633 nm excitation energy, respectively. The enhancement of the Si Raman peak observed along the right edge of the layer, relative to its height profile, is displayed in (c) and (f) for 532 nm and 633 nm excitation energy, respectively.

Figure 6.24: Thickness-dependent Raman enhancement observed from the 1 keV carbon layers excited with laser energies of 532 nm and 633 nm.
Figure 6.25: The enhancement properties of a carbon layer produced with electron beam energy of 5 keV and an applied dose of 5 nC·µm⁻² and excited with laser energies of 532 nm and 633 nm. Intensity maps of the characteristic Si Raman peak, generated from the carbon layer and normalised to the clean region of the specimen, are displayed for 532 nm and 633 nm in (b) and (e) respectively. The enhancement of the Si Raman peak observed along the left edge of the layer, relative to its height profile, is displayed in (a) and (d) for 532 nm and 633 nm excitation energy, respectively. The enhancement of the Si Raman peak observed along the right edge of the layer, relative to its height profile, is displayed in (c) and (f) for 532 nm and 633 nm excitation energy, respectively.

Figure 6.26: Thickness-dependent Raman enhancement observed from the 5 keV carbon layers excited with laser energies of 532 nm and 633 nm.
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Figure 6.27: The enhancement properties of a carbon layer produced with electron beam energy of 12 keV and an applied dose of 5 nC·µm\(^{-2}\) and excited with laser energies of 532 nm and 633 nm. Intensity maps of the characteristic Si Raman peak, generated from the carbon layer and normalised to the clean region of the specimen, are displayed for 532 nm and 633 nm in (b) and (e) respectively. The enhancement of the Si Raman peak observed along the left edge of the layer, relative to its height profile, is displayed in (a) and (d) for 532 nm and 633 nm excitation energy, respectively. The enhancement of the Si Raman peak observed along the right edge of the layer, relative to its height profile, is displayed in (c) and (f) for 532 nm and 633 nm excitation energy, respectively.

Figure 6.28: Thickness-dependent Raman enhancement observed from the 12 keV carbon layers excited with laser energies of 532 nm and 633 nm.
Figure 6.29: The enhancement properties of a carbon layer produced with electron beam energy of 20 keV and an applied dose of 5 nC·µm\(^{-2}\) and excited with laser energies of 532 nm and 633 nm. Intensity maps of the characteristic Si Raman peak, generated from the carbon layer and normalised to the clean region of the specimen, are displayed for 532 nm and 633 nm in (b) and (e) respectively. The enhancement of the Si Raman peak observed along the left edge of the layer, relative to its height profile, is displayed in (a) and (d) for 532 nm and 633 nm excitation energy, respectively. The enhancement of the Si Raman peak observed along the right edge of the layer, relative to its height profile, is displayed in (c) and (f) for 532 nm and 633 nm excitation energy, respectively.

Figure 6.30: Thickness-dependent Raman enhancement observed from the 20 keV carbon layers excited with laser energies of 532 nm and 633 nm.
Figure 6.31: The enhancement properties of a carbon layer produced with electron beam energy of 30 keV and an applied dose of 5 nC·µm$^{-2}$ and excited with laser energies of 532 nm and 633 nm. Intensity maps of the characteristic Si Raman peak, generated from the carbon layer and normalised to the clean region of the specimen, are displayed for 532 nm and 633 nm in (b) and (e) respectively. The enhancement of the Si Raman peak observed along the left edge of the layer, relative to its height profile, is displayed in (a) and (d) for 532 nm and 633 nm excitation energy, respectively. The enhancement of the Si Raman peak observed along the right edge of the layer, relative to its height profile, is displayed in (c) and (f) for 532 nm and 633 nm excitation energy, respectively.

Figure 6.32: Thickness-dependent Raman enhancement observed from the 30 keV carbon layers excited with laser energies of 532 nm and 633 nm.
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Figure 6.33: Enhancement of the Si Raman peak observed from carbon layers generated with an electron beam energy range of 1 – 30 keV is displayed as a function of $I_D/I_G$ ratio in (a) and layer volume in (b).

6.4.2 The influence of deposition energy

The finite intensity values for the Si Raman shift observed across the carbon layers, as displayed in Figure 6.9 to Figure 6.20, were converted to enhancement values and are displayed in Figure 6.33. This was achieved by using the intensity of the Si Raman peak from a clean region of the Si specimen ($I_{Si}$) as a reference for the enhancing effect. The enhancement, given as a percentage of the reference, is determined using Equation 6.2, where $I_C$ is the intensity of the Si Raman peak collected from the carbon and $I_{Si}$ is the reference intensity.

\[
Si_{Enh} = \left( \frac{I_C - I_{Si}}{I_{Si}} \right) \times 100\%
\]  

(6.2)

Figure 6.33 (a) shows the relationship between enhancement and $I_D/I_G$ ratio present in the carbon layers generated with 1 – 30 keV electron beam energy. Positive data points represent specific measured volumes of deposited carbon which enhance the Si Raman peak from the underlying region of the specimen. Negative points represent those that attenuate the intensity of Si Raman peak. Enhancement and attenuation is present for carbons generated at 1 – 12 keV however at 20 – 30 keV only enhancement is observed. For the carbon data points with an $I_D/I_G$ ratio of less than 1.0, ~40% are Raman enhancing and the remaining are
Chapter 6 Raman enhancement of electron-beam induced carbon layers

Figure 6.34: Volume normalised enhancement of the Si Raman peak observed from carbon layers generated with an electron beam energy range of 1 – 30 keV is displayed as a function of $I_D/I_G$ ratio in (a) and layer volume in (b).

Raman attenuating. For those with an $I_D/I_G$ ratio above 1.0, $\sim$90% are Raman enhancing.

Figure 6.33 (b) shows the enhancement observed with the increase in carbon volume. Maximum enhancement occurs for minimum values of carbon volume generated at low beam energies (< 5 keV). The same values of enhancement are observed at varying carbon volumes, across the range of e-beam energies. In order to compare the enhancement effect, as a function of electron beam energy, all data points were normalised to their individual volumes. The relationships between volume normalised enhancement, as a function of $I_D/I_G$ ratio and carbon volume, are displayed in Figure 6.34.

Figure 6.34 (a) shows the volume normalised Si Raman enhancement as a function $I_D/I_G$ ratio. Low energy carbon (1 - 5 keV) is up to $\sim$8 times more enhancing than high energy carbon (12 – 30 keV). Peak enhancement occurs at for 5 keV when the $I_D/I_G$ ratio ranges between 1.1 – 1.5. An increase in the rate of volume normalised enhancement for high energy carbon is observed with the increase in $I_D/I_G$ ratio. Figure 6.34 (b) shows the volume normalised Si Raman enhancement, for the increase of carbon layer volume generated across the 1 - 30 keV deposition energy range. As the volume increases the enhancement immediately peaks at $\sim$0.02 $\mu m^3$ for low energy carbon, however with further increase in volume the enhancement decreases at an exponential rate.
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The volume normalised Si Raman enhancement reaches a maximum at each beam energy, for a given volume of deposited carbon. These maxima can be used to directly compare the effect of deposition energy on the enhancement properties of the carbon layers. Presented in Figure 6.35 are the volume normalised Si Raman enhancements for each beam energy, along with their corresponding $I_D/I_G$ ratios. Also given are the saturated $I_D/I_G$ ratios occurring within the carbon layers generated at each beam energy. For low energy carbon (1 – 5 keV), maximum volume normalised enhancement increases with the increase in electron beam energy. This peaks at 5 keV and coincides with a maximum $I_D/I_G$ ratio of ∼1.3. In contrast to low energy carbon, the maximum volume normalised enhancement observed for high energy carbon (12 – 30 keV) is significantly reduced. In this range the $I_D/I_G$ ratio remains high and peaks at a value of ∼2.0 for 12 keV carbon. It then drops to ∼1.3 for 20 keV carbon and increases again to ∼1.8 for 30 keV carbon. The observed enhancement appears to be directly correlated to $I_D/I_G$ ratio at each deposition energy. Greatest enhancement is observed at 12 keV ($I_D/I_G$ ∼2.0), a reduction is observed at 20 keV and coincides with a drop $I_D/I_G$ (∼1.3). At 30 keV enhancement increases with the increase in $I_D/I_G$ ∼1.8 but to a level just

![Figure 6.35: Maximum normalised Si Raman enhancement occurring at each electron beam deposition energy, with the $I_D/I_G$ ratio present at max enhancement and the saturated $I_D/I_G$ ratio.](image)
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The $I_D/I_G$ ratio for the carbon produced at each beam energy reaches a saturated value, for a given deposition volume. As displayed in Figure 6.35, $I_D/I_G$ *Saturated* increases with increase in electron beam energy. For low energy carbon it has a value below 1.0 and for high energy carbon it has a value above 1.0. The saturated $I_D/I_G$ ratio at each beam energy gives an indication of the optical gap present in each layer, i.e. its ability to transmit incident and scattered light.

### 6.4.3 Discussion on the mechanisms of enhancement

For a given laser excitation energy (532 nm), enhancement of the characteristic Si Raman peak (520 cm$^{-1}$) as a function of electron beam deposition energy is dependent upon carbon layer thickness (or deposited volume). The effect can be explained as follows. Layers produced with low electron beam energy (1 – 5 keV) generate a maximum volume normalised enhancement for a layer thickness of $\sim$60 – 80 nm ($\sim$0.01 – 0.02 µm$^3$). This enhancement is greatest for high $I_D/I_G$ ratios and is directly correlated to the concentration of aromatic $sp^2$ carbon bonds present within the excited volumes. As the thickness (or volume) increases beyond the point of maximum enhancement, the intensity of the Si Raman peak is attenuated and the enhancement is diminished. The attenuation of the Si Raman peak is due to the final arrangement of the carbon bonds, which is given by the saturated $I_D/I_G$ ratios ($< 1.0$). A reduced $I_D/I_G$ ratio indicates a lower concentration of aromatic carbon bonds, i.e. a lower level of disorder within the excited volume, which results in a lower optical gap. This in turn reduces the optical transmission ability of the low energy carbon layers to their thinnest regions, from where the enhancement can be observed.

Carbon layers produced with high electron beam energy (12 – 30 keV) generate a maximum volume normalised enhancement at a layer thickness of $\sim$180 – 250 nm ($\sim$0.05 – 0.065 µm$^3$). The observed enhancement in this energy range is also directly correlated to the concentration of aromatic $sp^2$ carbon bonds within the excited volumes, exemplified by the high $I_D/I_G$ ratios present at the maximum volume normalised enhancements. In contrast to the low energy carbon layers, the higher saturated $I_D/I_G$ ratios of the high energy layers indicates greater carbon bond disorder, which in turn produces an opening of the optical gap. As a result,
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incident and scattered light can transition through the carbon layers at increased thicknesses, across which the enhancement of the Si Raman peak can be observed.

The effect of excitation energy on the enhancement characteristics of the carbon layers, was studied by comparing the observed enhancement effect using laser energies of 532 nm and 633 nm. For the regions of the layers that contained the saturated $I_D/I_G$ ratio, enhancement of the Si Raman signal was observed over a greater carbon thickness for 633 nm excitation, than for 532 nm excitation. This effect can be explained by applying the the Beer-Lambert law. As the saturated $I_D/I_G$ ratio represents a fixed concentration of the absorbing species, the path length is therefore inversely proportional to excitation wavelength. Excitation by 633 nm thus enabled the transmission of the characteristic Si Raman peak over larger distances within the carbon layer. In the enhancing phase of the carbon layers, those produced at 1 and 5 keV revealed a greater level of enhancement for 633 nm than for 533 nm. At 3 keV both excitation energies revealed similar levels of enhancement. However the carbon layers produced at high electron beam energies revealed the opposite effect. This can be explained by the differences in thickness and optical gap. For low e-beam energy deposits (1 - 5 keV), the thickness of the enhancing phase is $\sim 60 – 80$ nm and although the concentration of the absorbing species (i.e. $I_D/I_G$ ratio) varies significantly, the low optical gap associated with these deposits results in more absorption for the higher excitation energy in comparison to that for the lower excitation energy. This results in an increased level of excitation and enhancement of the underlying Si by the lower excitation energy. For high e-beam energy deposits (12 - 30 keV), the enhancing phase is between $\sim 100 - 250$ nm and the $I_D/I_G$ ratio varies to a lesser extent. The higher optical gap associated with these deposits results in relatively less absorption of the 532 nm excitation energy in this thickness range, giving the higher excitation energy a greater ability to excite and enhance the underlying Si.

The differences in the optical properties of the carbon layers can explain how the intensity of the Si Raman peak changes with thickness (or volume) at each deposition energy and over the range of deposition energies. However, it does not explain how the deposited carbon species enhances the Raman signals from the underlying Si specimen. As the energy of the characteristic Si Raman scattered light, 2.27 eV, is significantly greater than the energies associated with the aromatic, 0.167 eV ($D$ peak) and linear, 0.196 eV ($G$ peak) carbon bonds, it is unlikely that an electromagnetic enhancement mechanism - as a result of excited oscillating carbon bonds
- is responsible for the observed enhancement. Also unlikely is enhancement by direct chemical bonding between the carbon and Si atoms at the layer-substrate interface. This is because the band gap of adjoining $sp^2$ carbon bonds (linear or aromatic) is significantly greater than the electron affinity of the Si atoms in substrate.

The results of the EELS analysis, presented in section 6.1.2, show a 3% difference in the $sp^2$ bond concentration for carbon layers deposited at 3 and 30 keV, with the lower energy carbon having the relatively higher concentration. Even though the EELS result do not definitively indicate that the increase electron beam deposition energy influences the resultant $sp^3$ concentration, the electrical measurement data, presented in section 6.1.3, gives direct evidence to indicate that the band gap of the layers is influenced by deposition energy.

In the cluster model for amorphous carbon structures, the band gap per sample is given by the average band gap per cluster, with average band gap per cluster being proportional to cluster disorder, i.e. number of rings per cluster [130]. The optical gap of an amorphous carbon structure depends on the configuration of the $sp^2$ sites, which may or may not vary with of its $sp^3$ content [130]. The $sp^2$ sites have a lower band gap than the $sp^3$ sites, due to the energy differences between $\pi - \pi^*$ and $\sigma - \sigma^*$ transitions. In an amorphous carbon structure the $sp^3$ sites can act as a tunnel barrier between the $sp^2$ clusters, so as the $sp^3$ content increases in the structure its optical gap increases likewise [130]. The overall band gap and optical gap of an amorphous carbon structures (including electron beam induced carbon layers) is therefore determined by both the $sp^2$ ordering and the $sp^2$: $sp^3$ ratio.

For all carbon volumes analysed in this data set, enhancement is observed when the $I_D/I_G$ ratio is greater than the saturated $I_D/I_G$ ratio. As the saturated $I_D/I_G$ ratio has been observed to increase with the increase in beam energy, beam energy therefore is the major factor influencing the final distribution of the $sp^2$ bonds, i.e. aromatic vs. linear. It is this distribution that determines the optical gap present within the layers and their Raman enhancing capability. These results explain the optical properties of the electron beam induced carbon layers, as a function of laser excitation energy, electron beam deposition energy and deposited carbon volume. The source of the enhancement of the Si Raman peak has however yet to be determined.
6.5 Summary of Raman enhancement properties of electron-beam induced carbon layers.

The Raman enhancing properties of electron beam induced layers have been observed to depend upon deposition volume and deposition energy. Formed on an intrinsic 100 Si substrate from residual hydrocarbons - in a SEM with a deposition energy range of 1 - 30 keV and a dose range of 1 - 5 pC·µm⁻² - the deposition process employed resulted in the formation of highly topographic layered structures. Morphology characterisation revealed variations in layer thickness of ∼50 nm - ∼1 µm. EDX analysis did not reveal the presence of Si from within the layers. EELS analysis revealed a 3% increase in \(sp^2\) concentration, between low (3 keV) and high (30 keV) beam energy depositions. Electrical characterisation revealed a 400% increase in resistivity (0.25 - ∼10 MΩ cm), between low and high electron beam deposition energies. Raman mapping analysis, conducted at excitation energies of 532 nm and 633 nm, revealed the intensity distribution of the Si Raman and Carbon Raman signals present within the layers, relative to the Raman intensity of the uncontaminated region of the specimen. The presence of the \(D\) and \(G\) carbon Raman bands confirmed the amorphous nature of the deposited layers. Raman intensity maps, generated at 532 nm, were precisely correlated to AFM thickness profiles. From this correlation a systematic analysis of Si Raman peak intensity, as a function of layer \(sp^2\) configuration (\(I_D/I_G\) ratio) and contamination volume, was conducted. From this analysis the observed variations in Raman intensity were first converted to enhancement values. These enhancement values where then normalised to deposited carbon volume, which enabled a comparison of the observed enhancement as a function of deposition energy. For low energy carbon (1 – 5 keV), maximum normalised enhancement and \(I_D/I_G\) increased with the increase in electron beam energy, both peaking at 5 keV (\(I_D/I_G\) ∼1.3). For high energy carbon (12 – 30 keV), maximum normalised enhancement was significantly reduced and the \(I_D/I_G\) fluctuated between ∼1.3 - ∼2.0. The \(I_D/I_G\) ratio of the carbon produced at each beam energy reaches a saturation value, once a given deposition volume is reached. The saturated \(I_D/I_G\) ratio is observed to increase monotonically with the increase in electron beam energy, with values below and above 1.0 for low and high energy carbon, respectively.
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Conclusion and future work

To conclude this work, firstly, detailed summaries of each sub-section in the comparative SE study and a discussion their findings is given. This is followed by a conclusion and further discussion on the results for the Raman enhancement effect of electron beam induced carbon layers. Lastly, a section on future work outlines the open research questions remaining from this work, and the experimental and theoretical approaches required to clarify them.

7.1 Conclusion for the comparative SE study.

The formation and effect of He$^+$ beam-induced contamination.

Summary: The formation and effect of He$^+$ beam-induced contamination in a HIM has been assessed in relation to specimen properties and beam parameters. The pre-exposed environments determine the level of hydrocarbons on the specimen surface. The ‘cleaned’ specimens showed a higher SE intensity with an approximate difference of $\sim$250% from the “un-cleaned” specimens. The correlation between the beam dose and the contamination profile has been investigated. When the He$^+$ dose increased from 0.7 to 22.4 pC$\cdot\mu$m$^{-2}$, a decrease in the SE signal and an increase in the contamination height profile was observed. As the dose exceeded 22.4 pC$\cdot\mu$m$^{-2}$ the height of the contamination first dropped off and then increased again. The SE intensity from the most irradiated region is observed to have abnormally increased.

For SEM, beam conditions were selected as to generate an approximately equal number of SEs for inducing the contamination. The observed SE intensities from electron-induced contamination profiles decreased with the increase of electron dose, accompanied by an increase in the average height of the profile. SE intensity
is also saturated at higher doses. Unlike HIM, specimen cleaning did not significantly affect the contamination formation in SEM. The specimens in the HIM are also not subjected to the same level of additional hydrocarbon absorption as in the SEM, due to its design (a load port which keeps the chamber at a constant optimum vacuum). The drop and subsequent rise in measured height of the HIM contamination profiles can be explained in terms of ion sputtering and implantation respectively. Substrate swelling in Si is known to occur at this highest dose regime and the observed increase in SE intensity confirms that it is not a contamination profile [175].

Discussion: In the low He$^+$ ion dose regime, the contrast for the induced contamination correlated positively with dose. This was observed for both the cleaned and un-cleaned Si specimens and indicated that an increase in layer thickness was due to an increase in applied dose. For each He$^+$ ion dose (in this regime), a significant reduction in contrast was observed between the un-cleaned and the cleaned specimens. This suggested a lower amount of contamination being built on the cleaned sample and indicated a higher degree of cleanliness within the HIM chamber. The contrast from the cleaned and un-cleaned Si specimens was also observed to saturate, i.e. a weak increase in contrast with the increase in He$^+$ dose. For the cleaned sample, contrast saturation appeared at a lower dose. This also indicating a reduced supply of hydrocarbons for the contamination formation process. These observations indicate that contamination formation in the HIM is hydrocarbon limited and their supply is mainly due to the adsorbed molecules present on the sample surface prior to irradiation.

In SEM, cleaning the Si specimens had little effect on the contamination formation, as no change in the dose dependent SE contrast was observed, for either the cleaned or un-cleaned specimens. This indicated that the SEM environment dominated the supply of hydrocarbons and the limiting parameter for the contamination formation was the electron dose.

In the low dose regimes for HIM and SEM, the average height of the contamination layers formed in both microscopes show similar values. The likely cause for this similarity is the generation of an equivalent number SEs during the irradiation process, in combination with sufficient hydrocarbon concentrations. This observation confirms the significance of the SE signal in the contamination process. SE yield - a function of beam dose and material type - must therefore be taken into consideration when promoting or minimising contamination formation.
in HIM. Further investigation on the correlation between the beam dose, SE yield and the contamination profile is required, to clarify the characteristics of the He$^+$ ion irradiation in the contamination formation process.

**Comparative study of image contrast in SEM and HIM.**

*Summary:* Amorphous Ga-implanted Si regions were prepared on a Si substrate by using Ga$^+$ FIB irradiation. The Ga atomic density in each 30-nm-thick implanted region varies from $9.1 \times 10^{20}$ cm$^{-3}$ to $8.1 \times 10^{21}$ cm$^{-3}$. Images of the regions were collected by using the InLens, ET, EsB detectors in a SEM as well as MCP and ET detectors in a HIM. The SEM-EsB and ET images show materials contrast which linearly depends on the Ga density and is attributed to the Z-dependence of the backscattered electron yield. The HIM-MCP images do not show material contrast due to the low yield of backscattered ions but the visibility of the implanted regions in the images may be due to the de-channeling effects of the top amorphous layer. HIM-ET and SEM-InLens images bear the most similarity and the dominant signal of the two types of imaging is SE1. In both cases, the contrast decreases linearly with increasing the Ga density and for each implanted region the contrast increases with dwell time. The modification of the SE yield due to the Ga implantation as well as the dynamic charging effect are responsible for the dependence of the SEM-InLens contrast on the imaging parameters, while charge diffusion may be the key factor that causes the observed contrast reversal in the HIM ET images.

*Discussion:* The Ga implantation reduced work function of the implanted regions and gave them an insulator-like behaviour. In SEM, this resulted in a change to SE yield profile of these regions, relative to that of the crystalline Si. The insulating properties of the layers scaled with Ga density such that, as Ga density increased a narrowing of the SE yield profile and a reduction in the primary electron beam energy for maximum SE intensity occurred. As a result, for a given e-beam energy and fixed dwell time, the contrast of the implanted regions scaled in accordance with the difference between the SE yield of the implanted regions and the SE yield of the crystalline Si. Also, when the SE yield of the implanted regions was above either above or below that of the crystalline Si, positive or negative contrast were observed, respectively.

The effects of dynamic charging on SE contrast in SEM, were more apparent for low primary e-beam energy (0.5 keV). This was due to the restriction of the
electron-specimen interaction within the Ga implantation depth (≈30 nm). At a short dwell time (0.54 s), the SE yield of the high density Ga was lower than that of the crystalline Si, and SE yield of the low density Ga was higher than that of the crystalline Si. As the dwell time increased, charging within the implanted regions increased. This forced the landing energy of primary electrons to a lower value, thus increasing SE yield. The magnitude of the charging effect scaled with dwell time therefore the contrast observed from each implanted region increased with the increase in dwell time.

In HIM, the observed changes in SE contrast, are explained as follows. As the He$^+$ ions penetrated the insulator-like layers, positive charges began to accumulate therein. This reduced the SE emission below that of the crystalline Si and produced negative contrast. With the increase in dwell time, the number of positive charges in the layers reduced. This was attributed to diffusion of the charges to the underlying Si. As a result, the intensity of each implanted region appeared less dark as dwell time increased. In low density Ga the effects of diffusion were more significant, due to a lower degree of damage induced by the implantation process. In high density Ga the effects of diffusion were less apparent. Contrast reversal for each of the implanted regions was also observed however the dwell time at which it occurred was dependent upon Ga density. The SE contrast observed from the implanted regions in HIM was therefore dependent upon, the magnitude of positive charging and the rate of charge diffusion.

SE yield was therefore the critical factor in determining image contrast in this comparative study. It is influenced by primary particle type, specimen work function and the band-structure of the specimen within entire beam-specimen interaction volume. The effects of imaging parameters and sample charging on HIM contrast have lacked detailed exploration to date, therefore this work may be of benefit to further development of quantitative SE imaging techniques for semiconductor metrology and analysis.
High throughput secondary electron imaging of organic residues on a graphene surface.

Summary: In this work we have demonstrated the visibility of nanoscale PMMA residues on a graphene surface in secondary electron imaging. Artefacts have been attributed to the finite probe size and the varying nature of the beam-sample interaction at different beam conditions. In terms of imaging fidelity, HIM is superior to SEM, since HIM provides a sub-nanometer probe and increases surface sensitivity. The low-energy SEM images however demonstrate higher contrast. Other features such as folds, ridges and ruggedness could also be observed in the SE imaging.

Discussion: For both imaging techniques, feature size directly correlated to probe size i.e., the smaller the probe the greater the fidelity between the features presented in the images to those present on the graphene surfaces. The varying nature of the beam-sample interactions determined the SE contrast. In SEM, images produced at a low beam energy revealed high contrast. This was due to the majority of the interaction occurring within the top \(\sim 12\) nm of the specimen. The images produced at a high beam energy portrayed a reduced overall contrast and a higher degree of translucency. This was due to a reduced primary electron scattering cross-section within the available depth of the specimen. In HIM, image contrast was determined by the SE emission associated with the increased stopping power of the He\(^+\) ions in the specimen, and image sensitivity by the localisation of the beam-specimen interaction.

SE emission and the finite size of the probe ultimately determined the spatial resolution and fidelity of the graphene specimens analysed in this study. The experimental methodology followed provides a quantitative approach to readily obtain the physical size of the features present on a graphene surface, with HIM being the superior SE imaging technique.

Quantitative SE imaging for work function extraction at atomic level and layer identification of graphene.

Summary: In this work we established a method to quantitatively analyse SE images of graphene on SiO\(_2\)/Si substrates. We have demonstrated that the SE contrast exhibits a universal visibility of few-layer graphene. Graphene with layer
numbers of less than ten can be determined from the SE contrast. Besides the quantification of graphene layer thickness, the work function of few-layer graphene can also be quantified by extracting the SE attenuation contributions from the layer-dependent SE contrast.

**Discussion:** The work function of few-layer 2D materials (e.g. graphene) is primarily determined by layer thickness (i.e. layer number). As SEs need to overcome the surface potential in order to escape to vacuum, SE contrast in HIM and SEM can be used to determine layer thickness and work function of 2D materials. SE contrast can be affected by other factors, such as beam parameters, beam-induced contamination, specimen electric potential, SE collection efficiency, etc., the influence of which is required for quantitative SE analysis.

In this work, the SE contrast of graphene as a function of layer thickness was analysed. The SE contrast for each graphene layer was determined by accounting for all of the individual contributions to the overall SE signal. These were identified as, the SEs emitted from the graphene excited by the primary beam, the SEs emitted from the graphene excited by BS particles exiting the supporting substrate, and the SEs emitted from the substrate which diffused through the graphene. For the experiments conducted in both microscopes, a rapid decrease in contrast was observed for layers 1 - 4, a linear decrease for layers 4 - 12, and contrast saturation at 14 layers and above. The contribution of the substrate SEs in the overall SE signal was the major factor determining the graphene SE contrast. The initial rapid decrease is explained by a reflection coefficient parameter for the substrate SEs. An exponential function - dependent upon layer thickness (nm) as a fraction of the SE IMFP - it’s greatest influence was observed between layers 1 - 4. Between layers 4 - 12 the influence of the reflection coefficient was reduced and the SE intensity attenuated linearly in accordance with the mean free path of the substrate SEs in the graphene. Above the 12th layer, the combined layer thickness (nm) approached that of the IMFP and as a result, the majority of the substrate SEs were attenuated from the overall SE signal. In this case graphene contrast was determined by the SE signals excited from within in the layer.

As the SE yield of graphene is determined by work function, work function can be directly extracted from the observed contrast. Quantification of graphene layer work function (up to 4 layers) was determined by extracting the SE attenuation contributions from the layer-dependent SE contrast. This was conducted for SE
contrast measurements acquired in SEM and HIM, with the results revealing a < 1% difference between both excitation sources.

In comparison to the techniques which have previously demonstrated the characterisation of graphene work function [88–90, 95], the results presented in this work provide a simple method to detect the work function of graphene - with high speed and atomic level accuracy - unhindered by environmental, throughput and specimen interactions factors. It also extends the application fields of SE contrast to quantitative analysis.

Fabrication and application of a SE energy filter in HIM and SEM

Summary: A High-Pass energy filter device was designed and fabricated for use in HIM and SEM. When placed directly over a specimen region of interest, a retarding field was generated between the device and specimen, on the application of a negative bias to the device. The retarding field limited the kinetic energy (eV) of the SEs delivered to the detector enabling the generation of SE energy distributions (spectra) and energy filtered SE images.

The EF device was initially evaluated in the HIM. The retarding field was assessed as being homogeneous with unity SE filtering efficiency, (i.e. $\Delta V_{GRID} : \Delta E_K = 1:1$). The influence of specimen bias and $\text{He}^+$ ion beam energy on the operation of the device were evaluated. Specimen bias did not influence filtering efficiency, however the fine details in the spectral were impacted. Changes to $\text{He}^+$ ion beam energy did not influence filtering efficiency or spectral information. The EF device was evaluated in SEM and its SE filtering efficiency was not 1:1. However on application of the appropriate correction factor, reliable SEM SEED data was generated.

The EF device was used to generate SE energy spectra from HOPG and graphene specimens. The HOPG specimen was analysed in HIM with SEEDs generated from three types of surface regions. The spectral data in the initial SEEDs from two surface regions show good alignment with the expected SE energy peaks. The third revealed a distinctively different initial SEED, suggesting that the surface conditions prior to $\text{He}^+$ ion irradiation in this region were significantly different. Continued irradiation on all regions resulted in changes to the SEED profiles, with damage inducing doses ($\geq 6 \text{ pC} \cdot \mu\text{m}^{-2}$) changing the visible appearance of
the specimen. The spectra associated with the damaged regions were comparable to the SE energy profile of glassy carbon, indicating the occurrence of material conversion by the high dose He\(^+\) ion irradiation. SE spectra of graphene were generated in SEM and HIM. These were used to determine the work function of monolayer and multi-layer (2 - >10) graphene specimens. The accuracy of fit of the extracted SE spectral data, to the expected work function values, was the method used to confirm correlation between SE energy spectral profile and layer thickness.

Discussion: In the HIM energy filtered work completed by Petrov and Mikhailovskii et al. [27, 28, 59], a fixed hemi-spherical retarding grid was used, in conjunction with the specimen bias function of the microscope, to filter specimen SEs. This arrangement enabled successful implementation of their work however their design was not optimised in terms of specimen analysis, microscope operation and retarding field homogeneity. For optimum adaptation to the Carl Zeiss HIM instruments (Orion Plus and Orion Nano Fab), and an arbitrary SEM, significant changes to this basic design were required. The final design of the EF device in this work had a high degree of flexibility - in terms of placement over and above the specimen surface - and produced a homogeneous retarding field without obscuring the specimen region of interest in the image FOV. It did this with minimum impact on microscope operation and maximum specimen throughput.

The key advantage of the EF device is its ability to elicit specimen information pertaining to the SE emission process, i.e. peak SE energy and spectral profile. From this information specimen work function can be derived. The spectral (or SEED) data generated by the device can be used to fingerprint, or characterise changes to, a particular material. A study on characterising the SE emission from HOPG by He\(^+\) ion irradiation reported clear peaks at 1 eV and 3 eV associated with its electronic structure [60]. Further studies on characterising electron beam induced SE emission from HOPG reported peaks at 4.3 and 5.4eV [197]. In the energy filter work presented in this thesis, these peaks are clear in the SEEDs generated from pristine surface regions. As HOPG is quickly damaged by prolonged irradiation, these peaks shifted in energy and dropped in intensity as the overall He\(^+\) ion dose increased. An EF device with the ability to select a predefined SE energy range would have the potential to overcome this barrier and effectively characterise beam sensitive specimens based on their SE emission properties.
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The SE device also enables the microscope to overcome the effects of beam-induced contamination. Characterisation of the SE emission profile of a contaminated region of a specimen, relative to an uncontaminated region, reveals the SE energy range (0 eV – X eV) most impacted by the contamination. By using the EF to retard the SEs below X eV, specimen images can be produced with minimum impact from the deposited contamination species. An example of this can be found in [59].

Finally, the EF device can also be used for generating SE images with a known energy range. To do this with the current set-up, a minimum of two images are required along with a post-process image overlay and pixel subtractive technique. In the future work section of this chapter a proposal for an advanced EF device is outlined. This improved design incorporates a second retarding mesh for the purpose of accurately controlling the SE energy range (eV + ΔeV) received at the detector during a single imaging scan. This enhanced design would increase the effectiveness of the imaging and characterisation functions of the device, especially for beam sensitive specimens.

7.2 Conclusion for the Raman enhancement of electron-beam induced carbon layers.

Summary: The Raman enhancing properties of electron beam induced layers have been observed to depend upon deposition volume and deposition energy. Formed on an intrinsic 100 Si substrate from residual hydrocarbons - in a SEM with a deposition energy range of 1 - 30 keV and a dose range of 1 - 5 pC·µm\(^{-2}\) - the deposition process employed resulted in the formation of highly topographic layered structures. Morphology characterisation revealed variations in layer thickness of \(~50\text{ nm} - \sim\!1\text{ µm}\). EDX analysis did not reveal the presence of Si from within the layers. EELS analysis revealed a 3% increase in sp\(^2\) concentration, between low (3 keV) and high (30 keV) beam energy depositions. Electrical characterisation revealed a 400% increase in resistivity (0.25 - \sim\!10\text{ MΩ cm}) between low and high electron beam deposition energies. Raman mapping analysis, conducted at excitation energies of 532 nm and 633 nm, revealed the intensity distribution of the Si Raman and Carbon Raman signals present within the layers, relative to the Raman intensity of the uncontaminated region of the specimen. The presence of the D and...
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$G$ carbon Raman bands confirmed the amorphous nature of the deposited layers. Raman intensity maps, generated at 532 nm, were precisely correlated to AFM thickness profiles. From this correlation a systematic analysis of Si Raman peak intensity, as a function of layer $sp^2$ configuration ($I_D/I_G$ ratio) and contamination volume, was conducted. From this analysis the observed variations in Raman intensity were first converted to enhancement values. These enhancement values where then normalised to deposited carbon volume, which enabled a comparison of the observed enhancement as a function of deposition energy. For low energy carbon (1 – 5 keV), maximum normalised enhancement and $I_D/I_G$ increased with the increase in electron beam energy, both peaking at 5 keV ($I_D/I_G \sim 1.3$). For high energy carbon (12 – 30 keV), maximum normalised enhancement was significantly reduced and the $I_D/I_G$ fluctuated between $\sim 1.3$ - $\sim 2.0$. The $I_D/I_G$ ratio of the carbon produced at each beam energy reaches a saturation value, once a given deposition volume is reached. The saturated $I_D/I_G$ ratio is observed to increase monotonically with the increase in electron beam energy, with values below and above 1.0 for low and high energy carbon, respectively.

Discussion: From the results presented, enhancement as a function of beam energy is directly correlated to deposited carbon volume (or layer thickness). Low beam energy deposits are significantly enhancing however their enhancement is limited to their thinner regions and varies significantly with beam energy. High beam energy deposits, although still enhancing, show little variation with beam energy. The saturated $I_D/I_G$ ratio at each beam energy gives an indication of the optical gap present in each layer, i.e. its ability to transmit incident and scattered light. The EELS data and the variation in Raman $I_D/I_G$ ratio, at the saturated and at the volumes of maximum enhancement, give clear indication that the configuration and concentration of oscillating $sp^2$ carbon bonds present in the layers plays a significant role in the enhancement effect. However further investigation into the exact source of enhancement and the influence of optical gap is required. The results of the electrical characterisation reveal higher conductivity in the layers generated at lower beam energies. The nature of this reduction is unknown, however upon further investigation, and clarification of the hydrogen content in the layers, a correlation between conductivity, $sp^2$ ratio and optical band gap could be determined.
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7.3 Future work

Based on the work reported in this thesis, the future work I propose to do is outlined as follows.

**SE spectroscopy and energy filtered imaging**

Fristly, in order continue with the fundamental understanding of He$^+$ ion induced SE energy spectroscopy, I propose the generation of image based SEEDs from a comprehensive set of standard samples. This work would be conducted under a variety of beam and specimen biasing conditions. Each sample in the set will have a predefined SE energy profile generated via an alternative spectral collection method. If possible, a SE spectrum analyser should be mounted within the HIM chamber. This would enable the generation of SE energy profiles from the standard samples, via the spectrum analyser, and simultaneous comparison to those generated from the energy filtered imaging method.

Secondly, the design of the SE energy filter device can be improved upon by incorporating a second retarding mesh, for the purpose of accurately controlling the energy of the SEs received at the detector. So far this work has determined that generating SEEDs with fine spectral detail requires a high number of energy filtered images, each having a small separation in SE energy (eV). This process can result in significant degradation of the analysed specimen properties, due to extensive He$^+$ ion irradiation. The new design would require the use of both attractive and repulsive components, therefore careful simulation of their associated fields, as well as the tracking of the primary and secondary charged particles, is required. In the implementation phase of this new design I propose the use of the COSMOL simulation software package, to generate an SE energy filter device whose component geometry, placement within the beam path, and SE energy filtering efficiency, is optimised. Successful implementation of this new design would enable the generation of specimen images with a predefined SE energy range. This enhancement would be particularly useful for the imaging of beam sensitive (organic or biological) materials, where the SE emission characteristics of a specimen could be revealed with a single high-resolution imaging scan. The application of the device could be further extended to the generation of single-pass energy filtered images of semi-conductor devices. Such imaging would enable preferential selection the SEs associated with certain device features and also minimise the formation of effect.
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of beam-induced contamination in the acquired image. Both of these attributes could aid the current critical dimension measurements techniques, especially as minimum feature size approach the few nm range. The device could also be used as a qualitative screening method to characterise device features based on their SE emission properties, when applied to variety of in-line SEM instruments. Prior to conducting further applications work with the re-designed energy filter device, first-principle calculations on the SE generation and emission properties of the proposed organic and semiconductor experimental specimens, by He$^+$ ion irradiation, would be conducted.

Raman enhancement of beam-induced carbon layers

For the continuation of the work on characterising the observed Raman enhancement effect of electron beam induced carbon layers, I first propose continuing the exploration of the fundamental knowledge of the effect by conducting further experiments to characterise the morphology of a new set of carbon layers deposited on Si specimens. To do this, UV-Raman spectroscopy (and mapping), will be utilised to directly probe layer $sp^3$ content, in conjunction with a further EELS study focusing on layers generated at e-beam energies not characterised to date. Also, $\mu$-Fourier transform infra-red (FTIR) spectroscopy and UV-VIS (NIR) spectroscopy will be employed to determine hydrogen content and optical gap of the layers, respectively. The proposed future work will include theoretical simulation of the field enhancement at the carbon-surface interface (i.e. finite element simulation) and an understanding of the propagation and attenuation of the light within the amorphous carbon layers.

Other work has reported the enhancement of the carbon Raman signal ($G$ peak) by the deposition of electron beam induced carbon layers [42], however this is the first reporting of enhancement of the Raman scattered light from other substances as a result of deposited carbonaceous species. To address the possibility of applying the carbon layers for use as optical bio-sensors in cancer research, their Raman enhancing effect on the spectra generated from elements such as, Sr, Ca, Fe, Zn, P, K, Cu, and As needs to be clarified. Depending on the type and nature of a cancer cell, these elements have been found to exist in significantly less quantities, in comparison to their quantity in non-cancerous cells [201]. The advantage of this technique, over work in this field which couples types of enhancing media to a particular analytic (e.g. [202]), the carbon layers may have the potential to simultaneously, and indiscriminately, enhance the Raman signal of these elements.
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- which are typically difficult to characterise by non-enhanced Raman spectroscopy
- when both cell types are treated to the appropriate deposition of electron beam
induced carbon layers and comparisons of element type and concentration in each
are drawn. Prior to conducting further work on developing the applications of the
effect, simulation on the Raman enhancement of these elements within the confines
of biological detection will be explored. This will be done using the excitation
energies that produce the strongest scattering for non-enhanced Raman.
Appendix A

TEM lamella preparation

In order for the chemical analysis of the carbon layers to be completed, lamella specimens (∼60 nm) of the 3 and 30 keV carbon layers were required. This was completed by in-situ FIB lift out and thinning.

To protect the carbon layers during the lamella preparation, a series of protective layers were deposited over them. The first layer (∼100 nm AuPd), was evaporated over the entire specimen using a Cressington 108 thermal evaporator. The second layer (∼150 nm Pt), was deposited over a 10 µm × 2 µm region on top to the 3 and 30 keV carbon layers, by electron beam induced deposition. The third layer (∼1 µm Pt), was selectively deposited in the same 10 µm × 2 µm region, by Ga⁺ ion beam induced deposition. The second and third layers were deposited in the FEI Strata DB-235 instrument. The first AuPd protective layer is not required for standard FIB lamella preparation, however in this case the amorphous carbon layers needed to be clearly distinguished, from the carbon containing electron beam induced Pt layer, in the TEM analysis. The Ga⁺ ion beam induced Pt layer provides the primary protection to the specimen during the lamella thinning process. Ga⁺ ions can damage specimens during layer deposition, however this was prevented by the e-beam Pt layer. Images of the protective layers deposited on the 3 and 30 keV carbon layers are shown Figure A.1.

The second step in the lamella process was the in-situ FIB lift-out. This commenced immediately after the protective layering process. The protective Pt layer covering the 3 keV carbon layer was used to set the specimen stage to the point of electron and ion beam coincidence. The stage was tilted to 52°, so that the specimen surface was incident to the Ga⁺ beam. Deep trenches (∼10 µm) were then milled into the specimen immediately above, below and to the right of the Pt layer. This action removed the majority of the bulk material surrounding the Pt protective layer and left behind a ∼2 µm thick lamella, supported by the bulk specimen on its left side. The specimen stage was then tilted to 0° and a lift-out
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needle, attached to a micro-manipulator (Kelindeik MM3A), was positioned in close proximity to the lamella. The lift-out needle was bonded to the lamella by the deposition of a Pt strap and the lamella cut from the specimen using the Ga\(^+\) ion beam. As soon as the cutting was complete, the lift-out needle was retracted and the lamella freed from the specimen.

![SEM images of the 3 keV carbon layer, (a) uncoated, (b) post ~100 nm Au-Pd coating and (c) post ~100 nm SEM Pt and ~1 \(\mu\)m FIB Pt coatings. The same coatings for the 30 keV carbon layer are displayed in (d - f).](image)

The lift-out needle, with the lamella attached, was moved to a safe position and a TEM lamella-grid was centred in the FOV, at the beam coincidence point. Using fine movements of the micro-manipulator, the lamella was carefully brought in contact with the grid and bonded to it with a connecting Pt strap. The lamella was then freed from the lift-out needle by cutting the connecting Pt strap. Once freed, the needle was retracted and moved to a safe position. To secure the lamella firmly to the grid, the specimen stage was rotated 180\(^\circ\) and an additional Pt strap was placed between the grid and the back side of the lamella. A lamella for the 30 keV carbon layer was generated by the same process but mounted to a separate TEM grid. Images of the mounted lamellae for the 3 and 30 keV carbon layers are shown in Figure A.2.

Once on the TEM grid(s), the lamellae were thinned to the final desired thickness by coarse thinning, fine thinning and a polishing step. The coarse thinning step was conducted in the FEI Strata at 30 keV, using Ga\(^+\) ion beam currents of 500,
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Figure A.2: TEM lamellae of the 3 and 30 keV carbon layers as observed from the Ga\(^+\) ion beam (a, c) and electron beam (b, d). The images were acquired in the FEI DB-235 dual FIB/SEM instrument immediately post lift-out and attachment to TEM lamella grids (specimen stage tilt set to at 0°).

100 and 50 pA. The lamellae specimens where then moved to a Carl Zeiss Auriga FIB/SEM instrument, where the fine thinning was conducted at 30 keV, 20 pA, and the final polishing step at 3 keV, 20 pA. In the coarse thinning, the lamellae were brought to a thickness of \(\sim 200\) nm by alternate cross-sectional milling on each side. During this sectioning the glancing angle of the ion beam varied \(\pm 5°\) from normal. This process was repeated in the fine thinning step however a lower beam current was used to bring the specimen to electron transparency (\(\sim 100\) nm). The polishing step was required to remove lateral amorphisation caused by the 30 keV thinning. This resulted in a final cross-sectional carbon layer depth of \(\sim 60\) nm. Images of the lamellae after final preparation are shown in Figure A.3.
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Figure A.3: TEM lamellae of the 3 and 30 keV carbon layers post final thinning. (a) SEM image of the 3 keV carbon layer lamella, specimen stage tilt 54°. (b) SEM image of the 3 keV carbon layer lamella, specimen stage tilt 0° with inset showing the final polished thickness. (c) SEM image of the 30 keV carbon layer lamella, specimen stage tilt 54°. (d) SEM image of the 30 keV carbon layer lamella, specimen stage tilt 0° with inset showing the final polished thickness.
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