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SUMMARY

DENSITY-FUNCTIONAL THEORY (DFT), in its approximate Kohn-Sham formalism, is a highly-acclaimed computational tool that affords the practical and expeditious calculation of ground-state properties of molecules and solids, often with a very reasonable accuracy. It finds routine application in the fields of chemistry, physics, materials science, and biochemistry, where it now contributes in both a descriptive and predictive capacity.

It is not, in practice, without systematic errors such as those defined by self-interaction and static correlation. These errors undermine the accurate description of particular systems that are beyond the scope of the approximate exchange-correlation functionals, particularly for those comprising so-called strongly-correlated electrons. The effective treatment of these errors is laid down in a number of formative works now adopted within the canon of Kohn-Sham DFT. Many of the most popular and affordable correction schemes entail the calculation of external parameters to diagnose and treat these pervasive errors on a per-electron basis, such as the DFT+Hubbard $U$ method.

A possibility that has not yet been explored, however, is the automation of these correction schemes for the provision of greater efficiency, versatility and comparability between DFT calculations. An automated procedure would enable the correction process to be self-contained, thereby circumventing the need for human input, and establish a standardised approach between the various softwares and electronic systems. Of particular interest is the application in high-throughput materials design, and the comparability of DFT+$U$ total-energies for the calculation of thermodynamical quantities.

In this dissertation, we present a comprehensive account of our work in pursuit of this goal. We motivate and describe an efficient self-contained approach for correcting the many-body self-interaction error in strongly-correlated systems from ground-state quantities within the DFT+$U$ framework. Moreover, we implement this procedure in a linear-scaling code, which extends its applicability to large-scale systems.
Specifically, we develop a highly accurate variational linear-response approach for calculating the Hubbard $U$ and Hund’s $J$ parameters, for which a unique criterion for their self-consistency is identified. Our results demonstrate that this scheme is accurate and versatile, and facilitates the correction of many-body self-interaction error for various systems. Moreover, we propose the novel construction of a generalised DFT+$U$ functional that resolves Koopmans’ condition exactly in a one-electron system when supplied with the appropriate self-consistent $U$ value.

Our research provides insight into important questions about the practice and consequences of calculating corrective parameters for approximate DFT self-consistently, and opens up several new avenues for future developments.
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INTRODUCTION

All models are wrong but some are useful.

George E. P. Box [1]

The pillars of modern physics now comprise the well established fields of theory, experiment and simulation, where the latter addition has been made possible thanks to the technological advances of the 20th century, characterised by Moore’s law [2]. In the current ‘Age of Silicon’ [3] simulation and modelling have become indispensable tools that find cutting-edge application in the field of quantum physics, in particular for solving the complex many-body Schrödinger equation [4]. Notwithstanding the significant progress made in micro-processors over the last five decades, it is only by the intelligent use of algorithms and suitable approximations that it is possible to quantitatively describe chemical processes and complex material properties with sufficient accuracy and efficiency.

Density-functional theory (DFT) conforms to all of these principles and is one of the most successful and highly acclaimed techniques in modern science. It affords a timely and accurate description of the ground-state properties of many atomic systems on an ab initio basis that is from an entirely deterministic standpoint with only minimal approximations and without the use of empirical models. It enables the straightforward calculation of properties derived from the ground-state total-energy, which includes, but is not limited to, elastic moduli, atomic forces, electromagnetic responses, cohesive binding energies, local magnetic moments, geometrically optimised structures, and charge transfer energies [5]. Its role in computational chemistry and materials science continues to flourish to this day.

Indeed, many systems pertinent to chemical, biological or technological applications, which typically comprise first-row transition metal or lanthanide ions, are often
largely spatially disordered and electronically complex. This special class of extensive system presents numerous challenges to DFT practitioners, as calculations on these so-called strongly-correlated materials often misrepresent, or directly contradict, experimental observations.

The first is simply a matter of computational economy; the study of these systems requires accurate large-scale simulation, which is unfortunately unattainable with current hardware. On the one hand, this is invariably due to the availability of finite resources, while on the other we are confronted with the uneconomical compute time of conventional algorithms for large systems, which scale cubically with system size. The design of linear-scaling methods, in which the computational cost scales linearly with system size, has provided considerable aid in this regard.

The second challenge pertains to the physically-relevant, yet poorly described, interactions between correlated electrons responsible for the exotic behaviour, which are demonstrably beyond the scope of the independent-particle approximation. The established, and computationally efficient, DFT+$U$ method is now routinely applied to these systems to restore the absent physical character, whereupon the strength of the corrective potential is determined by a set of Hubbard $U$ parameters that must be determined.

The focus of this dissertation concerns the \textit{ab initio} calculation of Hubbard parameters within linear-scaling DFT, and their subsequent application in an existing linear-scaling DFT+$U$ framework, in order to accurately describe strongly-correlated systems on a large-scale. Moreover, the ultimate goal of this body of research is to direct the design of automated first-principles methods for the description of strongly-correlated systems. We intend our work to contribute valuably to techniques involving high-throughput materials informatics, in particular for the provision of a mechanism for computing thermodynamical quantities, by availing ourselves of the computational utility afforded by a combined self-contained, linear-scaling DFT+$U$ procedure.

Notwithstanding this ambitious undertaking towards ever-more accurate and versatile computational techniques, as a minor player in this venture I am reminded of the words of the eminent statistician, George E. P. Box, whose famous aphorism prefaces this Chapter. I believe its lesson fittingly applies in the present context
of designing efficient *ab initio* practices, to which his words speak to our unending, insatiable pursuit to understand, and ultimately replicate, nature.

1 Outline of dissertation

We begin in Chapter II by providing an overview of the key developments that have contributed to the formulation of contemporary Kohn-Sham DFT, such as the Hohenberg-Kohn theorems, the Kohn-Sham equations, the construction of approximate exchange-correlation (XC) functionals, and the treatment of the ionic cores with the pseudopotential approximation and projector-augmented wave method. We then motivate and outline the framework for enabling the computational expense to scale linearly with system size, which relies on the attenuation of non-local effects in a single-particle density matrix, and discuss some of the central features of the linear-scaling code ONETEP, in which our methods are implemented.

In Chapters III & IV we present the results of extensive calculations on the strained layers of phosphorus, arsenic, and antimony. We compare our results to the available experimental data for these materials and make qualitative predictions for the mechanical and electronic properties, which includes several electronic transitions and a number of states supporting ballistic conduction.

Following this discussion, we examine in detail the nature and origin of the self-interaction and static correlation errors in Chapter V, and highlight the role they play in undermining the accuracy of many DFT calculations. We discuss some of the notable methods developed over the years to effectively treat the inaccuracies affiliated with these errors, and emphasise the importance of restoring compliance with Koopmans’ theorem. In particular, we outline the construction of the DFT+$U$ correction functional intended to treat the self-interaction error when it stems from highly-localised electrons. Finally, we briefly discuss a similar error arising from static-correlation of degenerate states, and suggest a possible mechanism for its treatment within the full DFT+$U$+$J$ framework.

We then proceed to discuss the *ab initio* calculation of Hubbard $U$ parameters in Chapter VI, in which we address various methods utilised heretofore, in particular
the popular linear-response approach conceived by Coccocioni and de Gironcoli. We motivate and develop a variational approach modified from this method to be applied more conveniently in codes that employ total-energy direct-minimisation (as opposed to density self-consistency) to locate the DFT ground-state. We test this method on a variety of systems and consider the similarities and differences between the two approaches. Finally, we devise an equivalent scheme to calculate the exchange parameter $J$, and highlight some of the importance consequences of computing interaction parameters as ground-state quantities.

Our variational linear-response approach provides a convenient format to investigate the somewhat esoteric practice of parameter self-consistency in Chapter VII, for which numerous plausible schemes have been proposed. In doing so, we perform extensive calculations on dissociating $\text{H}_2^+$ to identify the self-consistency scheme that provides the appropriate correction to one-electron self-interaction, and then generalise the method to treat multi-electronic systems using rock-salt NiO as a case study. Moreover, we provide an original formulation for a self-consistent $J$ and use this to correct the static-correlation error in dissociating $\text{H}_2$ beyond the Coulson-Fischer point.

Finally, in Chapter VIII we focus on the development of a generalised DFT+$U$ functional that can simultaneously target the total-energy SIE and the restoration of Koopmans’ condition, which represents an original and novel construct. We first approach this challenge by investigating if the automated correction of systems prone to SIE is feasible within the framework of constrained-density-functional theory (cDFT). However, we provide a rigorous proof and stringent numerical calculations that verify that the non-linear constraints, including those required to enforce this condition, are impossible to satisfy. Rather than adding to the multitude of available approaches, here we make progress by limiting the scope for further proliferation of methods based on this strategy.

Nonetheless, we show that a generalised DFT+$U$ functional, wherein the Hubbard parameters may be determined from a self-consistent linear-response $U$ parameter, is capable of correcting both the total-energy and eigenvalue of a one-electron system to the same precision. This work opens the door to new advances and possibilities
using a new class of generalised DFT+$U$ functionals.

We conclude in Chapter IX with a synopsis of the major findings of this work, and suggest possible new directions for future research. Finally, some appendices are provided to complement the primary text, which are intended to advance the discussion and provide further clarity, when necessary, with supplemental figures, tables, and derivations.
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II

QUANTUM MECHANICAL SIMULATION

RECENT TECHNOLOGICAL advances, in conjunction with an increasing community of active contributors, have succeeded in establishing Kohn-Sham density-functional theory (DFT) as one of the most widespread and utilised tools in modern science. DFT has evolved significantly since its inception over 50 years ago [6]; following the award of the Nobel prize in 1998 to Walter Kohn [7, 8] it has continued to flourish to this day under the auspicious stewardship of countless contributors. Presently, it sees routine application in academic and industrial research and has imparted immeasurable scientific [9–12] and economic [13] value. In this Chapter, we review the pioneering developments in condensed matter theory that have culminated in contemporary DFT, which is now routinely applied to electronic structure calculations.

We begin our discussion with the Schrödinger equation, central to all quantum mechanical calculations, and the seminal theorems of Hohenberg and Kohn [14] who pioneered the field. We then discuss how Kohn and Sham subsequently laid the foundations for the solution of the ground-state exactly via self-consistent field equations, incorporating an exchange-correlation (XC) functional [15]. The inaccessibility of the exact XC functional, however, prompted the development of approximate local functionals that enable the computational solution to the equations. These were originally based on the local-density of a uniform electron gas [15, 16], which was later extended to incorporate spin [17–19] and self-interaction corrections [20], with further development involving a generalised gradient [21, 22] approximation. These incremental improvements in theory were bolstered by simultaneous advances in hardware that preceded the proliferation of DFT applications across various fields [11, 23].

In spite of the theoretical and algorithmic breakthroughs that contributed to the popularity of DFT toward the end of the last century, calculations of very large sys-
tems remained decidedly out of reach [24]. The restrictive computational bottle-neck involved in diagonalising the dense Hamiltonian incurred a compute-time that scaled cubically with system size [25]. The quest for a linear-scaling formalism was marked by the proposal of Kohn himself to exploit the *near-sightedness* of quantum mechanical interactions [26] in the DFT procedure - thereby enabling the calculation of large-scale systems. In the final section, we outline the procedure for constructing a linear-scaling DFT, which has risen to prominence over the last 25 years [27, 28]. A suite of packages now boast linear-scaling functionality, which includes ONETEP [29–31], CONQUEST [32, 33], SIESTA [34, 35], BigDFT [36], OpenMX [37, 38], and CP2K [39].

1 The Schrödinger equation

The basis of many quantum mechanical systems lies in the solution of the many-body, time-independent, Schrödinger equation [40]

\[ \hat{H} \Psi (\mathbf{r}, t) = E \Psi (\mathbf{r}, t), \] (II.1)

where the complex-valued \( N \)-body wave function \( \Psi (\mathbf{r}, t) \) encodes all information about the quantum state that is propagated in time by the Hamiltonian \( \hat{H} \). In an organised configuration of \( N \) atoms in a crystal lattice or molecule, with nuclear positions \( \mathbf{R}_\alpha \) and \( n \) electrons at positions \( \mathbf{r}_i \), the governing non-relativistic, time-independent Hamiltonian is given by

\[ \hat{H} = -\frac{1}{2} \left[ \sum_{i=1}^{n} \nabla_i^2 + \sum_{\alpha=1}^{N} \frac{1}{m_\alpha} \nabla_\alpha^2 \right] - \sum_{i=1}^{n} \sum_{\alpha=1}^{N} \frac{Z_\alpha}{|\mathbf{r}_i - \mathbf{R}_\alpha|} \]
\[ + \frac{1}{2} \sum_{i=1}^{n} \sum_{j\neq i}^{n} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|} + \frac{1}{2} \sum_{\alpha=1}^{N} \sum_{\beta \neq \alpha}^{N} \frac{Z_\alpha Z_\beta}{|\mathbf{R}_\alpha - \mathbf{R}_\beta|}, \] (II.2)

with nuclear masses and charges denoted by \( m_\alpha \) and \( Z_\alpha \), respectively. Hartree units are invoked throughout this dissertation such that \( \hbar = c = m_e = 1 \).

For an atomic system that does not exchange energy with its environment, the wave function \( \Psi \) is the steady-state solution of a time-independent Hamiltonian, the Ansatz for which is constructed from a separation of variables

\[ \Psi (\{\mathbf{r}_i\}, \{\mathbf{R}_\alpha\}, t) = \Phi (\{\mathbf{r}_i\}, \{\mathbf{R}_\alpha\}) \Theta (t) \] (II.3)
into a component that is time-dependent $\Theta (t)$ and one that is not $\Phi (\{r_i\}, \{R_\alpha\})$. Thus the constituents are independently solvable by the Hamiltonian and coupled by the common energy eigenvalue $\varepsilon$

$$\hat{H} \Phi (\{r_i\}, \{R_\alpha\}) = E \Phi (\{r_i\}, \{R_\alpha\}); \quad \frac{i}{\hbar} \Theta (t) = \varepsilon \Theta (t). \quad (II.4)$$

For low-temperature atomic systems, governed by a Hamiltonian such as Eq. (II.2), the time-scale of nuclear motion, tied to the available thermal energy, is generally orders of magnitude longer than that of the electrons due to the much heavier nuclear masses. Since the electrons relax into equilibrium on a time-scale much shorter than that of the nuclei, their behaviour is modelled by an electronically-relevant Hamiltonian $\hat{H}_{el}$

$$\hat{H}_{el} \approx \left( -\frac{1}{2} \sum_{i=1}^{n} \nabla_i^2 - \sum_{i=1}^{n} \sum_{\alpha=1}^{N} \frac{Z_\alpha}{|r_i - R_\alpha|} + \frac{1}{2} \sum_{i=1}^{n} \sum_{j \neq i}^{n} \frac{1}{|r_i - r_j|} \right) \quad (II.5)$$

in which the nuclei are assumed to move so little that they can be effectively described as classical point charges. This renowned Born-Oppenheimer, or adiabatic, approximation [41], is invoked to make quantum mechanical calculations under Eq. (II.2) more feasible. However, advances in computational modelling, combined with the improved experimental apparatus [42], have permitted the application of Ehrenfest molecular dynamics for some time [43, 44].

Eigenvalue solutions to Eq. (II.2) span a multi-dimensional adiabatic potential energy surface parameterised by the nuclear coordinates $\{R_\alpha\}$, which may be optimised classically using molecular dynamics methods [45, 46]. The neglect of explicitly nuclear-dependent terms leads to the failure to predict more complex phenomena such as superconductivity, photochemistry and vibrational spectroscopy, however, for most systems, the Born-Oppenheimer approximation is a very reasonable simplification.

2 The Hohenberg-Kohn theorems

Despite the benefits of the adiabatic approximation, computationally solving the many-body Schrödinger equation for all but the simplest systems is practically impossible. Consider a real-valued, N-electron wave function discretised on a grid of
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$M$ points (ignoring spin). A full description of this wave function will require $M^{3N}$ scalars [47] and is unquestionably beyond the scope of modern processing power for any realistic system of interest. Even if the exact wave function were known, the memory required to store it would present an impasse.

For an $N$-electron system, Hohenberg and Kohn [14] (HK) showed in their seminal work that the many-electron ground-state density distribution of a system $n_0(r)$ (subscript to denote ground-state) is sufficient for providing a full description of the ground-state properties, in principle. Thus, for a many-body quantum state vector $|\Phi\rangle$, the electron density is defined as

$$n(r) = \langle \Phi | \hat{n} | \Phi \rangle = \int \prod_{i=2}^{N} dr_i \ |\Phi(r_1, \cdots, r_N)|^2,$$

(II.6)

where $|\Phi\rangle$ is assumed to be normalised $\langle \Phi | \Phi \rangle = N$ and antisymmetric under particle exchange so as to obey the Pauli exclusion principle [48]. Furthermore, they proved that the ground-state was identified by variational minimisation of the total-energy with respect to the density [14]. Promoting the density to the central quantity of the theory drastically simplifies the problem of computationally solving Eq. (II.5), as the discretised wave function is now parameterised by only $M^3$ scalars.

Faithful to the motivation behind the HK formalism, the Hamiltonian in Eq. (II.5) may be re-expressed in terms of contributions stemming from potentials that are intrinsic and extrinsic to the system $\hat{H}_{el} = \hat{F} + \hat{V}$. Here $\hat{F}$ is sum of the kinetic energy operator and electron-electron Coulomb potential

$$\hat{F} = -\frac{1}{2} \sum_{i=1}^{n} \nabla_i^2 + \frac{1}{2} \sum_{i=1}^{n} \sum_{j \neq i}^{n} \frac{1}{|r_i - r_j|},$$

(II.7)

and is a universal function of the number of electrons $n$. The term $\hat{V}$ describes the static potential arising from the lattice of nuclei and defines the external potential specific to the system

$$\hat{V} = \sum_{i=1}^{n} V_{ext}(r_i) = -\sum_{i=1}^{n} \sum_{\alpha=1}^{N} \frac{Z_{\alpha}}{|r_i - R_{\alpha}|},$$

(II.8)

but may also include other fields, such as the electromagnetic. The single-particle eigenstates $\{|\phi_i\rangle\}$ are found by solving Eq. (II.5), for which the eigenenergies $\{\varepsilon_i\}$
are the corresponding expectation values with the Hamiltonian

$$\varepsilon_i = \langle \phi_i | \hat{H}_{\text{el}} | \phi_i \rangle = \langle \phi_i | \hat{F} | \phi_i \rangle + \int dr \, V_{\text{ext}}(r) n(r). \quad (\text{II.9})$$

Thus, for a given number of electrons, the Hamiltonian is fully defined by the external potential \( V_{\text{ext}}(r) \), on which the resultant ground-state density depends. The first theorem sets out to prove that the converse of this statement is also true, that is, that the ground-state density uniquely determines the potential up to an additive constant.

**Hohenberg-Kohn Theorem 1.** *There is a one-to-one correspondence between the ground-state charge density of an \( N \) electron system and the external potential acting upon it.*

We shall prove this statement by contradiction. Consider two potentials that differ by more than an arbitrary constant \( \hat{V} - \hat{V}' \neq C \) with corresponding Hamiltonians \( \hat{H}_{\text{el}} \) and \( \hat{H}'_{\text{el}} \) that give rise to the eigenenergies \( E_0 \) and \( E'_0 \), and eigenstates \( |\phi_0\rangle \) and \( |\phi'_0\rangle \), respectively. Suppose we assume \( |\phi_0\rangle = |\phi'_0\rangle \). By considering the difference in the Hamiltonians

$$ (\hat{H}_{\text{el}} - \hat{H}'_{\text{el}})|\phi_0\rangle = (\hat{V} - \hat{V}')|\phi_0\rangle = (E_0 - E'_0)|\phi_0\rangle \quad (\text{II.10}) $$

we demonstrate that \( \hat{V} - \hat{V}' = E_0 - E'_0 \) and thus contradict our earlier assumption that the potentials differ by more than an additive constant. Thus we have shown that the mapping from the space of potentials to the space of ground-state densities is injective. It remains to be shown that the mapping from the space of densities to the space of eigenstates is also injective. Consider then that two ground-states \( |\phi_0\rangle \) and \( |\phi'_0\rangle \) both give rise to the same ground-state density \( n_0(r) \). We may then write, using Eq. (II.9), that

$$ E_0 < \langle \phi'_0 | H | \phi'_0 \rangle = \langle \phi'_0 | H' | \phi'_0 \rangle + \langle \Psi'_0 | H - H' | \phi'_0 \rangle $$

$$ = E'_0 + \int dr \, [V(r) - V'(r)] n(r). \quad (\text{II.11}) $$

Similarly, by computing the converse, we find that

$$ E'_0 < E_0 + \int n(r) [V'(r) - V(r)] \, dr. \quad (\text{II.12}) $$
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Summing (II.11) and (II.12) leads to the second contradiction

\[ E'_0 + E_0 < E'_0 + E_0, \quad (II.13) \]

from which we conclude that the mapping from the space of eigenstates to the space of densities is also injective, thus proving the first HK theorem. We now proceed to the second theorem.

**Hohenberg-Kohn Theorem 2.** For all \( V \)-representable ground-state densities \( n(r) \), \( E_0 \leq E_V[n] \), where \( E_0 = E_V[n_0] \) is the ground-state energy for \( N \) electrons in the external potential \( V(r) \) with corresponding ground-state density \( n_0(r) \).

By the first HK theorem, the ground-state density of a system \( n(r) \) uniquely determines the potential \( V_{\text{ext}}(r) \) and thus its wave function \( |\phi[n(r)]\rangle \), where the class of \( V \)-representable densities are those generated by solving the Schrödinger equation with some external potential. A uniqueness criterion must also apply to the internal-energy operator \( \hat{F} \), which we define as the minimum possible expectation value under a given density \( n(r) \) by searching over the entire set of \( N \)-body anti-symmetric wave functions that give rise to that density. This is expressed mathematically as

\[
F[n] = \min_{\phi \rightarrow n} \langle \phi | \hat{F} | \phi \rangle = \langle \phi_n | \hat{F} | \phi_n \rangle. \quad (II.14)
\]

Thus, we may uniquely define the lowest total-energy of a given density \( n(r) \) subject to an external potential \( V(r) \), namely

\[
E_V[n] = F_V[n] + \int \! dr \, V(r)n(r) = \langle \phi_n | \hat{F} + \hat{V} | \phi_n \rangle. \quad (II.15)
\]

For an external potential, there exists a ground-state wave function \( |\phi_0\rangle \) that produces the ground-state energy \( E_0 \) and density \( n_0(r) \), such that, by the variational principle, for any other \( N \)-representable densities, \( E_0 \leq E_V[n] \). Furthermore, for the ground-state density \( n_0(r) \) we find that, by definition, \( F[n] \) can only be at most as large as the kinetic energy term of the ground-state total-energy that is determined by the ground-state wave function \( |\phi_0\rangle \), such that

\[
F_V[n] = \min_{n|\phi \rightarrow n_0} \langle \phi | \hat{F} | \phi \rangle \leq \langle \phi_0 | \hat{F} | \phi_0 \rangle, \quad (II.16)
\]
which trivially implies the same for the total-energy

\[
\langle \phi_{n_0} | \hat{F} + \hat{V} | \phi_{n_0} \rangle \leq \langle \phi_0 | \hat{F} + \hat{V} | \phi_0 \rangle
\]

\[\Rightarrow E_V [n_0] \leq E_0^V.\] (II.17)

Since \(E_0^V\) is the ground-state energy by definition, we have proven the second HK theorem, namely that is the ground-state density, subject to an external potential, is that which uniquely determines the minimum of the total-energy functional.

The Hohenberg-Kohn theorems illustrate that a full description of the ground-state of an interacting \(N\) electron system can be distilled to the knowledge of the ground-state density alone. Moreover, this ground-state density can be located via minimisation of the total-energy functional \(E[n]\) with respect to the density, thus drastically reducing the complexity of the problem. In practice, however, no such formalism exists to carry out this variational procedure as the exact form of the universal internal energy functional described in Eq. (II.14) does not exist [47] and approximations must be used in its place. The formalism of Kohn and Sham, which we shall now describe, utilises intelligent approximations for the many-body effects contained in \(\hat{F}\) in order to map the fully interacting \(N\)-particle system onto a fictitious system of \(N\) non-interacting particles immersed in an effective potential.

### 3 The Kohn-Sham Equations

Strategies for simplifying and then solving the many-body Schrödinger equation, which strive to simultaneously capture the qualitative features of the system of interest and avoid treating many-body interactions explicitly, precede the HK theorems by almost four decades. Indeed, soon after the formulation of the Schrödinger equation, Hartree established an approximate, self-consistent field procedure for iteratively solving it for the atomic wave functions in what was the first endeavour toward an \textit{ab initio} approach [49]. Fock later contributed to the procedure [50, 51] by imposing the antisymmetry of the wave function explicitly in order to satisfy the Pauli exclusion principle [48], to form what is now known as the ‘Hartree-Fock’ (HF) approach. The exchange energy given in the HF theory, for particle exchange between pairs of
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The Kohn-Sham equations, is then

$$E_x[n] = -\frac{1}{2} \sum_{ij} \int dr dr' \frac{\psi_i^*(r) \psi_j^*(r') \psi_i(r) \psi_j(r)}{|r - r'|}. \tag{II.18}$$

Despite neglecting electron correlation effects, which account for many of the discrepancies of the HF approach with experimental results, the scheme remains to this day a valuable tool in quantum chemistry.

A far more viable approach was developed by Kohn and Sham (KS) [15], who proposed mapping the interacting system onto a reference system comprising the same number of non-interacting particles whose ground-state density is identical to the interacting density by virtue of an effective potential $V_{KS}(r)$. The many-body problem is thereby circumvented by solving $N$ one-particle Schrödinger equations instead of one $N$-particle equation.

Let us first consider the variational minimisation of the HK total-energy functional, subject to conservation of the particle number via

$$\delta \left[ E[n] + \mu \left( N - \int dr \ n(r) \right) \right] = 0. \tag{II.19}$$

This gives rise to the Euler-Lagrange equation in terms of the functional derivative of the internal energy functional $F[n]$ with respect to the density $n(r)$, the external potential $V_{ext}(r)$, and the chemical potential $\mu$, namely

$$\frac{\delta F[n]}{\delta n(r)} + V_{ext}(r) = \mu. \tag{II.20}$$

In the Kohn-Sham approach, the internal energy is expanded into its constituent single-particle terms

$$F[n] \equiv T_s[n] + E_H[n] + E_{xc}[n] \tag{II.21}$$

comprising the non-interacting kinetic energy

$$T_s[n] = -\frac{1}{2} \sum_{i=1}^{N} \int dr \ \psi_i^*(r) \nabla^2 \psi_i(r), \tag{II.22}$$

the classical Hartree energy

$$E_H[n] = \frac{1}{2} \int \int dr \ dr' \frac{n(r)n(r')}{|r - r'|}, \tag{II.23}$$
and finally the exchange-correlation (XC) energy $E_{\text{xc}}[n]$, which encompasses all the quantum many-body effects ignored in the single-particle mapping, specifically the non-classical electron-electron interaction energy and the kinetic energy difference between the interacting and non-interacting systems\(^1\). Substituting Eq. (II.21) into Eq. (II.20) generates the following non-interacting Euler-Lagrange equation

$$\frac{\delta T_s[n]}{\delta n(r)} + V_{\text{KS}}(r) = \mu,$$

which, by virtue of the first HK theorem, is guaranteed to reproduce the exact ground-state density of the interacting system subject to the effective Kohn-Sham potential

$$V_{\text{KS}}(r) = \int dr' \frac{n(r')}{|r - r'|} + \frac{\delta E_{\text{xc}}[n]}{\delta n(r)} + V_{\text{ext}}(r)$$

with the exchange-correlation potential given by

$$V_{\text{xc}}(r)[n] = \frac{\delta E_{\text{xc}}[n]}{\delta n(r)}.$$ \hfill (II.25)

The solution to the non-interacting Euler-Lagrange equation in Eq. (II.24) is achieved by resolving $N$ independent Schrödinger equations

$$\hat{H}_{\text{KS}}\psi_i = \left[ -\frac{1}{2}\nabla^2 + V_{\text{KS}}(r) \right] \psi_i = \epsilon_i \psi_i,$$

acting on a set of non-interacting eigenfunctions $\{\psi_i(r)\}$ termed the Kohn-Sham orbitals. The KS orbitals then reconstruct the interacting ground-state density via

$$n(r) = \sum_{i=1}^{N} \int dr |\psi_i(r)|^2.$$ \hfill (II.28)

Since the KS potential produces the KS orbitals, which construct the density, which in turn determines the potential, the solutions to (II.27) may be found by iteratively solving for the potential and orbitals until self-consistency is reached [5], or by direct-minimisation of the total-energy [29], which we will describe in greater detail in section 6. Furthermore, while the KS orbitals and eigenvalues may often provide an approximate representation of the physical electronic orbitals and related spectra, great care must be exercised in interpreting them as such, since they represent a fictitious system of non-interacting particles. We shall address this issue further in section 3.

\(^1\) see section 4 for further discussion
4 Exchange-correlation functionals

Were the closed-form of $E_{xc}[n]$ known, then the KS approach described heretofore would be exact and resolve the ground-state density to arbitrary precision, thereby elevating approximate-DFT to the status of an exact theory. As the case may be, $E_{xc}(\mathbf{r})$ is unknown except for the simplest of systems [52–55], and the ability of the KS approach to reliably incorporate many-body effects and reproduce realistic ground-state properties lies in its appropriate approximation [15].

As the name suggests, $E_{xc}[n]$ may be partitioned into effects pertaining to exchange $E_{x}[n]$ and correlation $E_{c}[n]$ [47]. The exchange term is required to satisfy the Pauli exclusion principle [48] and lowers the Coulomb repulsion between like-spin electrons by keeping them spatially separated. The correlation energy, meanwhile, has many interpretations [47, 56], the most tangible of which is that given by Perdew and Zunger in Ref. [20]. Given the functional for exact exchange in Eq. (II.18), the correlation energy is uniquely defined as the remainder when all other energy terms have been removed from the total-energy, such that

$$E_{c} = E[n] - T_{s}[n] - E_{H}[n] - \int d\mathbf{r} V_{\text{ext}} n(\mathbf{r}) - E_{x}[n].$$

(II.29)

Initially, Kohn and Sham sought to use a local-density approximation (LDA) [15, 16] where the XC potential is approximated to that produced by a homogeneous electron gas (HEG), whose density is the same as the non-interacting system in each infinitesimal volume element $d\mathbf{r}$

$$E_{xc}^{\text{LDA}}[n] \equiv \int d\mathbf{r} \epsilon_{xc}^{\text{LDA}}(n(\mathbf{r})) n(\mathbf{r})$$

$$\Rightarrow V_{xc}^{\text{LDA}}(\mathbf{r}) = \frac{\delta E_{xc}^{\text{LDA}}}{\delta n(\mathbf{r})} = \epsilon_{xc}^{\text{LDA}}[n(\mathbf{r})] + n(\mathbf{r}) \frac{d\epsilon_{xc}^{\text{LDA}}[n(\mathbf{r})]}{dn}\bigg|_{n=n(\mathbf{r})},$$

(II.30)

where, $\epsilon_{xc}^{\text{LDA}}(n(\mathbf{r}))$ is the XC energy per-electron of the HEG with density $n(\mathbf{r})$. It was later extended to incorporate the local-spin density approximation (LSDA) [17–19], for which a commonly used functional is that developed by Perdew and Zunger [17, 20].

However, the LDA and LSDA suffer from systematic inaccuracies in insulating band gaps [57, 58], charge-transfer energies [59, 60], activation barriers [61], binding
and formation energies, as well as in spin-densities and their moments. The generalised gradient approximation (GGA) \[22\] is a semi-local extension to the LDA that takes into account spatial variations in the density

\[
E_{xc}^{\text{GGA}}[n] = \int dr \, \zeta(n(r), |\nabla n(r)|, \nabla^2 n(r), \ldots) \tag{II.31}
\]

and offers modest improvement of the LDA in many systems. Indeed, the Perdew-Burke-Ernzerhof (PBE) \[22\] functional is one that is widely used in calculations as it produces reliable results for a broad range of applications and is the XC functional primarily used in this dissertation.

Over the years there have been numerous other incremental improvements to the LDA functional, of which GGA was only the first, that offer increasingly accurate, albeit more computationally expensive, results. The next development were meta-GGA functionals \[62\], which depend on the density, its gradient and the kinetic energy density. These were followed by hybrid-functionals \[63\], which contain a linear combination of traditional XC functionals with exact exchange from HF and are orbital dependent, a popular choice of which is B3LYP. The next instalment admits functionals including non-local correlation effects \[64\], and finally, functionals currently in development include all occupied and unoccupied orbitals \[65\].

As of yet however, no such functional has been developed that can be universally employed that delivers reliable results for minimal computational cost. A reasonable balance between the two must be struck depending on the calculation to be performed. Notwithstanding the current selection of XC functionals available, the GGA remains widely popular due to its reasonable accuracy and minimal expense. While meta-GGAs and hybrid functionals provide superior accuracy, they do so at considerably more expense. The popular LDA and GGA functionals are also limited in their capacity to describe systems with exotic electronic behaviour, and are known to suffer from systematic self-interaction and static-correlation errors, which will be discussed in Chapter V.
5 Treatment of the ionic potential

In the process of chemical bonding, the role played by the valence electrons greatly outweighs that of the core electrons, whose contribution to the interaction is so little they may regarded as effectively inert to the chemical environment [66]. Since the changes in energy are largely attributed to the valence electrons, the removal of the core states will allow these changes to be more accurately calculated, as they will constitute a larger proportion of the total-energy. Furthermore, the condition of orthonormality between all non-interacting KS eigenstates requires rapidly oscillating valence wave functions in the region of the spatially-localised core states. Satisfying this condition requires a large number of basis functions, and thus computational expense, to accurately describe them.

Motivated by the above observations, we now proceed to describe the two methods used in this dissertation for efficiently treating the ion core states, namely the pseudopotential approximation [67–69] and projector-augmented wave method [70, 71]. These techniques allow for greater accuracy in determining total-energy differences, and reduce the computational expense in treating the localised core states, while retaining the explicit treatment of the more chemically relevant valence states.

5.1 Norm-conserving pseudopotentials

The pseudopotential approximation is a method in which explicit treatment of the core states can be effectively avoided in the electronic structure problem. Instead, they may be considered part of the external nuclear potential. Consequently, the Coulomb potential is mitigated by a repulsive term that mimics the presence of the core electrons, and this effect produces a much weaker pseudopotential. The rapidly oscillating wave functions are thus replaced by smoothly varying pseudo-wave functions that can be resolved at a significantly reduced computational expense.

Following Ref. [72], let us suppose that a valence state $|\psi_{\text{val}}\rangle$, which is an eigenstate of the KS Hamiltonian $\hat{H}$ with eigenvalue $E$, may be transformed into a smoothly
varying pseudo-state $|\psi_{ps}\rangle$ by subtracting a linear combination of core states

$$|\psi_{\text{val}}\rangle = |\psi_{ps}\rangle + \sum_{n}^{\text{core}} a_{n}|\chi_{n}\rangle.$$  \hspace{1cm} (II.32)

The set of coefficients $\{a_{n}\}$ is then determined by the condition of orthogonality between the valence state and all core states

$$\langle \chi_{n} | \psi_{\text{val}} \rangle = 0 = \langle \chi_{n} | \psi_{ps} \rangle + a_{n}$$ \hspace{1cm} (II.33)

$$\Rightarrow a_{n} = -\langle \chi_{n} | \psi_{ps} \rangle$$ \hspace{1cm} (II.34)

thus, we arrive at

$$|\psi_{\text{val}}\rangle = |\psi_{ps}\rangle - \sum_{n}^{\text{core}} |\chi_{n}\rangle \langle \chi_{n} | \psi_{ps} \rangle.$$ \hspace{1cm} (II.35)

Solving the eigenvalue equation $\hat{H}|\psi_{\text{val}}\rangle = E|\psi_{\text{val}}\rangle$ we find that

$$\hat{H}|\psi_{ps}\rangle - \sum_{n}^{\text{core}} E_{n}|\chi_{n}\rangle \langle \chi_{n} | \psi_{ps} \rangle = E|\psi_{ps}\rangle - E \sum_{n}^{\text{core}} |\chi_{n}\rangle \langle \chi_{n} | \psi_{ps} \rangle,$$ \hspace{1cm} (II.36)

which may be conveniently re-written into an eigenvalue equation for the pseudo-state

$$\left[ \hat{H} + \sum_{n}^{\text{core}} (E - E_{n}) |\chi_{n}\rangle \langle \chi_{n} | \psi_{ps} \rangle \right] |\psi_{ps}\rangle = E|\psi_{ps}\rangle.$$ \hspace{1cm} (II.37)

Hence, the pseudo-state returns the same eigenvalue as the valence state when the Hamiltonian differs by a non-local potential, given by

$$\hat{V}_{ni} = \sum_{n}^{\text{core}} (E - E_{n}) |\chi_{n}\rangle \langle \chi_{n} |.$$ \hspace{1cm} (II.38)

This potential is repulsive in the region of the core and acts to partially cancel the Coulomb attraction. It thereby provides a net, smoothly-varying potential for the pseudo-valence states.

The energy argument $E$ of the pseudopotential, the core states $\{|\chi_{n}\rangle\}$, and eigenenergies $E_{n}$ are initially calculated for an isolated atom and generally assumed to be fixed. The validity of this assumption largely determines the transferability of a pseudopotential, that is, the accuracy with which it performs in various chemical environments. This greatly depends on the condition that any shift in the valence energy $\Delta E$, when transferring from the atomic to chemical environment, satisfies $E - E_{n} \gg \Delta E$. 

A widely used variety of pseudopotentials are those that preserve the scattering properties of the full atomic potential, up to leading order in the energy, by use of *norm-conservation*. We refer the reader to Refs. [73–76] for more details. These pseudopotentials must be independently computed for each of the angular momentum states $l$ but, for spherically symmetric potentials, are independent of the azimuthal quantum number $m$. Suppose we then construct a pseudopotential where the contribution due to core electrons vanishes beyond a cutoff radius $r_c$ such that $v_{nl}(r) = v(r)$ for $r < r_c$ and $v_{nl}(r) = 0$ otherwise. The valence wave functions may also be decomposed into radial $R_l$ and spherical harmonic $Y_{lm}$ terms, given by

$$\psi_{lm}(r, E) = R_l(r, E)Y_{lm}(\theta, \phi)$$  \hspace{1cm} (II.39)

that are solutions of the atomic Schrödinger equation

$$\left[ -\frac{1}{2} \nabla^2 + v(r) \right] \psi_{lm}(r, E) = E\psi_{lm}(r, E).$$  \hspace{1cm} (II.40)

For $r > r_c$, the radial solution may be expressed in terms of Bessel $j_l(x)$ and von Neumann $n_l(x)$ functions

$$R_l^>(r, E) = A_lj_l(kr) + B_ln_l(kr) = A_l[j_l(kr) - \tan(\delta_l)n_l(kr)],$$  \hspace{1cm} (II.41)

where $k = \sqrt{2E}$ and the scattering phase shift $\delta_l$ is defined by $B_l/A_l = -\tan(\delta_l)$. Further stipulating that $R_l^>$ and its radial derivative match the solution of Eq. (II.40) at the boundary $r = r_c$, one can then show that

$$\left. \frac{d}{dr} \log [R_l(r, E)] \right|_{r=r_c} = k\frac{j_l(kr_c) - \tan(\delta_l)n_l(kr_c)}{j_l(kr_c) - \tan(\delta_l)n_l(kr_c)}$$  \hspace{1cm} (II.42)

and, moreover, that the energy derivative is proportional to the norm of the wave function in the core region, i.e., that

$$\frac{d}{dE} \left[ \frac{d}{dr} \log [R_l(r, E)] \right] \sim \int_0^{r_c} dr \ r^2 R_l^2(r).$$  \hspace{1cm} (II.43)

Simultaneously satisfying Eqs. (II.42) & (II.43), such that

$$R_{l,ps}(l) = R_{l,val}(l) \text{ for } r > r_c,$$  \hspace{1cm} (II.44)

we can construct a pseudopotential that preserves the scattering properties of the full potential up to leading order in $E$. 
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In the construction of pseudopotentials, it is necessary to remove the contributions from the valence electron Hartree and XC potentials, as these will be accounted for in the DFT calculation according to the specific chemical environment. Thus, we leave behind only the XC of the core states

\[
\hat{V}_{xc}^{\text{pseudo}} = \hat{V}_{xc}[n_v(r) + n_c(r), \zeta] - \hat{V}_{xc}[n_v(r), \zeta_v] \tag{II.45}
\]

where \(n_v(r)\) and \(n_c(r)\) are the valence and core electron densities, respectively, which define the all-electron and valence magnetisations as

\[
\zeta(r) = \frac{n_\uparrow(r) - n_\downarrow(r)}{n_v(r) + n_c(r)} \quad \text{and} \quad \zeta_v(r) = \frac{n_\uparrow(r) - n_\downarrow(r)}{n_v(r)}. \tag{II.46}
\]

Thus, in the pseudopotential approximation, it is important to consider the degree of spatial overlap between the valence and core electron densities, especially for spin-polarised systems, such as the first-row transition-metals.

Since the \(V_{xc}\) functional is non-linear in the charge density and magnetisation, linear approximations, (such as those in Eq. (II.45)) although sufficient for many cases, will fail when \(\zeta\) and \(\zeta_v\) significantly differ. The non-linear core correction (NLCC), developed by Louie et al. [77], circumvents this problem in a DFT calculation by explicitly computing the XC of both the valence states and so-called partial core \(\tilde{n}_c(r)\), which is identical to the core density outside some cutoff radius \(r_{NLCC}\) and a smoothly varying function within. Thus, the XC contribution from the pseudopotential and valence electrons can be effectively partitioned in an approximately linear fashion once again

\[
\hat{V}_{xc}^{\text{pseudo}} = \hat{V}_{xc}[n_v(r) + n_c(r), \zeta] - \hat{V}_{xc}[n_v(r) + \tilde{n}_c(r), \zeta_v]. \tag{II.47}
\]

5.2 **Projector-augmented wave method**

The projector-augmented wave (PAW) method, devised by Blöchl [70], is a generalisation of the pseudopotential [67–69] and linear-augmented plane wave (LAPW) methods [78, 79], which combines the simple formalism of the former with the versatility of the latter. In this approach, instead of using a linear combination of core states,
5. Treatment of the ionic potential

the all-electron KS wave function\(^2\) \(|\Psi\rangle\) is derived from the pseudo wave function \(|\Psi_{ps}\rangle\) by a linear transformation \(T\)

\[
|\Psi\rangle = T|\Psi_{ps}\rangle.
\]

(II.48)

Expectation values of operators \(\hat{A}\) can be obtained from either the all-electron states \(\langle \hat{A} \rangle = \langle \Psi | \hat{A} | \Psi \rangle\) or, equivalently, from the pseudo-states \(\langle \hat{A} \rangle = \langle \Psi_{ps} | \hat{A}' | \Psi_{ps} \rangle\) with \(\hat{A}' = T^\dagger \hat{A} T\), when \(T\) is known.

In order to restrict the transformation to the regions of the ion core, we may expand \(T\) in terms of a sum of local contributions \(T_R\)

\[
T = 1 + \sum_R T_R,
\]

(II.49)

which only act within an augmentation region \(\mathcal{V}_R\) enclosing the atom, analogous to the cutoff radius in the pseudopotential method. It is useful to re-cast the pseudo wave functions as a linear combination of partial-waves \(\{|\phi_{i,ps}\rangle\}\) in \(\mathcal{V}_R\)

\[
|\Psi_{ps}\rangle = \sum_i c_i |\phi_{i,ps}\rangle,
\]

(II.50)

which, themselves, may be a linear combination of polynomials or Bessel functions. These, in turn, are related to the all-electron partial-waves by the same linear transformation

\[
|\phi_i\rangle = T|\phi_{i,ps}\rangle,
\]

(II.51)

and are typically the solutions to the atomic Kohn-Sham Schrödinger equation. Thus, \(i\) is an index over the atomic labels \(R\), angular momentum quantum numbers \(\{l, m\}\), and partial-wave index \(n\). Combining Eqs. (II.48), (II.50) and (II.51), the all-electron wave function can then be resolved from the pseudo wave function

\[
|\Psi\rangle = |\Psi_{ps}\rangle - \sum_i |\phi_{i,ps}\rangle c_i + \sum_i |\phi_i\rangle c_i,
\]

(II.52)

and the expansion coefficients \(\{c_i\}\), yet to be determined. Since the transformation \(T\) must be linear, the coefficients \(\{c_i\}\) must be derived from a scalar product of \(|\Psi_{ps}\rangle\) with some projector functions \(\{|p_i\rangle\}\)

\[
c_i = \langle p_i | \Psi_{ps} \rangle \quad \text{with} \quad \langle p_i | \phi_{j,ps} \rangle = \delta_{ij}
\]

(II.53)
that each have a corresponding pseudo partial-wave and satisfies the completeness condition \( \sum_i |\phi_{i,ps}\rangle \langle p_i| = 1 \). Thus, inserting the first term in Eq. (II.53) into Eq. (II.52) we arrive at the full expression for the all-electron wave function

\[
|\Psi\rangle = |\Psi_{ps}\rangle + \sum_i (|\phi_i\rangle - |\phi_{i,ps}\rangle ) \langle p_i|\Psi_{ps}\rangle,
\]

where we can now define the transformation as

\[
\mathcal{T} = 1 + \sum_i (|\phi_i\rangle - |\phi_{i,ps}\rangle ) \langle p_i|.
\]

The quantities that govern the transformation are

1. The set of all-electron partial-wave functions \( \{ |\phi_i\rangle \} \), which are solutions to the atomic Schrödinger equation,

2. the set of pseudo partial-wave functions \( \{ |\phi_{i,ps}\rangle \} \),

3. the set of projector functions \( \{ |p_i\rangle \} \) localised in the augmentation region, which satisfy \( \langle p_i|\phi_{j,ps}\rangle = \delta_{ij} \).

There exists a variety of strategies to solve for each of these terms, which are discussed in Refs. [70, 80]

On a final note, we will briefly outline how the pseudopotential method may be derived from the PAW method. For a comprehensive derivation see Ref. [71]. By construction, the PAW method fulfils the same essential criteria as the pseudopotential approach, except for the condition of norm-conservation, although this can also be enforced. Using our definition of \( \mathcal{T} \) in Eq. (II.55), it can be shown that a pseudo operator \( \hat{A}_{ps} \) is given by

\[
\hat{A}_{ps} = \hat{A} + \sum_{i,j} |p_i\rangle \left( \langle p_i|\hat{A}|\phi_j\rangle - \langle p_i|\hat{A}_{ps}|\phi_{j,ps}\rangle \right) \langle p_j|.
\]

However, there is the option to include an additional term of the form

\[
\hat{B} - \sum_{i,j} |p_i\rangle \langle \phi_{i,ps}|\hat{B}|\phi_{j,ps}\rangle \langle p_j|,
\]

where \( \hat{B} \) is an operator localised to the augmentation region, such that the expectation value of this new term with \( |\Psi_{ps}\rangle \) is zero. This additional degree of freedom is useful
for constructing potentials that are difficult to express using a plane wave expansion, such as the nuclear Coulomb potential, due to the singularity inside the augmentation region. This new potential will inherently match the exact potential outside the core region and will be smoothly-varying inside, thus providing the framework for the pseudopotential approach in PAW. As a result of reducing the PAW method to the pseudopotential approach, a contribution from an additional non-local potential $\hat{V}_{nl}$ emerges during the process.

In summary, the PAW method offers numerous advantages over the pseudopotential approach, while requiring only a modest increase in computational resources, albeit larger memory requirements. It allows for increased computational accuracy and efficiency, larger core regions, and a reduced basis set if the norm-conserving condition is relaxed. Most importantly, by using both valence and core states in the self-consistency cycle and the construction of potentials, the PAW method bears a physical basis approaching that of more expensive ‘all-electron’ models, but at the price of a pseudopotential calculation. Moreover, for norm-conserving pseudopotentials without NLCC, the $k$-point grid-spacing for the density needs to be at least twice as fine as the grid-spacing for the wave function in order to guarantee adequate sampling and ensure that the two converge at a similar same rate. When NLCC or PAW are used, this equivalence is no longer guaranteed to hold because of the additional complexities introduced by the core electron density or augmentation regions.

6 An overview of linear-scaling DFT

Despite the practicality of approximate DFT that has lead to its widespread adoption, there exists, within the electronic structure community, a growing repertoire of large-scale systems under study ($N_{\text{atoms}} \gtrsim 10^3$) that are computationally inaccessible by conventional codes and oblige a linear-scaling, so-called $O(N)$, treatment. These include large biological molecules [29, 81–84], defect states [31, 85, 86], optical absorption [87, 88], molecular dynamics [89, 90], molecules in solution [91, 92], among many other examples [93–96].
Chapter II

In this section, we will proceed from the over-arching theory and techniques used in approximate DFT and discuss the motivation and technical details related to solving Eq. (II.25) within a linear-scaling regime. For this dissertation, we primarily used the Order-N Electronic Total-Energy Package (ONETEP) [29, 30, 94, 97–101], which employs direct-minimisation of the total-energy, rather than plane wave self-consistency, as a means to locate the ground-state energy. We will describe the optimisation procedure that occurs within ONETEP affording it $O(N)$ functionality (with an accuracy comparable to that of plane wave codes [29, 30, 102, 103]), and define the central quantities of the calculations. For a comprehensive account of the ONETEP procedure, we refer the reader to Refs. [29, 30, 94, 97–101].

In this section, we shall invoke the Einstein summation convention over repeated indices [104], where we have denoted Greek suffixes to correspond to non-orthogonal quantities, and Latin suffixes to orthogonal ones.

6.1 Density matrix formalism in DFT

The real-space single-particle density matrix is given in terms of the KS orbitals $\psi_i(r)$ with occupancies $\{f_i\}$ by

$$\rho(r, r') = \langle r | \hat{\rho} | r' \rangle = \sum_i f_i \psi_i(r) \psi_i^*(r') \quad \text{where} \quad f_i = \{0, 1\},$$

with the single-particle density $n(r) = \rho(r, r)$. A physically meaningful density-matrix must abide by certain properties, namely, it must be

1. Hermitian $\rho(r, r') = \rho^*(r', r)$, to ensure real expectation values,

2. conserve (spin-)particle number $\int dr \hat{\rho}^\sigma(r, r) = N^\sigma$,

3. idempotent $\rho(r, r') = \rho(r, r')^2$, to ensure that $f_i = \{0, 1\}$.

In large DFT calculations comprising $N \gtrsim 10^3$ particles, enforcing orthogonality between the KS orbitals incurs an $O(N^3)$ compute-time. Amid a growing appetite in the 1990s for solutions to surmounting this performance limitation [25, 103, 105–109], Kohn postulated a near-sightedness principle, based on the dependence of the one-particle density matrix on local-potentials, which forecast the development of
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linear-scaling methods [26]. A corollary of this principle was that expectation values of local operators depend negligibly on spatially-distant density elements, which could be truncated accordingly beyond some cutoff distance $r_{\text{cut}}$ (to be determined by total-energy convergence), such that

$$\rho(\mathbf{r}, \mathbf{r}') = 0 \quad \text{for} \quad |\mathbf{r} - \mathbf{r}'| > r_{\text{cut}}.$$ (II.59)

The conditions presented above pose numerous challenges to direct-minimisation techniques invoking the density-matrix. We shall not discuss in detail the strategies employed by ONETEP to ensure a well-behaved density-matrix, but we refer the reader to Refs. [99, 109–113] for more information.

6.2 Psinc basis sets

The tractable computation of the KS wave functions relies on the appropriate selection of a finite set of basis functions spanning the Hilbert space. This selection should be minimal, yet afford the efficient evaluation of ground-state densities, as well as the application of potentials and differential operators. Popular choices of basis set include Gaussian functions [114–116] in molecular systems, and plane waves [117–120] in periodic systems, which are efficiently transformed between representations via the Fast-Fourier Transform (FFT) [121].

ONETEP, on the other hand, adopts a variational basis set of psinc functions [122, 123], centred at positions $\mathbf{r}_{\{m\}}$, defined by

$$D_{\{m\}}(\mathbf{r}) = \prod_{k=1}^{3} \frac{1}{N_k} \sum_{p=-J_k}^{J_k} e^{ip_b \cdot (\mathbf{r} - \mathbf{r}_{\{m\}})}.$$

where the number of grid-points in each lattice direction then determines the grid-resolution as follows

$$N_k = 2J_k + 1; \quad J_k \in \mathbb{N}$$

with

$$\mathbf{r}_{\{m\}} = \sum_{i=1}^{3} \frac{m_i}{N_i} \mathbf{a}_i; \quad m_i \in \{0, 1, \ldots, N_k - 1\}.$$ (II.61)

Here, $\{b_k\}$ are the reciprocal lattice basis vectors\(^3\). The resolution of the grid then truncates the basis set and thus determines the maximum kinetic energy permissible.

\(^3\)The reciprocal lattice is discussed further in section 6.4
The \textit{psinc} functions are also periodic $D_{\{m\}}(r) = D_{\{m\}}(r + R)$, localised to a single grid-point each and real-valued everywhere\textsuperscript{4} \cite{122}

\[ D_{\{m_1,m_2,m_3\}}(r_{\mu_1,\mu_2,\mu_3}) = \delta_{m_1 \mu_1} \delta_{m_2 \mu_2} \delta_{m_3 \mu_3}. \] \hspace{1cm} (II.62)

As a result, they are an ideal basis for the construction of spatially-localised \textit{representation support functions} \cite{102} \{\phi_\alpha(r)\}, the choice of which we will now motivate.

\subsection*{6.3 Non-orthogonal generalised Wannier functions}

In periodic systems, the real-space projection of the single-particle density-matrix may be generated from the integration of extensive periodic Bloch wave functions \{\psi_{n,k}(r)\}, labelled by band-index $n$ and momentum-vector $k$,

\[ \rho(r, r') = \frac{1}{\Omega_{\text{BZ}}} \sum_n f_n \int_{\text{BZ}} dk \; \psi_{n,k}(r) \psi_{n,k}^*(r'), \] \hspace{1cm} (II.63)

where the $k$-vectors are restricted to the reciprocal-space primitive unit cell called the \textit{first Brillouin zone} (BZ) with volume $\Omega_{\text{BZ}}\textsuperscript{5}$. The principle of near-sightedness, advocated earlier by Kohn to facilitate linear-scaling functionality \cite{26}, prescribes that our set of support functions for the density-matrix be highly spatially-localised, a popular choice for which are Wannier functions \cite{124–127}. The Wannier functions may be expressed as the Fourier transformations of the periodic Bloch wave functions restricted to a cell at the lattice-vector $R$

\[ w_{n,R}^\sigma(r) = \left(\frac{\Omega_{\text{cell}}}{2\pi}\right)^{\frac{3}{2}} \int_{\text{BZ}} dk \; \psi_{n,k}^\sigma(r) e^{-ikR}, \] \hspace{1cm} (II.64)

where $\Omega_{\text{cell}}$ is the real-space supercell volume. The Bloch functions may then be reconstructed from the discretised inverse-Fourier transform

\[ \psi_{n,k}^\sigma(r) = \left(\frac{\Omega_{\text{cell}}}{2\pi}\right)^{\frac{3}{2}} \sum_R w_{n,R}^\sigma(r) e^{ikR}, \] \hspace{1cm} (II.65)

which, when substituted into Eq. (II.63), returns the one-particle density-matrix in terms of the Wannier functions

\[ \rho(r, r') = \sum_n \sum_R w_{n,R}^\sigma(r) f_n w_{n,R}^\sigma*(r'). \] \hspace{1cm} (II.66)

\textsuperscript{4}As we will later demonstrate that $b_k \cdot r_j = 2\pi n \delta_{kj}$ for $n \in \mathbb{Z}$

\textsuperscript{5}See section 6.4.
Incidentally, it is often the case that the non-orthogonal representation of the Wannier functions is more local than its orthogonal equivalent as shown in Ref. [128]. This is because a set of orthogonal Wannier functions generated from orthogonal KS orbitals may require large oscillations in the former to ensure this condition is met, which increases their spatial spread characterised by the central second moment. Thus, if we relax the orthogonality condition, but conserve the particle number, we can then facilitate a more localised representation that avoids large oscillations. ONETEP implements a complete set of spatially-truncated non-orthogonal generalised Wannier functions (NGWFs) \( \{ \phi_\alpha(r) \} \), which are constructed from the KS orbitals by a unitary transformation \( M \)

\[
\psi_i(r) = \phi_\alpha(r)M_i^\alpha \quad \text{where} \quad M_i^\alpha = \langle \phi^\alpha | \psi_i \rangle. \tag{II.67}
\]

The grid-point representation of the NGWFs \( \{ \phi^D_\alpha(r) \} \), expanded in terms of the \textit{psinc} basis functions over the simulation cell with dimension \( N_{\text{cell}} = N_1 \times N_2 \times N_3 \), is given by

\[
\phi^D_\alpha(r) = \sum_{\{m\}} C_{\{m\},\alpha}D_{\{m\}}(r);
\]

with \( C_{\{m\},\alpha} = \int dr \ D_{\{m\}}(r)\phi_\alpha(r) = \frac{\Omega_{\text{cell}}}{N_{\text{cell}}}\phi^D_\alpha(r_{\{m\}}) \).

The coefficients \( C_{\{m\},\alpha} \) are determined by the integral overlap of the NGWFs with the \textit{psinc} functions, which, in turn, are proportional to the approximate NGWFs \( \{ \phi^D_\alpha(r_{\{m\}}) \} \) evaluated at the corresponding grid-points. Therefore, since all spatial functions are evaluated at discrete grid-points, we henceforth suppress the superscript \( D \) for brevity and retain the original notation.

The NGWF overlap matrix \( S \) then defines the metric of the non-orthogonal basis spanned by the NGWFs

\[
S_{\alpha\beta} = \langle \phi_\alpha | \phi_\beta \rangle = \int dr \ \phi^*_\alpha(r)\phi_\beta(r) = \left( \frac{\Omega_{\text{cell}}}{N_{\text{cell}}} \right) \sum_{\{m\}} C^*_\{m\},\alpha C_{\{m\},\beta}, \tag{II.69}
\]

and arises in imposing orthogonality between Kohn-Sham orbitals

\[
\delta_{ij} = \int dr \ \psi^*_i(r)\psi_j(r) = \int dr \ (M_i^\dagger)^\alpha \phi^*_\alpha(r)\phi_\beta(r) M_j^\beta = (M_i^\alpha)^* S_{\alpha\beta} M_j^\beta. \tag{II.70}
\]
In the non-orthogonal regime, the dual functions \( \{ \phi^\alpha (r) \} \) are orthogonal to the NGWFs \( \langle \phi_\alpha | \phi^\beta \rangle = \delta_\alpha^\beta \), and span the dual-space\(^6\), whereby we find, by the completeness relation, that
\[
\phi^\alpha (r) = \langle r | \phi_\beta \rangle \langle \phi^\beta | \phi^\alpha \rangle = \phi_\beta (r) S^{\beta \alpha} \implies S^{\beta \alpha} = (S^\alpha_\alpha)^{-1}. \quad (\text{II.71})
\]

Finally, with Eqs. (II.64) - (II.71), it can be shown that the NGWFs depend on the aforementioned elements as follows
\[
| \phi_\alpha R \rangle = \left( \frac{\Omega \text{cell}}{(2\pi)^3} \right)^{\frac{1}{2}} \int_{\text{BZ}} d\mathbf{k} \; e^{-i \mathbf{k} \cdot \mathbf{R}} \sum_{i=1}^{N} | \psi_i \rangle \left[ M^\dagger_{\beta i} S^{\beta \alpha} \right], \quad (\text{II.72})
\]
in which the the expansion coefficients \( C_{\{m\}, \alpha} \) of the \text{psinc} basis set are one of the variational parameters optimised \textit{in situ} in order to minimise the total-energy.

The other variational component in \textsc{onetep} procedure is the density-kernel \( K \) \cite{110}, which is found by substituting the transformation in Eq. (II.67) into the expression for the density-matrix in Eq. (II.58)
\[
\rho (r, r') = \phi_\alpha (r) K^{\alpha \beta} \phi_\beta (r'). \quad (\text{II.73})
\]
The density-kernel is, therefore, a projection of the density-matrix onto the space of localised NGWF duals
\[
K^{\alpha \beta} = \langle \phi^\alpha | \hat{\rho} | \phi^\beta \rangle = \sum_i \langle \phi^\alpha | \psi_i \rangle f_i \langle \psi_i | \phi^\beta \rangle = \sum_i M^\alpha_i f_i M^\dagger_{\beta i}. \quad (\text{II.74})
\]
Invoking a cutoff radius \( r_{\text{cut}} \) on the spatial extent of the NGWFs, such that spatial overlap between them vanishes beyond a certain threshold, thus translates to truncating the density-matrix thereby making \( K \) a sparse matrix. The information contained in \( K \) then scales linearly with system size and enables the inexpensive computation of the density, the non-interacting band energy, as well as other quantities, by means of simple matrix operations
\[
N = 2 S_{\alpha \beta} K^{\beta \alpha} \quad \text{and} \quad E = 2 K^\beta_\alpha \langle \phi_\alpha | \hat{H}_{\text{KS}} | \phi_\beta \rangle. \quad (\text{II.75})
\]
\(^6\)The term ‘duals’ is perhaps a mathematical misnomer, but it is now part of the vocabulary since they were first proposed in Ref. \cite{129}. Duals are discerned from the NGWFs by a superscript rather than a subscript.
Hence, total-energy minimisation according to the density-matrix is instead performed with respect to the auxiliary variables, namely the NGWFs, parameterised by the expansion coefficients $C_{\{m\},\alpha}$, and the density-kernel $K$.

The ONETEP procedure thus comprises two nested optimisation loops, controlled by the conjugate-gradient algorithm [130], in which the ground-state total-energy is located via minimisation with respect to the NGWFs and density-kernel, such that the density-matrix remains idempotent, conserved and commutes with the Hamiltonian. The outer loop keeps the density-kernel fixed, while the real-space profile of the NGWFs is optimised by variational optimisation of the expansion coefficients $C_{\{m\},\alpha}$ [29, 94, 98, 100]. The inner loop, meanwhile, retains the form of the NGWFs while the energy is minimised with respect to the density-kernel matrix-elements using a variant of the LNV method [99]. The mathematical formalism underlying the optimisation procedure may be summarised by the following construction, adopted from Ref. [131],

$$E_0 = \min_n E[n] = \min_\rho E[\rho]$$

$$= \min_\rho E \left[ \rho(K^{\alpha\beta},\{\phi_\alpha\}) \right]$$

$$= \min_{K^{\alpha\beta},\{C_{\{m\},\alpha}\}} E \left[ K^{\alpha\beta},\{C_{\{m\},\alpha}\} \right]$$

$$= \min_{\{C_{\{m\},\alpha}\}} \varepsilon \left[ \{C_{\{m\},\alpha}\} \right];$$

where $\varepsilon \left[ \{C_{\{m\},\alpha}\} \right] = \min_{K^{\alpha\beta}} E \left[ K^{\alpha\beta},\{C_{\{m\},\alpha}\} \right].$ (II.76)

### 6.4 Brillouin zone sampling in ONETEP

In the final section of this Chapter, we will outline the Brillouin zone sampling procedure in ONETEP. A rapidly growing number of electronic structure simulations [11] now involve bulk or molecular crystals that are defined by an infinite, periodic, lattice. The primitive lattice vectors $\{a_i\}$, which describe the primitive unit cell, are then repeated according to discrete translations generated by

$$\mathbf{R} = \sum_{i=1}^{3} n_i a_i; \quad \text{with} \quad n_i \in \mathbb{Z},$$ (II.77)
to form the underlying Bravais lattice. By construction, the Kohn-Sham potential also has the same periodicity \[132\], where

\[
V_{KS}(r + R) = V_{KS}(r).
\] (II.78)

This inherent translational symmetry can be exploited to reduce the number of unique wave function solutions of Eq. (II.25). Indeed, it can be shown that, by virtue of the periodicity of the potential, the KS wave functions \(\{\psi_n\}\) are simultaneous eigenstates of the Hamiltonian and translation operator \(\hat{T}_R\), with eigenvalue \(c(r) = e^{ik \cdot r}\), such that

\[
\hat{T}_R\psi(r) = \psi_n(r + R) = e^{ik \cdot R} \psi_n(r).
\] (II.79)

Thus, we may label the eigenstates \(\psi_n(r)\) by an additional set of quantum numbers \(k\), specifying the wave-vector. This forms the basis of Bloch’s theorem [133], which states that, in a periodic crystal, the electron wave function can be written as the product of a plane wave, with momentum \(k\), and a periodic function \(u_n(r)\) with the same periodicity as the lattice

\[
\psi_{n,k}(r) = e^{ik \cdot r} u_n(r) \quad \text{with} \quad u_n(r + R) = u_n(r).
\] (II.80)

The \(k\)-vector is constructed from a set of reciprocal lattice vectors \(\{b_i\}\) generated from the Fourier transform of the real-space Bravais lattice

\[
k = \sum_{i=1}^3 c_i b_i; \quad c_i \in \mathbb{R} \quad \text{with} \quad a_i \cdot b_j = 2\pi \delta_{ij}.
\] (II.81)

It follows that wave functions that differ by integer multiples of reciprocal lattice vectors, which describe the first Brillouin zone (BZ),

\[
G = \sum_{i=1}^3 m_i b_i; \quad m_i \in \mathbb{Z},
\] (II.82)

are equal modulo \(G\), and therefore redundant beyond the first BZ, as shown by

\[
\psi_{n,k+G}(r) = e^{i(k+G) \cdot r} u_n(r) = e^{iG \cdot r} e^{i k \cdot r} u_n(r)
\]

\[
= e^{i \sum_j a_j b_j} e^{i k \cdot r} u_n(r) = e^{i k \cdot r} u_n(r) = \psi_{n,k}(r).
\] (II.83)
Thus, an infinite number of occupied wave functions in an infinite, periodic crystal may be represented by a finite number of occupied wave functions parameterised by the wave-vectors \( \mathbf{k} \), confined to the first Brillouin zone.

The number of unique \( \mathbf{k} \)-vectors, parameterising the solutions of the periodic system, scales with the number of unit cells, which become impossible to resolve in the bulk limit. However, since the eigenvalues and wave functions behave smoothly over the Brillouin zone [134], a weighted sampling of \( \mathbf{k} \)-vectors is sufficient to approximate the continuous integration [135, 136]. The magnitude of the error introduced by the discrete sampling can be reduced, but not necessarily monotonically, by increasing the \( \mathbf{k} \)-point resolution.

For aperiodic systems, such as molecules or defective crystals, in which translational symmetry is broken, Bloch’s theorem becomes inapplicable. To incorporate Bloch states in finite systems, it is a common practice to generate a periodic supercell, in which the molecule or defect is sufficiently separated (either by vacuum space or pristine crystal) from its periodic images [137]. The degree of electronic and orbital isolation is determined by an appropriate convergence of the total-energy with respect to the volume of the supercell \( \Omega_{\text{cell}} \).

Moreover, for sufficiently large supercells, such as those employed by ONETEP, the first Brillouin zone volume, given by

\[
\Omega_{1^{\text{st}} \text{BZ}} = \frac{(2\pi)^3}{\Omega_{\text{cell}}} \tag{II.84}
\]

is sufficiently shrunk such that the bands between BZ boundaries flatten and \( \Gamma \)-point sampling alone is adequate, i.e., \( \mathbf{k} = 0 \), whereby it is possible to use real-valued wave functions [99]. In this approach, repeating the unit cell by a factor of \( N_k \) along each Bravais lattice direction is analogous to sampling the original Brillouin zone on a regular grid of \( N_k \) vectors along each direction in reciprocal-space, as is the approach prescribed by most plane wave codes.

7 Conclusion

In this Chapter, we introduced the fundamental principles and incremental approximations underpinning the widely successful and highly versatile approximate density-
functional theory. We discussed the principle developments, namely, the founding Hohenberg-Kohn theorems; the subsequent Kohn-Sham equations, after which the development of approximate exchange-correlation functionals permitted the tractable solution of the Schrödinger equation; as well as the pseudopotential and PAW methods, which permit a more convenient treatment of the core states.

Furthermore, we highlighted the motivation for developing linear-scaling methods to facilitate large-scale electronic structure calculations, and outlined the theoretical framework behind the ONETEP code. We introduced the fundamental convergence parameters that govern the simulation process, namely the supercell dimension $N_1 \times N_2 \times N_3$, which effectively emulates $k$-point sampling; the grid-point resolution $r_{\{m\}}$, related to the kinetic energy cutoff; and the NGWF cutoff radius $r_{\text{cut}}$.

Finally, we briefly introduced some important concepts that will be addressed in greater detail in later Chapters, such as the self-interaction error and the DFT+$U$ method, which plays an important role in increasing the accuracy and viability of commercial DFT.

Over the years, DFT has risen in prominence and become one of the most ubiquitous computational tools. Its widespread applicability is made possible due to the prevalence of efficient codes and powerful hardware, bolstered by timely, inexpensive and versatile methodologies, which strike a reasonable balance between accuracy and convenience to suit a wide variety of requirements.

DFT has benefitted from some of the best minds in science and continues to produce exciting developments in emergent technologies, such as high-energy storage materials [138, 139], superconductors [140, 141], topological insulators [142–144], and photovoltaic devices [145, 146], to name a few. It also features as a centrepiece to ambitious scientific projects such as the United States Materials Genome Initiative [147], and the Open Quantum Materials Database [148].

However, one of the fundamental difficulties that still limits the predictive capabilities of DFT, is the many-body self-interaction error [20, 149, 150], introduced in section 4, which is produced by the approximate nature of the XC functionals, and predominantly manifest in systems exhibiting strong electron correlation. We will explore this issue in detail in Chapter V and discuss some viable solutions. For a
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comprehensive discussion on the history, development and future prospects of DFT, we refer the reader to Refs. [10, 11, 47, 150].
III

MECHANICAL PROPERTIES OF TWO-DIMENSIONAL GROUP-V MATERIALS

A paradigm shift in materials science occurred in 2004 with the successful isolation of a stable sample of few-layer graphite by Novoselov and Geim [151]. Dubbed the ‘wonder material’ [152, 153], graphene quickly captured the imaginations of researchers and the public [154–156], boasting almost limitless potential - from revolutionising electronics [154, 157] to water desalination [158] - and was envisioned to be the answer to our material woes. The prowess of graphene lies in the extraordinary electronic and mechanical properties that it exhibits - most notably ballistic electron transport [157] and unrivalled mechanical strength [159]. However, enabling a viable band gap in graphene, without compromising on the conductive properties, has posed many challenges [160] and researchers have struggled to find a scalable, inexpensive method of producing quality samples [161].

During the interim, focus has shifted to the characterisation and synthesis of other two-dimensional (2D) structures derived from their, primarily layered, bulk analogues, such as boron-nitride (BN) [162–165], molybdenum-disulfide (MoS$_2$) [166–168] and, notably, black phosphorus (BP). Like graphene, the appeal of these materials lies in the emergence of exotic electro-mechanical phenomena, and a rapid increase in surface-area, with the reduction of a degree of freedom along one dimension. The technological impact of 2D materials is predicted to revolutionise existing practices and launch new innovations, with wide-ranging potential applications in photovoltaics [169–173], energy storage [174–180], composite materials [181, 182], and catalysis [183–185]. The successful simulation of these materials, in either a
predictive or analytical capacity, is therefore an important component of their exploration, and DFT calculations have provided an extensive and valuable complement to experiments.

In the following two Chapters, we provide a comprehensive analysis of DFT calculations performed on puckered (α-phase) phosphorus (P), arsenic (As) and antimony (Sb) in the monolayer, bilayer and bulk forms. We identify and compare the qualitative strain-related properties of each structure from a consistent set of calculations, thus treating each material on the same footing.

In this Chapter specifically, we compute the elastic properties, such as the Young’s modulus $Y$; shear modulus $G$; bulk modulus $B$; and Poisson ratio $\nu$ and present their in-plane and isotropic averages according to the Voigt-Reuss-Hill (VRH) averaging scheme, for which the relevant expressions are derived. In the following Chapter, we will continue the discussion and explore the qualitative electronic properties that are predicted to occur at various levels of strain. We shall observe that, while the mechanical behaviour of atomic systems is generally well reproduced by high-level DFT, the corresponding electronic properties, such as band structures and optical gaps, are typically not.

1 Recent advances in black phosphorus

Two-dimensional black phosphorus (BP), or phosphorene, is one of several predicted stable allotropes of few-layer phosphorus [186–189]; it has attracted considerable attention since its recent successful synthesis [190–194], which is now possible with liquid phase exfoliation [181, 195]. The excitement behind BP is driven by the growing list of predicted technologically properties, which includes a tuneable band-gap [193, 196–201], a negative Poisson’s ratio [202], anisotropic conduction [203, 204], and linear dichroism [205, 206]. So far, we have seen experimentally verification of a high hole-mobility between 300 – 1000 cm²/Vs [192, 193, 205, 207], considerable mechanical flexibility [208], and a layer-dependent band gap [206, 209, 210] ranging from 0.3 eV in bulk to 2.0 eV in the monolayer. The anisotropic crystal structure of BP, as shown in Fig. III.1, is largely responsible for its wide range of exotic electro-
mechanical properties, which are predicted to be strongly directional-dependent and highly responsive to mechanically strain [181, 203].

Figure III.1: Top and side view of the 2D orthorhombic puckered structure of the Cmca space group and D$_{2h}$ point group with the primary vectors along the zigzag ($\vec{x}$) and puckered ($\vec{y}$) directions shown. The unit cell, given by the shaded region, is described by the lattice parameters $a$ and $b$ with the in-plane angle $\theta$ also defined.

With this renewed interest in BP, attention has quickly turned to few-layer phases of the other pnictogen materials, namely arsenic (As) [211], antimony (Sb) [212], bismuth (Bi) [213, 214], and their alloys [169, 215–218]. In fact, many of the predicted strain-induced properties of these materials, such as direct-indirect band gap transitions [197, 211, 212, 219, 220], a negative Poisson’s ratio [202, 221], as well as electronic [187, 219, 222], structural [223], and topological [224–227] transitions, are already spurring emergent technologies in field-effect transistors [193, 204], gas sensors [228, 229], optical switches [230, 231], solar-cells [169], energy storage [174–176], reinforcing fillers [181, 182], and topological insulators [224–227, 232].
2. Methodology

2.1 Calculation details

The calculations in the following two Chapters were performed with the QuantumEspresso package\(^1\) [233] using the Perdew-Burke-Ernzerhof (PBE) form of the generalised-gradient approximation (GGA) exchange-correlation functional [22]. An ultrasoft pseudopotential [234] from the SSSP Library\(^2\) [235] (with 5 valence electrons) was used to represent the core electrons. Calculations in this Chapter were performed without spin-orbit coupling (SOC) for convenience but it was later included to confirm some aspects of their electronic behaviour (see Chapter IV). In all calculations, van der Waals (vdW) interactions were incorporated using the B97-D empirical dispersion correction functional [236]. In order to achieve an energy convergence of at least 1 meV/atom and force convergence of at least \(1.3 \times 10^{-4} \text{ eV/a}_0\), we found it sufficient to use a common plane-wave energy cutoff of 1100 eV with ‘cold’ Fermi-surface smearing [237] of \(10^{-4} \text{ K}\) for all elements. Meanwhile, the Brillouin zone sampling for bulk systems was \(15 \times 15 \times 15\), and \(15 \times 15 \times 1\) for monolayers and bilayers. Uniaxial and shear strains between \(\pm 5\%\) were applied in increments of 1\% to the unit cell with internal relaxation subject to the same force convergence criterion as above. A sample input file containing the preceding parameters is included in Appendix A.

The elements of the stiffness matrix \(C\) were computed from the gradients of the resultant stress-strain profiles \(c_{ij} = \partial \sigma_i / \partial \varepsilon_j\), from which all elastic properties were derived. In practice, however, the calculated stiffness tensors are not exactly symmetric due to numerical noise but we make them so by taking the average of \(C\) and its transpose \(C^T\) as the effective stiffness tensor, which, henceforth, shall be referred to as \(C\). We begin our discussion with a brief overview of the the VRH scheme, which is a popular model used for computing effective isotropic elastic properties.

\(^1\)QE is not linear-scaling and uses a plane-wave basis as discussed in section 6.
\(^2\)http://theossrv1.epfl.ch/Main/Pseudopotentials
2.2 The Voigt-Reuss-Hill scheme

In order to effectively preserve, study and strain-engineer few-layer nano-structures, such as BP [238], or graphene [163], the nano-flakes are typically deposited onto a suitable substrate. The macroscopic elastic properties that are measured by experiment are the result of microscopic interactions between the nano-flakes dispersed on or within a bulk medium. The theoretical calculation of these elastic properties requires an appropriate mixture model, such as the rule-of-mixtures (ROM) [239] or the Halpin-Tsai (HT) [240, 241] models (see sections 2.4 & 3.4), which require the (typically averaged) elastic properties of the interstitial nano-flakes.

In the theory of effective media, isotropic bulk properties are computed by averaging the stiffness tensor $C$ over all possible rotated reference frames [242–244], the approach for which is outlined in Appendix 1. The result is called the Voigt average [245, 246] and it gives isotropic averages for the bulk Young’s modulus $Y_V$, and shear modulus $G_V$, given in Eq. (B.10). The same scheme applied to the compliance tensor $S = C^{-1}$ results in the corresponding Reuss averages [247], $Y_R$ and $G_R$, given in Eq. (B.12). The Voigt scheme assumes that the material is subject to homogeneous strain and tends to produce over-estimated elastic constants. Conversely, the Reuss scheme assumes homogeneous stress and it tends to under-estimate the elastic constants. The Hill averages [248], given by

$$Y_H = \frac{Y_V + Y_R}{2} \quad \text{and} \quad G_H = \frac{G_V + G_R}{2},$$

are widely considered as reliable estimates of the actual physical values [244] and from these, the isotropic Poisson’s ratio $\nu_H$ and bulk modulus $B_H$ may also be calculated by means of

$$\nu_H = \frac{Y_H}{2G_H} - 1 \quad \text{and} \quad B_H = \frac{Y_H G_H}{3(3G_H - Y_H)}.$$  \hspace{1cm} (III.2)

The VRH approach described above is used in the present work to determine the isotropic averages of the Young’s, shear and bulk moduli, and the Poisson ratio of the bulk structures using the computed elastic tensors. We will now discuss how the above approach may be adapted to derive the relevant equations for the specific case of two-dimensional materials.
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2.3 In-plane Voigt-Reuss-Hill average

If the interstitial nano-flakes in a bulk medium form high-quality planar sediments [181, 249–255], the random orientation is observed in the plane of the flakes and one must calculate isotropic-averages in-plane. Due to the weak vdW bonds between layers, strains related to out-of-plane directions can be consequently ignored, resulting in the reduced-stiffness tensor $C_{2D}$ as in Eq. (B.4). In Appendix 1, we re-derive the angular dependence of the rotated tensor-elements $C_{ij}(\theta)$ and $S_{ij}(\theta)$ about the $\vec{z}$-axis as a function of the elements in the original reference frame, similar to the isotropic VRH scheme. The angular dependence of the in-plane elastic constants are then expressed, from the elements in Eq. (B.9), as

$$
Y_V(\theta) = \frac{C_{11}^2 - C_{12}^2}{C_{11}}, \quad G_V(\theta) = C_{66}, \quad \nu_V(\theta) = \frac{C_{12}}{C_{11}},
$$

$$
Y_R(\theta) = \frac{1}{S_{11}}, \quad G_R(\theta) = \frac{1}{S_{66}}, \quad \nu_R(\theta) = -\frac{S_{12}}{S_{11}},
$$

(III.3)

with the Hill-average taken as in Eq. (III.1). The in-plane averages are then computed analogously by first integrating the elastic tensors $C_{ij}(\theta)$ and $S_{ij}(\theta)$ over $2\pi$, before substituting back into Eqs. (III.3).

2.4 Composite mixture models

The successful simulation of the macroscopic elastic behaviour of a composite material requires an appropriate mixture model that strongly depends on the interplay between the dispersed filler and the bulk matrix material. In addition to the overt chemical interaction between the two constituents, the macroscopic response can also rely on the shape of the filler - for example planar, fibre or particulate - a feature which is predominantly governed, in the nano-scale, by the crystal structure. Here, we shall outline two simple models that could possibly describe a composite material composed of puckered group-V nano-flakes dispersed in a bulk polymer matrix.

The Rule-of-Mixtures model

The rule-of-mixtures (ROM) model [239] invokes a simple weighted mean to determine the properties of a macroscopic composite material, which, for our purposes,
is the Young’s modulus $Y$. In the absence of any formal mathematical description of the underlying interactions between the filler and matrix, it may be regarded as an empirical, first-order approximation to the composite behaviour. Similar to the VRH scheme, the ROM defines a composite lower-bound $Y_{C}^{R}$ and upper-bound $Y_{C}^{V}$ in terms of the Young’s modulus of the filler $Y_{f}$, the Young’s modulus of the matrix $Y_{m}$, and the filler volume-fraction$^{3} \phi$, where

$$Y_{C}^{V} = \phi Y_{f} + (1 - \phi) Y_{m} \quad \text{and} \quad Y_{C}^{R} = \left( \frac{\phi}{Y_{f}} + \frac{1 - \phi}{Y_{m}} \right)^{-1}. \quad \text{(III.4)}$$

The true Young’s modulus is thus predicted to lie somewhere between the two. Furthermore, since the ROM model has no explicit dependence on filler shape or orientation, it is unclear how to strictly define the Young’s modulus of the filler, i.e. as an isotropic or in-plane average, thus the model parameters are likely to represent broad estimations.

### The Halpin-Tsai model

The equations of Halpin and Tsai (HT) [240, 241] were developed as a simplified and extended form of earlier composite models derived by Hill [248] and Hermans [256]. Unlike the ROM model, the HT equations make explicit the dependence on the geometry and orientation of the filler, parameterised by the factor $\zeta$. The particular alignment between filler and matrix can potentially augment their interaction, and thus the efficient transfer of stress, due, at least in part, to a large filler aspect ratio that provides a larger interfacial region. The HT equation for the Young’s modulus of a composite material composed of a planar filler of length $l$ and thickness $t$ is given by

$$Y_{HT} = Y_{m} \left( \frac{1 + \zeta \eta \phi}{1 - \eta \phi} \right) \quad \text{with} \quad \eta = \frac{Y_{f}/Y_{m} - 1}{Y_{f}/Y_{m} + \zeta} \quad \text{and} \quad \zeta = \frac{2l}{t}. \quad \text{(III.5)}$$

The HT equations provide an empirical extension to the ROM model, since the parameter $\zeta$ has no scientific basis and was determined by experimental fitting. In fact, it can be shown that the ROM model can be derived from the HT model by taking the limiting values of $\zeta$. The first limit corresponds to the transverse

$^{3}$These are formulated under similar assumptions of homogeneous strain and stress, respectively.
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arrangement of fibres in a bulk matrix, i.e $\zeta \to 0$, such that

$$\lim_{\zeta \to 0} E_{HT}(\zeta) = Y_m \left( \frac{1}{1 - \eta \phi} \right) = Y_m \left( \frac{1}{1 - (1 - \frac{Y_m}{Y_f})\phi} \right)$$

$$= Y_m \left( \frac{1}{1 - \phi + \frac{Y_m}{Y_f} \phi} \right) = \left( \frac{1 - \phi}{Y_m} + \frac{\phi}{Y_f} \right)^{-1}, \quad (III.6)$$

which reproduces exactly the (iso-stress) ROM Reuss model.

The second limit assumes the longitudinal arrangement of fibres within the matrix, i.e $\zeta \to \infty$, such that

$$\lim_{\zeta \to \infty} E_{HT}(\zeta) = \lim_{\zeta \to \infty} Y_m \left( \frac{Y_f}{Y_m} + \zeta + \frac{Y_f}{Y_m} - 1 \right)\phi \left( \frac{Y_f}{Y_m} - 1 \right)

= Y_m \left( 1 + \left\{ \frac{Y_f}{Y_m} - 1 \right\} \phi \right) \quad \text{(by L'Hôpital's rule)}$$

$$= Y_m(1 - \phi) + Y_f\phi, \quad (III.7)$$

which is precisely the (iso-strain) ROM Voigt estimate. Thus, for $0 < \zeta < \infty$, an intermediate value between that of the Voigt and Reuss estimates of the Young’s modulus is attained.

3 Results

In this section, we report the mechanical properties computed using plane-wave DFT, and compare them to the available experimental data. We begin with the lattice parameters of the fully-relaxed structures, and then discuss the isotropically averaged bulk properties, as well as the elastic properties as a function of in-plane orientation. Finally, we compare the aforementioned mixture models fitted to experimental data of a polymer-nano-flake composite, as described in our own Ref. [181], and with this confirm our DFT results.

3.1 Calculated lattice constants

The lattice constants $\{a, b, c\}$ of the fully-relaxed structures are presented in Table III.1, where, in the monolayer and bilayer cases, we quote the layer thickness.
c’ instead of the unit cell height c. Our computed lattice parameters compare well with other recent theoretically predicted values [211, 212, 223, 224, 257–260] and the available experimental data [261, 262].

<table>
<thead>
<tr>
<th></th>
<th>a (Å)</th>
<th>b (Å)</th>
<th>c (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_{mono}</td>
<td>4.57</td>
<td>3.31</td>
<td>2.11</td>
</tr>
<tr>
<td>P_{bi}</td>
<td>4.51</td>
<td>3.31</td>
<td>7.34</td>
</tr>
<tr>
<td>P_{bulk}</td>
<td>4.43</td>
<td>3.32</td>
<td>10.47</td>
</tr>
<tr>
<td>Ref.[261]</td>
<td>4.37</td>
<td>3.31</td>
<td>10.47</td>
</tr>
<tr>
<td>As_{mono}</td>
<td>4.70</td>
<td>3.67</td>
<td>2.39</td>
</tr>
<tr>
<td>As_{bi}</td>
<td>4.64</td>
<td>3.69</td>
<td>7.86</td>
</tr>
<tr>
<td>As_{bulk}</td>
<td>4.56</td>
<td>3.71</td>
<td>10.94</td>
</tr>
<tr>
<td>Ref [262]</td>
<td>4.47</td>
<td>3.65</td>
<td>11.0</td>
</tr>
<tr>
<td>Sb_{mono}</td>
<td>5.02</td>
<td>4.23</td>
<td>2.79</td>
</tr>
<tr>
<td>Sb_{bi}</td>
<td>4.88</td>
<td>4.26</td>
<td>8.83</td>
</tr>
<tr>
<td>Sb_{bulk}</td>
<td>4.73</td>
<td>4.29</td>
<td>2.09</td>
</tr>
<tr>
<td>Ref [263]</td>
<td>4.3</td>
<td>11.2</td>
<td></td>
</tr>
</tbody>
</table>

Table III.1: Lattice parameters (Å) for monolayer, bilayer and bulk phases of P, As, and Sb compared to experimental data [261–263] quoted in parentheses. For the monolayers and bilayers the layer thickness c’ is given.

For a given element, we find that the lattice parameter ‘a’ along the puckered direction, shortens as the number of layers increases. This is attributed to the increased vdW forces between layers leading to increased binding primarily in the softer puckered direction.

### 3.2 Isotropic Bulk Properties

The computed elements of the stiffness tensor of each structure are presented in Table B.1, where those pertaining to bulk P compare well to experiments [264, 265] and similarly computed values [257, 266]. For the elements related to in-plane strains \( \{c_{11}, c_{22}, c_{66}, c_{12}\} \) we observe the expected increase in stiffness as the layer number...
increases and for decreasing atomic number. However, for the other elements related to out-of-plane and shear stresses \( \{ c_{33}, c_{44}, c_{55}, c_{23}, c_{13} \} \) the stiffness is seen to, in general, increase with the atomic number.

The Hill-averaged bulk properties are presented in Table III.2, which compare well to other DFT values [257, 266], while our calculated bulk modulus for bulk P (37.2 GPa) is also within reasonable range of the experimental values (32.32 [261] - 36.02 GPa [267]). We also observe that the bulk properties remain largely comparable for all the species, but generally decrease from P to As to Sb (except for the Poisson’s ratio and bulk modulus, which are largest for As). While bulk P has the largest in-plane responses, As and Sb have larger out-of-plane and shear responses, which enable the net isotropic properties for all three species to remain comparable overall.

<table>
<thead>
<tr>
<th></th>
<th>( Y_H ) (GPa)</th>
<th>( G_H ) (GPa)</th>
<th>( \nu_H )</th>
<th>( B_H ) (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_{\text{bulk}} )</td>
<td>61.1</td>
<td>24.9</td>
<td>0.23</td>
<td>37.2</td>
</tr>
<tr>
<td>( A_{\text{as}} )</td>
<td>60.0</td>
<td>23.8</td>
<td>0.26</td>
<td>41.4</td>
</tr>
<tr>
<td>( S_{\text{sb}} )</td>
<td>52.5</td>
<td>21.1</td>
<td>0.24</td>
<td>33.8</td>
</tr>
<tr>
<td>Ref. [257]</td>
<td>70.3</td>
<td>29.4</td>
<td>0.30</td>
<td>38.5</td>
</tr>
</tbody>
</table>

Table III.2: The Hill-averaged Young’s modulus \( Y_H \), shear modulus \( G_H \) and bulk modulus \( B \) in GPa, and Poisson’s ratio \( \nu_H \) for bulk P, As and Sb compared to similarly calculated DFT values [257] and available experimental data [261, 267].

3.3 In-plane elastic properties

In Appendix 1, we re-derive the equations for the elastic properties as a function of the in-plane orientation angle \( \theta \), defined in Fig. III.1, as outlined in Ref. [268]. The mechanical properties as functions of orientation angle are presented for P in Fig. III.2, As in Fig. III.3, and Sb in Fig. III.4, and illustrate the Young’s modulus \( Y (\theta) \) and its average \( \langle Y (\theta) \rangle \), the shear modulus \( G (\theta) \), and Poisson’s ratio \( \nu (\theta) \). We summarise this data in Table B.2. In contrast to the isotropic averages for the bulk properties in Table III.2, which remained largely similar for P, As and Sb, a much clearer trend across the species emerges once we have eliminated contributions from
the out-of-plane and shear stresses. In this instance, P clearly possesses superior in-plane mechanical strength in both moduli, which expectedly increase with increasing layers. Meanwhile, As and Sb are largely similar in the monolayer, though less so in the bilayer and bulk phases, where they are stronger in the $\vec{x}$-direction. In contrast, the Poisson’s ratio tends to remain relatively consistent aside from generally decreasing with increasing number of layers.

The anisotropy of the underlying crystal structure is clearly reflected in the mechanical profiles where the Young’s modulus appears to have a 2-fold symmetry about the $x$-axis, in contrast to the shear modulus and Poisson’s ratios, which display 4-fold symmetry about both the axes (except for the Poisson’s ratio of P, which remains 2-fold symmetric). Indeed, for a given species, the general shape of each profile appears to remain relatively consistent with respect to the number of layers, while the range of each quantity tends to increase. This insight is advantageous in the strain-engineering of nano-flakes since one may forecast in advance the response of a material to in-plane strain, once the underlying profile and number of layers are known.

Another interesting feature is that the extrema of the elastic functions do not necessarily coincide with the coordinate-axes. For instance, the Young’s modulus for monolayer Sb is maximal at $22^\circ$. Table B.2 summarises the global minima and maxima of each function and the angles at which they occur. While most of the function extrema occur expectedly at $0^\circ$, $45^\circ$ or $90^\circ$, many are incident away from the coordinate-axes. This result lends further insight into the mechanical anisotropy of the orthorhombic group-$V$ materials of the Cmca space group and D$_{2h}$ point group.
Figure III.2: In-plane functions for P Young’s modulus $Y(\theta)$ (blue) and its isotropic average $\langle Y(\theta) \rangle$ (red) in units of GPa; shear modulus $G(\theta)$ in GPa (red); and Poisson’s ratio $\nu(\theta)$ (scaled by 100).
Figure III.3: In-plane functions for As Young’s modulus $Y(\theta)$ (blue) and its isotropic average $\langle Y(\theta) \rangle$ (red) in units of GPa; shear modulus $G(\theta)$ in GPa (red); and Poisson’s ratio $\nu(\theta)$ (scaled by 50).
3. Results

Figure III.4: In-plane functions for Sb Young’s modulus \( Y(\theta) \) (blue) and its isotropic average \( \langle Y(\theta) \rangle \) (red) in units of GPa; shear modulus \( G(\theta) \) in GPa (red); and Poisson’s ratio \( \nu(\theta) \) (scaled by 50).
3.4 Polymer-nano-flake composite

In our paper in Ref. [181], we demonstrated that the controlled production of large quantities of few-layer BP can be achieved by liquid-phase exfoliation (LPE) [269], in which the BP fragments are immersed in a solution of $N$-cyclohexyl-2-pyrrolidone (CHP), and separated into layers by sonication, or shearing. The particular choice of CHP as a solution is two-fold: to lubricate the exfoliation process, and to guard the produced samples from oxidation [190, 210, 270], a problem that has been reported to hinder the large-scale production of BP. The advantage of sonication is not only the effective mass-production of samples, but the means to control the size-dispersion of the produced stock, which varied from 50 nm to 2500 nm.

Our study focused in particular on two batches: one containing small samples with mean-length $L_s = 130 \pm 111$ nm and one containing large samples with mean-length $L_l = 2260 \pm 1000$ nm. A monolayer of BP was measured to be $2.06 \pm 0.02$ nm thick, which is a factor of 4 greater than the monolayer thickness estimated from the bulk value in Table III.1, however this was acknowledged to be overestimated. The samples were then determined to be 8 layers thick on average, which corresponds to a bulk calculation for our purposes. The nano-flakes were dispersed in PVC, up to 0.3% volume, and subject to mechanical stress to determine the composite PVC:BP Young’s modulus. The pristine PVC Young’s modulus was measured to be $Y_m = 511 \pm 118$ MPa. The experimental data in this section was provided by the experiments conducted by our colleagues, Damien Hanlon, Conor Boland, and Johnny Coleman and may be found in Table B.3.

Since the ROM models in Eq. (III.4) make no distinction between flake sizes, they may be fit to all the data simultaneously, as shown in Fig. III.5. The upper-bound BP Young’s modulus, given by the Voigt ROM model, is determined as $Y_f^V = 184 \pm 38$ GPa, and is in excellent agreement with the calculated DFT values. In fact, the Young’s modulus coincides precisely with the elastic stiffness in the zigzag direction $c_{11} = 187.9$ GPa (Table B.2), and, thus, supports our earlier assumption that the flakes are naturally aligned in-plane. On the other hand, the Reuss model cannot be feasibly extrapolated to a Young’s modulus at 100% volume fraction since...
the fit quickly diverges beyond the limited range of the data. Nonetheless, the PVC Young’s modulus was determined by both models to be $Y_m^V = 541 \pm 44$ MPa, as expected.

![Figure III.5: Young’s modulus of PVC:BP composite (MPa) against BP nano-flake volume fraction (%) fit to the Voigt (blue) and Reuss (red) ROM models.](image)

The HT model, meanwhile, must accommodate the flake sizes according to the parameter $\zeta = 2l/t$, which, for small flakes, is $\zeta_S = 15.8$ and for large flakes is $\zeta_L = 274.3$. The models were then fit to the corresponding data where the matrix Young’ modulus $Y_m = 511$ MPa is kept fixed, and are shown by the solid lines in Fig. III.6, keeping all other variables fixed. The resulting Young’s modulus for the small flakes is $Y_S = 117 \pm 71$ GPa, and for the large flakes is $Y_L = 215 \pm 28$ GPa, which are very reasonable indeed and closely resemble the values we obtained in the VRH model.

Furthermore, if we allow the model to be simultaneously optimised according to $Y_f$ and $Y_m$, shown by the dashed lines in Fig. III.6, we can find the best fit for $Y_m$ as well. In this instance, the model parameters for the small flakes were calculated as $Y_S = 140 \pm 148$ GPa and $Y_m = 494 \pm 84$ MPa. While $Y_S$ has a large associated uncertainty, $Y_m$ is at least close enough to the margin of experimental uncertainty. Meanwhile, the model parameters for the large flakes, given by $Y_L = 167 \pm 26$ GPa and $Y_m = 622 \pm 41$ MPa are slightly larger but have smaller uncertainties and are
Figure III.6: Young’s modulus of PVC:BP composite (MPa) against BP nano-flake volume fraction (%) for large (orange) and small (green) flakes. Halpin-Tsai models are shown for the large (blue) and small (red) flakes, where the parameters in parentheses indicate which variables are optimised in the models. The solid line indicates the model where just $Y_f$ is optimised while the dashed lines indicate where $Y_f$ and $Y_m$ are optimised.

also broadly in line with all other results up to now.

A summary of the model results is presented in Table III.3, where it is clear that the Voigt ROM and HT models are in very reasonable agreement with experimental and theoretical data. Moreover, with the various models we can estimate the Young’s modulus of BP to be approximately between 120 GPa and 200 GPa.
4. Conclusion

In this Chapter, we have quantified the qualitative mechanical properties of puckered phosphorus, arsenic and antimony, in the few-layer and bulk phases, from comprehensive DFT calculations. We have found that these materials exhibit a broad range of elastic properties and in-plane behaviour that are reflective of the underlying anisotropic crystal structure, which potentially provide for widespread technological application. Moreover, the calculated mechanical properties, from lattice constants to Young’s moduli, are in excellent agreement with experimental observations. We have provided further confirmation of these values from the experimental measurements of a PVC:BP composite material and appropriate mixture models, which place the Young’s modulus between 120 GPa and 200 GPa.

This work, detailing the macroscopic physical behaviour of mono-crystalline, alloyed, or composite structures, is a typical example of the utility DFT provides. While the predictive capability of DFT is largely dependent on the system under consideration, the quality of the pseudopotential and, crucially, the choice of exchange-correlation functional, quantities such as lattice constants and mechanical properties are generally well reproduced [271]. However, DFT suffers from inherent, systematic failures, which, as we shall discuss in the next Chapter, can lead to qualitative miscalculation of electronic properties, in particular the band gap.

Table III.3: ROM and HT model results for the Young’s moduli of BP (GPa) and PVC (MPa), and $\zeta$ parameter. Variables in parentheses are not optimised by the model.

<table>
<thead>
<tr>
<th>Model</th>
<th>$Y_f$ (GPa)</th>
<th>$Y_m$ (MPa)</th>
<th>$\zeta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROM Voigt</td>
<td>184 ± 38</td>
<td>541 ± 44</td>
<td>-</td>
</tr>
<tr>
<td>ROM Reuss</td>
<td>-</td>
<td>541 ± 44</td>
<td>-</td>
</tr>
<tr>
<td>HT$_S[Y_f]$</td>
<td>117 ± 71</td>
<td>(511)</td>
<td>(15.8)</td>
</tr>
<tr>
<td>HT$_L[Y_f]$</td>
<td>215 ± 28</td>
<td>(511)</td>
<td>(273.9)</td>
</tr>
<tr>
<td>HT$_S[Y_f,Y_m]$</td>
<td>140 ± 148</td>
<td>494 ± 84</td>
<td>(15.8)</td>
</tr>
<tr>
<td>HT$_L[Y_f,Y_m]$</td>
<td>167 ± 26</td>
<td>622 ± 41</td>
<td>(273.9)</td>
</tr>
</tbody>
</table>
IV

ELECTRONIC PROPERTIES OF TWO-DIMENSIONAL GROUP-V MATERIALS

The search for graphene alternatives that are capable of supporting ballistic electron transport has driven intense research toward the development of a new class of materials termed Weyl and Dirac semi-metals [272-282, 282, 283, 283–285]. Weyl and Dirac states in semi-metals result from the manifestation of massless quasi-particle states in bulk or low-dimensional condensed matter systems, respectively. These states lead to unique topological properties characterised, primarily, by ballistic conduction.

In this Chapter, we continue our analysis of the calculation results of puckered phosphorus (P), arsenic (As) and antimony (Sb) in relation to the electronic properties, with particular emphasis on the identification of qualitative electronic transitions. Specifically, we investigate the Kohn-Sham band gaps and charge-carrier effective masses from the computed electronic band structures, insofar as the Kohn-Sham eigenvalues are physically relevant, which, strictly speaking, they are not. Nonetheless, reasonable confidence can be afforded in the reproduction of electronic trends [9, 286] and, thus, we make tentative predictions of strain-induced Dirac and Weyl states in particular cases, numerous band gap transitions, one-dimensional conductivity, and a structural phase-transition for moderate in-plane stresses. Our predicted results contribute to the mounting evidence for the utility of these materials, as outlined in the previous Chapter, but are undermined by the failure of DFT to accurately resolve specific electronic properties which, as we shall observe, can differ dramatically from experimental observations.
1 WEYL AND DIRAC SEMI-METALS

In 1929, Herman Weyl derived a solution to the Dirac equation [287] that proposed the existence of relativistic, massless fermions [284], which have come to bear his name. As of yet, Weyl fermions have not been observed as fundamental particles in nature, but persistent breakthroughs in topological insulators have lead to their recent discovery by Xu et al. [272] as emergent quasi-particles in tantalum arsenide (TaAs), among other predicted candidates [275, 288, 289]. Weyl semi-metals are primarily characterised by the crossing of linearly-dispersive energy bands through nodes at the Fermi energy, termed Weyl points or cones, which support ballistic charge transport [285]. Weyl points emerge as the result of underlying symmetries of the crystal lattice, namely time-reversal and inversion or reflection symmetries [283], but can also be produced by mirror symmetries [290], which affect the solutions of the Hamiltonian. As such, Weyl cones are highly robust and always occur in pairs of opposite chirality [285].

A Dirac semi-metal, on the other hand, is the two-dimensional analogue of a Weyl semi-metal, the most famous exhibition of which is seen in graphene [291]. The particular difficulty in attaining Dirac points in two-dimensional materials is well documented [282, 283] and is due to the difficulty attaining the required symmetry-protection mechanisms in reduced dimensions. Nonetheless, a Dirac semi-metal in few-layer BP was observed experimentally by Kim et al. [292], while arsenic [293], antimony [224, 232, 294], and bismuth [224] are also predicted candidates. The ambitious development of Weyl and Dirac semi-metals is driven by highly anticipated applications in high-speed electronics and computing. We refer the reader to Refs. [272, 279, 282–285] for further information on Weyl and Dirac semi-metals.

2 METHODOLOGY

The run-time calculation parameters and straining procedure for this Chapter were the same as those outlined in section 2.1. Calculations without SOC were initially performed for convenience and those strains that exhibit potential Dirac or Weyl states were reassessed at representative strains including non-perturbative SOC [295].
Electronic band structures were calculated along the high-symmetry points of the Brillouin zone \{\Gamma, X, S, Y, Z\}, shown in Fig. IV.1 below, from which the Kohn-Sham band gaps were determined.

![Brillouin zone for orthorhombic phosphorus of the Cmca space group and D_{2h} point group with high-symmetry points \{\Gamma, X, S, Y, Z\} labelled.](image)

Under shear strain, the Brillouin zone deforms into an asymmetric honeycomb in the \(x\)-\(y\) plane, yet we retained sampling along the original path since the deformation up to 5\% strain is negligible and the effective masses were all calculated at the \(\Gamma\)-point. We determined charge-carrier effective masses according to the nearly-free electron model \(m_{ij}^* = \hbar^2 \left(\frac{\partial^2 E}{\partial k_i \partial k_j}\right)^{-1}\) using a cubic spline fit to 9 data points about the \(\Gamma\)-point. The charge velocities were similarly determined according to the dispersion relation \(v = \hbar^{-1} dE(k) / dk\) from the linear fit to the Dirac and Weyl states. To confirm the existence of linear-dispersion, we also plotted three-dimensional band structures in the region of the Dirac and Weyl points with SOC, as well as lines intersecting the points at 0\(^\circ\), 30\(^\circ\), 60\(^\circ\), and 90\(^\circ\) with respect to the \(\Gamma - X\) line. Following the convention of terminology found in the Refs. [274, 292, 296], and other sources, we henceforth classify Dirac or Weyl states as those associated with regions of sustained linear dispersion in the band structure, at or near the Fermi level, in at least one direction.
3. Electronic properties

All of the band structures pertaining to the following analysis are presented in the supplemental material of Ref. [297]. This section is divided into nine parts detailing the electronic properties derived from the plane-wave DFT calculations for each species at each layer-number. We discuss the trends in Kohn-Sham band gaps and charge carrier effective masses, and identify the qualitative transitions that occur, which are summarised in Table B.5. Where applicable, we discuss the predicted existence of Dirac and Weyl states and reassess those examples with high resolution two- and three-dimensional band structures, including SOC.

In the following discussion, directions along Γ − Y pertain to the zig-zag direction in the crystal structure, while those along Γ − X pertain to the puckered direction.

Monolayer Phosphorus

For the relaxed P monolayer, our calculations produced a direct band gap of 0.88 eV at the Γ-point, as shown in Fig. IV.2a, which falls within range of other gaps determined by DFT: 0.7 eV from DFT-PBEsol [196] and 1.0 eV from DFT-HSE06 [193]. On the other hand, quasi-particle calculations [206], which treat electronic addition and removal events on an explicit footing, predict a larger band gap of 2 eV with significant exciton binding [298] (between 0.4 eV to 0.83 eV).

This discrepancy is a classic example of the systematic band gap problem inherent to approximate semi-local functionals such as PBE [299]. These errors not only misrepresent band gaps and other electronic properties, but may also adversely affect the critical strains of the identified transitions and, thus, must be treated cautiously. Nevertheless, it is important to emphasise that band alignments and rates of change are quite often reliably reproduced [300].

While absolute band gaps are therefore not expected to be accurate, we can expect reasonable agreement with trends in electronic and mechanical behaviour [9, 286]. While discussing the remaining results, we shall omit further discussion of these errors until section 4.

The application of uniaxial in-plane strain was found to open the band gap
for tensile strain and diminished it for compressive strain, while shear strain had a negligible effect. The electron and hole effective masses (Figs. IV.2b & IV.2c), compare well to the figures computed in Ref. [266], where, at \( \varepsilon_{xx} = +5\% \) tensile strain, the electron and hole effective masses coincide at 0.9 \( m_0 \) while, for compressive strains, the hole effective mass along \( \Gamma - X \) rises significantly.

Figure IV.2: The relationships for monolayer P between the applied in-plane strains \( \varepsilon_{xx} \) (blue), \( \varepsilon_{yy} \) (red) and \( \varepsilon_{xy} \) (green) against (a) the direct \( E \) (solid squares) and indirect \( E^* \) (dashed triangles) band gaps (eV); (b) the effective electron masses \( m_e/m_0 \) along \( \Gamma - X \) (solid squares) and \( \Gamma - Y \) (dashed triangles); (c) the effective hole masses \( m_h/m_0 \) along \( \Gamma - X \) (solid squares) and \( \Gamma - Y \) (dashed triangles).

**Bilayer Phosphorus**

Relaxed bilayer P was also found to have a direct band gap of 0.43 eV (Fig. IV.3a), and exhibits broadly the same electronic behaviour as the monolayer. This includes the convergence of the electron effective masses (Fig. IV.3b) at +4\% strain, and
increasing hole effective masses (Fig. IV.3c) for compressive strains. A direct-indirect band gap transition was also observed at +2% uniaxial tensile strain.

![Graphs showing band gap, effective masses, and strain](image)

Figure IV.3: The relationships for bilayer P between the applied in-plane strains $\varepsilon_{xx}$ (blue), $\varepsilon_{yy}$ (red) and $\varepsilon_{xy}$ (green) against (a) the direct $E$ (solid squares) and indirect $E^*$ (dashed triangles) band gaps (eV); (b) the effective electron masses $m_e/m_0$ along $\Gamma - X$ (solid squares) and $\Gamma - Y$ (dashed triangles); (c) the effective hole masses $m_h/m_0$ along $\Gamma - X$ (solid squares) and $\Gamma - Y$ (dashed triangles).

Incidentally, the band gap closes around $-5\%$ uniaxial compressive strain, at which point a Dirac state emerges at the $\Gamma$-point. The effect of SOC on the band structure (Fig. IV.4a) induces no qualitative difference in the bands and the three-dimensional bands plotted about the Dirac points (Fig. IV.4b) confirm the linear-dispersion, albeit in only one direction. A linear fit to the surface of the bands (Fig. IV.4c) returns a maximum charge velocity of $v = 3.80(1) \times 10^6$ ms$^{-1}$ along $\Gamma - Y$, while, in the orthogonal direction, the bands are flat with a charge velocity that is relatively negligible. This high anisotropy in charge velocities, dominated by
ballistic conduction along $\Gamma - Y$, is indicative of effective one-dimensional conductivity that is supported by the large disparity in effective masses at $\varepsilon_{xx} = -5\%$, evident in Figs. IV.3b & IV.3c. The Dirac state for $\varepsilon_{yy} = -5\%$, which is due to band inversion, occurs off the $\Gamma - Y$ symmetry line at a point $X'$, as illustrated in Figs. IV.4a - IV.4c. Here the maximum charge velocity is $v = 3.22(1) \times 10^6$ ms$^{-1}$. These results are supported by the work of Doh et al. [301], who demonstrated the effect of strain on hopping parameters can lead to a Dirac semi-metallic state in bilayer P. Similarly, Baik et al. [296] found that the SOC did not induce a band gap in potassium-doped multi-layer P, but did lift the spin-degeneracy of the Dirac points.

Figure IV.4: (a) Band structure of bilayer P at $\varepsilon_{xx} = -5\%$ with SOC (thick lines), and without SOC (thin lines) (b) three-dimensional bands about the predicted Dirac point at $\Gamma$ (c) slices through the Dirac point at 0°, 30°, 60° and 90° relative to the $\Gamma - X$ line that indicate highly anisotropic conduction. [(d) - (f)] Illustrates the same for bilayer P at $\varepsilon_{yy} = -5\%$, where the Dirac state occurs at the non-symmetry point $X'$ along $\Gamma - X$.  
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**Bulk Phosphorus**

In the bulk, however, we found the band gap to be completely closed (Fig. IV.5a), and therefore the system is predicted to be metallic, in contrast to numerous experiments [302–305], which have measured a direct gap in the range of 0.31-0.36 eV. We concluded after investigation that this was, in part, due to an effect of the Fermi surface smearing functionality [237] in the ionic geometry relaxation procedure. When relaxed under fixed-occupancy conditions, instead, a band gap of 0.35 eV was produced.

The electron effective masses were found to be quite responsive to strain (Fig. IV.5b), where those along \( \Gamma - Y \) rose for both tensile strain along \( \varepsilon_{xx} \), due to falling conduction bands, and compressive strain along \( \varepsilon_{yy} \), due to flattening bands along \( \Gamma - Y \). In comparison, the hole effective masses were found to vary to a lesser extent (Fig. IV.5c). The effective masses along \( \Gamma - X \) were not computed once the band gap closed below +2\% strain. Finally, shear strain was seen to have a negligible effect on the gap.

While the PBE gap remained incorrectly closed in the relaxed state, a possible Weyl state was observed at 2\% uniaxial strain (Fig. IV.6a), before a direct gap opened that subsequently transitioned to an indirect gap at +3\%. The SOC slightly reduced the band gap by approximately 0.05 eV but did not qualitatively affect the overall results. The three-dimensional band structure with SOC is shown in Fig. IV.6b, in which a pair of potential Weyl points occur on an off-symmetry point \( X' \) along \( \Gamma - X \). The maximum charge velocity, computed from Fig. IV.6a, is \( v = 2.40(1) \times 10^6 \) ms\(^{-1}\) for both \( \varepsilon_{xx} = +2\% \) and \( \varepsilon_{yy} = +2\% \) (Figs. IV.6d - IV.6f) and occurs along a line parallel to \( \Gamma - Y \). This band-inversion may also lead to further Weyl states under greater compression, which have been predicted at similar pressures [225–227].

To summarise, we predict the onset of \( \Gamma \)-point Dirac states in bilayer P at -5\% uniaxial compression, which is supported by previous studies [296, 301]. We also predict effective one-dimensional conductivity at \( \varepsilon_{xx} = -5\% \), and a direct-indirect band gap transition at +2\% tensile strain. We observe possible Weyl states at +2\% tensile strain in bulk P, followed by a direct-indirect band gap transition at +3\%. Finally, effective masses are found to vary widely between phases and strain directions.
Figure IV.5: The relationships for bulk P between the applied in-plane strains $\varepsilon_{xx}$ (blue), $\varepsilon_{yy}$ (red) and $\varepsilon_{xy}$ (green) against (a) the direct $E$ (solid squares) and indirect $E^*$ (dashed triangles) band gaps (eV); (b) the effective electron masses $m_e/m_0$ along $\Gamma - X$ (solid squares) and $\Gamma - Y$ (dashed triangles); (c) the effective hole masses $m_h/m_0$ along $\Gamma - X$ (solid squares) and $\Gamma - Y$ (dashed triangles).

and seem strongly susceptible to tuning.

**Monolayer Arsenic**

In contrast to P, we identified an indirect band gap of 0.15 eV along the $\Gamma - Y$ direction in the relaxed As monolayer (Fig. IV.7a), which was significantly lower than the predicted DFT-HSE06 gap of 0.83 eV [259]. However, the relaxed band structure and band gap profiles closely resemble the band structures in Refs. [211, 293].

The band gap diminishes for tensile strain along $\varepsilon_{xx}$ and at $+2\%$ the material becomes semi-metallic with a Dirac state at the $\Gamma$-point emerging at $\varepsilon_{xx} = +5\%$ accompanied by an electron pocket above the Fermi-level (Fig. IV.8), which is unaf-
3. Electronic properties

Figure IV.6: (a) Band structure of bulk P at \(\varepsilon_{xx} = +2\%\) with SOC (thick lines), and without SOC (thin lines) where the off-symmetry point \(X'\), located along \(\Gamma - X\), is indicated by the dashed vertical line (b) three-dimensional bands with SOC about the potential Weyl points (c) slices through one Weyl point at 0°, 30°, 60° and 90° relative to the \(\Gamma - X\) line, also with SOC. [(d) - (f)] The same is illustrated for \(\varepsilon_{yy} = +2\%\).

The maximum charge velocity here is \(v = 3.01(1) \times 10^6\) ms\(^{-1}\) and lies along \(\Gamma - Y\). In the orthogonal direction the bands are flat, similarly to monolayer P, with a relatively small charge velocity. This high anisotropy in charge velocities, dominated by the ballistic conduction along \(\Gamma - Y\), is again indicative of effective one-dimensional conductivity and is further supported by the large disparity in effective masses at \(\varepsilon_{xx} = 5\%\), shown in Figs. IV.7b & IV.7c.

For compressive strain along \(\varepsilon_{xx}\) an indirect-direct transition occurs [211] at \(\varepsilon_{xx} = -2\%\). For tensile strain along \(\varepsilon_{yy}\) the band gap opens, where at \(\varepsilon_{yy} = -3\%\), the indirect band gap closes along \(\Gamma - Y\). Similar to monolayer phosphorus, there is no
Figure IV.7: The relationships for bulk As between the applied in-plane strains $\varepsilon_{xx}$ (blue), $\varepsilon_{yy}$ (red) and $\varepsilon_{xy}$ (green) against (a) the direct (solid squares) and indirect (dashed triangles) band gaps (eV); (b) the effective electron masses $m_e/m_0$ along $\Gamma - X$ (solid squares) and $\Gamma - Y$ (dashed triangles); (c) the effective hole masses $m_h/m_0$ along $\Gamma - X$ (solid squares) and $\Gamma - Y$ (dashed triangles).

appreciable effect due to shear-strain. Meanwhile, the charge-carrier effective masses (Figs. IV.7b & IV.7c) respond linearly to uniaxial strain and compare well to other works [262], where, in particular valence band broadening along $\Gamma - X$ leads to an increasing hole effective mass.

**Bilayer Arsenic**

For bilayer As, we identify a direct band gap of 0.45 eV (Fig. IV.9a), in contrast to the indirect band gap observed in the monolayer. Here, the band gap opens for uniaxial tensile strain and diminishes for compressive strain. The direct band gap transitions to an indirect gap at both $\varepsilon_{yy} = -3\%$ and $\varepsilon_{yy} = +2\%$, while at $\varepsilon_{xx} = +2\%$ it also
3. Electronic properties

Figure IV.8: (a) Band structure of monolayer As at $\varepsilon_{xx} = +5\%$ with SOC (thick lines), and without SOC (thin lines) (b) three-dimensional bands with SOC about the predicted Dirac point at $\Gamma$ (c) slices through the Dirac point at $0^\circ$, $30^\circ$, $60^\circ$ and $90^\circ$ relative to the $\Gamma - X$ line, also with SOC.

transitions to an indirect gap before resuming to a direct gap again at $\varepsilon_{xx} = +3\%$.

Moreover, we predict a Dirac state at the $\Gamma$-point at $\varepsilon_{xx} = -4\%$ compression (Fig. IV.10), for which the maximum charge velocity is $v = 2.62(2) \times 10^6 \text{ m/s}$ along $\Gamma - Y$. The bands are also flat along $\Gamma - X$, similar to the monolayer, and have a relatively negligible charge velocity. The high anisotropy in charge velocities, again suggests effective one-dimensional conductivity, dominated by the ballistic conduction along $\Gamma - Y$, and is further supported by the large disparity in effective masses at $\varepsilon_{xx} = 5\%$, shown in Figs. IV.9b & IV.9c. Here again, the SOC has no appreciable effect on the bands. The electron and hole effective masses (Figs. IV.9b & IV.9c) respond approximately linearly to the applied strain, where conduction band broadening leads to increased effective electron masses, and valence band flattening at $\Gamma$ leads to increasing hole effective masses.

Bulk Arsenic

Finally, no band gap is determined in the relaxed bulk phase (Fig. IV.11a), again contrary to experiments [306], where a small direct band gap of approximately 0.3 eV is observed. The electron and hole effective masses along $\Gamma-Y$ (Figs. IV.11b & IV.11c) are found to increase rapidly for compressive strains, as the band peaks rapidly flatten at the $\Gamma$-point.
Figure IV.9: The relationships for bulk As between the applied in-plane strains $\varepsilon_{xx}$ (blue), $\varepsilon_{yy}$ (red) and $\varepsilon_{xy}$ (green) against (a) the direct (solid squares) and indirect (dashed triangles) band gaps (eV); (b) the effective electron masses $m_e/m_0$ along $\Gamma - X$ (solid squares) and $\Gamma - Y$ (dashed triangles); (c) the effective hole masses $m_h/m_0$ along $\Gamma - X$ (solid squares) and $\Gamma - Y$ (dashed triangles).

At $\varepsilon_{xx} = +1\%$ strain, a potential Weyl state is briefly observed on an off-symmetry point $X'$ (Fig. IV.12) before a direct gap opens that subsequently transitions to an indirect one at $\varepsilon_{xx} = +3\%$, after which it reduces again. Another potential Weyl state around the same off-symmetry point $X'$ is also predicted to occur between $+1\% \leq \varepsilon_{yy} \leq +2\%$, after which a direct band gap also appears. The recalculated band structure with the SOC for $\varepsilon_{yy} = +1\%$ (Fig. IV.12) confirms the linear-dispersion, where the maximum charge velocity in both cases occurs along a line parallel to $\Gamma - Y$ and is $v = 1.38(1) \times 10^6$ ms$^{-1}$.

In summary, we predict $\Gamma$-point Dirac states in the monolayer and bilayer of As, which support one-dimensional ballistic conduction, as well as possible Weyl states
3. Electronic properties

Figure IV.10: (a) Band structure of bilayer As at $\varepsilon_{xx} = +5\%$ with SOC (thick lines), and without SOC (thin lines) (b) three-dimensional bands with SOC about the predicted Dirac point at $\Gamma$ (c) slices through the Dirac point at $0^\circ$, $30^\circ$, $60^\circ$ and $90^\circ$ relative to the $\Gamma - X$ line, also with SOC.

on off-symmetry points in the bulk at moderate levels of in-plane stress. These states were found to be unaffected by SOC. We also observe several band gap transitions, in particular in the monolayer phase, which also include semi-conducting-metallic transitions. Finally, the effective masses respond approximately linearly with respect to uniaxial strain, except in the bulk, which exhibits quadratic behaviour.

Monolayer Antimony

The relaxed Sb monolayer is found to possess an indirect band gap of 0.21 eV along $\Gamma - Y$ (Fig. IV.13a), which is reasonably comparable to other PBE values 0.28 [212] and 0.37 [307] eV, where these values were obtained including SOC. For tensile strain along $\varepsilon_{yy}$ the band gap opens, suggesting an indirect-direct transition for strains above $6 - 7\%$, and it diminishes for compressive strains before finally closing at $\varepsilon_{yy} = -2\%$, where the material becomes a semi-metal. Similarly, the indirect gap closes along $\Gamma - X$ at a compressive strain of $\varepsilon_{xx} = -2\%$ at which monolayer Sb again becomes semi-metallic.

The indirect gap transitions to a direct gap at $\varepsilon_{xx} = +1\%$ tensile strain and remains so until finally closing at $\varepsilon_{xx} = +4\%$, at which point we predict a potential Dirac state along $\Gamma - Y$ at an off-symmetry point $[273] Y'$ (Fig. IV.14a) that has also been predicted in Ref. [224]. Fig. IV.14a depicts the calculated band structure,
in which it is shown that SOC preserves the Dirac state but not does not open the band gap. The three-dimensional band structure about the Dirac point is shown in Fig. IV.14b in which the maximum charge velocity is $v = 4.31(1) \times 10^6$ ms$^{-1}$ and occurs along a line parallel to the $\Gamma - Y$ direction (Fig. IV.14c). Moreover, the valence band at the $X$-point undergoes a Rashba splitting [308] due to SOC, which is also predicted to occur in the monolayers of $\alpha$-P [309], and $\beta$-Sb [294, 310]. Finally, the electron effective masses experience a weak linear-response to strain (Figs. IV.13b & IV.13c), while the hole effective masses along $\Gamma - X$ respond much more strongly to a rapid broadening or flattening of the valence band.
3. Electronic properties

Figure IV.12: (a) Band structure of bulk As at $\varepsilon_{xx} = +1\%$ with SOC (thick lines), and without SOC (thin lines) where the off-symmetry point $X'$, located along $\Gamma - X$, is indicated by the dashed vertical line (b) three-dimensional bands with SOC about the potential Weyl points (c) slices through one Weyl point at 0°, 30°, 60° and 90° relative to the $\Gamma - X$ line, also with SOC. [(d) - (f)] The same is illustrated for $\varepsilon_{yy} = +1\%$.

Bilayer Antimony

The relaxed bilayer phase is found to be semi-metallic, where an indirect band gap opens at $\varepsilon_{yy} = +3\%$ tensile strain, and band-inversion at the $\Gamma$-point leads to to a fully-metallic state for uniaxial strains $< -1\%$. The effective masses (Figs. IV.15b & IV.15c) experience soft linear-response to strains prior to the transition to full metallicity, at which point a rapid flattening of the bands at the $\Gamma$-point suggesting strong electron localisation.

In addition, a possible Dirac state emerges at a non-symmetry-point $Y'$ along $\Gamma - Y$ for $\varepsilon_{xx} = +2\%$ tensile strain (Fig. IV.16) and remains in place up to at least +5% strain. The maximum charge velocity $v = 4.47(3) \times 10^6$ ms$^{-1}$ is also along $\Gamma - Y$ and is approximately the same as that of the monolayer.
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Figure IV.13: The relationships for monolayer Sb between the applied in-plane strains $\varepsilon_{xx}$ (blue), $\varepsilon_{yy}$ (red) and $\varepsilon_{xy}$ (green) against (a) the direct (solid squares) and indirect (dashed triangles) band gaps (eV); (b) the effective electron masses $m_e/m_0$ along $\Gamma - X$ (solid squares) and $\Gamma - Y$ (dashed triangles); (c) the effective hole masses $m_h/m_0$ along $\Gamma - X$ (solid squares) and $\Gamma - Y$ (dashed triangles).

Finally, beyond a compressive strain of $\varepsilon_{yy} = -3\%$, at a stress of approximately 0.3 GPa, we observed a structural phase-transition in the bilayer, which buckled in the puckered ($\bar{y}y$) direction. This buckled structure has a total-energy 1.7 meV/atom lower than that of the relaxed state of the unperturbed $\alpha$-bilayer and 3.0 meV/atom lower when allowed to fully-relax, as shown in Fig. IV.17. This suggests the possible existence of a new phase of Sb that is attainable via strain.

**Bulk Antimony**

Finally, bulk Sb is found to be completely metallic for all levels of strain explored in this work. However, shear strains in this case do appear to have a significant effect
4. Conclusion

Continuing the discussion in the previous Chapter, we have provided the accompanying electronic properties from the extensive calculations of few-layer and bulk P, As and Sb, where we have compared and contrasted these results with experimental studies. Our findings predict several band gap transitions, numerous Dirac and Weyl states, one-dimensional conductivity driven by ballistic conduction on the order of $10^6$ ms$^{-1}$, and a notable strain-induced buckled phase in bilayer Sb. We also note that the critical stresses at which these transitions occur are expected to be experi-

Figure IV.14: (a) Band structure of monolayer Sb at $\varepsilon_{xx} = -5\%$ with SOC (thick lines), and without SOC (thin lines) (b) three-dimensional bands about the predicted Dirac point at $\Gamma$ (c) slices through the Dirac point at 0°, 30°, 60° and 90° relative to the $\Gamma - X$ line that indicate highly anisotropic conduction.

In summary, we predict possible non-symmetry-point Dirac states in the strained monolayer and bilayer of Sb, which are qualitatively unaffected by SOC, as well as Rashba splitting at the X-point in the monolayer. We also predict indirect-direct and indirect-semi-metallic transitions in the monolayer phase and a band gap opening in the bilayer phase. Finally, we observe a buckled phase induced in bilayer Sb at $-4\%$ compressive strain. Bulk Sb was found to be metallic at all levels of strain explored.

We provide a brief summary of the band gaps and qualitative phase-transitions in Table B.5, and in Table B.4 we outline the calculated band gaps and effective charge carrier masses for the relaxed phases of each structure.
Figure IV.15: The relationships for bilayer Sb between the applied in-plane strains $\varepsilon_{xx}$ (blue), $\varepsilon_{yy}$ (red) and $\varepsilon_{xy}$ (green) against (a) the direct (solid squares) and indirect (dashed triangles) band gaps (eV); (b) the effective electron masses $m_e/m_0$ along $\Gamma - X$ (solid squares) and $\Gamma - Y$ (dashed triangles); (c) the effective hole masses $m_h/m_0$ along $\Gamma - X$ (solid squares) and $\Gamma - Y$ (dashed triangles).

mentally accessible and highly switchable, paving the way for possible verification. With the ongoing enthusiastic research in group-V layered materials, they are poised to become central to the development of next generation materials comprising a vast portfolio of applications.

We would like to conclude this work on 2D materials with a brief note on the conclusions of these calculations within a wider context, in particular with regards to the general predictive power of Kohn-Sham DFT. For this work, we used the PBE exchange-correlation functional supplemented by vdW corrections and, where warranted, spin-orbit coupling, which form a highly robust computational framework. Nonetheless, throughout this Chapter, we made note of several instances where com-
4. Conclusion

Figure IV.16: (a) Band structure of bilayer Sb at $\varepsilon_{xx} = +3\%$ with SOC (thick lines), and without SOC (thin lines) where the off-symmetry point $Y'$, located along $\Gamma - Y$, is indicated by the dashed vertical line (b) three-dimensional bands with SOC about the predicted Dirac point (c) slices through the Dirac point at $0^\circ$, $30^\circ$, $60^\circ$ and $90^\circ$ relative to the $\Gamma - X$ line, also with SOC.

Figure IV.17: Side-view of the strain-induced buckled phase of Sb at $\varepsilon_{yy} = -4\%$ compression.

Computed properties differed, or even outright contradicted, experimental observations, for example in the band gaps of bulk phosphorus [302–305] and bulk arsenic [306]. Ostensibly, the best agreement one can reasonably expect to obtain from conventional DFT calculations are in band alignments [300], lattice constants, and general trends in mechanical and electronic properties [197, 311]. However, the accurate computation of specific electronic properties is, patently, not guaranteed.
This lack of agreement with basic experimental measurements for relatively simple structures is concerning, and draws attention to a pressing issue pervading approximate DFT - that of the self-interaction error (SIE). Despite decades of theoretical, algorithmic and computational advances, the SIE, to this day, leads to qualitative inaccuracies in some of the most basic DFT calculations. This SIE originates from the approximation of exchange-correlation functionals, and requires that calculation results be interpreted with caution to avoid coming to erroneous conclusions. Rather than depend on one’s own intuition or experience to decide if SIE might be present in a system (and in absence of relevant experimental data), there exist strategies with which one can quantify and treat it, at least approximately. In the next Chapter, we shall explore the SIE in detail, and discuss some techniques developed over the years toward its correction.
4. Conclusion
The nature and origin of pervasive errors in approximate DFT

In the preceding Chapters, we extensively explored a set of calculations on puckered, two-dimensional materials, and classified broad trends in electro-mechanical properties while making comparison to experimental and computational data. However, specific quantities, particularly those derived from electronic band structures, were found to be significantly miscalculated and, in some instances, in direct contradiction to experiments. These erroneous findings are not just limited to the group-V materials but are a pervasive feature of all DFT electronic structure calculations when performed with commonplace exchange-correlation (XC) functionals.

In spite of the numerous, yet justifiable, approximations introduced in the formulation of Kohn-Sham DFT in Chapter II, none affect the qualitative reliability of calculations more so than the approximation to the XC functional. Although DFT is, in principle, an exact theory, the semi-empirical determination of the XC functional used in practical calculations fails to fully account for the nuanced many-body effects found in various chemical environments. The infamous many-body self-interaction error (SIE) [20, 312–315], or delocalisation error [9, 150, 316], and static correlation error (SCE) [9, 150, 299, 314, 317–322] are extensively documented. They are responsible for the systematic inaccuracies in electronic and optical band gaps [323]; charge transfer excitation energies [324]; chemical reaction barriers [325–327]; binding energies [313, 328]; and electric field responses [329]. In fact, the SIE is arguably the largest obstacle preventing DFT from attaining the superior level of accuracy possible in quantum chemistry calculations. Understanding the origin of the SIE is
therefore crucial to the construction of better XC functionals and the development of practical remedies.

In this Chapter, we shall describe the nature and origin of the SIE and SCE as they relate to the violation of conditions on the exact XC functional pertaining to fractional occupancies and fractional spins, respectively [150]. We shall employ the examples of the dihydrogen cation \( \text{H}_2^+ \) and hydrogen molecule \( \text{H}_2 \) as test models in order to understand the effect of these errors in strongly-correlated systems.

Moreover, we will outline corrective procedures developed to ameliorate these errors, beginning with the formative work of Perdew and Zunger [20], in constructing self-interaction corrections. We will also emphasise the efforts of Dabo and co-workers [330–333] to restoring compliance with the generalised Koopmans’ condition [330, 331, 334, 335]. We will then discuss the establishment of the widely successful DFT+\( U \) (DFT + Hubbard \( U \)) method [149, 336–343] for treating one-electron SIE, which finds its roots in the treatment of strongly-correlated Mott-Hubbard systems, drawing from the work of Anisimov [336–339], Dederichs [339, 344, 345], and Gunnarsson [336, 346–350], and later revised by Liechtenstein and Dudarev [340, 351–353], and Himmetoglu and Cococcioni [342, 354]. We find that DFT+\( U \) may be well placed to correct one-electron SIE, when supplied with a sufficient \( U \) parameter and under the appropriate population analysis. However, it fails entirely to restore Koopmans’ compliance. Finally, we propose that the generalised DFT+\( U + J \) functional may potentially be used to correct the SCE.

## 1 Fractional charges

Perdew [355], Zhang [312], and Ayers [356], cumulatively demonstrated that the SIE is best understood from the perspective of non-integer particle numbers \( E(N + q) \). This formalism stems from the well-known failure of the XC energy \( E_{\text{xc}}[n] \) to sufficiently cancel the Hartree energy \( E_H[n] \) in fractionally occupied orbitals [316]. A somewhat heuristic argument can also be made by noting that the Hartree energy in Eq. (II.23) is incorrectly non-zero for one electron, as noted by Fermi and Amaldi [357]. The exact energy of a fractional-charge system was proven in Ref. [355] to be a piece-wise
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linear interpolation between the adjacent integer values (Fig. V.1)

\[ E(N + q) = (1 - q)E(N) + qE(N + 1) \quad \text{for} \quad 0 \leq q \leq 1. \] (V.1)

Deviations from this linearity condition are, therefore, indicative of a residual SIE that is affiliated with a spurious curvature in the total-energy vs particle number profile, as illustrated in Fig. V.1.

![Figure V.1: The calculated SIE of a H atom is shown by the deviation of the PBE total-energy (dashed) from the correct piece-wise linearity (solid) between integer particle number.](image)

The concept of non-integer electrons makes very little sense from a chemical perspective, as no fractionally-charged systems exist in nature, yet they provide a useful contrivance for the diagnosis of XC functionals. The study of SIE, therefore, is often constructed from the dissociation of homo-nuclear diatomic ions. While \( \text{H}_2^+ \) is not a strongly-correlated system, it is the simplest one-electron system lacking in any extraneous multi-reference and static correlation error effects, and thus permits a systematic analysis of the SIE relevant only to the underlying XC functional. Moreover, the exact binding curve can be calculated with the same code and pseudopotential by omitting contributions from the Hartree and XC potentials, and therefore allows a direct comparison between energies.

The binding curve of \( \text{H}_2^+ \), calculated in ONETEP with a hard \((0.65 \, a_0 \, \text{cutoff})\)
norm-conserving pseudopotential [76], a PBE XC functional, 10 $a_0$ NGWF cutoff radius, and open boundary conditions [358], is presented in Fig. V.2. We note that any attempt to extend our bond-length interval beyond 8.5 $a_0$, in this and subsequent calculations, resulted in numerical instabilities due to the near-degeneracy of the Kohn-Sham $\sigma$ and $\sigma^*$ eigenstates, and shown here are the results only of well-converging calculations.

![Binding Energy vs Bond Length](image)

**Figure V.2:** Binding energy of H$_2^+$ calculated with exact (solid) and PBE (dashed) XC functionals. The reference energy for each curve is that of the isolated H atom calculated with the corresponding XC functional. The significant failure of PBE functional is evident in the dissociation limit.

The occupancy of each H atom, calculated respectively from the exact and PBE 1s orbital subspace projectors, closely match the KS orbitals and are reasonably well described as seen in Fig. V.3. The subspace occupancy acquires values greater than one half due to the overlap of the orbitals, which results in double-counting of the occupancy. Furthermore, when the KS density is not completely enclosed by the subspace orbitals, particularly for the exact calculations, the resulting charge spillage causes the subspace occupancy to be less than one half.

The spurious repulsion between the symmetrically charged ions is then caused by the semi-local PBE XC functional (since $E_{xc}[n] \leq 0$), which significantly lowers the total-energy. The superfluous repulsion imposes artificial electron delocalisation,
Figure V.3: Average total occupancy of the H atoms in dissociating H$_2^+$ calculated with exact (solid) and PBE (dashed) and PBE+U (open circles) XC functionals. The population analysis was performed on the 1s orbital subspace projectors, which closely match the KS orbitals.

manifested by the curvature of the total-energy vs occupancy profile, shown in Fig. V.1, and is the reason for an incorrect total-energy. Moreover, the importance of fractional charges in chemical processes such as charge transfer, molecular binding and spectroscopic properties, alludes to the effect of SIE in these scenarios as well, for which many remedies have been proposed.

2 One-electron self-interaction correction

Over the years, a number of methods have been devised for correcting many-body SIE [316, 320, 330, 342, 359–369], many of which take direct inspiration from that proposed by Perdew and Zunger (PZ) [20]. PZ first laid out a formalism for a self-interaction correction (SIC) based on the individual removal of one-electron SIE from fully-occupied spin-polarised KS-orbitals $\{\psi_{i\sigma}\}$, with occupancies $n_{i\sigma} = |\psi_{i\sigma}|^2$. 
via a correction term to the total-energy given by

\[ E_{\text{PZ}} = E_{\text{DFT}} + \sum_{i\sigma} \Delta_{i\sigma}^{\text{SIC}} \]

with \( \Delta_{i\sigma}^{\text{SIC}} = E_{H}[n_{i\sigma}] + E_{\text{approx}}^{\text{xc}}[n_{i\sigma}, 0]. \) (V.2)

Here, \( E_{\text{approx}}^{\text{xc}}[n_{i\sigma}, 0] \) is the approximate exchange energy functional where one spin-channel has an occupation \( n_{i\sigma} \) and the other is empty. This corrective approach, based on the removal of single-orbital SIE from a system, became a popular precept for the treatment of many-body SIE [370, 371]. The PZ SIC produced remarkable improvements for single atoms, but tended to over-correct the SIE in polyatomic systems, leading to inaccurate binding energies and under-estimated bond-lengths [9, 330, 372]. This result prompted the development of several modifications [365, 370, 371, 373] that scaled down the correction term by a factor \( \alpha \)

\[ E_{\alpha\text{PZ}} = E_{\text{PZ}} + \alpha (E_{\text{PZ}} - E_{\text{DFT}}), \] (V.3)

which yielded modest improvements. Regardless, an initial drawback of orbital-dependent SIC, such as those used by PZ, is that the Hamiltonians are no longer invariant under unitary transformations, and so precluded the treatment of periodic systems, such as crystals and extensive molecules [362]. Later work by Svane and Gunnarsson [347–350], and Szotek and Temmerman [374–379], extended the method to include the treatment of solids.

3 Koopmans’ compliance

The basis of all chemical reactions relies on the addition and removal of electrons in a system. The chemical potential\(^1 \mu \) quantifies the difficulty of this process and is defined as the derivative of the total-energy \( E(N) \) with respect to particle number \( N \) for a fixed external potential \( v \)

\[ \mu_N = \left( \frac{\partial E(N)}{\partial N} \right)_v. \] (V.4)

\(^1\mu \) also acts as the Lagrange multiplier conserving particle number in Eq. (II.19)
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For exact functionals, the chemical potential assumes constant values between adjacent integer particle numbers (shown in Fig. V.1), given by the first ionisation energy $I_N$ and electron affinity $A_N$, respectively, for a neutral atom

\[
\mu_N = \begin{cases} 
-I_N = E(N) - E(N - 1) \\
-A_N = E(N + 1) - E(N) 
\end{cases} \quad (V.5)
\]

Mulliken’s electronegativity is defined as the average chemical potential at a given occupancy

\[
\chi_N = \frac{I_N + A_N}{2} = \frac{E(N - 1) - E(N + 1)}{2} \quad (V.6)
\]

and dictates the tendency of the atom to gain or lose electrons in chemical reactions. Meanwhile, the fundamental gap for extended solids is the difference of these quantities

\[
\epsilon_{\text{gap}}^N = I_N - A_N \\
= [E(N - 1) - E(N)] - [E(N) - E(N - 1)] \\
= E(N - 1) + E(N + 1) - 2E(N) \quad (V.7)
\]

and plays a key role in charge transfer, electronic structure and the energetics of defects and surfaces. In molecules, the corresponding quantity is the Pearson hardness [380].

A critical, and perhaps defining, characteristic of a system free from SIE is its compliance with the generalised Koopmans’ theorem [330, 331, 334, 335], which states that, for a given system, the energy of the highest occupied molecular orbital (HOMO) is precisely the negative of the ionisation energy $\epsilon_{\text{HOMO}} = -I$. In a one-electron system, such as $\text{H}_2^+$, this implies that the total-energy and the occupied Kohn-Sham eigenvalue $\varepsilon$ should differ only by the ion-ion energy. Thus, the binding curve of $\text{H}_2^+$ should be equivalently accessible by calculating either the total-energy directly, or by using the occupied eigenvalue with the expression $E = \varepsilon + E_{\text{ion-ion}}$. Fig. V.4 illustrates the strikingly poor compliance of KS DFT with Koopmans’ condition and is, yet another, well-documented consequence of SIE [320, 330, 331, 360, 381].

Motivated by the explicit restoration of Koopmans’ condition as a remedy for SIE, Dabo et al [330–333] constructed a PZ-type SIC, termed $\alpha NK$. Instead of
Figure V.4: Binding energy of H$_2^+$ derived from the KS occupied HOMO eigenvalue calculated with exact (solid) and PBE (dashed) XC functionals, relative to total-energy of an isolated H atom with the respective functional. The inability of the PBE functional to replicate the exact HOMO is another effect of the SIE.

removing single-orbital SIE, the $\alpha$NK correction to the total-energy is a measure of the unphysical occupation dependence of the orbital eigenvalue energies in the frozen-orbital approximation

$$E_{\alpha\text{NK}} = E_{\text{DFT}} + \alpha_{\text{NK}} \Pi_{\alpha \sigma}^n (f)$$

with

$$\Pi_{\alpha \sigma}^n (f) = \int_0^{f_{\alpha \sigma}} df' \left[ e_{\alpha \sigma}^n (f) - e_{\alpha \sigma}^n (f') \right], \quad (V.8)$$

for which they define their generalised Koopmans’ condition as

$$\Pi_{\alpha \sigma}^n (f) = 0 \quad \text{where} \quad 0 \leq f \leq 1. \quad (V.9)$$

Here, the orbital screening is accounted for by the coefficient $\alpha_{\text{NK}}$. The $\alpha$NK method offers significant improvement in atomic and molecular ionisation energies, photoemission energies, binding energies and molecular bond-lengths, avoiding the over-binding tendency of PZ [330], and has recently been extended to solids [333].
4 Strongly correlated systems

In addition to the practical application of a single-particle SIC in atoms and finite molecules, the emergence of SIE in extended systems, comprising first-row transition-metals or lanthanide ions, warrants a similarly measured treatment. Indeed, many of these compounds boast considerable technological and biological significance in photovoltaics [382, 383], high-temperature superconductors [384], energy storage [179, 385], and biochemistry [81, 386], where much of the chemically-relevant interactions concern the highly-localised $3d$ or $4f$ valence electrons. These states tend to exhibit strong correlation as a result of their spatial confinement, and are hence very much outside the scope of approximate XC functionals.

While there is no strict definition for strongly correlated systems, they are typically characterised by a correlation energy comparable with the kinetic or Hartree energies $E_c[n] \sim U_H[n]$ or $E_c[n] \sim T_s[n]$. Meanwhile, Rahm and Hoffman have recently proposed a useful metric for quantifying different types of chemical bonds [56], which may prove to be a plausible measurement of correlation energy in solids.

As a result of invoking approximate XC functionals, the incurred electron delocalisation often produces results that are both quantitatively and qualitatively inconsistent with experiments, including underestimated local moments, misclassified Mott-Hubbard insulators and inaccurate electric field responses. The treatment of the many-body SIE in these cases is concerned with the restoration of piece-wise linearity in the total-energy functional with respect to the localised-orbital occupancy, much in the spirit of PZ SIC. The modification of PZ-SIC to the treatment of solids was later enabled [347–350, 374–379, 387], where Stengel and Spaldin [368] advocated the implementation of Wannier functions, and rotationally invariant correction functionals in general. In the following section, we will discuss one such correction that is widely renowned, known as the DFT+$U$ method, which seeks to correct SIE when it is attributed to such highly-localised regions.
5 The DFT+U method

A widely established and computationally efficient [101] scheme for correcting SIE, when it may be appropriately attributed to highly-localised orbitals, is the DFT+U method [149, 336–343], which we have adopted in this dissertation as the preferred approach for correcting SIE. Initially formulated by Anisimov and co-workers [336–339] from the tight-binding Anderson model [388], its initial purpose was to restore the Mott-Hubbard effects absent in the LDA description of transition-metal oxides.

In order to confine the electron charge-density to the localised-orbitals, in which it is assumed the correlated electrons interact more strongly compared to the electrons in the surrounding bath, the DFT total-energy is supplemented by an explicit on-site $d - d$ Coulomb energy term, given by

$$E_{\text{Hub}} = \frac{U}{2} \sum_{i \neq j}^{\text{sites}} n_i n_j \quad \text{where} \quad \hat{n}_i = \hat{c}_i^\dagger \hat{c}_i. \quad (V.10)$$

The $d$-shell occupancies $\{n_i\}$ are the number operators defined by the creation and annihilation operators on the subspace [388], $\hat{c}_i^\dagger$ and $\hat{c}_i$, respectively. The on-site interactions described by $E_{\text{Hub}}$, however, are already present in an average sense in the total-energy $E_{\text{DFT}}$, stemming from the cumulative interaction between the total number of $d$ electrons present $N = \sum n_i$. The proto-DFT+U functional was therefore constructed from the addition of subsidiary $d - d$ interaction energies to the KS total-energy functional, mitigated by the removal of the average on-site Coulomb energy in terms of the double counting correction $E_{\text{dc}}$

$$E[n(r)] = E_{\text{DFT}}[n(r)] + E_{\text{Hub}} - E_{\text{dc}}$$

$$= E_{\text{DFT}}[n(r)] + \frac{U}{2} \sum_{i,j \neq i}^{\text{sites}} n_i n_j - U N (N - 1). \quad (V.11)$$

Here $n(r)$ represents the conventional KS electron density. The resulting functional in Eq. (V.11) invariably awarded better experimental agreement to the calculation of transition-metal oxides [337, 338], and transition-metal impurities [339, 345]. Nonetheless, the functional was still orbital dependent and sensitive to the choice of basis representing the localised electrons.
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A rotationally-invariant form was later established by Liechtenstein et al [340, 352, 353] in terms of the elements of a subspace occupancy matrix of the localised orbitals \( \{ n_{mm'}^{I \sigma} \} \), given by

\[
E_U[\{ n_{mm'}^{I \sigma} \}] = E_{\text{Hub}}[\{ n_{mm'}^{I \sigma} \}] - E_{\text{dc}}[\{ n_{mm'}^{I \sigma} \}]. \tag{V.12}
\]

The occupancy matrix, for Hubbard site \( I \), is constructed from the projection of the KS density matrix onto the manifold of localised orbitals \( \{ \varphi_{lm}^I \} \), given by

\[
n_{mm'}^{I \sigma} = \langle \varphi_{lm}^I | \hat{\rho}^I | \varphi_{lm'}^I \rangle \quad \text{with} \quad \hat{P}_{mm'}^I = | \varphi_{lm}^I \rangle \langle \varphi_{lm'}^I |,
\]

which also defines the idempotent Hubbard projection operator \( \hat{P}^I \), where \( \hat{P}^I = \hat{P}^{I2} \).

The localised subspaces are usually pre-defined for corrective treatment, having been deemed responsible for the dominant SIEs on the basis of physical intuition and experience, although a further level of self-consistency over subspaces is also possible [389].

The Hubbard energy correction is then evaluated from the sum over the screened Coulomb interactions \( V \) between all on-site orbitals, and is evaluated as follows

\[
E_{\text{Hub}}[\{ n_{mm'}^{I \sigma} \}] = \frac{1}{2} \sum_{(m), I \sigma} \left\{ V_{mm''m'm''}^{I} n_{mm'}^{I \sigma} n_{mm''m''}^{I \sigma} - (V_{mm''m'm''}^{I} - V_{mm''m'm'}^{I}) n_{mm'}^{I \sigma} n_{m'm''m''}^{I \sigma} \right\}. \tag{V.14}
\]

The terms in Eq (V.14) respectively correspond to spin off-diagonal Coulomb repulsion, spin on-diagonal Coulomb repulsion, and spin on-diagonal exchange. The Coulomb matrix elements of a given site \( I \) are expressed in terms of renormalised Slater integrals

\[
V_{mm''m'm''}^{I} = \sum_{k=0}^{2l} a_k(m, m', m'', m''') F^k \tag{V.15}
\]

for angular momentum quantum number \( l \) and magnetic quantum number \( m \) where \( \alpha_k \) are given by

\[
a_k(m, m', m'', m''') = \frac{4\pi}{2k+1} \sum_{q=-k}^{k} \langle lm|Y_{kq}|lm'\rangle \langle lm''|Y_{kq}^*|lm'''\rangle. \tag{V.16}
\]

The Slater integrals over the spherical harmonics are then defined as follows [390]

\[
\langle lm|Y_{kq}|lm'\rangle = \int Y_{lm}^*(r)Y_{kq}(r)Y_{lm'}(r) \, dr. \tag{V.17}
\]
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5. The DFT+U method

Following the procedure in Refs. [342] & [354], to simplify matters, we concern ourselves only with the lowest-order non-zero polar terms between \( m \) and \( m' \), i.e. \( V_{mm'm'} \) and \( V_{mm'm'm} \). Thus, the sum over interaction terms in Eq. (V.14) may be approximated by the expansion

\[
E_{\text{Hub}} \approx \frac{1}{2} \sum_{I\sigma} \sum_{mm'} \{ V_{mm'm'm} n_{mm}^I n_{m'm'}^I + V_{mm'm'm} n_{mm}^I n_{m'm'}^I \}
+ (V_{mm'm'm} - V_{mm'm'm}')(n_{mm}^I n_{m'm'}^I - n_{mm}^I n_{m'm'}^I) \}.
\]

(V.18)

For \( d \)-electrons, the sum over \( k \) in Eq. (V.15) runs over \( F^0, F^2 \) and \( F^4 \) (and \( F^6 \) for \( f \)-electrons), hence, the average on-site Coulomb and exchange interactions are

\[
U^I = \frac{1}{(2l+1)^2} \sum_{m,m'} V_{mm'm'm}^I = F^0
\]

and

\[
J^I = \frac{1}{2l(2l+1)} \sum_{m\neq m',m'} V_{mm'm'm}^I = \frac{F^2 + F^4}{14}.
\]

(V.19)

Using these definitions, we construct the aforementioned double-counting correction in terms of the total subspace occupancy \( N_{I\sigma} = \sum_m n_{mm}^I \) for site \( I \) and spin \( \sigma \),

\[
E_{\text{dc}} = \frac{1}{2} \sum_I U^I N_I (N_I - 1) - \frac{1}{2} \sum_{I\sigma} J^I N_{I\sigma} (N_{I\sigma} - 1)
= \frac{1}{2} \sum_{I\sigma} \{ (U^I - J^I) [N_{I\sigma}(N_{I\sigma} - 1)] + U^I N_{I\sigma} N_{I\bar{\sigma}} \}.
\]

(V.20)

Finally, substituting Eqs. (V.18) & (V.20) into Eq. (V.12), we arrive at the full expression for the Hubbard correction

\[
E_U = \frac{1}{2} \sum_{I\sigma} \sum_{mm'} \{ V_{mm'm'm}^I n_{mm}^I n_{m'm'}^I + V_{mm'm'm}^I n_{mm}^I n_{m'm'}^I \}
+ (V_{mm'm'm} - V_{mm'm'm}')(n_{mm}^I n_{m'm'}^I - n_{mm}^I n_{m'm'}^I) \} 
- \frac{1}{2} \sum_{I\sigma} \{ (U^I - J^I) [N_{I\sigma}(N_{I\sigma} - 1)] + U^I N_{I\sigma} N_{I\bar{\sigma}} \}.
\]

(V.21)

We may simplify this equation further by re-expressing the total occupancy \( N_{I\sigma} \) in
terms of the constituent matrix elements

\[ E_U = \frac{1}{2} \sum_{I \sigma} \sum_{mm'} \left\{ V_{mm'mm'}^I n_{mm}^{I \sigma} n_{mm'}^{I \bar{\sigma}} + V_{mm'mm}^I n_{mm}^{I \sigma} n_{mm'}^{I \bar{\sigma}} \right\} \]

\[ + (V_{mm'mm}^I - V_{mm'mm'}^I)(n_{mm}^{I \sigma} n_{mm'}^{I \bar{\sigma}} - n_{mm'}^{I \sigma} n_{mm}^{I \bar{\sigma}}) \]

\[ - (U^I - J^I)(n_{mm}^{I \sigma} n_{mm'}^{I \bar{\sigma}} - n_{mm'}^{I \sigma} n_{mm}^{I \bar{\sigma}}) - U^I n_{mm}^{I \sigma} n_{mm'}^{I \bar{\sigma}} \}, \quad (V.22) \]

and grouping terms according to their dependence on such

\[ E_U = \frac{1}{2} \sum_{I \sigma} \sum_{mm'} \left\{ (V_{mm'mm'}^I - U^I) n_{mm}^{I \sigma} n_{mm'}^{I \bar{\sigma}} \right\} \]

\[ + (V_{mm'mm'}^I - U^I + V_{mm'mm}^I - J^I) n_{mm}^{I \sigma} n_{mm'}^{I \bar{\sigma}} \]

\[ + (U^I - J^I) n_{mm}^{I \sigma} \delta_{mm'} \]

\[ - (V_{mm'mm'}^I - V_{mm'mm}^I) n_{mm}^{I \sigma} n_{mm'}^{I \sigma} \]

\[ + V_{mm'mm}^I n_{mm}^{I \sigma} n_{mm'}^{I \bar{\sigma}} \}. \quad (V.23) \]

Finally, we may simplify the expression again by replacing the orbital-dependent terms \( V_{mm'mm'}^I \) and \( V_{mm'mm}^I \) by their respective scalar averages \( U^I \) and \( J^I \), which yields

\[ E_U = \frac{1}{2} \sum_{I \sigma} \sum_{mm'} \left\{ (U^I - J^I)(n_{mm}^{I \sigma} \delta_{mm'} - n_{mm'}^{I \sigma} n_{mm}^{I \sigma}) + J^I n_{mm}^{I \sigma} n_{mm'}^{I \bar{\sigma}} \right\} \]

\[ = \frac{1}{2} \sum_{I \sigma} \left\{ (U^I - J^I) \text{Tr} \left[ \hat{n}^{I \sigma} - \hat{n}^{I \sigma} \hat{n}^{I \bar{\sigma}} \right] + J^I \text{Tr} \left[ \hat{n}^{I \sigma} \hat{n}^{I \bar{\sigma}} \right] \right\}, \quad (V.24) \]

and completes the full DFT+U+J functional for Hubbard site \( I \) in terms of the spin-dependent occupancy matrices \( \hat{n}^{I \sigma} \).

To simplify the utilisation and transparency of the Hubbard functional, many practitioners tend to ignore unlike-spin interactions by setting the exchange term \( J^I \) to zero [391] (thereby omitting magnetic interaction), or equivalently, incorporating \( J^I \) into the \( U \)-term to compose an effective parameter [149, 342, 391] \( U_{\text{eff}}^I = U^I - J^I \), which simplifies Eq. (V.24) even more

\[ E_U [\{ \hat{n}^{I \sigma} \}] = \sum_{I \sigma} \frac{U^I}{2} \text{Tr} \left[ \hat{n}^{I \sigma} - \hat{n}^{I \sigma} \hat{n}^{I \bar{\sigma}} \right], \quad (V.25) \]

\(^2\)Alternatively, it is not uncommon for \( J^I \) to be set to \( \sim 1 \) eV.
resulting in the functional most commonly implemented in the DFT+$U$ formalism. The intended effect of Eq. (V.25) becomes more clear if it is represented in a basis that diagonalises the occupancy matrix

\[ \hat{n}_I^I\sigma \psi_I^I\sigma = q_I^I\sigma \psi_I^I\sigma \ \text{with} \ 0 \leq q_I^I\sigma \leq 1, \quad (V.26) \]

such that the correction becomes

\[ E_U[\{\hat{n}_I^I\sigma\}] = \sum_{I\sigma} \sum_{i} \frac{U_I^I}{2} q_I^I\sigma (1 - q_I^I\sigma), \quad (V.27) \]

which is ensured because $\hat{n}$ is also idempotent. Here, Eq. (V.25) is clearly imposing a penalty on non-integer occupancies in the localised orbitals $q_I^I\sigma$, the strength of which is tuned by the magnitude of the $U$ parameter, in order to restore the linear behaviour of the exact XC functional. The correction thus favours orbitals that are either fully occupied $q_I^I\sigma = 1$, or fully depleted $q_I^I\sigma = 0$, and contributes a non-zero correction to the potential when $q_I^I\sigma \neq 1/2$, which counteracts the SIE.

This effect can be further examined by constructing the DFT+$U$ potential

\[ \hat{V}_U = \frac{\delta E_U}{\delta \hat{\rho}} = \sum_{I\sigma} \frac{U_I^I}{2} \left( \hat{P}_I - 2 \hat{P}_I \hat{\rho} \hat{P}_I \right) \]

\[ = \sum_{I\sigma} \sum_{mm'} \frac{U_I^I}{2} |\varphi_I^I_m\rangle \left( \hat{1} - 2 \hat{n}_I^I\sigma \right) \langle \varphi_I^I_{m'}|, \quad (V.28) \]

which is repulsive for occupancies less than one half, and attractive for occupancies greater than one half, thus incentivising idempotency in the subspace occupancy matrix. This re-localisation process opens a gap on the order of $U$ between occupied and unoccupied KS states, thereby restoring the desired Mott-Hubbard behaviour. In practice, however, the individual subspace occupancy matrices do not attain binary eigenvalues, and are only partially enforced, since it competes with the idempotency condition in the ground-state KS density-matrix $\hat{\rho}$, which is strictly enforced.

### 5.1 A one-electron assessment of DFT+$U$

It has been repeatedly stated [337, 338, 342, 392–396], or at least inferred, that DFT+$U$ provides a sufficient correction to one-electron SIE. This claim, however, has

\[ This \ is \ for \ the \ same \ reason \ the \ Kohn-Sham \ density \ matrix \ \hat{\rho} \ is, \ see \ section \ 6.1 \]
not been explicitly verified to our knowledge, despite forming the basis for DFT+$U$ as an SIE correction scheme. In Chapter VI, we provide the first demonstration of this claim, but for now let us explore the effect of the DFT+$U$ functional on dissociating $\text{H}_2^+$, which we saw provided an emphatic example of one-electron SIE, and investigate the effect of DFT+$U$ on this system.

Following the same procedure described in section 1, we calculated the binding curve using the DFT+$U$ functionality in ONETEP [101]. The $+U$ correction was applied simultaneously to each atom, using a separate 1s pseudoatomic orbital (PAO) subspace centred on each, generated from the occupied KS state of the pseudopotential for neutral hydrogen with the PBE XC functional. The effect of the correction on the binding energy is evident in Fig. V.5, where the Hubbard $U$ parameter required to correct the PBE total-energy to the exact value, ranges over approximately 8 eV from the fully bonded to dissociated limits. This result highlights the importance of the chemical environment, and not just the atomic species, in determining the $U$ parameters, as was previously shown in Refs. [397–399].

![Figure V.5: Binding energy of $\text{H}_2^+$ calculated with exact XC functional (solid) and DFT+$U$ with $U = 0, 4, 8$ eV (dashed), relative to energy of isolated H atom. DFT+$U$ successfully resolves the SIE in the total-energy, albeit for a bond-length dependent Hubbard $U$.](image)

If we instead explore the efficacy of DFT+$U$ at restoring Koopmans’ compliance,
we can inspect the eigenvalue-derived total-energy as before, but where we now concern ourselves with the treatment of only the HOMO. In Fig. V.6, we observe the egregious failure of the DFT+U scheme when charged with the latter condition. The non-compliance with Koopmans’ condition broadly increases both with bond-length and, to one’s surprise, with the Hubbard U. In fact, the effect of DFT+U on the eigenvalue is lost entirely in the dissociated limit, where both factors drive the subspace occupancy to 1/2, at which point the +U potential vanishes.

Figure V.6: Binding energy of H$_2^+$ derived from the KS HOMO eigenvalue calculated with exact XC functional (solid) and DFT+U with U = 0, 4, 8 eV (dashed), relative to energy of isolated H atom. DFT+U does not address the inaccuracy in the Kohn-Sham eigenvalue, or non-compliance with Koopmans’ condition.

Across the binding curve, we see that the Hubbard U required to enforce compliance with Koopmans’ condition, and that needed to attain the exact total-energy typically differ substantially. The facile correction of the total-energy of this system with DFT+U, albeit with a varying but reasonable U value, is in sharp contrast with the qualitative failure to correct the occupied eigenvalue. Indeed, the vanishing eigenvalue correction at dissociation suggests an insufficiency in the linear term of the DFT+U formalism, the root of which lies in the symmetric treatment of the linear and quadratic terms in the double-counting correction in Eq. (V.20). Going forward, H$_2^+$ will serve as a useful tool for benchmarking the performance of the DFT+U
methodologies, since we have by now accumulated a commanding understanding of the behaviour of SIE and Koopmans’ condition in this model system.

6 Static Correlation Error

Another important source of error that also permeates approximate DFT calculations is the static correlation error (SCE). The SCE is known to arise in DFT when performing calculations on systems with degenerate states [9, 150, 314, 317, 318], such as those found in strongly correlated systems, transition-metal oxides, and chemical dissociation, where it plays an equally pivotal role as the SIE in their accurate description. The SCE becomes particularly dominant in DFT when the single Slater determinant wave function is no longer a valid approximation. For example, the closed-shell dissociation of H$_2$ [150, 317, 318, 400, 401] is often used to illustrate SCE [9, 150, 319], which we shall now explore.

We performed non-spin-polarised calculations of the dissociating H$_2$ molecule in ONETEP using the DFT+$U$ functional for $U = 0, 2, 4$ eV, with the same calculation parameters as before in sections 1 & 5.1. We then compared these results against highly accurate binding energies calculated in Ref. [402], which in turn used the full configuration interaction (FCI) method described in Ref. [403]. Presented in Fig. V.7 are the resulting binding curves where it is demonstrated that the conventional PBE functional performs reasonably well for short bond-lengths, but overestimates the total-energy in the dissociation limit. Furthermore, positive $U$ values serve only to make matters worse by increasing the total-energy$^4$.

To understand what is happening in this instance, let us consider the H$_2$ wave function as constructed in Hartree-Fock theory using molecular orbitals. Around equilibrium, the H$_2$ bonding and anti-bonding orbitals are constructed from a basis of 1s atomic orbitals centred on the atoms labelled A and B (up to a constant of

\footnote{Although, it appears that selectively invoking negative $U$ values, which would instead encourage delocalisation, could correct the SCE by haphazardly increasing the level of SIE.}
Figure V.7: Binding energy of closed-shell H\textsubscript{2} calculated with FCI [402] (solid) and DFT+\textit{U} with \textit{U} = 0, 2, 4 eV (dashed), relative to energy of isolated H atoms, with the respective functionals. Positive \textit{U} values exacerbate the SCE for all bond-lengths, in which case, negative \textit{U} values may be required.

normalisation) respectively given as follows

\[
\sigma_{1s}(i, \alpha) \sim (1s_A(i) + 1s_B(i)) \chi(\alpha) \quad (V.29)
\]

and

\[
\sigma_{1s}^\ast(i, \alpha) \sim (1s_A(i) - 1s_B(i)) \chi(\alpha), \quad (V.30)
\]

where \(\chi(\alpha)\) denotes the spin component of the wave function for electron \(i\). Thus, the ground-state \(^1\Sigma_g^+\) wave function \(\Psi_0\) may be built from a single Slater determinant of \(\sigma_{1s}\) bonding orbitals with an anti-symmetric spin component

\[
\Psi_0 \sim \sigma_{1s}(1)\sigma_{1s}(2) \left[\chi(\uparrow)\chi(\downarrow) - \chi(\downarrow)\chi(\uparrow)\right]. \quad (V.31)
\]

If we now expand the spatial component of this expression we find that the wave function comprises terms attributed to both ionic and covalent states

\[
\Psi_0 \sim \underbrace{1s_A(1)1s_A(2)}_{\text{ionic}} + \underbrace{1s_B(1)1s_B(2)}_{\text{covalent}} + \underbrace{1s_A(1)1s_B(2)}_{\text{ionic}} + \underbrace{1s_A(2)1s_B(1)}_{\text{covalent}}, \quad (V.32)
\]

in which the electrons simultaneously occupy one or both atoms, respectively.

Around equilibrium, this single Slater determinant wave function produces a more or less reasonable approximation to the exact wave function and, depending on the
level of theory, i.e., Hartree-Fock or DFT [9], it determines the binding energy to a very reasonable accuracy as shown in Fig. V.7.

As the bond-length increases, however, this approximation clearly breaks down as the ionic terms contribute as much to the construction of the wave function as the covalent terms. In other words, the independent-particle approximation maintains that the two electrons have equal probability of occupying the same atom, even as the bond-length increases to infinity. Physically, we know this to be false as the electrons should be correlated in such a way that they avoid each other and localise on one atom each into dissociation. The single Slater determinant approximation in Hartree-Fock therefore neglects a large component of the correlation that exists between the two electrons.

In the FCI, this correlation is explicitly considered as the wave function is built from a linear combination of all allowed single determinants \( \Psi_{\text{CI}} = \sum_{I=0} a_I \Psi_I \), where the coefficients \( \{a_I\} \) are optimised by a variational procedure. In the case of the \( ^1\Sigma_g^+ \) state of \( \text{H}_2 \), it suffices to consider only the bonding singlet state \( \Psi_0 \) and doubly-excited anti-bonding singlet state \( \Psi_1 \) [404], given by

\[
\Psi_1 \sim \sigma_{1s}(1)^*\sigma_{1s}(2)^* [\chi(\uparrow)\chi(\downarrow) - \chi(\downarrow)\chi(\uparrow)].
\]  

Thus, the FCI wave function (expressed in terms of the 1s orbitals only) is simply expressed in terms of the adaptive mixing of the ionic and covalent contributions

\[
\Psi_{\text{CI}} = a_0 \Psi_0 + a_1 \Psi_1 \\
= (a_0 + a_1) (1s_A(1)1s_A(2)) + 1s_B(1)1s_B(2) \text{ \text{ionic}} \\
+ (a_0 - a_1) (1s_A(1)1s_B(2) + 1s_B(1)1s_A(2)) \text{ \text{covalent}},
\]

which is optimised according to \( a_0 \) and \( a_1 \). Around equilibrium, one finds that \( a_1 \approx 0 \), while towards dissociation \( a_1 \approx -a_0 \) such that the exact binding energy is calculated at all bond-lengths [9, 402]. The \( \Psi_1 \) state therefore introduces the so-called left-right correlation between the two electrons that is inherently absent in the single determinant construction.

While electron correlation is entirely absent in HF theory, it is included to some extent in DFT via the PBE XC functional, which is used to generate Fig. V.7, in
spite of the latter also utilising a single Slater determinant wave function. Evidently, the PBE binding energy still exhibits SCE and to understand its origins in DFT in terms of the density it is instructive to approach from the perspective of fractional spins \[9, 299, 319–322\], similar to the diagnosis of SIE in terms of fractional occupancy.

Let us consider therefore \( \text{H}_2 \) hypothetically stretched to infinity, at which point each atom accommodates one electron in total that is equally split between spin-up and spin-down states. This configuration, in which only the covalent terms in Eq. (V.34) feature, must in principle be equal in energy to two fully spin-polarised H atoms at infinite bond-length, as proven in Ref. [319].

Approximate XC functionals, such as the PBE functional in Fig. V.7, fail to comply with this so-called constancy condition, which states that, for fixed occupancy, the total-energy of a system with \( g \) degenerate states is independent of the distribution of spin-density among those states. The violation of this condition is thus responsible for the SCE and is expressed mathematically in Ref. [319] as follows

\[
E \left[ \sum_{i=1}^{g} c_i \rho_i \right] = E[\rho_j] = E_0(N),
\]

with \( j = \{1, \cdots, g\} \) and \( \sum_{i=1}^{g} c_i = 1 \), \quad (V.35)

which is illustrated in Fig. V.8 to be maximised at half-spin occupancy.

As we have previously shown, the correction of SCE is possible with multi-determinant FCI wave functions. While the recent work of Alavi et al have helped extend its application to quite large systems \[405, 406\] it is nonetheless desirable to have at hand a first-principles DFT correction scheme. The unsuitability of the DFT+\( U \) functional, while correctly targeting fractional occupancies, ultimately lies with the \( U \) parameter itself, which is a measure of the curvature with respect to total occupancy and not magnetisation. As such, it will not be conducive to correcting SIE and other options must be explored.

Indeed, the \( J \) parameter that couples occupancy matrices of opposite spin in Eq. (V.24) has been linked to linked to the curvature of the total-energy with respect to magnetisation in Ref. [354], and acts to penalise non-magnetic ordering \[354, 391\]. Given this connection between \( J \), the SCE, and the parabolic deviations from the
constancy condition, as in Fig. V.8, we postulate that $J$ may be the parameter we desire to correctly restore the $H_2$ total-energy, while retaining the physical spin-density.

Let us therefore restrict our treatment to un-like spin interactions only, for which the DFT+$J$ functional takes the form

$$E_{DFT+J} = E_{DFT} + \sum_{I\sigma} \frac{J^I}{2} \text{Tr} \left[ \hat{n}^{I\sigma} \hat{n}^{I\bar{\sigma}} \right]. \quad (V.36)$$

The spin-polarised calculations of the $H_2$ binding curve, for $J = 0, 2, 4$ eV, are presented in Fig. V.9, in which it is evident that positive $J$ values again worsen the total-energy at all bond-lengths, albeit in a slightly different way to the DFT+$U$ functional in Fig. V.7.

This outcome can be understood when $J$ is interpreted as the negative of the energy curvature with respect to magnetisation [354], in which case applying a positive $J$ will only increase the level of curvature present and consequently increase the error. Although a range of negative $J$ values over the binding curve could hypothetically alleviate the SCE by removing this spurious curvature, we desire the means to calculate the necessary $J$ values from first-principles analogous to how the $U$ values
7. Conclusion

In this Chapter, we have outlined the origins of the most pervasive errors in approximate DFT, namely the self-interaction error (SIE) and static-correlation error (SCE), which may be respectively attributed to violations in the linearity and constancy conditions obeyed by exact XC functionals. In particular, we have discussed how the SIE is manifest in a spurious curvature in the total-energy vs occupancy pro-

Figure V.9: Binding energy of closed-shell H\textsubscript{2} calculated with CI (solid) and DFT+\textit{J} with \( J = 0, 2, 4 \) eV (dashed), relative to energy of isolated H atoms. Positive \( J \) values also worsen the SCE for all bond-lengths, but negative \( J \) values may alleviate the error.

Based on our discussion heretofore, however, we would argue that the SIE and SCE of a given system are likely to be intricately linked, as both relate to the violation of physical conditions pertaining to fractional orbital occupations. Consequently, we are unable to determine, as of yet, exactly how the treatment of one error may affect the other [9, 407], e.g., favourably, adversely, or not at all as the case may be, prior to the analysis of the particular system. This will become an important matter to consider when we pursue a ground-state that is simultaneous free of SIE and SCE.

7 Conclusion

In this Chapter, we have outlined the origins of the most pervasive errors in approximate DFT, namely the self-interaction error (SIE) and static-correlation error (SCE), which may be respectively attributed to violations in the linearity and constancy conditions obeyed by exact XC functionals. In particular, we have discussed how the SIE is manifest in a spurious curvature in the total-energy vs occupancy pro-
file which is attributed to fractional occupancies. In the same context, we explored how the incorrect energy-derivatives between integer occupancies is related to the non-compliance of Koopmans’ condition of the HOMO eigenvalue.

We then outlined the motivation and subsequent development of the rotationally-invariant DFT+U+J functional and its potential for effectively correcting single and many-body SIE in strongly-correlated systems, a claim which is widely accepted but has not been explicitly verified. However, we found DFT+U to be remarkably unsuitable for restoring Koopmans’ compliance due to an insufficient linear-term. It appears that DFT+U, in its current form, is limited to the treatment of either the total-energy or the eigenspectrum, since it cannot achieve both for a one-electron system. The choice of the Hubbard subspace in the DFT+U approach is also non-incidental but, for our purposes in this dissertation, we have restricted ourselves to using the well-known pseudoatomic orbitals (PSA).

Finally, we illustrated how SCE arises from using a single Slater determinant wave function and that explicit treatment of electron correlation found in the FCI are required for it to be adequately resolved. In DFT, the SCE arises in systems with degenerate valence states, which tends to increase the total-energy, and is quantified in terms of the spurious curvature in the total-energy with respect to subspace magnetisation.

To conclude, we have presented the motivation and theoretical framework for the DFT+U method, which is known to be an efficient and highly effective many-body SIE correction scheme that now finds routine application in a diverse range of systems [81, 343, 408–410]. The versatility of the method grants it widespread applicability in a variety of software packages [393, 394, 396], including ONETEP [101, 131, 389, 411–413]. Furthermore, it attains the status of an automated, first-principles method when it is provided with calculated Hubbard $U$ parameters [341–343, 351, 414] (particularly at their self-consistency [396, 410, 415]), the calculation of which, from first-principles, will be addressed in the following Chapters.
VI

CALCULATION OF HUBBARD PARAMETERS FROM VARIATIONAL LINEAR RESPONSE

The effectiveness of methods intended to correct inherent inaccuracies in approximate DFT, either by DFT+$U$, constrained-DFT [416–418] or hybrid functionals [63, 419] etc., depends largely on the accurate calculation of parameters controlling the strength of the corrective potentials. In this Chapter, we will describe the process of computing the Hubbard $U$ and $J$ parameters from first principles in ONETEP, using an adaptation of the acclaimed linear-response (LR) approach of Cococcioni and de Gironcoli [342, 354].

To date, there exists in the literature a variety of methods for determining the Hubbard $U$ parameter in strongly-correlated systems. Originally, the Hubbard $U$ was determined via semi-empirical fitting to experimental data, which was typically spectral [311, 420–422], structural [311, 394, 421], or energetic [393, 423], and is a practice that continues in many studies to this day.

This method, while reasonably motivated, is rather unfavourable in practice as it interprets the Hubbard $U$ parameter as an adjustable variable and not as an intrinsic property of the system. Moreover, tuning the $U$ parameter to reproduce the electronic or optical gaps exactly is precarious, since the KS eigenvalues are not intended for this purpose and there is no guarantee that the SIE will have been adequately resolved. This approach becomes particularly unviable when the experimental data is insufficient or difficult to measure. If instead the Hubbard $U$ was calculated as a variational ground-state density-functional property, even implicitly, then DFT+$U$ becomes elevated to the status of a fully variational first-principles method.
Early attempts to compute an \textit{ab initio} $U$ for use in the Anderson-type Hubbard functional in Eq. (V.11), began with taking the difference in the energy eigenvalues of ionic states, for example [336]

$$U \approx \varepsilon_{3d^\uparrow} \left( \frac{N + 1}{2} ; \frac{N}{2} \right) - \varepsilon_{3d^\uparrow} \left( \frac{N + 1}{2} ; \frac{N}{2} - 1 \right).$$

From this perspective, the $U$ parameter is determined via a constrained-LDA (cLDA) calculation [336, 337, 344–346, 416, 424–426], where the correlated subspace occupancy is constrained while artificially decoupled from the surrounding atom. This method remained popular for estimating Coulomb parameters for many years but tended to drastically over-estimate the $U$ values because it neglected the screening effects of the surrounding environment.

The random-phase approximation (RPA) [426–432], was later used and circumvented this by allowing for responses in both on-site and off-site electrons as well as permitting a frequency-dependent $U(\omega)$ to be calculated. This later evolved into the more accurate constrained-RPA (cRPA) approach [433–436], which excluded on-site transitions from contributing to the $U$.

Other methods for calculating $U$ include the local density supercell impurity approach [437] and the calculation of on-site Coulomb matrix elements from maximally-localised Wannier functions [438, 439].

\section{Overview of the Linear-Response Method}

The linear-response (LR) approach to calculating $U$ was initially conceived by Pickett \textit{et al} [341], and later developed by Coccocioni and de Gironcoli [342] (who also extended the method the exchange parameter $J$ [354]), as an inexpensive method to be implemented within the rotationally invariant DFT+$U$ functional given in Eqs. (V.25) & (V.24). In this formulation, a uniform external potential shift $\hat{V}_{\text{ext}} = \alpha \hat{P}$ is applied to the electrons in the localised subspaces and the $U$ parameter is determined from the corresponding response functions, including the effects of screening.

As noted by the authors in Ref. [342], the SIE in strongly-correlated systems, representative of an open quantum system that does not interact with its bath for
particle exchange, is illustrated by the spurious curvature in the total-energy with respect to subspace occupancy, which we discussed at length in Chapter V. Consequently, their interpretation of the Hubbard $U$ parameter is that of the measure of unphysical curvature exhibited in a system, which is in keeping with its implementation in Eq. (V.25), given by (suppressing site and spin index)

$$\frac{d^2 E_U}{dn^2} = -U.$$  \hspace{1cm} (VI.2)

The authors in Ref. [342] make an important distinction between the interacting and non-interacting curvatures present in a system. The latter is a superfluous feature that has nothing to do with the interacting curvature, and so must be removed to enable the reliable calculation of $U$ values for both solids and molecules. This observation was alluded to, but initially absent, in the original formulation [341].

Inspired by the cLDA approach, Cococcioni and de Gironcoli postulated that the spurious curvature can be accessed by cDFT calculations on the local subspace responsible for SIE, in accordance with target occupancies $\{q_I\}$ and Lagrange multipliers $\{\alpha_I\}$

$$E[\{q_I\}] = \min_{n(r,\alpha_I)} \left\{ E[n(r)] + \sum_I \alpha_I (n_I - q_I) \right\}. \hspace{1cm} (VI.3)$$

In practice, however, it is more feasible to re-parameterise Eq. (VI.3) in terms of the Lagrange multipliers $\{\alpha_I\}$, and avoid performing cDFT calculations altogether

$$E[\{\alpha_I\}] = \min_{n(r)} \left\{ E[n(r)] + \sum_I \alpha_I (n_I - q_I) \right\}. \hspace{1cm} (VI.4)$$

The second derivative of Eq. (VI.4) thus corresponds to a value of $U$ that is consistent with its definition as the curvature of the of total-energy with respect to occupation

$$\frac{d^2 E[\{\alpha_I\}]}{dq_I dq_J} = -\frac{d\alpha_I}{dq_J} = -\chi_{IJ}^{-1}, \hspace{1cm} (VI.5)$$

where we have introduced the interacting response function $\chi$. However, the expression in Eq. (VI.5) is inclusive of the curvature associated with the re-hybridisation of the KS orbitals in response to the applied potential. We must therefore subtract this curvature, given in terms of the non-interacting response $\chi_0$ corresponding to the KS system $E_0$, to ensure a $U$ value that accurately reflects the magnitude of on-site
Coulomb and XC interaction. Hence, $U$ is evaluated according to the following Dyson equation

$$U = \frac{d^2 E_0[\{q_I\}]}{dq_I^2} - \frac{d^2 E[\{q_I\}]}{dq_I^2} = (\chi_0^{-1} - \chi^{-1})_{II}. \quad (VI.6)$$

The non-interacting response present in Eq. (VI.6) is a, hitherto, ambiguous, yet crucial, quantity in determining the calculation of $U$. In Ref. [342], it is interpreted as the reorganisation of charge subject to the potential shift on the subspace without allowing the self-consistent screening to take effect. In practice then, it is then acquired after the first iteration in the self-consistent calculation; subsequent to the initial response of the density, but prior to the Hamiltonian being updated.

The LR method just described has become a widely popular approach [343, 394, 440–443] to calculating Coulomb interaction parameters as it allows the parameters to be evaluated from a small set of inexpensive DFT calculations. The mathematical elegance and practical simplicity of the LR approach therefore presents an ideal foundation on which to construct the evaluation of $U$ parameters in a direct-minimisation code such as ONETEP. However, as we will discuss in the following section, this type of formalism can not be directly accommodated in codes that utilise direct-minimisation as a means to locate the KS ground-state, and an appropriate adaptation to the LR method must be made to generalise its application.

## 2 Construction of a variational linear-response approach

The most problematic aspect of extending the LR approach to direct-minimisation codes lies in the calculation of the non-interacting response function $\chi_0$. Given that codes like these do not update the density and Hamiltonian iteratively\(^1\), but do so simultaneously throughout the calculation, it is inefficient and extraneous to calculate $\chi_0$ in the fashion described above. We are therefore motivated to seek a linear-response formalism for the Hubbard $U$ that is readily compatible with direct-minimisation DFT solvers, particularly for linear-scaling DFT+$U$ [101].

\(^1\) That is, within nested loops in which the density is optimised while the Hamiltonian is kept fixed, followed by the optimisation of the Hamiltonian where the density is fixed.
The principal challenge lies in the evaluation of the non-interacting response, the derivation of which we shall now outline.

2.1 The non-interacting response

If we perturb the subspace of a given system by an external potential \( \delta V_{\text{ext}}(\mathbf{r}) \), the resulting variation in the density is given, to first order, in terms of the response function \( \chi(\mathbf{r}, \mathbf{r}') \), such that

\[
\delta n(\mathbf{r}) = \int \chi(\mathbf{r}, \mathbf{r}') \delta V_{\text{ext}}(\mathbf{r}') \, d\mathbf{r}' \quad \text{where} \quad \chi(\mathbf{r}, \mathbf{r}') = \frac{\delta n(\mathbf{r})}{\delta V_{\text{ext}}(\mathbf{r}')}.
\]

(VI.7)

For the same perturbation, we can define a second response function \( \chi_{\text{KS}}(\mathbf{r}, \mathbf{r}') \) in terms of the change in the KS potential \( V_{\text{KS}}(\mathbf{r}) \)

\[
\delta n(\mathbf{r}) = \int \chi_{\text{KS}}(\mathbf{r}, \mathbf{r}') \delta V_{\text{KS}}(\mathbf{r}') \, d\mathbf{r}' \quad \text{where} \quad \chi_{\text{KS}}(\mathbf{r}, \mathbf{r}') = \frac{\delta n(\mathbf{r})}{\delta V_{\text{KS}}(\mathbf{r}')}.
\]

(VI.8)

Following the discussion in Chapter II, the change in KS potential may be conveniently expressed, to first order, as the sum of changes in its interacting constituents, namely the Hartree, XC, and the external potential \( \delta V_{\text{KS}} = \delta V_{\text{Hxc}} + \delta V_{\text{ext}} \). Moreover, any perturbation to the potential may be expressed in terms of the interaction kernel, given by

\[
F_{\text{Hxc}}(\mathbf{r}', \mathbf{r}'') = \frac{\delta V_{\text{Hxc}}(\mathbf{r}')}{\delta n(\mathbf{r}'')},
\]

such that

\[
\delta V_{\text{Hxc}}(\mathbf{r}') = \int F_{\text{Hxc}}(\mathbf{r}', \mathbf{r}'') \delta n(\mathbf{r}'') \, d\mathbf{r}''.
\]

(VI.9)

Combining Eqs. (VI.9) & (VI.8) then yields the variation in the density in terms of KS quantities

\[
\delta n(\mathbf{r}) = \int \chi_{\text{KS}}(\mathbf{r}, \mathbf{r}') \left[ \delta V_{\text{Hxc}}(\mathbf{r}') + \delta V_{\text{ext}}(\mathbf{r}') \right] \, d\mathbf{r}'
\]

(VI.10)

\[
= \int \int \chi_{\text{KS}}(\mathbf{r}, \mathbf{r}'') F_{\text{Hxc}}(\mathbf{r}'', \mathbf{r}') \delta n(\mathbf{r}'') \, d\mathbf{r}'' \, d\mathbf{r}' + \int \chi_{\text{KS}}(\mathbf{r}, \mathbf{r}') \delta V_{\text{ext}}(\mathbf{r}') \, d\mathbf{r}',
\]

where in the double integral we have relabeled the dummy variables \( \mathbf{r}' \to \mathbf{r}'' \) for later convenience. We can now equate this expression to Eq. (VI.8), where the variation in the density is given in terms of the interacting quantities, and substitute the same
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relation for $\delta n(r')$ in the double integral. We then remove the integral over $dr'$ and divide across by $\delta V_{\text{ext}}(r')$ for brevity, thereby giving

$$\chi(r, r') = \chi_{\text{KS}}(r, r') + \int \int \chi_{\text{KS}}(r, r'') F_{\text{Hxc}}(r'', r'') \chi(r'', r')\, dr'' \, dr''' \tag{VI.11}$$

which relates $\chi$, $\chi_{\text{KS}}$, and $F_{\text{Hxc}}$ by a Dyson-like equation where we identify the non-interacting response function as none other than the KS response

$$\chi_0(r, r) \equiv \frac{\delta n(r)}{\delta \rho_{\text{KS}}(r)}. \tag{VI.12}$$

This interpretation of $\chi_0$, in terms of the KS response to the perturbation, can now be readily computed in a variational procedure as easily as the interacting response $\chi$. Let us now proceed to constructing a definition of $U$ in accordance with the desired properties, which will require an appropriately projected interaction kernel.

2.2 Choice of projection for the interacting kernel

In this work, our definition of $U$ for a given subspace is derived from its original interpretation, given in Eq. (V.19), i.e., that of the net on-site Coulomb and XC interactions acting within it. More specifically, we seek terms coupling to the subspace density matrices in Eq. (V.25) up to order $(n^I_i)^2$, and therefore only consider an interacting kernel like $\hat{f}_{\text{int}} = \delta^2 E_{\text{int}}/\delta \hat{\rho}^2$, and not terms related to $\hat{g}_{\text{int}} = \delta^3 E_{\text{int}}/\delta \hat{\rho}^3$, or higher. Here, $E_{\text{int}}$ comprises the Hartree, XC, and any other electronic interaction terms.

Crucially, we require only the interactions that arise due to density variations within a subspace to contribute to $\hat{f}_{\text{int}}$, and so an appropriate projection must be chosen. Finally, our formulation of $U$ must comply with the convention of correcting the many-body SIE by subtracting the individual one-electron SIE of each eigenstate of the subspace density-matrix. It should therefore not scale extensively with the subspace eigenvalue count $\text{Tr}[\hat{P}]$ and must be appropriately averaged. In order to illustrate the above requirements, let us consider some candidate formulae for Hubbard $U$ parameters which do not meet them.
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Simple curvature from total derivatives of the energy

Immediately, we may rule out the formulation proposed by Pickett and co-workers [341], in which the $U$ parameter is calculated from the curvature of the total-energy with respect to total occupancy

$$ U = \frac{d^2 E}{dN^2} = -\frac{d\alpha}{dN} = -\chi \quad \text{where} \quad N = \text{Tr}[\hat{n}]. \quad (VI.13) $$

As discussed in Ref. [342], this term fails to account for the non-interacting contribution arising from hybridisation of charge and is thus an inappropriate starting point.

Consider instead the curvature of just the interaction energy

$$ U = \frac{d^2 E_{\text{int}}}{dN^2} \quad \text{where} \quad E_{\text{int}} = E_{\text{Hxc}} \equiv E_H + E_{\text{xc}}. \quad (VI.14) $$

However, the reasons for its non-suitability are quite subtle, which relate to the fact that the Hellman-Feynman theorem cannot be applied to $E_{\text{int}}$ alone. Therefore, the first total derivative of $E_{\text{int}}$ with respect to $N$ is given by

$$ \frac{dE_{\text{int}}}{dN} = \frac{\partial E_{\text{int}}}{\partial N} + \text{Tr} \left[ \frac{\delta E_{\text{int}}}{\delta \hat{\rho}} \frac{d\hat{\rho}}{dN} \right] = \text{Tr} \left[ \hat{V}_{\text{int}} \frac{d\hat{\rho}}{dN} \right], \quad (VI.15) $$

yielding a vanishing partial derivative (due to no explicit $N$-dependence in $E_{\text{int}}$), but also a term proportional to the interaction potential $\hat{V}_{\text{int}}$. This term is screened with respect to the bath, since $d\hat{\rho}/dN$ is coupled to the external potential $\hat{V}_{\text{ext}} = \alpha \hat{P}$. The second total derivative

$$ \frac{d^2 E_{\text{int}}}{dN^2} = \text{Tr} \left[ \frac{d\hat{V}_{\text{int}}}{dN} \frac{d\hat{\rho}}{dN} + \hat{V}_{\text{int}} \frac{d^2 \hat{\rho}}{dN^2} \right] \quad (VI.16) $$

incorporates screening again, and the resulting twice-screened objects have no physical interpretation and so this formulation is also omitted.

Curvature from functional derivatives of the energy

One may then suggest taking the curvature of the interaction kernel projected onto the subspace instead, which is denoted by

$$ U = \hat{P} \frac{\delta^2 E_{\text{int}}}{\delta \hat{n}^2} \hat{P} = \hat{P} \hat{f}_{\text{int}} \hat{P}. \quad (VI.17) $$

$^2U$ is used to distinguish incorrect formulae from the correct one, which are denoted $U$. 
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However, this interaction is now bare of potentially substantial screening of density-
matrix variations outside the subspace, and also makes an unsuitable starting point
for measuring of many-body SIE.

This problem is the opposite, in a sense, to that of $d^2E_{\text{int}}/dN^2$, from which one
may surmise the correct definition is an intermediate case, where screening effects
due to the complement of the subspace at hand should be incorporated, but only
once. In other words, we require that $U$ should be screened with respect to the
bath, yet remain bare within the subspace. This motivates us to work not from
the interacting energy, but from the interacting potential, i.e., to start from the
unscreened functional derivative of the interacting energy, and to then differentiate
that object by $N$.

**Total derivative of the unscreened potential**

Since the functional derivative is defined as a generalised partial derivative, the
interaction term in the KS potential

$$\hat{V}_{\text{int}} = \frac{\delta E_{\text{int}}}{\delta \hat{\rho}} \quad (VI.18)$$

is bare of screening, as is its subspace projection

$$\hat{P}\hat{V}_{\text{int}}\hat{P} = \hat{P} \left( \frac{\delta E_{\text{int}}}{\delta \hat{n}} \right) \hat{P}. \quad (VI.19)$$

The object is then described by the average total derivative of the interacting potential, given by

$$\mathcal{U} = \text{Tr} \left[ \hat{P} \frac{d\hat{V}_{\text{int}}}{d\hat{n}} \hat{P} \right] / \text{Tr} \left[ \hat{P} \right]^2, \quad (VI.20)$$

seems to fulfil many of the requirements of a valid Hubbard parameter, in that it is
once-screened, non-extensive and subspace-averaged.

In practice, however, the screened kernel $d\hat{V}_{\text{int}}/d\hat{n}$ is arduous to calculate, even in
orbital-free density-functional theory. More importantly, it includes screening effects
due to density-matrix fluctuations within the subspace, which makes it unsuitable
for quantifying the bare subspace interaction we intend to correct with DFT+$U$. 
This is easily remedied by instead taking the derivative with respect to the total occupancy $N$, and finally defining

$$U \equiv \frac{dV_{\text{int}}}{dN}, \quad \text{where} \quad V_{\text{int}} \equiv \frac{\text{Tr}[\hat{V}_{\text{int}} \hat{P}]}{\text{Tr}[\hat{P}]} \quad (VI.21)$$

as the conveniently calculated, non-extensive, subspace-averaged interaction potential. To illustrate this interpretation, it is instructive to represent $U$ in terms of approximations to the scalar \textit{subspace-screened} parallel and anti-parallel interactions, denoted $F^{\sigma\sigma}$ and $F^{\sigma\bar{\sigma}}$, respectively\(^3\). Let us expand Eq. (VI.21) in terms of the total derivatives over the spin-dependent densities

$$U \equiv \frac{dV_{\text{int}}}{dN} = \frac{1}{2} \left( \frac{dV_{\text{int}}^{\uparrow}}{dN} + \frac{dV_{\text{int}}^{\downarrow}}{dN} \right)$$

$$= \frac{1}{2} \left( \frac{dV_{\text{int}}^{\uparrow}}{dn^{\uparrow}} \frac{dn^{\uparrow}}{dN} + \frac{dV_{\text{int}}^{\uparrow}}{dn^{\downarrow}} \frac{dn^{\downarrow}}{dN} + \frac{dV_{\text{int}}^{\downarrow}}{dn^{\uparrow}} \frac{dn^{\uparrow}}{dN} + \frac{dV_{\text{int}}^{\downarrow}}{dn^{\downarrow}} \frac{dn^{\downarrow}}{dN} \right)$$

$$= \frac{1}{2} \left( F_{\text{int}}^{\uparrow\uparrow} \frac{dn^{\uparrow}}{dN} + F_{\text{int}}^{\uparrow\downarrow} \frac{dn^{\downarrow}}{dN} + F_{\text{int}}^{\downarrow\downarrow} \frac{dn^{\downarrow}}{dN} + F_{\text{int}}^{\downarrow\uparrow} \frac{dn^{\uparrow}}{dN} \right)$$

$$\Rightarrow F_{\text{Hsc}}^{P} = \frac{1}{4} \left( F_{\text{int}}^{\uparrow\uparrow} + F_{\text{int}}^{\uparrow\downarrow} + F_{\text{int}}^{\downarrow\downarrow} + F_{\text{int}}^{\downarrow\uparrow} \right). \quad (VI.22)$$

In the last line we have defined the interaction kernel $F_{\text{Hsc}}^{P}$ as the approximation to the screened, net, average electronic interaction acting within the subspace due to all spin interactions, using the expressions

$$n^{\uparrow} = \frac{1}{2} (N + M) \quad \text{and} \quad n^{\downarrow} = \frac{1}{2} (N - M) \quad \Rightarrow \quad \frac{dn^{\uparrow}}{dN} = \frac{dn^{\downarrow}}{dN} = \frac{1}{2}. \quad (VI.23)$$

Thus, $U$ may be similarly defined as the net, average electronic interaction acting within the subspace due to all spin interactions. Finally, since the uniform potential $\alpha$ used in the linear-response method induces no density-variations within the subspace to first-order except for the uniform shift, the screening within the subspaces is effectively suppressed, similar to the cRPA approach \([433–435]\).

In practice, the external potential is applied by a uniform shift of magnitude $\alpha$ to all electrons in the subspace, such that

$$dV_{\text{ext}} = \frac{\text{Tr}[d\hat{V}_{\text{ext}} \hat{P}]}{\text{Tr}[\hat{P}]} = \frac{\text{Tr}[d\alpha \hat{P} \hat{P}]}{\text{Tr}[\hat{P}]} = d\alpha. \quad (VI.24)$$

\(^3\)The distinction is made to avoid confusion with the subspace-bare interaction kernels denoted by $F^{\sigma\sigma'}(\mathbf{r}, \mathbf{r'}) = \delta V^{\sigma}(\mathbf{r})/\delta n^{\sigma'}(\mathbf{r'})$.  
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Therefore, for a single-site model incorporating a scalar $U$, Eq. (VI.21) may be derived using the Dyson equation in Eq. (VI.6) as follows

$$U \equiv \chi_0^{-1} - \chi^{-1} = \left(\frac{dN}{dV_{KS}}\right)^{-1} - \left(\frac{dN}{d\alpha}\right)^{-1} = \frac{dV_{Hxc}}{dN} = F_{Hxc}, \quad (VI.25)$$

using the interacting and non-interacting response functions

$$\chi = \frac{d\alpha}{dN} \quad \text{and} \quad \chi_0 = \frac{dV_{KS}}{dN} \quad \text{where} \quad V_{KS} = \frac{\text{Tr}[\hat{V}_{KS}\hat{P}]}{\text{Tr}[\hat{P}]}.$$  \quad (VI.26)

Hence, we have derived the relevant expression for the Hubbard $U$ to be determined from a variational procedure. Moreover, the Dyson equation above in Eq. (VI.25), may be readily extended to calculate long-range, inter-subspace parameters $V$ [441], and their corresponding Hubbard $U$ values, by constructing the matrix response functions $[341] \chi_{iJ}$ and $\chi_0^{iJ}$.

2.3 Comparing the SCF and variational linear-response methods

In this section, we shall digress for a moment to discuss the technical differences between the SCF LR method introduced in Ref. [342], and the variational adaptation just described.

Insofar as the LR method has been applied in both scenarios, the SCF [342] and variational methods are identical in terms of their applied external perturbation $\alpha$, the use of the Dyson equation, and issues surrounding DFT+$U$ population analysis choice and convergence. They are also equally convenient for use with SCF-type codes, however, the variational approach is much more convenient for use with direct-minimisation solvers. They are also perfectly identical in their calculation of the interacting response $\chi$, with the primary difference relating to the calculation of the non-interacting response $\chi_0$ (at least formally, but the mathematical differences are as yet unexplored).

In the SCF LR procedure, $\chi_0$ is calculated following the first step of the SCF cycle, which relies, by construction, upon a non-ground-state density for each given external parameter $\alpha$. An important consequence of this practice is that the SCF non-interacting response $\chi_0 = -dV_{ext}/dn_0$ is calculated from the total-derivative of
the external potential with respect to the non-converged density \( n_0 \), which does not correspond to the ground-state of the system. Consequently, the SCF Hubbard \( U \) is not a property that can be derived from the ground-state density as a function of the external potential, without reference to the eigensystem of the KS Hamiltonian. Thus, since the SCF Hubbard \( U \) cannot be regarded as a purely ground-state density-functional property, the total-energies computed from the DFT+\( U \) calculations are not necessarily so either. This has important consequences for the comparability of total-energies between various crystallographic or molecular structures with differing Hubbard \( U \) values, and the validity of thermodynamic calculations based on DFT+\( U \), which remains a challenging endeavour [399, 444–448].

Conversely, in the variational procedure above, both \( \chi \) and \( \chi_0 \), given in Eq. (VI.25), are calculated at the end of the minimisation procedure from the same set of constrained ground-state densities defined by \( \alpha \). As a result, \( \chi, \chi_0 \), and the corresponding \( U \) value are all derived from the ground-state density of the system. This is a promising first step towards implementing DFT+\( U \) with the calculation of thermodynamical properties and we will return to address this issue further in the next Chapter.

2.4 The subspace contribution to SIE: global vs local curvatures

A further point to address is the important distinction between the total many-body SIE of a system, and that stemming from a localised subspace. The former pertains to the addition or removal of electrons in a system, while the latter is measured as a result of redistribution of charge in a system, albeit with the caveat that the local subspace weakly interacts with the surrounding environment. In both cases, it relates to the deviation in piece-wise linear behaviour in total-energy, either with respect to total particle number, or subspace occupancy, respectively.

With the application of the DFT+\( U \) functional, the aim is to correct the former as much as possible by treatment of the latter on a per-electron basis, and is assumed to be precise in the atomic limit, based on the conservation of total particle number and dominance of local interactions. It is therefore most effective when the subspace, or local, SIE composes a large portion of the global SIE, adopting the terminology
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from Ref. [395].

Consider for a moment the local SIE arising from a strongly-correlated subspace, which may be computed from the integral of the interacting potential over the subspace occupancy up to its ground-state value \( N_0 \)

\[
E^{\text{SIE}}_{\text{local}} = \int_0^{N_0} dN' V_{\text{int}}(N').
\]  
(VI.27)

A change of variables allows us to compute this instead as the energy expended in depleting the subspace of charge from its ground-state

\[
E^{\text{SIE}}_{\text{local}} = -\int_0^\infty d\alpha V_{\text{int}}(N'(\alpha)) \frac{dN'}{d\alpha}
\]

\[
= \int_0^\infty d\alpha V_{\text{int}}(N'(\alpha)) \left( \frac{d^2 E_{\text{total}}}{dN'^2} \right)_{N'(\alpha)}^{-1},
\]  
(VI.28)

where in the last line we have used the relation in Eq. (VI.5), to connect the expression with the global curvature of the constrained total-energy \( E_{\text{total}} \).

The curvature of \( E^{\text{SIE}}_{\text{local}} \) in a single-site model, while not implemented in practice, is the term measured by \( U \)

\[
\frac{d^2 E^{\text{SIE}}_{\text{local}}}{dN'^2} = U
\]  
(VI.29)

and not, as we have discussed, the curvature of the total-energy

\[
\frac{d^2 E_{\text{total}}}{dN'^2} = -\chi^{-1}.
\]  
(VI.30)

It follows that the difference between these quantities returns the positive-definite non-interacting inverse response \( \chi_0^{-1} \)

\[
\frac{d^2 (E_{\text{total}} - E^{\text{SIE}}_{\text{local}})}{dN'^2} = -\chi^{-1} - U = -\chi_0^{-1} \geq 0
\]

\[
\Rightarrow \frac{d^2 E_{\text{total}}}{dN'^2} \geq \frac{d^2 E^{\text{SIE}}_{\text{local}}}{dN'^2}.
\]  
(VI.31)

Thus, the global energy curvature with respect to subspace occupancy, is shown to be at least as large as the local energy curvature, subject to particle number conservation. The above result is heuristically analogous to the comprehensive study by Kulik et al. in Ref. [395], in which it was rigorously proven that a \(+U\) correction, while intended to mitigate the local SIE, cannot, at the very least, increase the global SIE.
2.5 A One-electron Test Case: $H_2^+$

To illustrate the efficacy of the variational LR approach described above, let us consider its application in treating the SIE present in the binding energy of $H_2^+$. Calculations to determine the $U$ values were performed using the calculation parameters outlined in Chapters II & V. The external potential $\alpha$ was varied between $\pm 0.1$ eV in intervals of 0.05 eV and applied to one atom only, while the other acted as the electronic bath. The $U$ values were then computed according to Eq. (VI.21) for all bond-lengths, as shown in Fig. VI.1, and compared to the values required to correct the PBE total-energy $U_{\text{int}}$, which were estimated from the linear interpolation of the various PBE+$U$ binding energies presented in Fig. V.5 with the exact binding energy.

We see from Fig. VI.1 that the calculated $U$ parameters span a large range of values between -5 eV and 8 eV and broadly match the behaviour of $U_{\text{int}}$, particularly in the dissociation limit. For short bond-lengths, however, the comparison breaks down due to large subspace overlap, charge spillage and inappropriate population analysis. Remarkably, we also see that $U$ attains negative values for $r < 2 a_0$, which implies that the charge in this regime is over-localised according to the response functions.

Furthermore, the calculations to determine $U$ were found to remain highly linear across all bond-lengths for this particular system and methodology. A typical example of such a calculation, at a bond-length of $4 a_0$, is presented in the inset of Fig. VI.1, which shows a clear linear relationship between $V_{\text{int}}$ and $N$ with only 5 data points. The slope of the resulting linear fit $dV_{\text{int}}/dN$, corresponding to the variational LR formula for $U$, results in $U = 4.840 \pm 0.006$ eV, which is accompanied by very small fitting errors.

We then applied the calculated $U$ values to both atoms and, maintaining a symmetric charge density, we computed the PBE+$U$ binding curve shown in Fig. VI.2 below. Here, we see a marked improvement over the bare PBE curve, for which the DFT+$U$ functional resolves the total-energy to appreciable accuracy across all bond-lengths and provides qualitative agreement with the exact curve, thereby
Figure VI.1: Variational linear-response $U$ values calculated for dissociating $\text{H}_2^+$ compared to the $U_{\text{int}}$ values required to correct the PBE binding energy estimated from interpolating with the exact binding energy.

demonstrating that DFT+$U$ is an effective scheme for the treatment of one-electron SIE.

Crucially, the improvement continues into the dissociation limit, at which point the two $1s$ orbitals, used to define the Hubbard subspaces, overlap and spill charge minimally, such that the population analysis becomes ideal. Furthermore, the weakening inter-atomic interaction becomes increasingly ideal for the application of DFT+$U$ in this limit. This shows that our method for calculating $U$ values corresponds sufficiently with the necessary correction.

Our results show, therefore, that DFT+$U$, when supplied with the $U$ values calculated from variational linear-response, is capable of adequately correcting the total-energy SIE of a one-electron system under ideal population-analysis conditions, and is the first explicit confirmation of such to our knowledge. It is then clear that DFT+$U$ provides an efficient and effective correction to the SIE in the total-energy, as discussed in detail in Refs. [395, 396, 440]. In the following section, we shall apply our variational approach to more challenging, multi-electronic systems.
Figure VI.2: The calculated PBE+\(U\) binding curve of H\(_2^+\) (blue dashed) with \(U\) calculated from variational linear-response, compares well to the exact total-energy (red), and shows a remarkable improvement over the bare PBE curve (orange, dashed) in the dissociation limit.

3 APPLICATION TO MULTI-ELECTRONIC SYSTEMS

The treatment of SIE in dissociating H\(_2^+\) has so far served the important purpose of testing our variational method to ensure the intended behaviour and adequate treatment of one-electron SIE. We now wish to extend this methodology to consider multi-electronic systems and certify that the variational LR method is robust and applicable to ameliorating many-body SIE.

3.1 DISSOCIATING H\(_2\)

We shall first return to the H\(_2\) molecule, which is the simplest multi-electronic structure to consider, and demonstrate that DFT+\(U\) is unsuitable to correct the static-correlation error (SCE) characteristic of the system.

As we discussed in section 6, it may be possible to formulate a viable correction to the SCE exhibited in dissociating H\(_2\) if DFT+\(U\) is provided with the appropriate (negative) \(U\) values. To this end, and as a demonstration of the inapplicability of DFT+\(U\) in correcting SCE, we calculated the \(U\) parameters along the dissociating
curve, as with $H^+_2$, for $\alpha = \pm 0.05$ eV, and recalculated the total-energy with the DFT+$U$ functional, presented in Fig. VI.3.

From this plot it is very clear that the $U$ values act counter to the intended result, and that DFT+$U$ increases the error in the total-energy. The reason for this is because $U$ is a measure of SIE manifest in spurious positive curvature deviating from piece-wise linear behaviour, whereas SCE is exhibited by a negative curvature, deviating from piece-wise constancy with respect to total spin magnetisation. The calculated $U$ values are positive and therefore inapplicable to systems dominated by SCE in this regard, thereby illustrating that DFT+$U$ cannot be applied in an ad hoc manner. Let us now consider a molecule for which the error is dominated by SIE.

3.2 Molecular Ni(CO)$_4$

The following work was conducted in collaboration with Okan Karaca Orhan, Fiona McCarthy, Mark McGrath, and Thomas Wyse Jackson, whom we thank for their valuable contributions.

Let us now turn our attention to a transition metal complex nickel tetracarbonyl (Ni(CO)$_4$), which we selected based on its simple molecular structure centred around

![Figure VI.3: Binding curve of H$_2$ calculated with CI (red) and PBE (orange) and PBE+$U$ (blue). The $U$ values calculated with variational LR exacerbate the SCE for all bond-lengths, as expected, and are therefore an inappropriate remedy for SCE.](image-url)
a Ni atom with almost full 3d subshells [449]. This ensures the dominant error on the Ni atom is attributed to SIE rather than SCE [150, 299].

The relaxed geometry for Ni(CO)$_4$ was acquired from Ref. [450], and entails a tetragonal structure with equal bond angles of 109.48° between all Ni and C atoms, as shown in Fig. VI.4a. The Ni–C bond-length is 1.85 Å, while the C–O bond-length is slightly shorter at 1.15 Å.

Calculations were performed with a hard (2.10 a$_0$ cutoff) norm-conserving pseudopotential [76], an LDA was used for the XC functional, and open boundary conditions [358] were employed. The kinetic energy cutoff was 900 eV, 9 NGWFs were chosen for the Ni atom and 4 each for the C and O atoms with a cutoff radius of 16 a$_0$. The HOMO-LUMO gap in Ni(CO)$_4$, as measured by experiment [451], is 4.83 eV, while the gap determined from a PBE calculation with $U = 0$ is 3.87 eV, which is $\sim$ 1 eV below the experimental value.

To calculate $U$, in which the atomic positions are fixed, the potential shift $\alpha$ is chosen to be on the order of approximately 1 – 2% of the unperturbed interacting potential $V_{\text{int}}$. This ensures as broad a range of perturbations as possible are applied, while remaining in the linear-response regime. Here, $\alpha$ was varied between $\pm 0.1$ eV in intervals of 0.05 eV, from which we calculated $U = 10.8 \pm 0.1$ eV quite accurately, as shown below in Fig. VI.4b. Taken in isolation, this value seems excessively large, however, we argue that by perturbing the charge density in such a spatially confined molecule, it is unsurprising that the response is larger than usual. Indeed, the HOMO-LUMO gap with the +$U$ correction applied in this case yields a relatively modest increase to 4.56 eV, but it is much more agreeable with the experimental figure and is accurate to within 6%. Furthermore, under this correction, the occupancy of the Hubbard subspace only increased from 9.09 e to 9.31 e. The correct treatment of SIE in this simple molecule, using our variational method, is therefore an encouraging preliminary result.

### 3.3 Bulk NiO

We shall investigate our first bulk structure, nickel oxide (NiO), which is a particularly challenging system for approximate DFT and one that has been the subject
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(a) The tetragonal Ni(CO)$_4$ molecular structure. (b) The interacting response $V_{int}$ against subspace occupancy $N$, the slope of which gives $U = 10.8 \pm 0.1 \text{ eV}$.

of repeated testing for novel methods such as periodic unrestricted Hartree-Fock theory [452], the self-interaction corrected local density approximation [349], the GW approximation [453], LDA + DMFT [454] and first-principles methods for the original calculation of the Hubbard $U$ parameter via linear-response [341, 342]. It has a rock-salt crystal structure, as shown in Fig. VI.5a, with a lattice constant of 4.16 Å [149] and a Néel temperature of 523 K [455], below which it is an anti-ferromagnetic type-II insulator with alternating magnetic moments, ranging from 1.64 $\mu$B [456] to 1.9 $\mu$B [457], between adjacent Ni atoms, as measured by neutron diffraction.

DFT+$U$ has also been successfully employed with NiO [149, 338, 341, 342, 458] when supplied with a sufficient $U$ parameter.

The majority of studies to date have observed a band gap of $\sim 4 \text{ eV}$ arising from charge-transfer-type $p-d$ transitions [459, 460], however recent BIS spectral data [461], supported by calculations invoking GW quasiparticle [462, 463] and screened-exchange LDA [464], report a highly dispersive s-like state as low as 3 eV that accounts for very weak optical absorption [458, 465, 466].

Spin-polarised calculations of NiO were performed using a norm-conserving PBE pseudopotential with a PBE exchange-correlation functional, a sample input file
Subspace Occupancy $N$

Interacting Potential $V_{\text{int}}$ (eV)

Figure VI.5: (a) The NiO rock-salt crystal structure. (b) The interacting response $V_{\text{int}}$ against subspace occupancy $N$, the slope of which gives $U = 6.7 \pm 0.1$ eV.

is available in Appendix A. A plane-wave energy cutoff of 1170 eV was chosen with a $4 \times 4 \times 4$ supercell with Γ-point sampling, and an NGWF cutoff radius of 11 $a_0$ such that total-energy convergence was achieved to within $2 \times 10^{-6}$ Ha per atom. Values of $\alpha$ between $\pm 0.2$ eV in intervals of 0.1 eV were applied here, for which we calculated $U = 6.4 \pm 0.1$ eV, as shown in Fig. VI.5b. This is within reasonable range of the $U$ values used in other studies, which vary between 4.6 eV and 8 eV [337, 342, 458, 467, 468] The parameters and results of this study, as well as those from various other DFT+$U$ works, are summarised in Table VII.4 in Chapter VII along with the experimental data.

Unsurprisingly, the PBE calculation qualitatively underestimates both the local magnetic moment, measured here to be 1.37 $\mu_B$, and the band gap, which is 1.66 eV, in accordance with other studies [20]. Moreover, it incorrectly attributes the valence band edge states to nickel $3d$-orbitals, as indicated by the density of states (DOS) plot in Fig. VI.6. Given that the system is fully compensated, we inspect only the spin-up channel, for which we depict the contributions from Ni spin-up sub-lattice (green), Ni spin-down sub-lattice (blue), the O atoms (red), and finally the total spin-up DOS (black). We note that in this, and subsequent, DOS profiles the conduction states beyond a few eV are likely to be unreliable [87], which is due to the limited
resolution provided by the valence-optimised NGWFs for states beyond the valence band edge.

![DOS graph]

Figure VI.6: The species-resolved DOS for NiO with half-width Gaussian smearing of 0.1 eV and the zero-energy set to the Fermi level (eV) for unperturbed PBE. The DOS is plotted for the up-spin channel stemming from Ni spin-up atoms (green), Ni spin-down atoms (blue), O atoms (red), and total (black).

The DOS computed from applying $U = 6.7$ eV to all Ni atoms in the crystal is presented in Fig. VI.7, in which the band gap is increased to 3.04 eV. Here, the grey dashed line, labeled as the Hubbard DOS, describes the DOS stemming from the localised subspace, i.e., the localised Ni $3d$ states. The conduction band edge (shown in the inset) is assigned to a dispersive $s$-state, which is unaffected by the $+U$ correction, in line with experimental results [458, 465, 466]. This is evident from the lack of contribution of this state arising from the localised subspace, as indicated by the total Hubbard DOS. The sharp peak in the conduction states lies 4.44 eV above the Fermi level and likely relates to the experimentally observed band gap. The magnetic moment for this state is 1.62 $\mu$B and within reasonable range of the experimental values [456, 457].

Finally, the constituent states of the valence band from $-1.5$ eV up to the Fermi level are 25% Ni and 75% O, whereas the conduction band is composed of 90% Ni and 10% O up to 5 eV above the Fermi level. These figures corroborate experimental
observations [459, 460] that categorise NiO as a charge transfer type semi-conductor. We therefore conclude that our computed Hubbard $U$ value, from variational LR, is also applicable to extensive solids and yields sufficient agreement with experimental data.

Figure VI.7: The species-resolved density-of-states of NiO with half-width Gaussian smearing of 0.1 eV and the zero-energy set to the Fermi level (eV) for $U = 6.7$ eV. The lines depict the same as in Fig. VI.6, with the Hubbard total given in dashed grey. Inset illustrates the conduction band minimum is not attributed to the localised Hubbard states but a dispersive $s$-state, giving a band gap of 3.04 eV.

3.4 Bulk Cr$_2$O$_3$

Finally, we shall consider chromium(III) oxide (Cr$_2$O$_3$), or chromia, which is a Mott-Hubbard material when computed with DFT+$U$ but, until now, has not benefited from the calculation of the Hubbard $U$ from LR approach. The following work was conducted with Emma Norton and Karsten Fleischer, and provides a welcome opportunity to showcase the first novel application of our variational LR method.

The search for a viable $p$-type transparent semiconducting oxide (TCO) has seen growing interest in magnesium-doped chromia Mg:Cr$_2$O$_3$, which has demonstrated potential as such [469–472]. The host matrix, Cr$_2$O$_3$, possesses a corundum crystal structure with lattice constants $a = b = 4.96$ Å and $c = 13.60$ Å in the $R3c$ space
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group [473]. The Néel temperature is 307 K [474, 475], below which it is an antiferromagnetic insulator with alternating magnetic moments of 2.76 $\mu$B, determined via neutron diffraction [476], on each Cr atom along the $c$-axis.

The excitation mechanism in chromia is deemed to be between that of a charge-transfer and Mott-Hubbard type [311, 477] with an optical band gap of 3.0-3.4 eV [471, 476, 478–480]. However, several experiments [471, 478, 481, 482] have observed transition energies at 2.1 eV and 2.7 eV, but no computational study to date has successfully reproduced them, despite their being experimentally attributed to spin-allowed transitions [483].

Figure VI.8: (a) The Cr$_2$O$_3$ corundum crystal structure. (b) The interacting response $V_{\text{int}}$ against subspace occupancy $N$, the slope of which gives $U = 2.8 \pm 0.1$ eV.

Chromia has been the focus of many DFT+$U$ computational studies to date, the first of which was performed by Catti et al. [477] using unrestricted Hartree-Fock (UHF), in which they calculated an excessively large band gap of $\sim 15$ eV. Progress later came when Dobin and co-workers [484] performed LSDA calculations but found an underestimated band gap of 1.5 eV. The first attempt to address the poorly resolved electromagnetic behaviour came when Rohrbach et al [311, 485] invoked the DFT+$U$ functional of Dudarev and Liechtenstein [352] with $U = 5$ eV and $J = 1$ eV, determined via fitting to experimental data. Nevertheless, the band gap
and magnetic moment they calculated, 2.6 eV and 3.01 µB, respectively, were in much better agreement with experiment and have been widely used since [486, 486, 487].

Mosey and co-workers [487–490], were the first to calculate $U$ from ab initio methods and used UHF to calculate $U = 3.3$ eV and $J = 0.1$ eV, which they also implemented in Dudarev’s DFT+$U$ functional [352]. The band gap they resolved was 2.9 eV while the magnetic moment was 2.9 µB, which were in reasonable agreement with experiment.

Shortly thereafter, Shi et al. [491], in pursuit of resolving the magnetic properties, determined $U \approx 4$ eV, for a fixed $J = 0.58$ eV, from the full-potential linear augmented plane-wave (FLAPW) method described in Ref. [492]. They implemented the rotationally invariant DFT+$U$ functional [340, 342, 353] and computed a 2.88 eV band gap and 3.26 eV magnetic moment. In more recent years, $U$ and $J$ values have been determined via fitting to experimental data [393, 470, 493–496], for which a range of values have been derived. A summary of the parameters and results of this study, as well as those from other selected DFT+$U$ reports, and the experimental data are presented in Table VI.1 in Chapter VII.

For this study, spin-polarised calculations were performed using the projector-augmented wave (PAW) method and an LDA for the XC functional. A plane-wave energy cutoff of 1100 eV was chosen with a $3 \times 3 \times 2$ supercell, Γ-point sampling, and a NGWF cutoff radius of 12 $a_0$ such that total-energy convergence was achieved to within $2 \times 10^{-5}$ Ha per atom. Values of $\alpha$ between ±0.2 eV in intervals of 0.1 eV were again applied, for which we calculated $U = 2.8 \pm 0.1$ eV, as shown in Fig. VI.8b. To our knowledge, this is the first instance of the Hubbard $U$ calculated from LR (variational or otherwise) for this material.

We again plot the DOS for the spin-up sub-lattice and present the contributions from Cr spin-up atoms (green), Cr spin-down atoms (blue), O atoms (red), and the total spin-up DOS (black). As expected, the traditional LDA calculation underestimates the local magnetic moment, here calculated as 2.30 µB, and the band gap, which is 1.27 eV, in line with Ref. [484]. Fig. VI.9 demonstrates that the valence and conduction band edge states are heavily attributed to the Cr 3d-states.

The LDA+$U$ calculation on the other hand, provided with $U = 2.8$ eV on all Cr
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Figure VI.9: The species-resolved DOS of Cr₂O₃ calculated with LDA, with half-width Gaussian smearing of 0.1 eV and the zero-energy set to the Fermi level (eV). The lines depict Ni majority-spin (green), Ni minority-spin (blue), O (red), and total (black) atoms, returns a DOS depicted in Fig. VI.10, in which the band gap is increased to 2.10 eV, and a magnetic moment of 2.56 µB, which are both in excellent agreement with experimental observations [471, 476, 478, 481, 482]. Excitations are now expected to be governed by d – d like-spin transitions up to 2.8 eV above the Fermi level. The constituent states of the valence band from −1.5 eV up to the Fermi level are, on average, 70% Cr and 30% O, whereas the conduction band is composed of 80% Cr and 20% O up to 4 eV above the Fermi level, which confirms the Mott-Hubbard character [491].

Comparison to spectroscopic measurements

Our experimentalist colleagues, Emma Norton and Karsten Fleischer, obtained high resolution (0.58 eV) X-ray and ultraviolet photoelectron spectroscopy measurements, termed XPS and UPS respectively, which probe the valence DOS of bulk chromia. Furthermore, ultraviolet-visible spectroscopy (UV-Vis) data were provided, which measures the optical absorption according to the method described in Ref. [471]. In this section, we compare their measurements with computational data. A 0.29 eV
Figure VI.10: The species-resolved DOS of Cr$_2$O$_3$, calculated with LDA+$U$ = 2.8 eV with half-width Gaussian smearing of 0.1 eV and the zero-energy set to the Fermi level (eV). The lines depict the same as in Fig. VI.9, with the Hubbard total given in dashed grey.

Half-width Gaussian smearing was applied to all LDA+$U$ DOS given in Fig. VI.10, in order to provide a consistent comparison to the all experimental data.

Plotted in Fig. VI.11 are the Gaussian smeared total (solid red line) and Hubbard (blue solid line) DOS along with the XPS (dashed orange line) and UPS (dashed blue line) measurements. In order to assist in their comparison, we have normalised the DOS plots such that the integral over the binding energy $E$ returns the total number of electrons in the unit cell (432). From the graph it is clear that the total DOS reproduces very well the large peak in the XPS between -2.5 eV and 0 eV. Furthermore, between -8 eV and -2.5 eV, the total DOS qualitatively reproduces the behaviour in the UPS data. Meanwhile, the Hubbard DOS broadly follows the behaviour of the XPS across all energies, and accounts for approximately 50% of the total contribution.

To further aid this analysis, in Fig. VI.12, we present the species-resolved DOS in comparison to the XPS and UPS data. Here, we observe that the profile of the Cr up DOS (green solid line) contributes heavily to the sharp peak in the XPS data at $\approx$-2 eV. Moreover, the trend in the UPS data seems to be reliably matched by
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Figure VI.11: Comparison of XPS (orange, dashed) and UPS (blue, dashed) measurements of Cr$_2$O$_3$ against the total (red, solid) and Hubbard (blue, solid) DOS calculated with LDA+$U$. All data are normalised such that the integral under the curves equals the number of electrons in the unit cell. A Gaussian smearing of 0.29 eV has been applied to the DOS to ensure consistent comparison. The total DOS reproduces the peak in the XPS, and matches the broad trend in the UPS for lower binding energies very well. The Hubbard DOS, which is attributed to the localised states, contributes $\sim$50% towards the XPS data across all energies.

that of the O DOS (solid red line), from 0 eV, where there exists a small peak, to the large spectral feature present from -2 eV to -8 eV. The Cr down DOS (blue solid line), however, does not contribute appreciably to the total DOS.

Finally, in Fig. VI.13, we present the absorption spectrum truncated to 5 eV above the conduction band edge, which has been normalised such that the integral under the curve is equal to one. The absorption spectrum may be approximated from the joint DOS (assuming fixed optical matrix elements)

$$\alpha(\omega) \sim \int d\omega' \rho_v(\omega - \omega')\rho_c(\omega'),$$

and we plot the joint DOS evaluated from the summed convolution of the species-resolved valence and conduction DOS, given by $\rho_v(\omega)$ and $\rho_c(\omega)$, respectively. This has been similarly normalised to aid in the visual comparison.
Figure VI.12: Comparison of XPS (orange, dashed) and UPS (blue, dashed) measurements of Cr$_2$O$_3$ against the Cr up (green, solid), Cr down (blue solid), and O (red, solid) DOS calculated with LDA+$U$. All data are normalised and a Gaussian smearing of 0.29 eV has been applied to the DOS. The Cr up DOS contributes heavily to the sharp peak in the XPS data at high binding energies. The O DOS reproduces the broad trend in the UPS data at all energies. The Cr down DOS contributes very little.

Although the predictive capabilities of the calculated joint DOS is limited (see our above comment regarding conduction states) we nonetheless observe some similar features present in both profiles. For instance the onset of absorption coincides at $\approx 2$ eV, whereupon the peak values at 5 eV are of similar magnitude. Furthermore, the excitation present at $\approx 2.5$ eV corresponds to a similar feature in the joint DOS.

To produce a more reliable comparison between the joint DOS and UV-vis data, one could incorporate more NGWFs in the calculation to provide more conduction states, or optimise the energy with respect to the conduction states (with which it would be cumbersome to converge the total-energy), however, neither approach is guaranteed to significantly improve results.

Regardless, these combination of the present results provide further support for the validity of our variational LR method, as we have now reliably calculated both qualitative and quantitative electronic properties to reasonably precision, without
4. Calculating $J$ using the variational linear-response method

Let us now extend our variational approach to the calculation of the Hund’s exchange parameter $J$, which is utilised in Eq. (V.24) to penalise anti-parallel spins occupying the same site and thereby encourages magnetic ordering. While the full expression given in Eq. (V.24) is not frequently employed, it is common practice [391], dating back to the Dudarev model [149], to combine $U$ and $J$ to create an effective Coulomb repulsion between like-spins only $U_{\text{eff}} = U - J$ for use in Eq. (V.25).

Similar to $U$, the $J$ term has historically been determined by fitting [311], or calculated by cLDA [337], LAPW [491, 497, 498], linear muffin-tin orbitals (LMTO) [337], linear combination of atomic orbitals (LCAO) [499], or by configuration interaction (CI) [500, 501]. Computed $J$ values are typically $\approx 1$ eV in magnitude [337] and are often absorbed into $U$, or sometimes ignored altogether.

Himmetoglu and co-workers in Ref. [354] formulated an extension to the LR method.

Figure VI.13: Comparison of UV-Vis (dashed) measurements of Cr$_2$O$_3$ of the optical absorption against the joint DOS calculated with LDA+$U$. All data are normalised and a Gaussian smearing of 0.29 eV has been applied to the DOS.

invoking fitting of any kind.
approach outlined in section 1, in which \( J \) is calculated from the magnetic response functions and is related to the curvature of the energy with respect to magnetisation \( M = n^\uparrow - n^\downarrow \), given by

\[
J \sim \frac{\partial^2 E}{\partial M^2}.
\]  

(VI.33)

Let us outline the formulation required to calculate the \( J \) term from a variational approach in the same spirit as we did for \( U \) in section 2, by computing the total-energy curvature with respect to magnetisation. We start by defining a constrained energy parameterised by a target magnetisation \( M_I \), enforced by a set of Lagrange multipliers \( \{ \beta_I \} \), whereby

\[
E[\beta] = \min_{n(r)} \left\{ E[n(r)] + \sum_I \beta_I(n_I^\uparrow - n_I^\downarrow - M_I) \right\}.
\]  

(VI.34)

For a single site model, the difference between the spin up and spin down potentials in this system is then defined by the spin-splitting \( \beta_I \) as follows

\[
\hat{V}^\uparrow - \hat{V}^\downarrow = \delta E \delta \hat{\rho}^\uparrow - \delta E \delta \hat{\rho}^\downarrow = \hat{V}_{\text{ext}}^\uparrow - \hat{V}_{\text{ext}}^\downarrow = 2\beta \hat{P}
\]

\[
\Rightarrow \quad \beta = \frac{1}{2} \left( V_{\text{ext}}^\uparrow - V_{\text{ext}}^\downarrow \right),
\]  

(VI.35)

where \( \hat{P} \) is the usual projection operator and \( V_{\text{ext}}^\sigma \equiv \text{Tr} \left[ \hat{V}_{\text{ext}}^\sigma \hat{P} \right] \).

In keeping with the subspace-bare potential prescribed in section 2, we take the partial derivative of Eq. (VI.34) with respect to \( M \) which, according to the Hellman-Feyman theorem presented in Ref. [502], yields

\[
\frac{\partial E}{\partial M} = -\beta = -\frac{1}{2} \left( V_{\text{ext}}^\uparrow - V_{\text{ext}}^\downarrow \right).
\]  

(VI.36)

The total derivative of this expression follows to give the inverse of the bath-screen interacting on-site magnetic response \( \chi_M \)

\[
\frac{d}{dM} \left( \frac{\partial E}{\partial M} \right) = -\frac{d\beta}{dM} = -\chi_M^{-1} = -\frac{1}{2} \frac{d}{dM} \left( V_{\text{ext}}^\uparrow - V_{\text{ext}}^\downarrow \right)
\]  

(VI.37)

The non-interacting equivalent is then computed as before

\[
\chi_{M,0}^{-1} = \frac{1}{2} \frac{d}{dM} \left( V_{\text{KS}}^\uparrow - V_{\text{KS}}^\downarrow \right)
\]  

(VI.38)
such that we may define $J$ as the difference between interacting and non-interacting magnetic responses as before, giving the net, subspace-averaged exchange interaction

$$J = \chi_{M,0}^{-1} - \chi_M^{-1} = -\frac{1}{2} \frac{d(V_{\text{int}}^\uparrow - V_{\text{int}}^\downarrow)}{d(n^\uparrow - n^\downarrow)}. \quad \text{(VI.39)}$$

Moreover, we may expand the expression for $J$ in terms of the spin-dependent interactions, as we did for $U$, as follows

$$J = -\frac{1}{2} \left( \frac{dV_{\text{int}}^\uparrow}{dM} - \frac{dV_{\text{int}}^\downarrow}{dM} \right)$$

$$= -\frac{1}{2} \left( \frac{dV_{\text{int}}^\uparrow}{dn^\uparrow} \frac{dn^\uparrow}{dM} + \frac{dV_{\text{int}}^\downarrow}{dn^\downarrow} \frac{dn^\downarrow}{dM} - \frac{dV_{\text{int}}^\uparrow}{dn^\downarrow} \frac{dn^\uparrow}{dM} - \frac{dV_{\text{int}}^\downarrow}{dn^\uparrow} \frac{dn^\downarrow}{dM} \right)$$

$$= -\frac{1}{2} \left( F_{\text{int}}^{\uparrow\downarrow} \frac{dn^\uparrow}{dM} - F_{\text{int}}^{\downarrow\uparrow} \frac{dn^\downarrow}{dM} + F_{\text{int}}^{\downarrow\downarrow} \frac{dn^\downarrow}{dM} - F_{\text{int}}^{\uparrow\uparrow} \frac{dn^\uparrow}{dM} \right)$$

$$\Rightarrow F_J^P = -\frac{1}{4} \left( F_{\text{int}}^{\uparrow\uparrow} - F_{\text{int}}^{\downarrow\downarrow} + F_{\text{int}}^{\downarrow\uparrow} - F_{\text{int}}^{\uparrow\downarrow} \right). \quad \text{(VI.40)}$$

In the last line we have defined the interaction kernel $F_J^P$ as the average difference between subspace-screened parallel and anti-parallel spin interactions, using

$$n^\uparrow = \frac{1}{2} (N + M) \quad \text{and} \quad n^\downarrow = \frac{1}{2} (N - M) \quad \Rightarrow \quad \frac{dn^\uparrow}{dM} = -\frac{dn^\downarrow}{dM} = \frac{1}{2}. \quad \text{(VI.41)}$$

The connection between the definitions of $U$, presented in Eq. (VI.22), and $J$ now becomes clear, where the former is a measure of the average on-site interaction between all spins, and the latter is the average on-site difference between parallel and anti-parallel spin interactions. We also remind the reader that the DFT+$U$ functional, presented in Eq. (V.25), only explicitly affects like-spin interactions. Thus, the practice of incorporating $U - J$ now makes sense as a correction for the average like-spin interaction, as seen by the role of the DFT+$U$ functional in Eq. (V.25),

$$U^{II}_{\text{eff}} = U^{II} - J^{II} = \left( F_{\text{Hxc}}^{\uparrow\uparrow} - F_J^P \right)^I = \frac{1}{2} \left( F_{\text{int}}^{\uparrow\uparrow} + F_{\text{int}}^{\downarrow\downarrow} \right)^I. \quad \text{(VI.42)}$$

### 4.1 Correcting static correlation error in $H_2$

While SCE has not been directly treated by DFT+$J$, at least to our present knowledge, the association of $J$ with the curvature of the constrained energy with respect to
magnetisation in Eq. (VI.33), alludes to an intriguing prospect. If we consider Fig. V.8, we observe that the SCE is expressed by a deviation from piece-wise constancy [319] with respect to total spin magnetisation in the form of a spurious curvature. We therefore surmise that SCE may be effectively treated by an energy correction that vanishes at integer values of the spin-density and contributes a non-zero correction otherwise, which may be expressed in the form

$$E_J = \frac{1}{2} \sum_{I\sigma} J^I n^I (n^I - 1).$$  \hspace{1cm} (VI.43)

This expression is precisely the double-counting term present in Eq. (V.20) (up to a minus sign). It therefore begs the question if a DFT+$J$ functional can be used effectively to this end.

We applied the variational method to calculate $J$ in spin-polarised calculations of dissociating $H_2$, with the intention of treating the SCE. The resulting values were again calculated with excellent precision, within $10^{-3}$ eV, where it transpired that for short bond-lengths, an excessively high exchange term was computed, e.g, $J \approx 150$ eV at 1.0 $a_0$, due to the large responses induced by strongly overlapping 1s orbitals. These values quickly decayed with the internuclear separation, however, as the orbital overlap reduced and measured $J = 4.3$ eV at 2.8 $a_0$.

However, beyond the Coulson-Fischer point [503] at $\approx 3.2$ $a_0$, $J$ can not be computed since the magnetic potential, given by $V^\uparrow_{KS} - V^\downarrow_{KS}$, switches from a stable to an unstable equilibrium. This is illustrated below in Fig. VI.14 where we have computed the potential at 1 $a_0$, which clearly exhibits a stable equilibrium with respect to the magnetisation of a H atom. Meanwhile, the system is clearly unstable at 4.8 $a_0$. Hence, any magnetic perturbation that is applied beyond $\approx 3.2$ $a_0$ immediately causes the system to fully polarise, wherein we depart from the linear-response regime, thereby making a calculation of $J$ infeasible with this method.

To effectively calculate $J$ for larger bond-lengths, and toward the dissociation limit, it will be necessary to supplement the system with an external potential to impose a stable equilibrium and mitigate this tendency to polarise. The potential we will require to do this is none other than the second term in Eq. (V.24), or just Eq. (V.36), in conjunction with a negative $J$. Crucially, this additional potential can
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Figure VI.14: The stable and unstable magnetic potentials for H$_2$ at (a) 1 a$_0$ and (b) 4.8 a$_0$ bond-length illustrating the transition from a stable to an unstable equilibrium beyond the Coulson-Fischer point.

penalise the polarisation and therefore increase the slope of the magnetic potential with respect to magnetisation to ensure a stable equilibrium once more.

This proposed strategy likens to that of the incipient practice of calculating self-consistent Hubbard $U$ parameters [396, 441, 504, 505], which has aided in providing an improved description of many systems. This method entails computing $U_{out}$ values in a system for incremental values of an applied $U_{in}$ until some pre-defined self-consistency condition has been met. The self-consistency procedure will therefore feature prominently in our attempt to effectively calculate the $J$ parameter in dissociating H$_2$, and will be a central aspect of the following Chapter.

4.2 Calculating $J$ for NiO and Cr$_2$O$_3$

For now, let us revisit NiO and Cr$_2$O$_3$ and calculate the $J$ term for these systems. At the start of this section, we outlined how to calculate $J$ via magnetic perturbations of the form $\hat{V}_{ext}^{I\sigma} = \pm \beta \hat{P}^{I\sigma}$. However, for spin-polarised systems, we may also calculate $J$ from the magnetic perturbations induced from the uniform perturbation $\hat{V}_{ext}^{I} = \alpha \hat{P}^{I}$, since nowhere in Eq. (VI.39) does $\beta$ feature explicitly. In other words, while the uniform external potential will not yield the lowest-energy states consistent with a
given non-trivial magnetisation [502], the magnetisation induced can nonetheless be used as a proxy. This convenient workaround to evaluate $J$, from the same set of calculations we previously performed to determine $U$, approximates the result of the variational linear-response calculations we would otherwise have to perform.

**NiO DFT+$U+J$ results**

Using the same set of calculations from the previous section, we determined $J = 0.84 \pm 0.01$ eV and applied it in conjunction with $U = 6.7$ eV in the full DFT+$U+J$ functional in Eq. (V.24). In comparison to the previous DFT+$U$ calculation, the resulting band gap reduced slightly to 2.95 eV, while the magnetisation increased to 1.66 $\mu$B. We again refer the reader to the summary of results presented in Table VII.4.

In Fig. VI.15 we present the resulting DOS, where the combined $U+J$ treatment has increased the contribution of Hubbard states in the valence bands between -4 eV and -1.75 eV, which now feature as much as the O states. Moreover, there seems to be no qualitative difference in the conduction bands, however they have migrated upwards in energy, where the peak now lies at 4.87 eV above the Fermi energy. The profile of the dispersive $s$-states, meanwhile, seems relatively unaffected.

**Cr$_2$O$_3$ DFT+$U+J$ results**

Similarly, we calculated $J = 0.435 \pm 0.004$ eV and applied it with $U = 2.8$ eV from the same calculations in the DFT+$U+J$ functional. Here the band gap is 2.06 eV and the magnetic moment is 2.59 $\mu$B which only provides a marginal improvement in the latter compared to the DFT+$U$ results presented in Fig. VI.10.

We therefore conclude that the $J$-term computed in this alternative fashion, when implemented in the DFT+$U+J$ functional, does not produce any new qualitative features. In fact, the band gaps, magnetic moments and DOS profiles remained largely comparable between the different regimes. But without the relevant and experimental data, or the explicit evaluation of $J$ from magnetic perturbations, it is difficult to precisely ascertain the difference. However, given that $J$ is essentially free to compute from the $U$ calculations, we maintain that there is still an advantage to
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Figure VI.15: The species-resolved density-of-states of NiO for $U=6.7$ eV and $J=0.84$ eV. The lines depict the same as in Fig. VI.7. The $J$ term has marginally decreased the band gap, and increased the magnetisation. The conduction bands, along with deep valence states, have migrated upwards in energy, where the peak now occurs at 4.87 eV, while the dispersive $s$-state remains unaffected.

Figure VI.16: As in Fig. VI.10. The species-resolved DOS of Cr$_2$O$_3$, calculated with LDA+$U = 2.8 + J = 0.44$. There exists little discernible difference between these two regimes.
be gained from computing it, such as the knowledge of its approximate magnitude.

Finally, in Table VI.1, we present a summary of the results for $\text{Cr}_2\text{O}_3$ obtained in this and other studies, in comparison to experimental data.
5. Conclusion

In this Chapter, we developed a modification to the linear-response method for calculating the Hubbard $U$ and Hund’s $J$ parameters from a variational approach, such that it is equally applicable in direct-minimisation and SCF codes alike. We outlined the technical similarities and stated the key differences between the two methods, which amounted to the evaluation of the non-interacting response function from the ground-state density. The variational framework thus enables DFT+$U$ to be placed on a first-principles footing within the context of direct-minimisation DFT solvers. This prospect has important consequences for the calculation of DFT+$U$ total-energy differences featured in high-throughput calculations [506–510], phase diagrams [444, 447, 511], heterogeneous catalysis [512], thermodynamical properties [394, 399, 444–448, 513–515], and spin-triplet splittings [516–518].

We tested our method extensively on dissociating $\text{H}_2^+$ and successfully corrected the total-energy curve to remarkable accuracy, thereby demonstrating for the first time that DFT+$U$ is capable of correcting one-electron SIE under ideal conditions. We proceeded to calculate highly accurate $U$ values for multi-electronic systems, Ni(CO)$_4$, NiO, and Cr$_2$O$_3$, with which we achieved broad agreement with experimental

<table>
<thead>
<tr>
<th>Calculation</th>
<th>$U$ (eV)</th>
<th>$J$ (eV)</th>
<th>$E_g$ (eV)</th>
<th>$m$ ($\mu$B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>-</td>
<td>-</td>
<td>2.1$^{[471]}$</td>
<td>2.76$^{[476]}$</td>
</tr>
<tr>
<td>Refs. [311, 485, 486, 486, 487]</td>
<td>5.0</td>
<td>1.0</td>
<td>2.6</td>
<td>3.01</td>
</tr>
<tr>
<td>Ref. [487–490]</td>
<td>3.3</td>
<td>0.1</td>
<td>2.9</td>
<td>2.9</td>
</tr>
<tr>
<td>Ref. [342]</td>
<td>4.0</td>
<td>0.58</td>
<td>2.88</td>
<td>3.26</td>
</tr>
<tr>
<td>LDA</td>
<td>0.0</td>
<td>0.0</td>
<td>1.27</td>
<td>2.30</td>
</tr>
<tr>
<td>LDA+$U$</td>
<td>2.8</td>
<td>0.0</td>
<td>2.10</td>
<td>2.56</td>
</tr>
<tr>
<td>LDA+$U+J$</td>
<td>2.8</td>
<td>0.44</td>
<td>2.06</td>
<td>2.59</td>
</tr>
</tbody>
</table>

Table VI.1: Summary of experimental and computational results of Cr$_2$O$_3$, including band gap $E_g$ (eV) and magnetic moment $m$ ($\mu$B), and the $U$ (eV), $J$ (eV), where applicable.
measurements of the HOMO-LUMO and optical gaps, magnetic moments, and DOS profiles. For both NiO, and Cr$_2$O$_3$, we also successfully calculated a $J$ term from the same set of calculations that produced a marginal difference. Finally, we compared our numerical results for Cr$_2$O$_3$, with high-resolution XPS, UPS and absorption measurements obtained from experimental colleagues, for which our calculations successfully reproduced the qualitative features.

The successful employment of our variational method in testing conventional and novel structures therefore demonstrates that it is versatile, robust and effective. It enables the reliable reproduction of both quantitative and qualitative features in solids and molecules that systemically suffer from many-body SIE.

However, we illustrated with dissociating H$_2$ that DFT+$U$ is an inappropriate correction scheme for systems dominated by SCE. We postulated, however, that a correction of the form presented by DFT+$J$ may be an adequate remedy. Unfortunately, this hypothesis could not be confirmed, since stable magnetic perturbations were intractable beyond the Coulson-Fischer point. We proposed a possible solution to this problem that consists of supplementing the subspace orbitals with a $J_{in}$ correction in order to calculate a $J_{out}$. This goal, and the pursuit of a self-contained mechanism for performing thermodynamics within the DFT+$U$ framework, provides the motivation for the development of a self-consistency scheme, presented in the next Chapter.
5. Conclusion
VII

CALCULATION OF SELF-CONSISTENT HUBBARD PARAMETERS

In the previous Chapter, we outlined the construction of a variational linear-response (LR) approach to calculate the Hubbard $U$ and Hund's $J$ parameters in linear-scaling DFT, with the added advantage that these quantities are computed as strict ground-state properties. To progress, it is our intention to now address the open question of the rigorous comparability of DFT+$U$ total-energies that are generated by calculations with different $U$ values, which ordinarily represent external parameters with the same status as ionic positions. This question is of considerable contemporary relevance, as demonstrated by recent progress in calculating thermodynamic quantities [394, 399, 444–448, 513–515], in high-throughput materials informatics [506–510], catalysis [512, 519–522], and in the study of ion-migration in battery materials [410, 422, 423, 523–528] by means of DFT+$U$.

Currently, the calculation of $U$ as an external, albeit ground-state, parameter of the system does not uniquely determine a ground-state density and therefore prohibits the comparability of the resulting DFT+$U$ total-energies. If the $U$ parameter is instead calculated as an implicit functional of the ground-state density $E[n(r), U[n(r)]] \equiv E[n(r)]$, which can be uniquely defined, then DFT+$U$ as a whole becomes a fully self-contained, variational first-principles method. Only under the latter condition could we expect the fully rigorous direct comparability of the total-energies, and their derived thermodynamic observables, calculated from different DFT+$U$ calculations with different system-specific $U$ parameters. As a result, any external parameters, such as ionic positions, may then be varied simultaneously with their corresponding first-principles $U$ values.

In this Chapter, we argue that the self-consistent calculation of the $U$ and $J$ parameters as properties of the respective DFT+$U$ and DFT+$J$ ground-states may
be a solution toward this goal. Calculating Hubbard $U$ parameters self-consistently in this fashion is a recent and rather esoteric practice, however its application bears significant theoretical and conceptual consequences in this context. Hence, we shall first give a brief outline of its operation.

In Ref [396], Kulik et al. first outlined the scheme for the self-consistent calculation of Hubbard $U$ parameters that was later adopted by other works [441, 504, 505]. The motivation for this approach arose from the observation that, for certain systems, the nature of the electronic states (and response properties) in the DFT+$U$ ground-state differed qualitatively from those of the DFT ground-state [149, 354, 524], i.e., insulating vs metallic, thereby requiring a $U$ that is consistently with the state in which it is applied.

In self-consistency schemes generally, incremental values of $U_{\text{in}}$ are applied to the subspace at hand, with varying ground-state orbitals and densities as a result, and a new first-principles $U_{\text{out}}$ is computed for each $U_{\text{in}}$. The numerical relationship $U_{\text{out}}(U_{\text{in}})$ is then used to select the self-consistent $U$, using a pre-defined criterion. Its conceptual implications aside, a self-consistent $U$ has been shown to provide improvements in transition-metal chemistry [354, 440, 443, 529–534], biological systems [415], photovoltaics [535–537], and high-density energy storage [410].

While many practitioners have used the original, linear-extrapolation type $U_{\text{scf}}$ in their studies [415, 440, 529, 531–538], others have used the equality between $U_{\text{in}}$ and $U_{\text{out}}$ as an alternative self-consistency condition [354, 410, 415, 441, 443, 539, 540]. The majority of published first-principles $U$ calculations involve no self-consistency over the parameter at all, however, and there may even be a case to be made that none is ordinarily warranted. While approaching this concept from a different motivation and perspective, we find the resolution of this ambiguity, in itself, an intriguing open challenge in abstract DFT. In particular, it demands investigation in the present context of the variational linear-response $U$ since, ideally, the optimal scheme to match that method should be established from the outset.

In this Chapter, we shall demonstrate that our variational approach provides a convenient framework in which to analyse a number of different self-consistency criteria that have been proposed, and address this partially-unresolved question. We
will again utilise $H_2^+$ as a model system, as we have repeatedly done so far, as it will allow us to study and draw firm conclusions regarding the numerous plausible, yet different, strategies currently in use for defining self-consistency over the Hubbard $U$.

For the particular case of the variational LR Coulomb parameters at least, we identify a well-defined best choice of self-consistency criterion supported by numerical results. We will then extend this methodology to the treatment of multi-electronic systems, which, in the process, will necessitate the inclusion of a self-consistent $J$. We will then test a variety of possible multi-electronic self-consistency schemes with NiO, incorporating both $U$ and $J$. As a final demonstration, we will use the self-consistent $J$, which is itself a relatively unexplored concept [540], as a means to correct the static-correlation error (SCE) beyond the Coulson-Fischer point in dissociating $H_2$.

1 A note on the direct comparison of DFT+$U$ total-energies

Before we commence our analysis of parameter self-consistency, we would like to outline our argument in favour of adopting this approach for the purposes of comparing the ground-state total-energies of DFT+$U$ calculations.

The variational LR definition $U = dv_{int}/dN$, so-called as it is based on the variational response of the ground-state density, demands that the subspace-averaged non-interacting response $\chi_0 = dN/dv_{KS}$ is calculated using the same set of ground-state densities as that used for calculating the interacting response $\chi = dN/d\alpha$, which are parameterised by the external perturbation strength $\alpha$. If we take the limit of small perturbations around the unperturbed KS ground-state density matrix $\hat{\rho}_0$, we may write

$$U_{out} = \chi_0^{-1} - \chi^{-1} = \left. \frac{dv_{KS} [\hat{\rho}]}{dN [\hat{\rho}] } \right|_{\hat{\rho}_0} - \left. \frac{dv_{ext} [\hat{\rho}]}{dN [\hat{\rho}] } \right|_{\hat{\rho}_0}. \quad (VII.1)$$

From this, it is clear that $U_{out} [\hat{\rho}_0]$ is a ground-state density-functional, albeit not one of an explicit algebraic form. This illustrates why the comparability of DFT+$U$ total-energies, using a $U$ determined from the unperturbed density, breaks down.

If we instead perform a variational LR calculation for a given $U_{in}$, it follows that the resulting $U_{out}$ may be thought of as a functional of the ground-state density pa-
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rameterised by $U_{in}$ such that $U_{out} \equiv U_{out} [\hat{\rho}(U_{in})]$. If we can then uniquely determine a particular $U_{in}'$, by applying a self-consistency criterion, we will thereby uniquely determine the self-consistent ground-state DFT+$U$ density-matrix (up to unitary transformations) $\hat{\rho}_{\text{DFT}+U}(U_{in}')$. The same then can also be said for its derived properties, such as the total-energy, in terms of the remaining parameters, i.e., the ionic positions. In this respect, the DFT+$U$ ground-state energy is thus a functional of the DFT+$U$ ground-state density alone. The comparability then of total-energies between various crystallographic or molecular structures with differing self-consistent Hubbard $U$ values directly follows, as does the validity of thermodynamic calculations based on DFT+$U$.

In this way, given the underlying explicit algebraic XC functional, such as PBE, together with the choice of a set of subspaces to target for SIE correction, DFT+$U$ is elevated to the status of a self-contained orbital-dependent density-functional in its own right, which incorporates the Hubbard $U$ as a non-algebraic but readily computable auxiliary ground-state variable. The task at hand is then to apply the correct self-consistency scheme to all relevant systems to facilitate their direct comparison.

2 A self-consistent $U$ in a one-electron model

In order to compute a variational linear-response $U_{out}$ for a single subspace already subject to a DFT+$U$ term of strength $U_{in}$, the subspace-averaged interaction potential $V_{\text{int}}$ must incorporate the spin-dependent DFT+$U$ potential $\hat{V}_{U}^{\sigma}$ as well as the usual Hartree and exchange-correlation (XC) terms $\hat{V}_{\text{Hxc}}$. Furthermore, as described in Chapter VI, each component of the interaction potential $V_{\text{int}}$ must be appropriately averaged. For the Hartree and XC potential, we saw that the appropriate average is simply

$$V_{\text{Hxc}} = \text{Tr}[\hat{V}_{\text{Hxc}} \hat{P}] / \text{Tr}[\hat{P}], \quad \text{(VII.2)}$$

where the operator $\hat{V}_{\text{Hxc}}$ may approximately scale with $N^{\sigma}$ but the averaging scheme does not. However, unlike $\hat{V}_{\text{Hxc}} \equiv \hat{V}_{\text{Hxc}}[n^+, n^\downarrow]$, which acts on one state but is generated by all occupied states, the DFT+$U$ potential, given by

$$\hat{V}_{U}^{\sigma} = \frac{U_{in}}{2} (\hat{1} - 2\hat{n}^{\sigma}) \quad \text{(VII.3)}$$

140
is intrinsically both specific and due to each subspace occupancy matrix eigenvector individually. Thus, we find that the simple trace

\[ V_{U_{\text{in}}}^\sigma = \text{Tr}[\hat{V}_{U_{\text{in}}}^\sigma] = \frac{U_{\text{in}}}{2} (\text{Tr}[\hat{P}] - 2N^\sigma) \]  

(VII.4)
is that which scales appropriately with \( N^\sigma \) (or equivalently \( N \)). Put another way, \( V_{U_{\text{in}}}^\sigma \) is the average DFT+\( U \) potential acting on a subspace eigenvector, since there are \( \text{Tr}[\hat{P}] \) copies of that eigenvector, and is therefore scalable along with \( V_{\text{Hxc}} \).

To first treat the test case of a one-electron system, it naturally follows that the interacting and Hubbard potentials depend on one spin channel only, such that \( N = N^\sigma \) and \( V_{U_{\text{in}}} = U_{\text{in}} (\text{Tr}[\hat{P}] - 2N)/2 \). Then, starting from Eq. (VI.21), the single-site variational LR Hubbard \( U_{\text{out}} \), in the presence of a non-zero \( U_{\text{in}} \), may be written as

\[ U_{\text{out}} = \frac{dV_{\text{int}}}{dN} = \frac{dV_{\text{Hxc}} + dV_{U_{\text{in}}}}{dN} = \frac{dV_{\text{Hxc}}}{dN} - U_{\text{in}} = F_{\text{Hxc}}^p(U_{\text{in}}) - U_{\text{in}}, \]

where \[ F_{\text{Hxc}}^p(U_{\text{in}}) \equiv dV_{\text{Hxc}}/dN. \]  

(VII.5)

Here, the subspace-bare, bath-screened and subspace-averaged Hxc interaction \( F_{\text{Hxc}}^p(U_{\text{in}}) \equiv F_{\text{int}}^\sigma \) is calculated at the fully-relaxed DFT+\( U_{\text{in}} \) ground-state and specifically due, in this example, to like-spin interactions only.

From Eq. VII.5 we may now readily identify three unique self-consistency criteria. The first is a very plausible self-consistency criterion, first proposed in Ref. [441] and later utilised in Refs. [354, 410], which requires that

\[ U_{\text{out}} = U_{\text{in}} \quad \text{giving} \quad U^{(1)} = F_{\text{Hxc}}^p(U_{\text{in}})/2. \]  

(VII.6)

This \( U_{\text{in}} \), denoted here as \( U^{(1)} \), appears to account for, or cancel away, precisely one-half of the subspace SIE that remains at that DFT+\( U_{\text{in}} \) and is represented by the triangle in Fig. VII.1. The second criterion, denoted by \( U^{(2)} \), dictates that

\[ U_{\text{out}} = 0 \quad \text{giving} \quad U^{(2)} = F_{\text{Hxc}}^p(U_{\text{in}}), \]  

(VII.7)

and implies that \( U_{\text{in}} \) fully cancels the subspace-related SIE computed at the same DFT+\( U_{\text{in}} \) ground-state. This is indicated by the diamond in Fig. VII.1.
Finally, the third condition, denoted by $U^{(3)} \equiv U_{\text{out}}(0)$ is one that matches the original self-consistency scheme [396] where it is denoted $U_{\text{scf}}$, albeit with a different underling linear-response procedure. Here, the linear-extrapolation of $U_{\text{out}}(U_{\text{in}})$ (for sufficiently large $U_{\text{in}}$ to obtain a good fit) is taken back to $U_{\text{in}} = 0$ eV, as shown in Fig. VII.1 by the circle.

Figure VII.1: An illustration of a typical $U_{\text{in}}$ vs $U_{\text{out}}$ profile for $H_2^+$, indicating each of the self-consistent criteria: $U^{(1)}$ (triangle), $U^{(2)}$ (diamond), and $U^{(1)}$ (circle). We find a highly-linear profile across all bond-lengths for this system and LR methodology.

For our present purposes, it is reasonable to assume that a DFT+$U$ corrected electronic structure has been well-obtained at $U^{(2)}$, and thus performing the linear extrapolation for $U^{(3)}$ around $U^{(2)}$, we find that

$$U^{(3)} \equiv U^{(2)} \left( 1 - \left. \frac{dF_{\text{Hxc}}^p}{dU_{\text{in}}} \right|_{U^{(2)}} \right). \quad \text{(VII.8)}$$

From this, a clear interpretation of $U^{(3)}$ as screened version of $U^{(2)}$ emerges, in the sense that, instead of an externally applied potential being attenuated by relaxation of the electronic structure, it is the externally applied interaction correction which is attenuated.

A normal dielectric screening operator measures the rate of change of the potential with respect to an external perturbation, taking the form

$$\hat{\epsilon}^{-1} = \frac{d\hat{v}_{\text{KS}}}{d\hat{v}_{\text{ext}}} = \hat{1} + \hat{f}_{\text{Hxc}} \hat{\chi}. \quad \text{(VII.9)}$$
A generalised screening function here instead measures the rate of reduction in the subspace-averaged SIE with respect to $U_{\text{in}}$, and is given by

$$
\epsilon_{U}^{-1} = -\frac{dU_{\text{out}}}{dU_{\text{in}}} = 1 - \frac{dF_{\text{Hxc}}^{U}}{dU_{\text{in}}}
$$

(VII.10)

Therefore, while we might expect a DFT+$U$ correction with parameter $U^{(2)}$ to cancel the subspace-averaged SIE, including all self-consistent response effects in the electronic structure, when we have done so we have in fact removed an SIE (with respect to DFT) of magnitude $U^{(3)} = \epsilon_{U}^{-1}U^{(2)}$, which is typically smaller in magnitude than $U^{(2)}$. In other words, there is a numerically relevant distinction between the external ‘bare’ $U_{\text{in}}$ that we apply using DFT+$U$, and the ‘screened’ SIE quantifier $U_{\text{out}}$ that we then measure.

Moreover, we find the SIE measure $U^{(3)}$, calculated around the $U^{(2)}$ ground-state, of particular interest. For example, it may find use in quantifying the change in SIE in a subspace in response to an external parameter such as atomic position, or in comparing the SIE of an atom in two different charge states. We also expect $U^{(3)}$ to be suitable as an input Hubbard $U$ parameter for non-self-consistent protocols such as in a post-processing DFT+$U_1$+$U_2$ procedure, or DFT+$U$ band-structure correction based on the DFT density, or a DFT + dynamical mean-field theory (DMFT) calculation with no density self-consistency. The central message is that $U^{(3)}$ linearly accounts for the resistance to SIE reduction that would be met were density self-consistency in response to $U$ allowed.

On the basis of the above analysis, however, we surmise that the criterion presented by $U^{(2)}$ represents the appropriate self-consistency scheme for the variational linear-response method, wherever the standard self-consistent response of the density occurs upon application of DFT+$U$. Furthermore, the value of $U^{(2)}$ may be efficiently obtained, for example via the bisection method. The three self-consistency conditions discussed heretofore are summarised graphically in Fig. VII.1 above, and Table VII.1.

2.1 Which self-consistency scheme?: revisiting $H_2^+$

In order to assess each of the self-consistency conditions outlined in Table VII.1, and select the appropriate scheme we applied them to dissociating $H_2^+$. For each bond-
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<table>
<thead>
<tr>
<th>Notation</th>
<th>Condition</th>
<th>Formula derived from Eq. VII.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U^{(1)}$</td>
<td>$U_{\text{out}} = U_{\text{in}}$</td>
<td>$U_{\text{in}} = F_{\text{Hxc}}^P(U_{\text{in}})/2$</td>
</tr>
<tr>
<td>$U^{(2)}$</td>
<td>$U_{\text{out}} = 0$</td>
<td>$U_{\text{in}} = F_{\text{Hxc}}^P(U_{\text{in}})$</td>
</tr>
<tr>
<td>$U^{(3)}$</td>
<td>$U_{\text{out}}(0)$</td>
<td>$U_{\text{out}}(0) = U^{(2)}(1 - dF_{\text{Hxc}}^P/dU_{\text{in}}</td>
</tr>
</tbody>
</table>

Table VII.1: Summary of three first-principles Hubbard $U$ self-consistency criteria derived from Eq. VII.5.

length, a $U_{\text{in}}$ versus $U_{\text{out}}$ profile was calculated according to Eq. VII.5, an example of which is illustrated by Fig VII.1, with due care to error accumulation. These profiles were found to remain highly linear across all bond-lengths for this particular system and LR methodology, and we note that the slope remained greater than $-1$ throughout, signifying $dF_{\text{Hxc}}^P/dU_{\text{in}} > 0$ and a ‘resistance’ to SIE reduction, for all but the shortest bond-lengths ($\lesssim 1.3\ a_0$) strongly affected by subspace double-counting.

The linear fit to $U_{\text{out}}(U_{\text{in}})$ was then used to evaluate $U^{(1)}$, $U^{(2)}$, $U^{(3)}$, according to Table VII.1, and their values are depicted by dashed, dotted and dot-dashed lines, respectively, in Fig. VII.2. For each bond-length, we also estimated, by interpolation, the $U_{\text{int}}$ (solid line) required to recover the exact total-energy.

The $U^{(2)}$ and $U^{(3)}$ schemes, and particularly the former, closely approximate the $U_{\text{int}}$ required to correct the SIE in the total-energy in the dissociated limit, whereas $U^{(1)}$ clearly represents an underestimation by a factor of 2, as suggested by Table VII.1. The numerical situation is reversed within the equilibrium bond-length of approximately $2\ a_0$, where $U^{(1)}$ appears to perform better than the alternatives. We emphasise that the latter result is misleading, however, since $U^{(1)}$ performs better at short bond-lengths only due to the serendipitous cancellation of its reduced magnitude with the double-counting effects of spatially overlapping DFT+$U$ subspaces. Notwithstanding, the breakdown of the subspace-bath separation underpinning DFT+$U$ takes place in the strong-bonding regime. This finding highlights a risk when assessing the relative merits of correction formulae of this kind solely on the basis of numerical results gathered under equilibrium conditions, where bonding or overlap effects complicate the analysis.
Figure VII.2: The estimated best $U$ value, $U_{\text{int}}$ (solid), for correcting the total-energy SIE in $\text{H}_2^+$, shown with the $U^{(1)}$ (dashed), $U^{(2)}$ (dotted), and $U^{(3)}$ (dot-dashed) values. $U^{(2)}$ and $U^{(3)}$ approximately equal $U_{\text{int}}$ in the dissociation limit, while $U^{(1)}$ is serendipitously more successful at equilibrium and below due to subspace overlap and double-counting.

**PBE+ $U_{\text{out}}$ total-energies**

The total-energy based binding curves of $\text{H}_2^+$ were recalculated using the bond-length dependent $U^{(1)}$ (dashed), $U^{(2)}$ (dotted), and $U^{(3)}$ (dot-dashed), for comparison with the exact total-energy (solid) in Fig. VII.3.

As already suggested by Fig. VII.2, $U^{(1)}$ fails to correct the SIE in the total-energy at bond-lengths further from equilibrium, whereas $U^{(2)}$ and $U^{(3)}$ provide a more universal correction of the total-energy, becoming acceptable in the dissociation limit. The inset of Fig. VII.3 illustrates, however, that the PBE+$U^{(3)}$ scheme, which is numerically equivalent to no Hubbard $U$ self-consistency in this particular system, begins to under-perform with respect to PBE+$U^{(2)}$ in the dissociated limit. The PBE+$U^{(2)}$ total-energy, meanwhile, seems to converge upon the exact total-energy asymptotically. Our results confirm that DFT+$U$ is capable of precisely correcting the total-energy SIE of a one-electron system under ideal population-analysis conditions but especially, it seems, when using the appropriate self-consistency scheme, $U^{(2)}$. It is
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**Figure VII.3:** The $\text{H}_2^+$ binding curves of the exact functional (solid), PBE+$U^{(1)}$ (dashed), PBE+$U^{(2)}$ (dotted), and PBE+$U^{(3)}$ (dot-dashed). The reference energy for each curve is that of the isolated H atom calculated with the corresponding XC functional. In the dissociated limit (inset), the $U^{(2)}$ result tends asymptotically to the exact one, and the $U^{(3)}$ scheme begins to deviate from it non-negligibly.

It is clear then, that DFT+$U$ is an efficient and effective corrector for the SIE manifested in the total-energy, as discussed in detail in Refs. [395, 396, 440].

**Binding Curve Parameters**

In order to further quantify the results of the various Hubbard $U$ self-consistency schemes tested, and draw attention to the importance of population analysis in the dissociation limit, we determined the equilibrium bond-length $R_e$, dissociation energy $E_D$, harmonic frequency $\omega_e$ and anharmonicity $\omega_e \chi_e$, corresponding to each, as shown in Table. VII.2, by fitting a polynomial about the energy minima. Compared to the experimental data of Ref. [420], the exact calculations perform very well in determining the bond-length and harmonicity in particular with errors that reflect the inaccuracies due to our fitting scheme, finite computational basis set size, core pseudisation, and absent physical effects, as well as experimental factors.

The PBE functional, meanwhile, overestimates the equilibrium bond-length and dissociation energy, and underestimates the harmonic frequency and anharmonicity.
Table VII.2: Equilibrium bond-lengths $R_e$ (bohr), dissociation energy $E_D$ (eV), harmonic frequencies $\omega_e$ (cm$^{-1}$), and anharmonicities $\omega_e\chi_e$ (cm$^{-1}$) for each calculation scheme tested, for comparison with experimental values [420].

<table>
<thead>
<tr>
<th></th>
<th>$R_e$</th>
<th>$E_D$</th>
<th>$\omega_e$</th>
<th>$\omega_e\chi_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment [420]</td>
<td>1.988</td>
<td>2.6508</td>
<td>2321.7</td>
<td>66.2</td>
</tr>
<tr>
<td>Exact</td>
<td>1.997</td>
<td>2.7922</td>
<td>2323.6</td>
<td>59.9</td>
</tr>
<tr>
<td>PBE</td>
<td>2.138</td>
<td>2.9893</td>
<td>1912.0</td>
<td>37.9</td>
</tr>
<tr>
<td>PBE+$U^{(1)}$</td>
<td>1.963</td>
<td>2.957(3)</td>
<td>2346(6)</td>
<td>57.7(3)</td>
</tr>
<tr>
<td>PBE+$U^{(2)}$</td>
<td>1.827</td>
<td>2.990(3)</td>
<td>2799(5)</td>
<td>81.2(4)</td>
</tr>
<tr>
<td>PBE+$U^{(3)}$</td>
<td>1.845</td>
<td>2.985(9)</td>
<td>2721(9)</td>
<td>76.9(7)</td>
</tr>
<tr>
<td>PBE+$U_1+U_2$</td>
<td>1.829</td>
<td>2.990(2)</td>
<td>2810(3)</td>
<td>81.8(6)</td>
</tr>
</tbody>
</table>

In order to ensure a complete comparison between all methods explored in this dissertation we have also included the generalised DFT+$U_1+U_2$ functional$^1$ which is defined in Chapter VIII.

The various DFT+$U$ schemes tested generally preserve the PBE dissociation energy but they underestimate the equilibrium bond-length and overestimate the frequency and anharmonicity. The DFT+$U^{(2)}$, DFT+$U^{(3)}$ and DFT+$U_1+U_2$ schemes, in particular are found to over-correct the latter three quantities and predict the experimental data as poorly as the uncorrected PBE, albeit in the opposite direction. We attribute this to imperfect DFT+$U$ population analysis at shorter bond-lengths, featuring both double-counting across the two subspaces and spillage, as well as the breakdown of the subspace-bath separation. The double-counting, in particular is not properly compensated by the self-consistently calculated $U$ parameters, since the formula for $U_{out}$ does not take orbital overlap into account. Conversely, the $U^{(1)}$ scheme performs well around equilibrium, as reflected also in Fig. VII.2, and approximately recovers the exact bond-length, harmonic frequency and anharmonicity. We again emphasise that this fortuitous outcome is due entirely to the $U^{(1)}$ parameter simply being smaller by a factor of two by definition, so that the over-correction due to double-counting is approximately halved. It therefore coincides with the exact

$^1$Here we have determined $U_1$ and $U_2$ by setting $U = U^{(2)}$ in Eq. (VIII.35)
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regime serendipitously, rather than by deliberate design.

It is therefore clear that while the $U^{(2)}$ scheme is the one that correctly eliminates SIE in the one-electron system, for our variational linear-response definition of the Hubbard $U$, this choice hinges on the correct population analysis of the subspace at hand, as well as the assumption of a weak subspace-bath interaction, neither of which are met at the equilibrium bond-length of $H_2^+$.

3 Coupled self-consistent parameters in multi-electronic systems

In spite of the simplicity of the self-consistent Hubbard $U$ formulation for a one-electron system, this particular formula is not expected to apply in general. We are therefore obliged to derive the self-consistency formula again for multi-electronic systems, including those that are open-shell. Nonetheless, the correct self-consistency condition that we previously identified, i.e., that which completely removes the SIE subject to the standard self-consistent response of the density $U^{(2)}$, remains valid since the $+U$ correction still applies to one electron at a time. However, we must now consider a potential constructed from both spins.

To begin constructing this generalisation, let us revisit the spin-resolved expression for $U$ in Eq (VI.22), including the spin-dependent Hubbard potentials $V_{U_{\text{in}}}^{\sigma}$. Thus, by performing the same procedure as before, we may compute the self-consistent Hubbard $U$ for a multi-electronic system as follows

$$
U_{\text{out}} = \frac{1}{2} \left( \frac{dV_{\text{int}}^{\uparrow}}{dN} + \frac{dV_{\text{int}}^{\downarrow}}{dN} + \frac{dV_{U_{\text{in}}}^{\uparrow}}{dN} + \frac{dV_{U_{\text{in}}}^{\downarrow}}{dN} \right)
$$

$$
= \frac{1}{2} \left( \frac{dV_{\text{int}}^{\uparrow}}{dN} + \frac{dV_{\text{int}}^{\downarrow}}{dN} \right) - \frac{U_{\text{in}}}{2} \left( \frac{dN^{\uparrow}}{dN} + \frac{dN^{\downarrow}}{dN} \right)
$$

$$
= F_{\text{Hxc}}^{\hat{P}}(U_{\text{in}}) - \frac{U_{\text{in}}}{2}. \quad \text{(VII.11)}
$$

In this expression, the subspace-averaged Hxc interaction $F_{\text{Hxc}}^{\hat{P}}(U_{\text{in}})$, as defined in Eq. (VI.22), is now an implicit function of $U_{\text{in}}$. However, according to this self-consistency formula, the condition needed to completely remove the total subspace
SIE, i.e. that for which $U_{\text{out}} = 0$, now double-counts the total average interactions

$$U_{\text{in}} = 2F_{\text{Hxc}}^P = \frac{1}{2} \left( F_{\text{int}}^{\uparrow\uparrow} + F_{\text{int}}^{\uparrow\downarrow} + F_{\text{int}}^{\downarrow\uparrow} + F_{\text{int}}^{\downarrow\downarrow} \right). \quad (\text{VII.12})$$

This result seems to suggest that the self-consistency scheme that completely removes the SIE for a multi-electronic system is therefore $U^{(1)} \equiv U_{\text{in}} = U_{\text{out}}$, which would introduce the required factor of one-half in order to re-scale the interaction. Indeed, this choice seems entirely reasonable and seems to have been the basis for the self-consistent criteria used in multiple studies [354, 410, 415, 441, 443, 539]. We argue, however, that this choice is incorrect, not only because it directly contradicts the more physically intuitive result derived in the previous section, but also because the expression for $U_{\text{out}}$ now contains a mix of like and unlike-spin interactions (that were naturally absent from the one-electron case). Hence, in a multi-electronic system, the unlike-spin interactions are likely to be of a similar magnitude as the like-spin interactions and thus have an equal, but unwanted, effect. Moreover, the former do not feature at all in standard DFT+$U$.

Moreover, as outlined in discussing around Eq. (VI.42), a more natural formulation of $U$, that is to say, consistent with its implementation in the DFT+$U$ functional, is one comprised of like-spin interactions only, i.e., $U_{\text{eff}} \sim F_{\sigma\sigma}^{\sigma\sigma}$. It is therefore clear that we will need to consider interactions derived from the exchange parameter $J$ in the context of a full, generalised DFT + $U$ + $J$ formulation [149, 337, 354, 391, 458, 467, 468], in order to fully account for the multi-electronic self-consistent calculation of $U$, and vice versa. In other words, the missing ingredient to reconnect the one-electron self-consistent condition with the multi-electronic one, is the explicit consideration of a $J_{\text{in}}$ term.

3.1 Generalised, self-consistent $U$ and $J$ formulae

If we wish to construct a generalised self-consistency formula for $U$ we must also consider potentials coupling unlike-spin density matrices $\langle \hat{n}^\sigma \hat{n}^\alpha \rangle$, according to the
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following, reduced DFT+$U+J$ correction functional

$$E_{U+J} [\{n^{I\sigma}\}] = \sum_{I\sigma} \left\{ \frac{U^{I}}{2} \text{Tr} [\hat{n}^{I\sigma} - \hat{n}^{I\sigma} \hat{n}^{I\sigma}] + \frac{J^{I}}{2} \text{Tr} [\hat{n}^{I\sigma} \hat{n}^{I\sigma}] \right\}$$

where

$$\hat{V}^{\sigma}_J = \frac{\delta E_J}{\delta \hat{n}^{I\sigma}} = \frac{\delta E_J}{\delta \hat{n}^{I\sigma}} = J^{I} \hat{n}^{I\sigma}. \quad (VII.13)$$

We have arranged this functional intentionally so that $U$ only corresponds to interactions between density matrices of the same spin, i.e., $U_{\text{eff}}$, and $J$ corresponds to interactions of opposite spin$^2$.

Now, returning to Eq. (VII.11), we may re-derive the self-consistency formula for a single-site model including contributions from $V^\sigma_{J_{\text{in}}}$

$$U_{\text{out}} = \frac{1}{2} \left( \frac{dV^\uparrow_{\text{int}}}{dN} + \frac{dV^\downarrow_{\text{int}}}{dN} + \frac{dV^\uparrow_{\text{in}}}{dN} + \frac{dV^\downarrow_{\text{in}}}{dN} + \frac{dV^\uparrow_{\text{in}}}{dN} + \frac{dV^\downarrow_{\text{in}}}{dN} \right)$$

$$= \frac{1}{2} \left( \frac{dV^\uparrow_{\text{int}}}{dN} + \frac{dV^\downarrow_{\text{int}}}{dN} \right) - \frac{U_{\text{in}}}{2} \left( \frac{dN^\uparrow}{dM} + \frac{dN^\downarrow}{dM} \right) + \frac{J_{\text{in}}}{2} \left( \frac{dN^\uparrow}{dM} - \frac{dN^\downarrow}{dM} \right)$$

$$= F_{\text{Hxc}}^{\rho} (U_{\text{in}}, J_{\text{in}}) - \frac{U_{\text{in}}}{2} + \frac{J_{\text{in}}}{2}. \quad (VII.14)$$

It is then clear that the calculation of $U_{\text{out}}$ depends non-trivially on the applied $J_{\text{in}}$, and naturally reduces to Eq. (VII.11) when the latter is set to zero. However, the interaction kernel $F_{\text{Hxc}}$ is still the subspace average of all Coulomb and XC interactions, as it was in Eq. (VI.22), and so we are no closer to acquiring like-spin only interactions with this formulation alone. To proceed, we must calculate the corresponding self-consistency equation for $J_{\text{out}}$, while considering an applied $U_{\text{in}}$, which will comprise the interaction kernel $F_J$, defined in Eq. (VI.40). We therefore proceed as follows

$$J_{\text{out}} = -\frac{1}{2} \left( \frac{dV^\uparrow_{\text{int}}}{dM} - \frac{dV^\downarrow_{\text{int}}}{dM} + \frac{dV^\uparrow_{\text{in}}}{dM} - \frac{dV^\downarrow_{\text{in}}}{dM} - \frac{dV^\uparrow_{\text{in}}}{dM} + \frac{dV^\downarrow_{\text{in}}}{dM} \right)$$

$$= -\frac{1}{2} \left( \frac{dV^\uparrow_{\text{int}}}{dM} - \frac{dV^\downarrow_{\text{int}}}{dM} \right) + \frac{U_{\text{in}}}{2} \left( \frac{dN^\uparrow}{dM} - \frac{dN^\downarrow}{dM} \right) + \frac{J_{\text{in}}}{2} \left( \frac{dN^\uparrow}{dM} - \frac{dN^\downarrow}{dM} \right)$$

$$= F_{J}^{\rho} (U_{\text{in}}, J_{\text{in}}) + \frac{U_{\text{in}}}{2} + \frac{J_{\text{in}}}{2}. \quad (VII.15)$$

$^2$An alternative derivation of the following using the original DFT+$U+J$ functional in Eq. (V.24) is presented in Appendix C.
We have now constructed a pair of coupled equations expressing $U_{\text{out}}$ and $J_{\text{out}}$ in terms of the applied parameters $U_{\text{in}}$ and $J_{\text{in}}$, and the intrinsic interaction kernels $F_{\text{Hxc}}$ and $F_{\text{J}}$. Computing the linear combinations of Eqs. (VII.14) & (VII.15) thus decouples the expressions and yields a set the effective Coulomb parameters in terms of the respective input parameters

\begin{equation}
U_{\text{eff}} = U_{\text{out}} - J_{\text{out}} = (F_{\text{Hxc}} - F_{\text{J}}) - U_{\text{in}}
\end{equation}

\begin{equation}
J_{\text{eff}} = U_{\text{out}} + J_{\text{out}} = (F_{\text{Hxc}} + F_{\text{J}}) + J_{\text{in}}.
\end{equation}

(VII.16)

We may now invoke the self-consistency condition previously identified to completely remove the one-site interaction error, i.e., $U_{\text{eff}} = 0$, such that the input parameters corresponding to this condition pertains to like-spin interactions only, as desired,

\begin{equation}
U_{\text{in}} = (F_{\text{Hxc}} - F_{\text{J}}) = \frac{1}{2} (F_{\uparrow\uparrow} + F_{\downarrow\downarrow})
\end{equation}

(VII.17)

If we operate under the assumption that the same self-consistency condition will apply to $J$ then we arrive at a similar formula related to the correction of interactions between un-like spins

\begin{equation}
J_{\text{in}} = - (F_{\text{Hxc}} + F_{\text{J}}) = -\frac{1}{2} (F_{\uparrow\downarrow} + F_{\downarrow\uparrow}).
\end{equation}

(VII.18)

Hence, in the multi-electronic formulation, subject to the correction functional presented in Eq. (VII.13), we predict that a combined self-consistency condition applied to both $U_{\text{in}}$ and $J_{\text{in}}$ may become satisfied

\begin{equation}
U_{\text{eff}}(U_{\text{in}}, J_{\text{in}}) = J_{\text{eff}}(U_{\text{in}}, J_{\text{in}}) = 0
\end{equation}

(VII.19)

and are precisely those that relate to the interactions we wish to address.

We have now resolved the question we posed at the close of Chapter VI. The application of $U_{\text{in}}$ serves, as we have already seen, to decrease the computed $U_{\text{out}}$ by mitigating the delocalisation and reducing the spurious electronic curvature. This leads to a convenient linear relationship between the two that forms the basis and motivation for the self-consistency regime. Incidentally, $U_{\text{in}}$ has the opposite effect on $J_{\text{out}}$ and increases the resulting magnetic responses. This makes sense if we recall
that $U_{\text{in}}$ enforces localisation of both spin-channels, such that the energy cost of perturbing either increases as the electron response stiffens and, thus, the curvature with respect to magnetisation increases.

Meanwhile, $J_{\text{in}}$ increases both the computed $U_{\text{out}}$ and $J_{\text{out}}$ for similar reasons. The $J$ term encourages polarisation, thereby promoting same-spin charge to occupy the same region, which increases the self-interaction error and hence the magnitude of $U_{\text{out}}$. Similarly, $J$ is related to the negative of the energy with respect to magnetisation (c.f. Eq. (VI.33)) and so a positive $J$ will only exacerbate that curvature and increase the calculated $J_{\text{out}}$.

Finally, we can speculate why the self-consistency condition of $U_{\text{in}} = U_{\text{out}}$, chosen in Refs. [354, 410, 415, 441, 443, 539], produces a $U_{\text{out}}$ of the correct magnitude but for the wrong reason. In these multi-electronic systems there is no self-consistent treatment of the exchange term. As such, the calculated $U_{\text{out}}$, or the average on-site interaction, is likely over-estimated by an approximate factor of two [410, 415], which explains $U_{\text{out}} = U_{\text{in}}$ as the suggested self-consistency condition.

The method presented here, on the other hand, provides a complete picture of the underlying interactions by explicitly incorporating the $J$-term. Moreover, the interaction terms, to which the $U$ and $J$ parameters correspond, are revealed to be consistent with their intended application in the DFT+$U$+$J$ functional. We shall now describe extensive numerical calculations on NiO, which showcase all plausible combinations of self-consistent $U$ and $J$, to illustrate that our derived scheme is indeed correct.

## 3.2 Application to NiO

Presented in Fig. VII.4 are the calculated profiles of $U_{\text{in}}$ vs $U_{\text{out}}$ (solid), $U_{\text{in}}$ vs $J_{\text{out}}$ (dashed), and corresponding $U_{\text{in}}$ vs $U_{\text{eff}}$ (dotted), where each exhibits a strongly linear behaviour. For $U_{\text{out}}$ we calculate a slope $= -0.64(2)$, and for $J_{\text{out}}$ we get a slope $= 0.486(4)$, for which the resulting profile for $U_{\text{eff}} = U_{\text{out}} - J_{\text{out}}$ has a slope of $-1.12(2)$.

The derived values for $U$ for each self-consistency condition, along with the associated $J_{\text{out}}$ and interaction kernel $F_J$ at the corresponding $U_{\text{in}}$, are presented in the
Figure VII.4: Curves, with accompanied error bars, for $U_{\text{out}}$ (solid), $J_{\text{out}}$ (dashed), and $U_{\text{eff}}$ (dot-dashed), with respect to the applied $U_{\text{in}}$ for NiO. From the linear fits we compute $U^{(1)} = 4.1(1)$ eV, $U^{(2)} = 10.5(5)$ eV, $U^{(3)} = 6.7(1)$ eV, with $J_{\text{out}} = 5.93(7)$ eV at $U_{\text{in}} = 10.5$ eV.

On the left hand side of Table VII.3. In the right hand side of Table VII.3, we present the same values for the self-consistency conditions applied to $U_{\text{eff}}$ curve.

<table>
<thead>
<tr>
<th>Condition</th>
<th>$U$ (eV)</th>
<th>$J_{\text{out}}$ (eV)</th>
<th>$F_{J}$ (eV)</th>
<th>$U_{\text{eff}}$ (eV)</th>
<th>$J_{\text{out}}$ (eV)</th>
<th>$F_{J}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U^{(1)}$</td>
<td>4.1(1)</td>
<td>2.82(4)</td>
<td>0.78(4)</td>
<td>2.7(1)</td>
<td>2.17(4)</td>
<td>0.80(4)</td>
</tr>
<tr>
<td>$U^{(2)}$</td>
<td>10.5(5)</td>
<td>5.93(7)</td>
<td>0.69(7)</td>
<td>5.2(2)</td>
<td>3.36(6)</td>
<td>0.77(7)</td>
</tr>
<tr>
<td>$U^{(3)}$</td>
<td>6.7(1)</td>
<td>0.84(3)</td>
<td>0.84(3)</td>
<td>5.8(1)</td>
<td>0.84(3)</td>
<td>0.84(3)</td>
</tr>
</tbody>
</table>

Table VII.3: The values determined from $U_{\text{out}}$ (left) for each self-consistency scheme applied to NiO with the corresponding $J_{\text{out}}$ and interaction kernel $F_{J}$. On the right hand side are the same conditions applied to the $U_{\text{eff}}$ curve.

The calculated values for $U^{(1)}$ and $U^{(3)}$ here seem quite reasonable and fall in range of the values calculated in other studies [337, 342, 458, 467, 468]. This lends credence to the selection of one of these values as a self-consistency scheme in absence of the arguments made in the previous section. In comparison, the value of $U^{(2)}$ is much larger than the necessary correction, which, in isolation, over-corrects the SIE by double-counting the average subspace interaction.
Meanwhile, the corresponding $J_{\text{out}}$ values span a relatively large range for the $U_{\text{in}}$. For instance, the $J_{\text{out}}$ related to $U^{(1)}$ and $U^{(3)}$ seem quite plausible, and are very similar to previous values [337, 458, 467, 468], but the $J_{\text{out}}$ for $U^{(2)}$ is certainly much too large. Since $J_{\text{out}}$ scales linearly with the applied $U_{\text{in}}$ (c.f. Eq. (VII.15)) it may be more appropriate to pair the $U_{\text{out}}$ values with the corresponding interaction terms $F_J$, plotted in Fig. VII.5, which are all $< 1$ eV. Moreover, we will also consider the effective $U - J$ curve acquired from the pairs of $U, J$ that arise from each self-consistency point on the $U_{\text{out}}$ curve.

We emphasise, however, that these are not necessarily the same values that arise from the self-consistency conditions applied to the $U_{\text{eff}}$ curve itself. Applying the self-consistency schemes to the $U_{\text{eff}}$ curve yields different values, which also all seem very plausible. However, in this analysis, we will restrict our investigation to $U^{(2)}_{\text{eff}}$. Finally, we shall pair $U^{(2)}_{\text{eff}}$ with the corresponding $J_{\text{out}}$ and $F_J$, where these parameters will be applied explicitly to unlike spin interactions.

From the data in Fig. VII.4, we may also derive the corresponding interaction kernels $F_{\text{Hxc}}$ (circles) and $F_J$ (squares), and the average of the like-spin and unlike-spin interactions $F^{\sigma\sigma}$ (up triangles) and $F^{\sigma\bar{\sigma}}$ (down triangles), which are presented in Fig. VII.5. We see here that the largest interactions occur between un-like spins $F^{\sigma\bar{\sigma}}$, which diminish from 7.5 eV to 6 eV over the range of $U_{\text{in}}$. This is similar in magnitude to $F^{\sigma\sigma}$, as we earlier predicted, which takes values between 6 eV to 4.5 eV over the same range. The average of the two returns the interaction kernel $F_{\text{Hxc}}$, which then varies from 6.5 eV to 5 eV and corresponds to the $U$ values in Table VII.4 that give the best agreement with experiment according to Fig. VII.6.

Consequently, half the difference between $F^{\sigma\bar{\sigma}}$ and $F^{\sigma\sigma}$ yields $F_J$, which is much smaller by comparison ($\approx 0.7$ eV), but compares well to $J$ determined in other works (see Table VII.4) but particularly with cRPA [504, 540–544]. It changes very little with respect to $U_{\text{in}}$, between 0.8-0.6 eV, and is of the correct order of exchange parameters typically used in spin-exchange correction (see Table VII.4).

Finally, we observe that the slopes for $F_{\text{Hxc}}, F^{\sigma\sigma}$ and $F^{\sigma\bar{\sigma}}$ are approximately equal and are calculated to be $\approx -0.14$. This corresponds to very little variation in these interactions, no more than $\approx 1.5$ eV, over a range of 10 eV for $U_{\text{in}}$ and indicates a
high resistance to SIE correction.

Figure VII.5: Curves, with accompanied error bars, for the interaction kernels $F_{\text{Hxc}}$ (circles) and $F_J$ (squares), as well as the average like and unlike-spin interactions $F^{\sigma\sigma}$ (up triangles) and $F^{\sigma\bar{\sigma}}$ (down triangles), with respect to the applied $U_{\text{in}}$ for NiO.

We performed each calculation from the selection presented above, in which the applied $U$ and $J$ parameters are those that feature in the original DFT+$U$+$J$ functional in Eq. (V.24). Values from the $U_{\text{eff}}$ curve, however, along with the accompanying $J$ or $F_J$, are used instead in the modified DFT+$U$+$J$ functional in Eq. (VII.13) since the $U$ − $J$ scaling has already taken place$^3$.

In the following section, we discuss a subset of these calculations in detail and present the associated DOS plots$^4$. In particular we compare the $p$ − $s$ band gap $E_{p-s}$, the $p$ − $d$ transition energy $E_{p-d}$ (quantified by the position of the peak in the conduction band), and the magnetic moment $m$ to the experimental measurements. The remaining DOS plots are available in Appendix C.

We also compute the total normalised root-mean-square (NRMS) error of these results compared to the experimental values, and rank the schemes based on this overall metric in Fig. VII.6. Here, the shaded regions denote approximate margins of error, which for $E_{p-s}$ and $E_{p-d}$ is taken to be $\pm 0.5$ eV, and for for the magnetic mo-

---

$^3$Equivalently, one could use Eq. (V.24) with parameters $(U_{\text{eff}} + J)$ and $J$.

$^4$There are some redundancies, however, e.g., $U^{(3)} + J^{(3)} = U^{(3)} + F_J^{(3)}$, and $(U - J)^{(3)} = U_{\text{eff}}^{(3)}$. 
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ment the boundary is represented by the two experimental values. A comprehensive summary of the results is presented (not in order of performance) in Table VII.4, in which we have highlighted the five schemes with the best overall agreement in bold font.
<table>
<thead>
<tr>
<th>Calculation</th>
<th>$U$ (eV)</th>
<th>$J$ (eV)</th>
<th>$E_{p-s}$ (eV)</th>
<th>$E_{p-d}$ (eV)</th>
<th>$m$ ($\mu$B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiments [456, 457, 459–461, 465]</td>
<td></td>
<td></td>
<td>3.1</td>
<td>4.3</td>
<td>1.64-1.9</td>
</tr>
<tr>
<td>Refs. [337, 467, 468]</td>
<td>8.0</td>
<td>0.95</td>
<td>3.1-3.4</td>
<td>-</td>
<td>1.56-1.74</td>
</tr>
<tr>
<td>Ref. [458]</td>
<td>5.0</td>
<td>0.95</td>
<td>2.8</td>
<td>-</td>
<td>1.73</td>
</tr>
<tr>
<td>Ref. [342]</td>
<td>4.6</td>
<td>0.0</td>
<td>2.7</td>
<td>-</td>
<td>1.7</td>
</tr>
<tr>
<td>PBE</td>
<td>0.0</td>
<td>0.0</td>
<td>1.66</td>
<td>2.27</td>
<td>1.37</td>
</tr>
<tr>
<td>PBE$+U^{(1)}$</td>
<td>4.1</td>
<td>0.0</td>
<td>2.96</td>
<td>3.65</td>
<td>1.53</td>
</tr>
<tr>
<td>PBE$+U^{(2)}$</td>
<td>10.5</td>
<td>0.0</td>
<td>3.06</td>
<td>5.84</td>
<td>1.73</td>
</tr>
<tr>
<td>PBE$+U^{(3)}$</td>
<td>6.7</td>
<td>0.0</td>
<td>3.05</td>
<td>4.44</td>
<td>1.62</td>
</tr>
<tr>
<td>PBE$+U^{(1)}+J^{(1)}$</td>
<td>4.1</td>
<td>2.82</td>
<td>1.52</td>
<td>3.67</td>
<td>1.68</td>
</tr>
<tr>
<td>PBE$+U^{(2)}+J^{(2)}$</td>
<td>10.5</td>
<td>5.9</td>
<td>0.63</td>
<td>6.87</td>
<td>1.86</td>
</tr>
<tr>
<td>PBE$+U^{(3)}+J^{(3)}$</td>
<td>6.7</td>
<td>0.84</td>
<td>2.95</td>
<td>4.87</td>
<td>1.66</td>
</tr>
<tr>
<td>PBE$+U^{(1)}+F^{(1)}_J$</td>
<td>4.1</td>
<td>0.78</td>
<td>2.86</td>
<td>3.97</td>
<td>1.58</td>
</tr>
<tr>
<td>PBE$+U^{(2)}+F^{(2)}_J$</td>
<td>10.5</td>
<td>0.69</td>
<td>3.01</td>
<td>6.22</td>
<td>1.75</td>
</tr>
<tr>
<td>PBE$+(U−J)^{(1)}$</td>
<td>1.3</td>
<td>0</td>
<td>2.17</td>
<td>2.78</td>
<td>1.43</td>
</tr>
<tr>
<td>PBE$+(U−J)^{(2)}$</td>
<td>4.6</td>
<td>0</td>
<td>2.99</td>
<td>3.80</td>
<td>1.54</td>
</tr>
<tr>
<td>PBE$+(U−J)^{(3)}$</td>
<td>5.9</td>
<td>0</td>
<td>3.01</td>
<td>4.19</td>
<td>1.59</td>
</tr>
<tr>
<td>PBE$+U^{(2)}_{eff}$</td>
<td>5.2</td>
<td>0</td>
<td>3.01</td>
<td>3.97</td>
<td>1.57</td>
</tr>
<tr>
<td>PBE$+U^{(2)}<em>{eff}+J^{(2)}</em>{eff}$</td>
<td>5.2</td>
<td>3.48</td>
<td>2.55</td>
<td>6.66</td>
<td>1.80</td>
</tr>
<tr>
<td>PBE$+U^{(2)}<em>{eff}+f</em>{J_{eff}}$</td>
<td>5.2</td>
<td>0.84</td>
<td>2.94</td>
<td>4.63</td>
<td>1.64</td>
</tr>
</tbody>
</table>

Table VII.4: Summary of DFT+$U+J$ parameters for NiO, from this work and similar studies, such as the $U$ (eV), $J$ (eV), $p-s$ band gap $E_{p-s}$ (eV), $p-d$ transition energy $E_{p-d}$ (eV), and magnetic moment $m$ ($\mu$B) compared to experimental data. The five schemes with the best overall agreement with experiment are given in bold.
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Figure VII.6: Ranking of all self-consistency schemes according to the total normalised root-mean-square error with respect to the experimental measurements for $E_{p-s}$ (eV), $m$ (µB), and $E_{p-d}$ (eV). Shaded regions denote approximate margins of error, which is given by ±0.5 eV for $E_{p-s}$ and $E_{p-d}$, and by the experimental values for $m$. 

(a) $E_{p-s}$ (eV) 
(b) $m$ (µB) 
(c) $E_{p-d}$ (eV)
3.3 Comparison of self-consistency schemes

Before delving into the calculation details, let us examine the broader performance of the schemes against each other, as depicted in Fig. VII.6, with regards to replicating the experimental results. Here, the shaded regions illustrate heuristic (and ultimately arbitrary) margins of error for the experimental values, which are $3 \pm 0.5$ eV for the $p-s$ band gap and $4 \pm 0.5$ eV for the $p-d$ transition energy. The shaded region for the magnetic moment, meanwhile, is bounded by the experimental values $1.64 \pm 0.456 \mu B$ and $1.9 \pm 0.457 \mu B$, respectively\(^5\). We find that the band gap is the easiest to reproduce since it is the result of a dispersive $s$ state, which is unperturbed (ignoring screening effects) by DFT+$U+J$ potentials. In contrast, the magnetic moment is the most difficult and requires large $U$ or $J$ to attain at the expense of the other two properties, which is most often $E_{p-d}$. In general, we can produce two of the three properties within the error bars\(^6\).

We find the best eight calculations provide very good agreement with experiment. In fact, all of these calculations invoke $U$ values in the range 4.1 eV to 6.7 eV (which, as we have seen, is the approximate range spanned by $F^{\sigma\sigma}$) and only a small $J$, if any.

The next four calculations, between $(U-J)^{(1)}$ and $U^{(2)} + F_J^{(2)}$, quickly deteriorate in accuracy. In these instances, the results are poor because a $U$ is applied that is either too small, as is the case for $(U-J)^{(1)}$ and $U^{(1)} + J^{(1)}$, which underestimates the band gap, or too large, i.e., $U^{(2)}$, which pushes the conduction band peak too high in energy.

The next best is the PBE calculation, which underestimates all three quantities significantly yet, surprisingly, is not at the bottom of the list. Indeed, the worst calculations are those that invoke the largest $J$ values, which have a detrimental effect on the calculation results regardless of the $U$.

Let us now inspect some calculations and DOS plots in detail.

---

\(^5\)However, based on the relative scatter of these results, and assuming a consistent level of accuracy between all three properties, one would be lead to believe the magnetic moment for NiO is $\approx 1.6$ eV. If this were the case, $U_{\text{eff}}^{(2)}$ would give the best overall agreement.

\(^6\) $U^{(3)}$ is the exception, however it does not provide the best overall performance.
3. Coupled self-consistent parameters in multi-electronic systems

**PBE and PBE+U**(3)

To compare the following results to the PBE DOS, we refer the reader to Fig. VI.6. Since the conventional $U$ is computed without any applied $U_{in}$, as in the previous Chapter, it is very similar to $U^{(3)}$ such that it is sufficient to regard Fig. VI.7 as that pertaining to PBE+$U^{(1)} = 6.7$ eV. Let us now look toward examining some of the remaining schemes, including $U^{(1)}$ and $U^{(2)}$.

**PBE+$U^{(1)}$

The DOS computed from $U^{(1)} = 4.1$ eV is plotted in Fig. VII.7, and shows reasonable agreement with experiment in terms of the results for the band gap, transition energy and magnetic moment. It is not surprising then that this encouraging result would lead users to choose this condition. However, we argue that this selection is founded on more of an empirical, rather than mathematical, footing and in light of the evidence presented in preceding sections, we may discard this scheme in favour of better alternatives.

Figure VII.7: The species-resolved density-of-states of NiO with half-width Gaussian smearing of 0.1 eV and the zero-energy set to the Fermi level (eV) for PBE+$U^{(1)} = 4.1$ eV. The lines depict Ni majority-spin (green), Ni minority-spin (blue), O (red), total (black), and Hubbard total (dashed grey)
If we instead opt to use the self-consistency condition proven to be the best for a one-electron system, i.e., $U^{(2)} = 10.5 \text{ eV}$, and neglect the double-counting of the interaction when extended to multiple electrons, the resulting DOS is that presented in Fig. VII.8. Here, the large $U$ parameter clearly exceeds the necessary correction and causes the conduction band peak to migrate to 6 eV above the Fermi level. If we attempt to mitigate the correction with a $J$, the corresponding DFT+$U$+$J$ calculation, shown in Fig. C.2, now pulls the conduction peak below the Fermi level and leaves behind sparse conduction states that are not observed in experiments at all. Finally, if we include the supplementary term relating to orbital exchange in Eq. 7 of Ref. [354], $(\text{PBE}+U^{(2)} + J^{(2)}_{\text{min}})$ it makes matters worse still by breaking the spin-symmetry of the DOS and rendering it ferromagnetic. This is shown in Fig. C.10, and the comprehensive failure by all three approaches leaves us no choice but to abandon this scheme entirely.

Figure VII.8: The species-resolved density-of-states of NiO with half-width Gaussian smearing of 0.1 eV and the zero-energy set to the Fermi level (eV) for PBE+$U^{(2)} = 10.5 \text{ eV}$.
3. Coupled self-consistent parameters in multi-electronic systems

**PBE+U^{(3)}+J^{(3)}**

Let us now consider augmenting the original PBE+U^{(3)} calculation presented in Fig VI.7, with the corresponding $J = 0.84$ eV. Depicted in Fig. VII.9 is the resulting DOS, in which there is qualitatively little change in comparison to its predecessor. Some minor change of character in the valence states is observed between -4 eV and -2 eV, however, this is unlikely to affect the overall chemical behaviour significantly. We therefore conclude that $J < 1$ eV will not induce any significant changes in calculation results.

\[ \begin{array}{c|c|c|c}
 & \text{Ni Up} & \text{Ni Down} & \text{O} \\
\hline
-4 & & & \\
-2 & & & \\
0 & & & \\
2 & & & \\
4 & & & \\
6 & & & \\
\end{array} \]

\[ \begin{array}{c|c|c|c}
 & \text{DOS (eV}^{-1} \text{e}^{-1}) \\
\hline
2.8 & \times 10^{-3} & \\
3.0 & 5 & \\
3.2 & 10 & \\
\end{array} \]

Figure VII.9: As in Fig VII.7. The DOS for PBE+U = 6.7^{(3)} eV+J^{(3)} = 0.84 eV.

**PBE+U_{\text{eff}}^{(2)}**

Finally, the DOS for $U_{\text{eff}} = 5.2$ eV is shown in Fig. VII.10, and returns a qualitatively accurate profile based on current experimental measurements. The band gap is found to be 3 eV while the $d$-peak correctly occurs at 4 eV, and the magnetic moment is 1.57 $\mu$B, which are all in excellent agreement with experimental values.

Moreover, the constituent states of the valence band from $-1.5$ eV up to the Fermi level are 32% Ni and 68% O, in comparison to the conduction band whose makeup as far as 5 eV is 88% Ni and 12% O, which correctly categorise NiO as a charge transfer type semi-conductor. This self-consistency scheme therefore repro-
duces both qualitative and quantitative experiment results and shares this status with the PBE+\((U−J)\) calculation (shown in Fig. C.7). Given that the two \(U\) values implemented differ only by 0.7 eV, and give qualitatively similar results, we consider their treatments equivalent for our current purposes.

![Graph](image)

Figure VII.10: As in Fig VII.7. The DOS for PBE+\(U_{\text{eff}} = 5.2\) eV.

We have by now demonstrated that our motivations for selecting \(U_{\text{eff}}^{(2)}\) as the appropriate correction scheme are not only well founded on comprehensive mathematical analysis, but now strongly supported by numerical calculations that prove the same. We have also shown that the conventional \(U\) parameter may also be sufficient in some circumstances, and may perform even better when replaced by \(U − J\). We expect however, that self-consistency schemes will become essential when removing the SIE in systems that transition from a metallic to an insulating state when treated with DFT+\(U\). This kind of electronic behaviour may increase the differences between \(U^{(1)}\), \(U^{(2)}\) and \(U^{(3)}\), as featured in Fig. VII.5.

Finally, we direct the reader to the remaining DOS figures presented in Appendix C, which describe the other schemes in Table VII.4 not discussed here.
4 A self-consistent J applied to H$_2$

Now that we have a firm handle on the self-consistent calculation of $U$ parameters, let us apply these lessons to calculate $J$ in the dissociation limit of H$_2$. For every internuclear distance considered over the binding curve, we performed a $J_{\text{in}}$ vs $J_{\text{out}}$ according to Eq. (VII.15), for which $U_{\text{in}} = 0$ and negative $J_{\text{in}}$ values were applied in the modified DFT+$U$+$J$ functional in Eq. (VII.13). The negative $J_{\text{in}}$ ensures that the system does not spontaneously polarise when a magnetic perturbation is applied. Across the binding curve, we found that the absolute magnitude of $J_{\text{in}}$ required to ensure this stable equilibrium increased with the bond-length.

In Fig. VII.11 we present two sample $J_{\text{in}}$ vs $J_{\text{out}}$ profiles corresponding to the limits of the binding curve at bond-lengths of 1 a$_0$ and 6 a$_0$, respectively. For 1 a$_0$, the profile has an enormous slope of $-14.0 \pm 0.1$ eV$^{-1}$ which renders an extremely large $J^{(3)} = 154.0 \pm 0.2$ eV, as well as more reasonable, but still over calculated, $J^{(1)} = 10.3 \pm 0.1$ eV, $J^{(2)} = 11.0 \pm 0.1$ eV. These values are, without question, much too big for this bonding regime. It is evident that the large subspace overlap near the equilibrium bond-length, coupled with the breakdown of a weakly interacting subspace with its bath, contributes to the calculation of excessively large linear-response parameters.

Similarly at 6 a$_0$ bond-length we also get highly accurate$^7$ (and negative) $J^{(1)} = -1.9$ eV, $J^{(2)} = -3.0$ eV, $J^{(3)} = -5.2$ eV, with a slope of $-1.72$ which are much more reasonable indeed and shows that the calculated $J_{\text{out}}$ values change sign over the binding curve. Moreover, we see the Coulson-Fischer point at $\approx 3.5$ a$_0$ where the measured $J_{\text{out}}$ passes through zero. This serves as a graphical illustration for the necessity of a $J_{\text{in}}$, especially after this point. A negative $J_{\text{out}}$ suggests that the system prefers an open-shell configuration but it is held in an unstable equilibrium by the spin-symmetry. The energy difference between the two states is exactly the SCE (c.f. Fig. V.8).

$^7$Here, the errors are $\sim 10^{-4}$ eV.
Figure VII.11: $J_{\text{in}}$ vs $J_{\text{out}}$ calculations for H$_2$, with error bars, at (a) 1 $a_0$ (b) 6 $a_0$ bond-length illustrating each of the self-consistency schemes $J^{(1)}$ (triangle), $J^{(2)}$ (diamond), and $J^{(3)}$ (circle). We find a highly-linear profile across all bond-lengths for this system with very small errors despite only three data points. Between these bond-lengths we see that the $J_{\text{out}}$ changes sign.

4.1 Correcting SCE with $J$

If we proceed to plot the various $J$ schemes against the estimated $J_{\text{int}}$ required to correct the total-energy (which is incidentally negative for all bond-lengths), some very interesting behaviour emerges, as shown in Fig. VII.12. Unsurprisingly, all three schemes substantially overestimate the required $J$ for short bond-lengths, in which $J^{(1)}$ attains a maximum of 154 eV. This is reminiscent of a similar issue that occurred with H$_2^+$, albeit much worse, and is also due to imperfect population analysis caused by occupancy double-counting and charge spillage, as well as the breakdown of the subspace-bath separation.

Beyond the Coulson-Fischer point, however, and toward the dissociation limit, the $J$ values quickly decrease and attain much more reasonable values. While $J^{(3)}$ is now underestimated, and $J^{(1)}$ is still slightly too large, it is $J^{(2)}$ that converges to the correct values and gives remarkable agreement with $J_{\text{int}}$ toward dissociation.

In Fig. VII.13 we plot the PBE+$J^{(2)}$ total-energy resulting from this scheme.
Figure VII.12: The estimated best $J$ value, $J_{\text{int}}$ (solid), for correcting the total-energy SCE in $H_2$, shown with the $J^{(1)}$ (dashed), $J^{(2)}$ (dotted), and $J^{(3)}$ (dot-dashed) values with error bars. All schemes give values that are much too large at short bond-lengths. Beyond the Coulson-Fischer point $J^{(2)}$ converges on $J_{\text{int}}$ with excellent agreement.

in comparison to the full configuration interaction (FCI) total-energy presented earlier. We see that around equilibrium the total-energy has been considerably over-estimated, as expected from the large $J$ values computed at these bond-lengths. After the Coulson-Fischer point, however, the PBE+$J^{(2)}$ total-energy quickly converges on the FCI total-energy. The inset figure further illustrates that this remarkable agreement is within 0.05 eV.

This result seems to suggest that $J_{\text{out}}$ alone is sufficient to correct the SCE, that is

$$J_{\text{out}} = 0 \quad \Rightarrow \quad J_{\text{in}} = 2F^{P}_J = \frac{1}{2} (F^{\uparrow\uparrow}_\uparrow - F^{\uparrow\downarrow}_\uparrow + F^{\downarrow\downarrow}_\downarrow - F^{\downarrow\uparrow}_\downarrow), \quad (\text{VII.20})$$

and that our earlier concern for the presence of a factor of two in this equation is therefore unsubstantiated.

Indeed, this result seems to indicate that there is no need to consider $U_{\text{out}}$, and that the $J_{\text{eff}} = 0$ condition leads to the wrong result. It is, as of yet, unclear why the self-consistency conditions we require to cancel the spurious curvatures differ between $U$ and $J$, but it presents a possible avenue for future work. Nonetheless, we have provided an encouraging, preliminary demonstration that DFT+$J$, when
Figure VII.13: The H$_2$ binding curve calculated with FCI (red), PBE (orange), and PBE+$J^{(2)}$ (blue). The reference energy for each curve is that of two isolated H atoms calculated with the corresponding XC functional. In the dissociated limit (inset), the $J^{(2)}$ result tends asymptotically to the exact one, which suggests that $J_{\text{out}}$ alone is sufficient to correct the SCE.

provided with suitably calculated $J$, particularly at self-consistency, may be a remedy for SCE, albeit only for large enough bond-lengths and the appropriate population analysis. Acquiring the same correction for short bond-lengths is a feature intended for future development.

4.2 WILL $U_{\text{EFF}}$ AND $J_{\text{EFF}}$ IMPROVE H$_2$?

As a final proposition, we consider if the results presented above may be improved by instead considering $U_{\text{eff}}$ and $J_{\text{eff}}$, especially in the near-bonding regime where the $J$ values are too large. Given this observation, one may argue that we are encountering a similar problem to that discussed around Eq VII.11, where the absence of considering $J_{\text{out}}$ resulted in a $U_{\text{out}}$ that over-corrected the interaction. Indeed, in this instance, our self-consistency condition $J_{\text{out}} = 0$ alludes to a similar scenario

$$J_{\text{out}} = 0 \implies J_{\text{in}} = 2F_{j}^{P} = \frac{1}{2} \left( F_{\uparrow\uparrow}^{\uparrow\uparrow} - F_{\uparrow\downarrow}^{\uparrow\downarrow} + F_{\downarrow\uparrow}^{\downarrow\uparrow} - F_{\downarrow\downarrow}^{\downarrow\downarrow} \right), \quad (\text{VII.21})$$

where the factor of two here raises concern.
4. A self-consistent $J$ applied to $\text{H}_2$

We might then suggest adding to this term the computed $U_{\text{out}}$ from the same calculations, in a similar manner to how we calculated $U_{\text{eff}}$ for NiO (c.f. Fig. VII.4). For a closed-shell system, however, computing $U$ from magnetic perturbations is very challenging, if not impossible since the resulting potentials in the 1$s$ subspace will conserve the net charge, such that $U$ cannot be reliably computed\(^8\).

We instead calculated the $U$ values for dissociating $\text{H}_2$ from the usual uniform perturbation $\alpha = \pm 0.05$ eV applied to the subspace of one of the H atoms (as we previously showed in Fig. VI.3). We determined the $U$ value self-consistently at 2.8 $a_0$ in the near bond-length regime, to illustrate that a non-self-consistent $U$ provides an adequate approximation to the fully self-consistent $U^{(2)}$. Indeed, the $U_{\text{in}}$ vs $U_{\text{out}}$ curve depicted in Fig. VII.14, gives $U^{(2)} = 4.68 \pm 0.05$ eV and $U^{(3)} = 4.38 \pm 0.02$ eV. We therefore refrain from calculating the $U$ self-consistently at all bond-lengths, for convenience, and proceed with the non-self-consistent $U$ values.

The effective Hubbard parameters resulting from this procedure, approximated\(^8\)In fact, we tried this approach with the $J$ calculations but we found enormous error bars on the $U$ values

\[ U^{(1)} = 2.26 \pm 0.02 \text{ eV}, \quad U^{(2)} = 4.68 \pm 0.05 \text{ eV}, \quad U^{(3)} = 4.38 \pm 0.02 \text{ eV}, \]

which are very accurately determined and show that $U^{(3)} \approx U^{(2)}$.
by $U_{\text{eff}} = U^{(2)} - J^{(2)} \approx U^{(3)} - J^{(2)}$ and $J_{\text{eff}} = U^{(2)} + J^{(2)} \approx U^{(3)} + J^{(2)}$ are shown in Fig. VII.15. Here we observe that these effective parameters do not compare at all to the $U$ or $J$ values required to correct the total-energy (with either DFT+$U$ or DFT+$J$), and therefore suggest no reason to use them in place of $J^{(2)}$. It is therefore not necessary, or advised, it seems, to consider $U_{\text{eff}}$ and $J_{\text{eff}}$ when treating SCE in H$_2$, wherein $J_{\text{out}}$ provides the best possible correction. The precise reasons for this outcome are not yet clear and a more thorough investigation of this result remains an open prospect for the future.

**5 Choice of subspace projectors**

The choice of subspace projectors $\{\varphi_m\}$ plays a crucial role in the both the calculation and application of the $U$ and $J$ parameters. Throughout this dissertation we utilise static pseudoatomic orbitals (PAO) that are generated from the occupied KS state of the neutral atom with the underlying XC functional. Other projectors that may be chosen include hydrogenic wave functions [342, 440], maximally-localised Wannier...
5. Choice of subspace projectors

functions [414, 434], and linear-muffin tin orbitals [149, 337, 338, 455] (LMTO), which may also be optimised self-consistently [389].

The DFT+U method operates under the assumption that the localised charged encapsulated by the projectors is only weakly interacting with the charge in the surrounding electron bath. Furthermore, we require that projectors are sufficiently well separated such that the overlap matrix between adjacent sites \( O_{mnm'}^{IJ} = \langle \varphi_m^I | \hat{\rho} | \varphi_m^J \rangle \) is minimal. However, when the on-site projectors do not sufficiently capture all of the localised charge, or where the overlap between adjacent sites \( O_{mnm'}^{IJ} \) is large, the inappropriate population analysis can result in incorrect calculations of \( U \) and \( J \).

These effects are clearly evident in the calculation of \( U \) in Fig. VII.2 and \( J \) in Fig. VII.12. For short bond-lengths there is significant spatial overlap between the 1s projectors on both H atoms where the charge contained in \( O_{mnm'}^{IJ} \) represents a large fraction of \( \text{Tr}[\hat{\rho}_{mnm'}^I] \). Therefore, any perturbation applied to the targeted subspace, e.g., uniform or magnetic, will also inadvertently affect the charge contained in the other subspace, i.e., the bath, and the interaction cannot be considered weak. Thus, calculating \( U \) (or \( J \)) in this regime also takes into account the interactions present in the adjacent subspace and exaggerates the corresponding response functions.

Indeed, we see that the negative \( U \) values calculated in Fig. VII.2 at short bond lengths are lower than what is required by as much as 4 eV. On the other hand, those calculated between 3 \( a_0 \) and 6 \( a_0 \) are too large, but the error is relatively smaller since the overlap is less extreme. In Fig. VII.12 the \( J^{(2)} \) values calculated before the Coulson-Fischer point are also much too large. In the dissociation limit in both examples, however, where the projector overlap is minimal, the calculated \( U \) and \( J \) values are in very reasonable agreement with what is required.

It is therefore clear that the degree of overlap between subspace projectors \( O_{mnm'}^{IJ} \) strongly influences the calculation of \( U \) and \( J \) and must be considered in systems where such overlapping is prevalent. However, rather than reconstructing the formulas for the Hubbard parameters to explicitly account for \( O_{mnm'}^{IJ} \), a more effective solution may be achieved by redefining the projectors themselves. We therefore propose to construct the projectors to span all the subspaces that belong to a specific group \( G \), characterised by a certain species, spin-orientation, location etc. In this scheme,
which we have dubbed the *unified sites* approach (US), the group projector is defined as follows

\[
\hat{P}^G_{mnm'} = \sum_{IJ} |\phi^I_m\rangle \langle \phi^J_{m'}| \quad \text{with} \quad I, J \in G,
\]

and is a sparse matrix that spans the subspace combining all the atoms. Thus, uniform and magnetic perturbations, as well as the on-site interactions that determine \( U \) and \( J \), are contained within the unified subspace and circumvent the introduction of explicit double-counting corrections. Hence, the overlap between adjacent sites may be implicitly taken into account both in the calculation and application of the Hubbard parameters. We will discuss this feature further in our conclusions in Chapter IX.

6 Conclusion

In this Chapter, we have extended our linear-response method developed in Chapter VI to incorporate the self-consistent calculation of \( U \) and \( J \), in which only quantities calculated from ground-state densities are required. This formalism simplifies the analysis of parameter self-consistency schemes considerably and, at least for this specific method, a clear best choice of self-consistency criterion for one electron emerged, \( U^{(2)} \), which has been explored relatively little in the literature to date. In stringent calculations of the dissociated limit of the system affected by SIE alone \( H_2^+ \), in which DFT+\( U \) operates under ideal conditions, we are able to directly observe that the method corrects the SIE in the total-energy very precisely, as foreseen in Ref. [396]. It does so entirely from first-principles when the \( U^{(2)} \) scheme is used.

Moreover, this method readily extends to the exchange parameter \( J \), which is required in the multi-electronic extension to NiO to facilitate the correct self-consistency condition \( U_{\text{eff}} = 0 \). For this condition, the computed values for the band gap, transition energy and magnetic moment were in excellent agreement with experimental data.

Our analysis also shows that the comparison of thermodynamically relevant DFT+\( U \) quantities such as the total-energy between dissimilar systems demanding different first-principles \( U \) parameters is, at least, well defined. Indeed, this compa-
ison evidently becomes one between purely ground-state properties when applied with parameter self-consistency, but there may well be other circumstances in which this also holds true.

Furthermore, the self-consistency formalism can be used to enhance the results of other methods as we shall see in the next Chapter. The procedure then extends the DFT+$U^{(2)}$ full SIE correction of the $H_2^+$ total-energy to the highest occupied eigenvalue, approximately enforcing Koopmans’ condition. We also recommend the use of a more complicated criterion, the previously proposed $U^{(3)}$, particularly for density-non-self-consistent methods such as post-processing DFT+DMFT.

The self-consistent scheme was also extended to calculate the exchange parameter $J$ in dissociating $H_2$. For this system we found it not only advantageous, but necessary, to calculate $J$ self-consistently in order to correctly ameliorate the SCE beyond the Coulson-Fischer point and into the dissociation limit. In this instance we found that the PBE+$J^{(2)}$ total-energy gave remarkable agreement with the FCI total-energy in the dissociation limit, despite drastically over-estimating it near equilibrium. Surprisingly, $U_{\text{eff}}$ and $J_{\text{eff}}$ did not coincide with the necessary values, which warrants further analysis into the disparity between the self-consistency regimes for $U$ and $J$.

To properly account for SIE or SCE in the total-energy, both across the bond-length range of $H_2^+$ and in general, we note that one would need to fully take into account the effects of subspace charge spillage, overlap and double-counting, possibly through the use of Wannier functions [434] generated self-consistently with the DFT+$U$ electronic structure [389]. At least as important for correcting SIE in the bonding regime, perhaps, is the necessity to overcome the breakdown of the single-site approximation. For this, the account of inter-subspace SIE offered by the multi-site method such as DFT+$U+V$ [441], or our proposed US approach, is a promising avenue for investigation.

Finally, in Appendix C, we present self-consistent calculations of $U$ for Ni(CO)$_4$ and Cr$_2$O$_3$, which were also investigated as part of this work.
VIII

THE INVESTIGATION OF NON-LINEAR CONSTRAINTS AND A GENERALISED DFT+U FUNCTIONAL

While the construction of viable, explicit density functionals free of pathologies such as SIE is extremely challenging [9], we discussed in Chapter V some of the significant progress made in the development of implicit functionals toward this goal. Furthermore, we demonstrated in Chapters VI & VII how the DFT+U method [343] may be utilised as an effective and computationally efficient, even linear-scaling [101], treatment for many-body SIE. However, as we illustrated in Fig. V.6, it is patently unable to provide any sort of correction to the Kohn-Sham eigenvalue, which is the relevant quantity for, e.g., calculating first ionisation energies, heterogeneous catalysis [512], and charge transfer energies [545–558]. This non-compliance of Koopman’s condition [330, 331, 334, 335] corresponds to a short-coming in the linear term affecting the potential, which in turn exposes a significant limitation in the applicability of the DFT+U.

As a solution to this problem, we propose the construction of a generalised DFT+U functional comprising separate U parameters for the linear and quadratic density terms, thereby allowing for an adaptive double-counting correction. Our goal is that DFT+U may be simultaneously applied to two important sources of error, namely the many-body SIE and non-compliance with Koopman’s condition, which have long hindered the reliability of electronic structure calculations. Moreover, the additional degree of freedom provided by two parameters raises the possibility of developing a self-contained, self-consistency scheme for calculating both parameters. Hence, the challenge central to this Chapter is the development of such a scheme.
that is comparable in efficiency and accuracy to the self-consistent linear-response approach described in the previous Chapters.

We begin by first exploring the self-contained calculation of conventional Hubbard $U$ parameters by means of an automated variational extremisation approach. Indeed, the automated correction of subspace SIE is a compelling possibility in itself, and one that warrants a rigorous investigation as such a mechanism would be extremely useful for many practitioners and expedient in the context of high-throughput materials informatics [506–510]. This procedure may be in fact possible if we can effectively define the state that is free of SIE in terms of relevant constraints on the ground-state density. We therefore propose to exploit the efficiency of the optimisation methods encapsulated by constrained density-functional theory (cDFT) [416–418], to directly and automatically enforce SIE correction with the constraint-like form of the DFT+$U$ functional, for which the $U^I$ resemble the Lagrange multipliers of constraints on the eigenvalues of $\hat{n}^{I\sigma}$.

We shall demonstrate, however, that cDFT is fundamentally incompatible with constraints beyond linear order, and that this prohibits the satisfaction of exact constraints targeting SIE interactions. Fundamentally, we show that one cannot excite a system afflicted with SIE into a state that reliably exhibits less, without breaking a physical symmetry or introducing auxiliary parameters.

However, we show that a two-parameter method is sufficient to precisely cancel the SIE and attain the exact subspace occupancy or exact eigenvalue when the free energy is considered instead. This finding illustrates that a generalised DFT+$U$ functional is effective in treating both the total-energy and ionisation potential of a one-electron system, entirely from first principles. Moreover, we derive formulae for estimating these parameters which depend only on ground-state DFT quantities and the self-consistent Hubbard $U$ calculated from linear-response in the previous Chapters.
1 **Constrained-DFT**

Constrained density-functional theory (cDFT) [418] is a generalisation of DFT, in which the total-energy functional is augmented by one or more constraints. These constraints operate on the expectation values of charge or spin-density (or their sums, differences or moments), which are enforced by a set of Lagrange multipliers \( \{ V_c \} \).

The total-energy of a constrained system \( W \), in which the total charge density in some region (in our case the localised subspace) is constrained, is given as follows

\[
W[n, V_c] = E_{\text{DFT}}[n] + V_c E_c[n]
\]

where

\[
E_c[n] = \left( \sum_{\sigma} \int dr \ w_\sigma(r) n(r) - N_\sigma \right).
\] (VIII.1)

The *weight function* \( w_\sigma(r) \) specifies the region in which the constraint enforces the target charge \( N_\sigma \).

Although constraints have long played a significant role in the interpretation of physical processes, the constraint-approach originally gained traction in the DFT community with the work of Dederichs [416] and other contributors [559–565], whose combined efforts facilitated the calculation of states not directly accessed by the unconstrained exchange-correlation functional, such as charge transfer energies, defect states, and magnetic impurities. However these calculations were computationally intensive to perform as they required the manual scanning over the space of Lagrange multipliers until the desired state was achieved.

The seminal work of Van Voorhis *et al.* [502, 547, 548, 551, 566–568], on which the contemporary application of cDFT is now based, later formalised an optimisation approach toward the solution of constraints, in which they established that the constraint is satisfied at an extremum of the total-energy with respect to the Lagrange multipliers \( V_c \)

\[
\frac{dW}{dV_c} = 0 \quad \Rightarrow \quad E_c[n] = 0
\] (VIII.2)

and that the extremum corresponds to a maximum, guaranteed by a negative-definite curvature,

\[
\frac{d^2W}{dV_c^2} \leq 0 \quad \text{for all } V_c, \ N_c.
\] (VIII.3)
2. Non-linear constraints

However, it was recently remarked by O’Regan and Teobaldi [502], that the assumption of stationary orbitals, which contributes to the derivation of Eq. (VIII.3) is incomplete when extended to variational procedures\(^1\). Under this generalisation, the constraint is still satisfied at the energy maximum as in Eq. (VIII.2), but with the introduction of the inverse dielectric response \(\epsilon^{-1}\) in the expression for Eq. (VIII.3). This means that the curvature is no longer guaranteed to be negative-definite for multiple constraints (thereby precluding the existence of a unique maximum) but is proven to be so for single constraints, or those that are not ill-posed.

C\(\text{DFT}\) has proven extremely useful in many applications over the years, including charge transfer calculations [545–558], electronic coupling parameters [556, 557, 569], and in calculating of Hubbard \(U\) parameters in DFT+\(U\) [337, 414, 425, 570]. C\(\text{DFT}\) is also practiced in the correction of static correlation error to construction efficient, minimal basis sets for configuration interaction calculations [567, 568, 571, 572]. For a comprehensive account of the C\(\text{DFT}\) method, we refer the reader to Refs. [416, 418, 502, 558, 566].

The broad application of C\(\text{DFT}\) to date has focused primarily on constraints linear in density-dependent quantities while there have been sparse references to non-linear constraints in the prevailing literature [573–575], particularly in the realm of nuclear physics [576–578]. To our knowledge, however, a formal solution to non-linear constraints on the electronic density was not proposed in any, hence motivating our interest in their application.

2 Non-linear constraints

To investigate the efficiency of non-linear constraints for targeting SIE, let us reconsider the one-electron system \(H_2^+\), which we showed in the previous Chapters to be highly amenable to DFT+\(U\) type corrections. The simplest conceivable constraint functional that targets SIE assumes a quadratic form

\[
C_2 = \sum_{I\sigma} (N^{I\sigma} - N_e^{I\sigma})^2 \quad \text{with} \quad N^{I\sigma} = \operatorname{Tr}[\hat{n}^{I\sigma}], \quad (\text{VIII.4})
\]

\(^1\)See Eq. 6 in Ref. [566] vs Eq. 14 in Ref. [502].
where $N^{I\sigma}$ is the total occupancy of the error-prone subspace $I$, and $N_c^{I\sigma}$ is its targeted value, for spin $\sigma$. Although this constraint is a functional of subspace total occupancies, rather than the occupancy eigenvalues as in DFT+$U$, it is an unimportant distinction for single-orbital sites. For $M$ identical subspaces with $N_c^{I\sigma} = N_c$ for all $I$ and $\sigma$, the total-energy of the system is given by

$$W[n, V_c] = E_{\text{DFT}}[n] + MV_c C_2[n]$$

(VIII.5)

where $V_c$ is the common cDFT Lagrange multiplier. This gives rise to a constraining potential of the form

$$\hat{v}_{I\sigma}^{c} = 2V_c \sum_I (N^{I\sigma} - N_c) \hat{P}^I$$

(VIII.6)

which depends explicitly on the violation of the constraint, i.e., it is attractive for $N^{I\sigma} < N_c$ and repulsive for $N^{I\sigma} > N_c$. This, in turn, generates a corrective interaction-kernel given by

$$\hat{f}^{c} = \frac{\delta\hat{v}_{I\sigma}^{c}}{\delta\hat{n}} = 2V_c \sum_I \hat{P}^I \hat{P}^I$$

(VIII.7)

which acts to modify the energy-density profile. In fact, the interaction-kernel $\hat{f}^{c}$ is identical to that generated by DFT+$U$ when $V_c = -U^I/2$, and thus motivates our initial choice of a quadratic constraint. Moreover, following the procedure prescribed in Ref. [502] for the self-consistent cDFT problem, the Hellmann-Feynman theorem provides that the first energy derivative with respect to the Lagrange multiplier is simply the constraint functional

$$\frac{dW}{dV_c} = C_2 = (N^{I\sigma} - N_c)^2,$$

(VIII.8)

so that the total-energy $W(V_c)$ always finds a stationary point when the constraint is satisfied, i.e., $C_2 = 0$.

In order to assess the potency of this functional to correct SIE in a one-electron model, we investigate the $H_2^+$ molecule at an intermediate bond-length of $4 \ a_0$, using the same calculation parameters outlined in Chapter V. At this bond-length, the overlap of the two PBE 1s orbitals yields an intermediate double-counting in the subspace total occupancy of 24%. A physically intuitive target occupancy of
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\( N_c = 0.5 \) e per atom is chosen\(^2\), which requires a repulsive constraint and, therefore, a positive \( V_c \). However, the same qualitative outcome can be composed from the selection of any \( N_c \neq N_{\text{DFT}} \), where \( N_{\text{DFT}} \) is the unperturbed ground-state subspace density.

The total-energy of the system as a function of the Lagrange multiplier \( V_c \) is illustrated in Fig. VIII.1, in which it is clearly demonstrated that the \( C_2 \) constraint cannot be enforced, as was similarly remarked by Staszczak in Ref. [577], since \( W(V_c) \) fails to attain a stationary point. This is further emphasised by the exponential decay of the total-energy derivatives, the first three of which are also depicted.

Figure VIII.1: The total-energy of constrained \( \text{H}_2^+ \) at 4 a\(_0\) bond-length, with a target occupancy of \( N_c = 0.5\) e per atom against the cDFT Lagrange multiplier \( V_c \). Also shown is the constraint functional \( C_2 = (N - N_c)^2 \), averaged over the two atoms, and its first and second derivatives, which all rapidly diminish with \( V_c \).

Indeed, the key to understanding the failure of the \( C_2 \) constraint lies in the rapid decline in the self-consistent cDFT response functions \([502]\) \( d^m N/dV^m_c \sim d^{m+1}W/dV^{m+1}_c \), the first three of which are depicted in Fig. VIII.2. This results in diminishing returns in regard to the efficacy of the constraining potential as \( V_c \) is increased. In other words, as the constraint asymptotically approaches satisfaction with increasing \( V_c \), the density becomes less and less responsive to to the perturbation

\(^2\)Henceforth in this analysis, we shall suppress the site and spin indices for brevity.
incurred by $V_c$, and so never attains the target value.

Figure VIII.2: The magnitudes of the interacting density response $\chi = \text{Tr} \left[ \frac{dN}{d\hat{v}_{\text{ext}}} \hat{P} \right]$ and cDFT response functions $d^m N/dV^m_c$, calculated from a polynomial fit to the average subspace occupancy of $H_2^+$ at 4 $a_0$. The responses diminish as we asymptotically approach constraint satisfaction, while the occupancy, and hence $\chi$, tends to a constant value.

2.1 Proof of the inapplicability of non-linear constraints

The incapability of the quadratic constraint to attain a stationary point for this simple system presents a surprising result. We are therefore motivated to investigate whether non-linear constraints of a general form

$$C_n = (N - N_c)^n \quad \text{with} \quad n \in \{\mathbb{N}; n \geq 2\}, \quad \text{(VIII.9)}$$

are also unable to be satisfied for a target occupancy $N_c \neq N_{\text{DFT}}$, or if this outcome is specific to quadratic constraints only. To preface this inquiry, it is provided that the $n = 0$ case is trivial, and $n = 1$ returns a conventional linear constraint. Moreover, the constraint is ill-defined for $n < 0$ since the total-energy would diverge upon constraint satisfaction, and $C_n$ becomes imaginary for non-integer $n$ when $(N - N_c)$ is negative. We shall, therefore, limit our discussion to constraints of integer order $n \geq 2$. 
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To assess the ease of accessing the stationary points sought by non-linear constraints we must investigate the nature of the derivatives of the total-energy $W(V_c)$. We begin this analysis with the first derivative, which simply returns the constraint itself

$$\frac{dW}{dV_c} = C_n, \quad (VIII.10)$$

as in Eq. (VIII.8). Hence, the first derivative is trivially equal to zero at the stationary point. We proceed then to the second derivative, which follows directly from the first and is

$$\frac{d^2W}{dV_c^2} = \frac{dC_n}{dV_c} = n(N - N_c)^{n-1} \frac{dN}{dV_c} = nC_{n-1} \frac{dN}{dV_c}. \quad (VIII.11)$$

It is constructive from here on to express the total-energy derivatives in terms of the subspace-projected interacting response function

$$\chi = \text{Tr} \left[ \frac{dN}{d\hat{v}_{\text{ext}}} \hat{P} \right], \quad (VIII.12)$$

since this object - unlike the cDFT response functions - is independent of the form of the constraint, where the external potential is denoted by

$$\hat{v}_{\text{ext}} = \hat{v}_c = V_c \frac{\delta C_n}{\delta \hat{\rho}} = nV_c (N - N_c)^{n-1} \hat{P}. \quad (VIII.13)$$

An expression for the cDFT response function $dN/dV_c$ may then be derived by means of the chain rule via the external potential, as follows

$$\frac{dN}{dV_c} = \text{Tr} \left[ \frac{dN}{d\hat{v}_{\text{ext}}} \frac{d\hat{v}_{\text{ext}}}{dV_c} \right] = \text{Tr} \left[ \frac{dN}{d\hat{v}_{\text{ext}}} \frac{d}{dV_c} \left( nV_c (N - N_c)^{n-1} \hat{P} \right) \right]$$

$$= \text{Tr} \left[ \frac{dN}{d\hat{v}_{\text{ext}}} \hat{P} \right] \frac{d}{dV_c} (nV_c C_{n-1}) = n\chi \left( C_{n-1} + V_c \frac{dC_{n-1}}{dV_c} \right)$$

$$= n\chi \left( C_{n-1} + V_c (n - 1)(N - N_c)^{n-2} \frac{dN}{dV_c} \right)$$

$$= n\chi \left( C_{n-1} + V_c (n - 1)C_{n-2} \frac{dN}{dV_c} \right). \quad (VIII.14)$$

Thus, simplifying the terms in the last step yields the first cDFT response function

$$\frac{dN}{dV_c} = \frac{n\chi C_{n-1}}{1 - n(n - 1) \chi V_c C_{n-2}}. \quad (VIII.15)$$
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Substituting Eq. (VIII.15) into Eq. (VIII.11) then gives the second energy derivative in terms of the constraint and subspace interacting response

$$\frac{d^2W}{dV_c^2} = \frac{\chi n^2 C_{n-1}}{1 - n (n - 1) \chi V_c C_{n-2}}.$$  \hspace{1cm} (VIII.16)

For any valid stationary point, where \( N = N_c \), the constraint is satisfied by construction: \( C_n = 0 \). Conversely, the Lagrange multiplier \( V_c \), the interacting response \( \chi \), and the energy derivatives beyond first order must all remain finite to distinguish the unique inflection point. Inspecting Eqs. (VIII.15) & (VIII.16) again, we see that the numerators for the response \( dN/dV_c \) and energy curvature \( d^2W/dV_c^2 \) vanish at the stationary point since

$$C_{n-1} = (N - N_c)^{n-1} = 0 \quad \text{for} \quad n \geq 2.$$  \hspace{1cm} (VIII.17)

The latter is therefore not a stationary point discriminant, and we must inspect higher-order derivatives instead. Continuing from Eq. (VIII.11), the third derivative of the total-energy is\(^3\)

$$\frac{d^3W}{dV_c^3} = n(n - 1) C_{n-2} \left( \frac{dN}{dV_c} \right)^2 + nC_{n-1} \frac{d^2N}{dV_c^2},$$  \hspace{1cm} (VIII.18)

which depends on the both the first and second-order responses. Since we have shown the former vanishes at the stationary point, it remains to be proven for the latter.

Beginning with the last line in Eq. (VIII.14), the second-order response may be derived thence. We begin by evaluating the first term in the derivative of the expansion:

$$T_1 = \frac{d}{dV_c} [n\chi C_{n-1}] = n \frac{d\chi}{dV_c} C_{n-1} + n\chi \frac{C_{n-1}}{V_c}$$

$$= n \frac{d\chi}{dV_c} C_{n-1} + n(n - 1)\chi C_{n-2} \frac{dN}{dV_c}.$$  \hspace{1cm} (VIII.19)

\(^3\)In general, the energy derivative of order \( m \) involves cDFT response functions up to order \( m - 1 \), and positive integer powers of \((N - N_c)\), which vanish for all \( n \neq m - 1 \), but do not diverge.
The second term is then given by

\[ T_2 = n(n - 1) \frac{d}{dV_c} \left[ \chi V_c C_{n-2} \frac{dN}{dV_c} \right] \]

\[ = n(n - 1) \left[ \frac{d\chi}{dV_c} V_c C_{n-2} \frac{dN}{dV_c} + \chi C_{n-2} \frac{dN}{dV_c} + \chi V_c C_{n-2} \frac{dN}{dV_c} \right] \]

\[ = n(n - 1) \frac{dN}{dV_c} \left[ \frac{d\chi}{dV_c} V_c C_{n-2} + \chi C_{n-2} + \chi V_c (n - 2) C_{n-3} \frac{dN}{dV_c} \right] \]

\[ + n(n - 1) \chi V_c C_{n-2} \frac{d^2 N}{dV_c^2} \]

\[ = T'_2 + n(n - 1) \chi V_c C_{n-2} \frac{d^2 N}{dV_c^2}, \] (VIII.20)

where in the last step we have grouped terms depending on \( dN/dV_c \) into the term \( T'_2 \). Gathering the terms from \( T_1 \) and \( T_2 \), the second-order response function may be constructed as

\[ \frac{d^2 N}{dV_c^2} = \frac{T_1 + T'_2}{1 - n(n - 1) \chi V_c C_{n-2} \frac{d^2 N}{dV_c^2}}, \] (VIII.21)

where the numerator is given by

\[ T_1 + T'_2 = n \frac{d\chi}{dV_c} C_{n-1} \]

\[ + n(n - 1) \frac{dN}{dV_c} \left[ \frac{d\chi}{dV_c} V_c C_{n-2} + 2\chi C_{n-2} + \chi V_c (n - 2) C_{n-3} \frac{dN}{dV_c} \right], \] (VIII.22)

and depends explicitly on the terms \( C_{n-1} \) and \( dN/dV_c \), which, as we have seen, vanish at the stationary point \( N = N_c \) for \( n \geq 2 \). Furthermore, any potentially non-zero terms, such as \( C_{n-2} \) or \( C_{n-3} \), are contained in the square brackets, which are pre-multiplied by the vanishing \( dN/dV_c \). Therefore, the second-order response \( d^2 N/dV_c^2 \) and, by extension \( d^3 W/dV_c^3 \), both vanish at stationary points for all \( n \geq 2 \), due to the vanishing \( C_{n-1} \) in the first term in the numerator, and the vanishing \( dN/dV_c \) coupled to all remaining terms.

In general, the cDFT response function \( d^m N/dV_c^m \) comprises terms proportional to response functions of lower order, in addition to mixed terms composed of the

---

4For \( n = 3 \), \( C_{n-3} = C_0 = 1 \) and the result is still valid.
interacting response function $\chi$ and its derivatives $d^{m-1}\chi/dV^m_c$, and constraint terms $C_n$, such that

$$
\frac{d^m N}{dV^m_c} = \frac{d^m N}{dV^m_c} \left[ \left\{ \frac{d^{m-k} N}{dV^m_c} \right\} \cdot \left\{ \frac{d^{m-1-k} \chi}{dV^{m-1-k}_c} \right\} \cdot \{C_{n-k}\} \right] = 0,
$$

\forall m \quad \text{with} \quad k = \{1, \cdots, m-1\}.

(VIII.23)

It is then always the case that potentially finite terms, such as $\chi$ and its derivatives, or non-divergent powers of $(N - N_c)$, are coupled to response functions, or the vanishing constraint $C_{n-1}$. It follows, that response functions of all orders vanish as we approach a stationary point, as illustrated in Fig. VIII.2, since each depends successively on vanishing lower-order response functions, beginning with the first: $dN/dV_c$.

Then, since each term in the $m^{th}$ energy derivative is always proportional to non-divergent powers of $(N - N_c)$ and response functions of (at most) order $m - 1$, the same logic applies, and all energy derivatives tend to zero as well, as depicted in Fig. VIII.1, thereby proving the conjecture. This serves as an inductive proof that non-linear constraints targeting SIE, of the form $C_n$, cannot be enforced.

### 2.2 Construction of separable constraints

In light of the failure of non-linear constraints to attain a stationary point, one possible option remains: to re-cast the $C_2$ functional targeting SIE into a more viable form comprising separate linear and quadratic constraints. For a particular site, this new constraint functional is constructed by expanding the terms in $C_2$ as follows

$$
C_2 = (N - N_c)^2
= N^2 + N_c^2 - 2NN_c
= N^2 + N_c^2 - 2NN_c + 2N_c^2 - 2N_c^2
= N^2 - N_c^2 + 2N(N_c - N)
= -2N_c(N - N_c) - (N_c^2 - N^2).
$$

(VIII.24)

Invoking separate Lagrange multipliers in this reformulation may then afford the system an additional degree of freedom to satisfy the individual constraints.
2. Non-linear constraints

It is instructive to write this result in the notation of DFT+$U$. By invoking a small change of variables, we arrive at the constraint energy for all sites (neglecting spin)

$$E_{C_2} = \sum_{I} \frac{U_1}{2} \left( N^I - N_c \right) + \sum_{I} \frac{U_2}{2} \left( N_c^2 - (N^I)^2 \right)$$

where $U_1 = -2N_cV_c$ and $U_2 = -V_c$. (VIII.25)

The vanishing response problem can now be circumvented by decoupling the linear and quadratic Hubbard-like parameters $U_1$ and $U_2$, and interpreting them as separate Lagrange multipliers. The corrective potential is then modified to

$$\hat{V}_{U_1,U_2} = \sum_{I\sigma} \sum_{mm'} \langle \phi^I_m | \left( \frac{U_1^I}{2} - U_2^I \hat{n}^I_{mm'} \right) \phi^I_{m'} \rangle,$$  (VIII.26)

so that the characteristic occupancy eigenvalue dividing an attractive from a repulsive potential is changed from $1/2$ to $U_1/2U_2$. Here, the $U_2$ parameters are responsible for correcting the interaction and for any modification to the gap. The $U_1$ parameters, meanwhile, may be used to adjust the linear dependence of the energy on the subspace occupancies, and thereby refine eigenvalue derived properties such as the ionisation potential (IP).

Fig. VIII.3 shows the total-energy $W$ contour plot of the $H_2^+$ system as before against the $U_1$ and $U_2$ defined in Eq. (VIII.25). The subspace target occupancy is $N_c = N_{\text{exact}} = 0.602$ e, where the population of each of the two PBE 1s orbital subspaces was calculated using the exact functional. We see that the total-energy is maximised along the heavy white line at $\sim 0.92$ eV below the exact energy, for which the constraint is satisfied for non-unique pairs of $(U_1, U_2)$.

To understand why the total-energy stationary points are always degenerate, and hence why the occupancy condition fails to distinguish a unique $(U_1, U_2)$, we must conduct a second derivative test on the Hessian of the constraint functional$^5$, given by

$$H_{ij} = \frac{d^2W}{dU_i dU_j}.$$  (VIII.27)

$^5$Total-derivatives are used here to indicate that self-consistent density response effects are included. The Hubbard parameters remain independent variables.
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Figure VIII.3: The constrained energy of $H_2^+$ at 4 a$_0$ relative to the exact total-energy, against $U_1$ and $U_2$, with target occupancy $N_c = N_{\text{exact}}$. The constraint is satisfied at the total-energy maximum along the solid white line, which lies $\sim$ 1 eV below the exact energy. The ionisation potential (IP) is exact along the thick yellow line. The linear-response Hubbard $U_2$, together with the $U_1$, needed to recover the exact subspace density and maximise the total-energy, are shown using thin dashed lines.

It directly follows that the determinant of $\mathbf{H}$ is conveniently calculated in terms of the response functions

$$|\mathbf{H}| = \frac{1}{2} \begin{vmatrix} dN/dU_1 & -dN^2/dU_1 \\ dN/dU_2 & -dN^2/dU_2 \end{vmatrix} = \frac{1}{2} \begin{vmatrix} dN/dU_1 & -2NdN/dU_1 \\ dN/dU_2 & -2Nd/NdU_2 \end{vmatrix}$$

$$= N \left( \frac{dN}{dU_1} \frac{dN}{dU_2} - \frac{dN}{dU_1} \frac{dN}{dU_2} \right) = 0,$$

(VIII.28)

since

$$\frac{dW}{dU_1} = \frac{1}{2}(N - N_c) \quad \text{and} \quad \frac{dW}{dU_2} = \frac{1}{2}(N_c^2 - N^2).$$

(VIII.29)

Given an inconclusive second derivative test, this implies a vanishing energy curvature along the lines which contain a constant corrective potential and, hence, no unique maximum, as shown by Fig. VIII.3.

Suppose we may identify a unique maximum by directly calculating the $U_2$ parameter first, and then optimising the total-energy along $U_1$. The self-consistent
3. A generalised DFT+U formula

linear-response $U$ calculated at this bond-length is 4.84 eV. If we intuitively set $U_2 = U$, based on the correspondence between the interaction corrections in both approaches, then an associate $U_1 = 3.16$ eV is required to recover the exact subspace density. These values are indicated by the intersecting white dashed lines in Fig. VIII.3. However, the maximum constrained total-energy is still bounded by the choice of target occupancy and remains $\sim 1$ eV below the exact energy unless supplemented with an additional energy correction.

Alternatively, if we select another plausible target occupancy $N_c = 0.511$ e the constrained energy can be tuned to reach a maximum at the exact energy, however it requires an unphysical $U_1 = U_2 \approx -444$ eV to do so.

Finally, the line on which the IP is exact intercepts $U_1 = 0$ eV at the linear-response $U_2 \approx U$, echoing the ‘SIC’ double-counting correction proposed in Ref. [579]. However, the IP is also irreconcilable with the exact total-energy, for any $U_1$ and $U_2$, unless subsidised with an energy correction as well. We conclude, therefore, that a ground-state susceptible to SIE cannot be excited in a systematic way to a state that is free from SIE by means of exact constraints on the density, without breaking a physical symmetry. In other words, the total-energy cannot typically be corrected of SIE in this scheme by altering the density alone, and a non-zero energy correction term is typically required.

3 A generalised DFT+U formula

We have heretofore shown that non-linear constraints targeting the SIE of a one-electron system cannot restore the exact total-energy by means of automated methods. Moreover, we have observed that attaining the exact total-energy or eigenvalue from a linear combination of occupancy-dependent constraints is not feasible without a supplemental energy term. Motivated by these findings, we return toward the development of a generalised DFT+U functional - one that can simultaneously correct the SIE and restore Koopmans’ condition. The strategy we elect to explore in the remainder of this Chapter then is that of computing the $U_1$ and $U_2$ parameters from first-principles from linear-response methodology.
Returning again to Eq. (VIII.25), let us omit the target density dependence (by setting \(N^I_c = 0\)) and extract the free-energy \[566\] while adapting the treatment of the subspace occupancy to multi-orbital sites and neglecting inter-eigenvalue terms by resetting \(N \rightarrow \text{Tr}[\hat{n}]\), in the spirit of DFT+U. By the above modifications, we arrive at the generalised DFT+U functional, given by

\[
E_{U_1, U_2} = \sum_{I\sigma} \frac{U_1^I}{2} \text{Tr} [\hat{n}^I\sigma] - \sum_{I\sigma} \frac{U_2^I}{2} \text{Tr} [(\hat{n}^I\sigma)^2], \tag{VIII.30}
\]

where the conventional DFT+U functional of Eq. (V.25) is recovered by simply setting \(U_1^I = U_2^I\).

The supplemental energy correction we previously sought in order to reconcile the eigenvalue is hereby provided by the linear term in Eq. (VIII.30), the total-energy generated by which is shown in Fig. VIII.4 against \(U_1\) and \(U_2\) as before. The zero of energy is again set to the exact energy \(E_{\text{exact}}\), the intercept of which with the PBE+U functional is indicated by the heavy dashed line. The thin dashed lines then indicate the previously calculated Hubbard \(U_2 = 4.84\) eV, and the corresponding \(U_1 = 4.44\) eV required to recover it. We note these are remarkably similar to the \(U\) value needed by a traditional DFT+U calculation \((U_1 = U_2 = 3.85\) eV) to do the same.

The heavy white line, indicates where the exact subspace occupancy is acquired, as in Fig. VIII.3, which intersects with the exact total-energy (orange dashed line) at \(U_1 = 5.73\) eV and \(U_2 = 6.98\) eV, at which point \(E_{\text{exact}}\) and \(N_{\text{exact}}\) are simultaneously attained. At the same point, however, the KS eigenvalue \(\varepsilon_{\text{DFT}}\) lies \(\sim 2.8\) eV above \(\varepsilon_{\text{exact}}\). This highlights that an accurate total-energy at a particular occupancy may coincide with an inaccurate ionisation energy, and vice versa, as was recently shown in detailed analyses of the residual SIE in hybrid functionals [419] and in DFT+U itself [395], at fractional total occupancies.

However, the generalised DFT+U functional does in fact enable the simultaneous correction of the IP (yellow line in Fig. VIII.3) and the total-energy at \(U_1 = 10.03\) eV and \(U_2 = 14.18\) eV. This preliminary finding is very encouraging and in the following

---

\(^6\) We also note a resemblance between Eq. (VIII.30) and the three-parameter DFT+U functional proposed in Ref. [580], however the functional forms are quite different.
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Figure VIII.4: The free energy of H$_2^+$ at 4 $a_0$ relative to the exact total-energy, obtained from the generalised DFT+U functional in Eq. (VIII.30) against $U_1$ and $U_2$, with target occupancy $N_c = N_{\text{exact}}$. The thick orange line is the exact energy intercept, and the thin dashed lines show the linear-response $U_2$ together with the corresponding $U_1$ needed to recover the exact energy. The solid white line indicates where the exact subspace occupancy is recovered, as in Fig. VIII.3.

section, we will endeavour to invoke these exact conditions across the entire dissociation of H$_2^+$. We have shown, however, that the generalised DFT+U formula may provide the correction of any two of the exact energy, eigenvalue, or occupancy, but not all three simultaneously. This highlights the inherent limitation of this generalised functional going forward.

3.1 Non-self-consistent estimates for $U_1$ and $U_2$

We have thus far been able to effectively estimate the $U_1$ and $U_2$ values required to attain the exact total-energy and IP by exploring the energy landscape and taking reasonable extrapolations. This procedure, however, is not practical to follow for all bond-lengths, and a more efficient means of computing $U_1$ and $U_2$ must be employed. Fortuitously, in a one-electron case such as H$_2^+$, the degrees of freedom afforded by the two Hubbard parameters allow us to simultaneously resolve the exact total-energy and IP using simple linear algebra.
As demonstrated by the occupancy curves in Fig. V.3, there is a negligible charge and kinetic screening effect upon applying a $+U$ correction. We may therefore estimate the required $U_1$ and $U_2$ values non-self-consistently by simply supplementing the PBE total-energy (Fig. V.2) with the DFT+$U_1+U_2$ functional, and the ionisation potential (Fig. V.4) with the corresponding correction potential given in Eq. (VIII.26). We may then fit these curves against the exact total-energy profile with respect to the $U_1$ and $U_2$ parameters, to acquire reliable estimates.

Here, we have also used the convenient feature of $H_2^+$ that the PBE 1s orbital subspace projectors closely match the KS orbitals in spatial profile, and almost exactly so at dissociation. Consequently, the red and blue open circles in Fig. VIII.5 illustrate the values of $U_1$ and $U_2$ required to perform this task, as a function of internuclear distance, which at first seem very large but, nonetheless, deliver the desired result.

Let us now attempt to derive formulae to estimate $U_1$ and $U_2$ from ground-state DFT quantities. Upon the application of a conventional DFT+$U$ correction, stiffening
in the subspace response is typically observed \([396, 415]\), as demonstrated by the comparable occupancies in Fig. V.3 for \(U = 0\) eV and \(U = 8\) eV. It is therefore reasonable to construct a charge non-self-consistent first-principles calculation scheme for \(U_1\) and \(U_2\), e.g., for use in refining DFT+U calculations in order to approximately enforce Koopmans’ condition, and we may ask if we can conveniently estimate \(U_1\) and \(U_2\) using intrinsic quantities of a PBE calculation, without explicit access to the exact values. It would also be advantageous to establish a relationship between \(U_1\) and \(U_2\) and the linear-response \(U\). In this section, we shall therefore outline a procedure to estimate the charge non-self-consistent \(U_1\) and \(U_2\) parameters for \(\text{H}_2^+\) without relying on the fitting of curves with the exact energy profile post-process.

For \(M\) equivalent one-orbital subspaces contributing to the energy band responsible for the eigenvalue \(\varepsilon_{\text{DFT}}\), the exact total-energy and eigenvalue may be approximated from their corresponding PBE quantities as follows

\[
E_{\text{exact}} \approx E_{\text{DFT}} + M \left( \frac{U_1}{2} N_{\text{DFT}} - \frac{U_2}{2} N_{\text{DFT}}^2 \right) \tag{VIII.31}
\]

\[
\varepsilon_{\text{exact}} \approx \varepsilon_{\text{DFT}} + \frac{U_1}{2} - U_2 N_{\text{DFT}} \tag{VIII.32}
\]

with density non-self-consistent \(U_1\) and \(U_2\), where \(N_{\text{DFT}} = \text{Tr} [\hat{n}\text{DFT}]\), and neglecting overlap and spillage.

Let us now suppose that we have calculated a conventional \(U\) which reconciles the total-energy reasonably, so that

\[
E_{\text{exact}} \approx E_{\text{DFT}} + M \frac{U}{2} (N_{\text{DFT}} - N_{\text{DFT}}^2). \tag{VIII.33}
\]

Finally, we wish to exactly satisfy Koopmans’ condition:

\[
\varepsilon_{\text{exact}} = E_{\text{DFT}}[N] - E_{\text{DFT}}[N - 1], \tag{VIII.34}
\]

where the term \(E[N - 1]\) is the DFT-estimated total-energy of the ionised system, which in this case, is simply the ion-ion energy \(E_{\text{ion-ion}}\).

Thus, combining Eqs. (VIII.31) - (VIII.34), where only convenient, approximate DFT quantities have been used, we arrive at

\[
U_1 \approx U (1 - N_{\text{DFT}}) (2 - MN_{\text{DFT}}) + U_K \tag{VIII.35}
\]

and

\[
N_{\text{DFT}} U_2 \approx U (1 - N_{\text{DFT}}) (1 - MN_{\text{DFT}}) + U_K \tag{VIII.35}
\]
where we have defined the ‘Koopmans $U$’ as follows

$$U_K = 2 \left( \varepsilon_{\text{DFT}} - \{E_{\text{DFT}}[N] - E_{\text{DFT}}[N - 1]\} \right).$$  

(VIII.36)

This term is the part of the correction that effectively imposes Koopmans’ condition, primarily affecting $U_1$. These results correspond remarkably well with the exact values required, as shown by the solid lines in Fig. VIII.5, and confirms the validity of approximating a negligible density response.

The interdependence between the parameters for any value of $M$

$$U_1 - U_2 N_{\text{DFT}} \approx U (1 - N_{\text{DFT}})$$  

(VIII.37)

also reveals the role of $U$ in characterising the degree of splitting between $U_1$ and $U_2$. Moreover, enforcing Koopmans’ condition in $H_2^+$ pushes both $U_1$ and $U_2$ up to considerably higher values than are commonplace [343] in conventional DFT+$U$. In Fig. VIII.5, we see that $U_1$ is dominated by $U_K$ at short bond-lengths, where $U_1 \approx N_{\text{DFT}} U_2$, before ultimately falling off to the average of $U$ and $U_2$ in the fully dissociated limit. Over the same range, $U_K$ composes 75% - 50% of $U_2$.

3.2 Application to $H_2^+$

Using the estimated $U_1$ and $U_2$ values in Eq. (VIII.35), we performed density non-self-consistent DFT+$U_1+U_2$ calculations on $H_2^+$ using the non-self-consistent formulae for the PBE total-energy and occupied KS eigenvalue given in Eqs. (VIII.33) & (VIII.34). To put the method on a first-principles footing, we invoke the self-consistent $U^{(2)}$ value, (calculated using the methods described in Chapters VI & VII) to determine $U_1$ and $U_2$. The resulting corrections to the total-energy $E$ and eigenvalue $\varepsilon$ take the form

$$\Delta E = U^{(2)} (N - N^2) \quad \text{and} \quad \Delta \varepsilon_U = \frac{U^{(2)}}{2} (1 - 2N) - \frac{U_K}{2},$$

where $U_K/2 = \varepsilon_{\text{PBE}} - (E_{\text{PBE}} - E_{\text{ion-ion}})$.  

(VIII.38)

Fig. VIII.6 illustrates the result of this simple technique, which simultaneously reconciles the total-energy and eigenvalue-derived binding curves with the exact result\(^7\) in Fig. V.2.

\(^7\) The total-energy here is that of PBE+$U^{(2)}$ given in Fig. VII.3.
4. Conclusion

Although the correction is imprecise, since this is a non-self-consistent post-processing step, it nonetheless presents a compelling possibility toward extending DFT+U to ameliorate the IP. Indeed, in the dissociating limit, where changes to the occupied Kohn-Sham orbital are negligible and \( N \to 1/2 \), we find that

\[
\varepsilon_{\text{PBE}+U_1+U_2} = \varepsilon_{\text{PBE}} - (E_{\text{ion-ion}} - E_{\text{PBE}} + \varepsilon_{\text{PBE}})
\]

\[
= -(E_{\text{ion-ion}} - E_{\text{PBE}+U_1+U_2}) \equiv -\text{IP}, \tag{VIII.39}
\]

which restores Koopmans compliance for a SIE correction strength \( U \).

Figure VIII.6: Exact (red), total-energy based \( E_{\text{PBE}+U_1+U_2} \) (blue), and eigenvalue based \( \varepsilon_{\text{PBE}+U_1+U_2} \) (orange) binding curves for \( \text{H}_2^+ \), calculated using DFT+\( U_1+U_2 \), which enables the simultaneous SIE correction of the total-energy and Kohn-Sham eigenvalue to precisely the same accuracy.

4 Conclusions

To conclude, we have proven analytically, and with stringent numerical tests, that non-linear constraints are incompatible with the correction of SIE with cDFT. It is not possible, therefore, to automate systematic SIE corrections of the type provided by DFT+\( U \) by means of cDFT, notwithstanding the great utility of the latter.
We demonstrated that progress can be made, however, by constructing separate constraints for the linear and quadratic density terms and decoupling the corresponding Lagrange multipliers. As we have shown, the resultant non-uniqueness of stationary points of such a scheme requires the introduction of additional physics, such as linear-response theory for $U_2$.

Our conclusion that a ground-state afflicted by SIE cannot be systematically excited to a state that is less so, by means of constraints, is reinforced by the fact that it is the target-independent free-energy, and not total-energy, that agrees with the exact energy. Indeed, the free-energy of this functional, equivalent to a generalised DFT+$U$ energy, allows both the exact occupancy and energy to be recovered for a reasonable pair of $U$ parameters, which improves upon the performance of conventional DFT+$U$. It also provides for the correction of the eigenvalue and the exact energy simultaneously, but at the forfeit of the exact density.

Nonetheless, we have found that the free-energy functional offers the capability of simultaneously correcting two central quantities in DFT, the total-energy and the highest occupied orbital energy. This provides further motivation for our so-called ‘generalised DFT+$U$’ functional, the results of which highlight the potential of the DFT+$U_1 + U_2$ functional and its immediate compatibility with self-consistently calculated Hubbard $U$ parameters.

The approximate formulae for the required parameters, which may differ greatly from the familiar Hubbard $U$ (even in a one-electron system), offer a novel framework in which to further develop double-counting techniques and first-principles schemes for the promising class of methods correcting SIE based on DFT+$U$ [343, 395, 396, 440], as well as opening up possibilities for their diverse application. For example, we envisage that SIE correction schemes of two or more parameters may also be useful for generalising the exchange fraction of hybrid functionals [419], and for DFT+$U$ type corrections of perturbative many-body approximations such as $GW$ [543], the deviation from linearity of which is somewhat analogous [581, 582]. More pragmatically, we expect the extra degree of freedom furnished by $U_1$ to be beneficial in cases where the quadratic approximation to the subspace-averaged self-interaction does not remain valid all the way down to the ionised state, which is particularly relevant.
for H\(_2^+\), since that is where the state corresponds to the low-density limit.

Interesting avenues for the immediate development of this method include its extension to multi-electron, heterogeneous, and non-trivially spin-polarised systems, as well as to perform self-consistency over the density and to lift the fixed-occupancy approximation, as outlined in Ref. [413]. For compliance with Koopmans’ condition, it seems unavoidable for now that data must be collected from both the approximate neutral and ionised systems (the total-energy of which may be sufficient), to calculate \( U_1 \) and \( U_2 \). In the manner in which we have performed it here, non-self-consistent DFT+\( U_1 + U_2 \) requires only one total-energy calculation at the ionised state, on top of the usual apparatus of a linear-response DFT+\( U \) calculation, in order to simultaneously (albeit approximately) correct the total-energy and the HOMO eigenvalue for SIE. In principle, a further refinement of the method might entail the self-consistent linear-response calculation of \( U_1 \) and \( U_2 \) separately for the neutral and ionised states.

Nonetheless, what is revealed in this Chapter is a convenient scheme for correcting the exact energy and eigenvalue, in conjunction with a \( U \) calculated via self-consistent ground-state linear-response approach (or otherwise), for a system with negligible variance in average subspace occupancy under an applied \( U \).
IX

CONCLUDING REMARKS

It is the desire of every postgraduate student to contribute meaningfully and fruitfully, in a manner however small, to the body of work cultivated by their mentor, colleagues, and predecessors. In this dissertation, we have strived, as much as possible, to present a comprehensive and coherent account of our modest research, for both posterity and the hope that it may contribute to new paths forward. We now end with a brief summary on the central findings of each Chapter and a discussion on some potential avenues for further research based on our research.

1 Synopsis

We began our discussion in Chapter II by outlining the chronology of significant developments that gave rise to Kohn-Sham DFT, which is now routinely applied in contemporary research in chemistry and materials science. We highlighted the important consequences of utilising approximate exchange-correlation functionals, which includes, but is not limited to, the qualitative mischaracterisation of strongly-correlated systems due to the onset of self-interaction (SIE) and static correlation (SCE) errors. Moreover, we placed a special emphasis on the exploitation of the near-sightedness of quantum mechanical interactions [26], which contributed to the development of linear-scaling methods.

In Chapters III & IV we presented the results of a comprehensive set of DFT calculations on the puckered phase of phosphorus, arsenic, antimony, and their few-layer counterparts. We discovered that the mechanical properties of these materials are well described by approximate DFT and corroborate experimental measurements. This enables further predictions regarding the mechanical properties of these novel 2D materials, such as their use in nano-composite materials [181, 583], to be made in confidence.
The electronic properties, on the other hand, were found to be largely underestimated with respect to the experimental values, a result that is characteristic of the SIE. Nonetheless, we expect general trends in electronic behaviour to be reliable and we made preliminary predictions of possible Weyl and Dirac states in many of these structures. Our preliminary results in this section showcase the possible exciting directions that developments in these materials may take the near future such as in high-mobility conductors [193, 203, 224, 224, 232, 292–294], battery materials [175, 176], transistors [190, 191], and catalysts [199, 584]. Indeed, from our results we have shown that reasonable strains, which are experimentally accessible, provide a convenient mechanism to attain exotic electronic behaviour in the group-V materials without the need for doping.

In Chapter V, we explored the nature of the SIE and SCE in greater detail. In particular, we discussed how they relate to violations of the physical conditions obeyed by the exact functional, namely piece-wise linearity and piece-wise constancy, which may be respectively understood from the perspectives of fractional occupancies and fractional spins. We also discussed some historically successful procedures to ameliorate these conditions and recognised the noteworthy contributions of Perdew and Zunger [20], and Dabo [330]. In particular, we note the efforts of the latter to restore Koopmans’ compliance, as well as the widely successful DFT+Hubbard $U$ (DFT+$U$) method [343], the marriage of which is a central focus of this thesis.

The calculation of Hubbard $U$ parameters from first-principles in a code utilising direct minimisation motivated the work discussed in Chapter VI. We outlined the challenges we faced with the popular linear-response method of Cococcioni and co-workers [342, 354] and our approach for modifying it to surpass them.

The calculated parameters were accompanied by small statistical errors and generalised easily to multi-electronic systems. The DFT+$U$ calculations performed on various strongly-correlated systems, including bulk NiO and Cr$_2$O$_3$, yielded results that greatly improved upon the uncorrected DFT treatment without exception and were in line with qualitative and quantitative experimental data provided by colleagues. This showed that our method was highly robust, readily applicable to a broad range of systems, and capable of competing with other state-of-the-art methods.
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A key advantage of our adapted method is that the response functions, and by extension the Hubbard $U$ and $J$ parameters, are computed as ground-state properties of the system, thereby elevating DFT+$U$ to the status of a self-contained, ground-state density-functional theory. This was not the case beforehand and precluded the direct comparison of DFT+$U$ total energies needed for computing thermodynamic quantities, which were inherently ill-defined as a result. The fact that the Hubbard $U$ parameter can now be regarded as an implicit functional of the ground-state density represents an important first step toward enabling this functionality and will be a welcome upgrade for many researchers in this field [393, 444, 446, 447].

We also drew upon the observations we made in Chapter V to propose a similar procedure for calculating the exchange parameter $J$. The exchange parameters were also determined very accurately and were largely in line with values calculated in previous studies. These results were greatly encouraging and provided a firm framework as we progressed to establishing self-consistency schemes for both parameters.

Our desire for a framework enabling the direct comparison of DFT+$U$ total-energies to facilitate the calculation of thermodynamic quantities, was outlined in Chapter VII. We discussed how the comparability of total-energies depends on the condition that the applied $U$ (or $J$) is a functional of the DFT+$U$ ground-state density to which it is applied. We therefore extended the variational linear-response method to allow the self-consistent calculation of $U$ and $J$. Here, they became implicit functionals of both the ground-state density and input parameters and thereby provided a convenient mechanism to identify the self-consistency scheme that fully corrects the SIE. The resulting output parameters were also highly accurately resolved and extensive investigation of the different schemes applied to NiO allowed us to identify the self-consistency schemes that provided the best agreement with experiment, which were also in line with our model predictions.

This approach was then used to correct the SCE of $H_2$ in the dissociating limit with a self-consistently calculated $J$, which is the first instance that this parameter has been used in this manner. We showed that not only was a self-consistent $J$ capable of quantifying and removing the SCE in $H_2$ beyond the Coulson-Fischer point, but a self-consistent scheme was actually required to do so. This confirmed
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our earlier empirical observation that both $J$ and the SCE relate to the total-energy curvature with respect to magnetisation and indicates that a combined correction of SIE and SCE may be possible. However, more research is required to render the scheme applicable for short bond-lengths.

Our findings in this section provide new and interesting insights toward the efficient first-principles correction of SIE and SCE. Our scheme is not only accurate and transferable, but it is also applicable in direct minimisation and SCF codes alike and, therefore, has far reaching potential to be useful across many platforms and for a large variety of systems.

We then motivated our development of a generalised DFT+$U$ functional that allowed for the simultaneous treatment of both SIE and non-compliance with Koopman’s theorem in Chapter VIII. We first demonstrated that the automatic removal of SIE in a system by means of enforcing non-linear constraints within constrained-DFT (cDFT) to be unfeasible, even for a one-electron system. This presented a surprising impasse through which we make progress by instead limiting the directions of methods based on this strategy.

Nevertheless, we showed that a two-parameter DFT+$U$ functional could correct both the total-energy and eigenvalue. We then derived an approximate scheme to calculate the $U_1$ and $U_2$ parameters required to restore Koopmans’ compliance and correct SIE in a one electron system with a generalised DFT+$U$ functional. We provided the formulae with the best self-consistent $U$ values derived in Chapter VII, and proceeded to correct the total-energy and eigenvalue for dissociating $H_2^+$ to precisely the same accuracy.

This very promising result prompts the development of an application to multi-electronic systems where it would be useful for instance in heterogeneous catalysis and charge transfer calculations. Indeed, we expect that the novel developments made in this dissertation will contribute greatly towards the high-throughput calculation computation of thermodynamical quantities [399, 444–448], reaction barriers [508–510], charge-transfer energies [5, 59, 60, 324, 545], and formation enthalpies. These quantities are central to the development of solutions to many of the challenges we currently face in the 21st century in sustainable energy, transport, materials
science, and engineering. We have therefore shown that there still lies much scope in the development of DFT+U and its utility in electronic structure methods has yet untapped potential to provide more valuable and exciting contributions toward these endeavours.

2 Future work

Let us now briefly discuss some of the possible future directions of research based on the works presented in this dissertation.

It is clear that Koopmans’ compliance remains a vexing challenge for the design of self-contained methods, even for very sophisticated exchange-correlation functionals and correction schemes. On the basis of our results in Chapter VIII, a generalised functional, such as our DFT+U1+U2, presents an intriguing and very promising avenue of exploration for future methods.

If the proposed scheme described earlier is applied to supplement an existing DFT+U calculation that has already accurately recovered the total-energy, then it is sufficient to set \( U = 0 \) eV in our approximate formulae of Eq. (VIII.35). This is because the SIE interaction has already been treated by an appropriate +U0 correction. An approximately Koopmans-compliant DFT+U calculation may then be performed by a simple change of parameters

\[
(U_1, N_{DFT}U_2) \rightarrow (U_K, U_K),
\]

which only requires knowledge of the ionised state \( E[N - 1] \).

The scheme may also be generalised to multi-orbital subspaces straightforwardly, by replacing \( N_{DFT} \) with a sum over the eigenvalues of \( \hat{n}^I_{DFT} \), given as follows

\[
N_{DFT} \rightarrow \sum_m [\hat{n}^I_{mm}], \quad \text{and} \quad N_{DFT}^2 \rightarrow \sum_m [\hat{n}^I_{mm} \hat{n}^I_{m'm'}],
\]

which ignores intra-subspace interactions in the spirit of DFT+U.

Finally, the approximation of constant \( N_{DFT} \) may be replaced by a linear-response approximation, in terms of the response function \( \chi \),

\[
N_{DFT} \rightarrow \chi \text{Tr}[\hat{\nu}_{ext} \hat{P}]
\]
or lifted entirely by means of a parametrisation of the occupancies in terms of 
$\text{Tr} \left[ \hat{v}_{U_1 U_2} \right]$ and a numerical solution of the resulting equations. In this work, we have 
opened the door to the possibility of designing other generalised functionals, which 
may be motivated by the need for other specialised purposes that are beyond the scope 
of the traditional DFT+$U$ functional. The possibilities for such will only become 
apparent with time, and will hopefully illuminate new paths in future research.

On the basis of the modest success of our self-consistency schemes for $U$, we 
are obliged to investigate more thoroughly the extension to the self-consistent $J$. A 
puzzling outcome was the facile agreement of the PBE+$J^{(2)}$ scheme with the $H_2$ total-
energy at dissociation, where the expected $J_{\text{eff}}$ scheme was clearly inappropriate. We 
are hence motivated to investigate the difference in the self-consistency calculation 
schemes presented for the $U$ and $J$ terms, in correcting the SIE and SCE, respectively.

Furthermore, the analysis of the $U_{\text{in}}$ vs $U_{\text{out}}$ and related procedures, raises many 
questions about the nature of the full 4-dimensional space described by $U_{\text{in}}$, $U_{\text{out}}$, 
$J_{\text{in}}$, and $J_{\text{out}}$. We may ask, what are the self-consistency schemes arising from the 
intersections of each curve with the axes, in particular the location of the point where 
$U_{\text{eff}} = J_{\text{eff}} = 0$.

The calculation of $U$ heretofore, has only considered uniform perturbations to 
both spins in a subspace. An interesting generalisation of this, which is currently 
being pursued by our colleague, Edward Linscott, is the calculation of a Hubbard $U$ 
matrix indexed by spin instead of site.

$$
U^{\sigma \bar{\sigma}} = \begin{pmatrix}
F^{\uparrow \uparrow} & F^{\uparrow \downarrow} \\
F^{\downarrow \uparrow} & F^{\downarrow \downarrow}
\end{pmatrix}
$$

(IX.4)

The advantage here is one could compute each (screened) spin interaction precisely, 
and no longer have to rely on averages. An encouraging preliminary test shows 
that the method conveniently reduces to the average on-site $U$ value, at least for 
closed-shell systems, when averaged over all interactions in the $U$ matrix.

Another modification to DFT+$U$ that we discussed in section 5, pertains to the 
definition of the subspace projectors. Our proposal to circumvent the inaccurate 
population analysis that arises in cases of strong subspace overlap is to redefine the 
projectors to span the subspaces that belong to a specific group $G$, characterised
by a certain properties in a so-called unified sites (US) approach. This proposed scheme is reminiscent of the DFT+$U$+$V$ functional in Ref. [441], which invokes an inter-site $V$ term, and is expected to be advantageous under conditions of strong subspace hybridisation, for example, in the near-bonding regimes for dissociating dimers. Another possible application is in VO$_2$ where the $U$ parameter applied to the individual subspaces of each V atom is known to erroneously cause them to dimerise, and ultimately fails to produce a gap [93]. In the US approach, we would compute and apply a $U$ parameter that is bare to the combined $V$ atom subspace with the intention to avoid the spurious dimerisation. Our colleague, Evan Sheridan, is currently working on this approach and initial testing on VO$_2$ has been very promising.

Finally, building upon our exercise in two-dimensional materials, we propose some candidates that may benefit from a DFT+$U$ treatment in conjunction with a self-consistent $U$. Some nascent materials in this class include transition metal diborides [585, 586] such as titanium diboride (TiB$_2$) [290, 587, 588], and magnesium diboride (MgB$_2$) [589–591], as well as vanadium oxide (V$_2$O$_5$) [592–595], for which current literature does not feature DFT+$U$ calculations on the few-layer structures.
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1 Sample QuantumEspresso input file

```quantum-espresso
&control
  title = 'p',
  calculation = 'relax',
  restart_mode = 'from_scratch',
  prefix = 'p',
  pseudo_dir = '/pseudos'
  verbosity = 'normal',
  tprnfor = .true.,
  tstress = .true.
  etot_conv_thr = 1.0E-7,
/
&system
 ibrav = 0
  celldm(1) = 6.2618
  nat = 8
  ntyp = 1
  nspin = 1
  nbnd = 40
  vdw_corr = 'DFT-D'
  ecutwfc = 80
  ecutrho = 640
  occupations = 'smearing'
  smearing = 'marzari-vanderbilt'
  degauss = 0.0001
/
&electrons
  mixing_mode = 'TF'
  conv_thr = 1.0e-10
/
&ions
  ion_dynamics = 'bfgs'
/
&cell
  cell_dynamics = 'bfgs'
/

# Atomic species
P 30.973761998 P.pbe-n-rrkjus.psl.0.1.UPF

ATOMIC_SPECIES
  P 30.973761998 P.pbe-n-rrkjus.psl.0.1.UPF

ATOMIC_POSITIONS angstrom
<ATOMIC_POSITIONS>

CELL_PARAMETERS alat
<CELL_PARAMETERS>

K_POINTS automatic
15 15 15 0 0 0
```
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2 Sample ONETEP input file

2 Sample ONETEP input file

#! ONETEP TEMPLATE INPUT FILE #!
#! Glenn M Moynihan 2015 #!
#!******************************************************************************
#!******************************************************************************

# SETUP PARAMETERS #

# Task Type
# -------------------------------
task : SINGLEPOINT

# How much detail?
# -------------------------------
output_detail : NORMAL

# Specify Cutoff Energy ~ 1170 eV
# -------------------------------
psinc_spacing : 0.420266667 0.420266667 0.420266667

# XC Functional Type and Options
# -------------------------------
xc_functional : PBE

# Toggle Read/Write Restart Files
# -------------------------------
write_converged_dk_ngwfs : F
write_denskern : T
write_tightbox_ngwfs : T
read_denskern : F
read_tightbox_ngwfs : F

# MULTITHREADING #

# threads_max : 2
# threads_num_fftboxes : 2
# threads_per_fftbox : 1
# threads_per_cellfft : 1

# TECHNICAL PARAMETERS #

# Density Kernel Optimization (Inner Loop)
# ----------------------------------------
lnv_cg_max_step : 10.0
maxit_lnv : 35
minit_lnv : 5
# Chapter A

```plaintext
lnv_check_trial_steps : T
kernel_update : T

# -----------------------------------------
# NGWF Optimisation (Outer Loop)
# -----------------------------------------
ngwf_threshold_orig : 2.0e-6
ngwf_cg_max_step : 4.0
maxit_ngwf_cg : 100
elec_cg_max : 5
delta_e_conv : 7
ELEC_ENERGY_TOL : 1.0e-4 eV

# -----------------------------------------
# Better nursing parameters for solid oxides
# -----------------------------------------
maxit_pen : 0
maxit_palser_mano : -1
maxit_kernel_fix : 3
kerfix : 2
maxit_hotelling : 0
pen_param : 20
charge : 0 # Set Background Charge
dos_smear : 0.10 eV # Densities of states
occ_mix : 0.25 # Occupational Mixing
timings_level : 1 # Set level of detail in timings

# ========================================================================
# TURN FEATURES ON/OFF
# ========================================================================

# Toggle Spin
spin_polarized : T
spin : 0

# Toggle Hartree Potential
#turn_off_hartree : F

# Toggle Unify Sites
hubbard_unify_sites : F

# Print potentials to calculate U
hubbard_calculating_U : T

# Print calculation summary
print_qc : T

# Output formats:
cube_format : F
grd_format : F

# Plot densities, orbitals
write_density_plot : 7
lumo_dens_plot : 1
homo_dens_plot : 1
lumo_plot : 1
homo_plot : 1

# Check atomic positions
check_atoms : T
```
2. Sample ONETEP input file

```plaintext
# Plot NGWFs, see !block species_ngwf_plot
write_ngwf_plot : F

# Do post-processing
do_properties : T

# Compute dipole moment
polarisation_calculate : F

# Spherical harmonic decomposition of NGWFs
ngwf_analysis : F

# Forces
write_forces : T

popa_calculate : T
initial_density_realspace : T
write_params : T
write_initial_radial_ngwfs : F

# ATOMIC SETUP#

# Species List
# -----------------------------------------
%block species_ngwf_plot
Ni1
Ni2
O1
O2
%endblock species_ngwf_plot

# ! Block describing NGWFs of species
# -----------------------------------------
%block species
bohr
Ni1 Ni 28 9 11.0
Ni2 Ni 28 9 11.0
O1 O 8 4 11.0
O2 O 8 4 11.0
%endblock species

# NGWF initial configuration guesses
# -----------------------------------------
%block species_atomic_set
Ni1 SOLLVE conf=3s2 3p6 4s2 3d8 INIT SPIN=+2 CHARGE=+2
Ni2 SOLLVE conf=3s2 3p6 4s2 3d8 INIT SPIN=-2 CHARGE=+2
O1 SOLLVE wa=5.0 wp=5.0
O2 SOLLVE wa=5.0 wp=5.0
%endblock species_atomic_set

# Pseudopotentials or PAW atomic data
# -----------------------------------------
%block species_pot
Ni1 "Ni_GGA_P2.recpot"
Ni2 "Ni_GGA_P2.recpot"
O1 "o-pbe.recpot"
```
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O2 "o-pbe.recpot"

```
# Atomic decomposition of density of states
# -----------------------------------------
%block species_ldos_groups
Ni1
Ni2
O1
O2
%endblock species_ldos_groups

# Unit Cell Lattice Parameters
# -----------------------------
%block lattice_cart
31.5200 0.0000 0.0000
0.0000 31.5200 0.0000
0.0000 0.0000 31.5200
%endblock lattice_cart
```

```
# DFT+U Options 
# -----------------------------
%block hubbard
Ni 2 5.2 0.0 -1.0 0.0 0.0
%endblock hubbard
```

```
# Atomic Positions
# -----------------------------
%block positions_abs
# <ATOMIC POSITIONS>
%endblock positions_abs
```
1 Derivation of the Voigt-Reuss-Hill Equations

In this Appendix, we shall re-derive the formulae for the elastic properties of a planar material as a function of orientation of the in-plane stress as outlined in Ref. [268]. The general form of Hooke’s law for a non-isotropic material is expressed as the linear mapping $\varepsilon_{ij} = C_{ijkl}\sigma_{kl}$ between the stress tensor $\sigma$ and strain tensor $\varepsilon$ by a fourth-order stiffness tensor $C$. In cartesian coordinates the stress and strain tensors are $3 \times 3$ matrices, given by

$$\sigma = \begin{bmatrix} \sigma_{11} & \sigma_{12} & \sigma_{13} \\ \sigma_{21} & \sigma_{22} & \sigma_{21} \\ \sigma_{31} & \sigma_{32} & \sigma_{33} \end{bmatrix} \quad \text{and} \quad \varepsilon = \begin{bmatrix} \varepsilon_{11} & \varepsilon_{12} & \varepsilon_{13} \\ \varepsilon_{21} & \varepsilon_{22} & \varepsilon_{21} \\ \varepsilon_{31} & \varepsilon_{32} & \varepsilon_{33} \end{bmatrix}. \quad (B.1)$$

This relation may be transformed into a rotated reference frame via a rotational matrix $R$ applied to each of the tensors. If we consider rotations about the z-axis, and ignore contributions to the stresses in that direction, the rotation matrix is

$$R_z(\theta) = \begin{bmatrix} \cos \theta & -\sin \theta & 0 \\ \sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad (B.2)$$

where the transformed stress-tensor as a function of $\theta$ is now

$$\sigma'(\theta) = R_z(\theta)\sigma R_z^T(\theta), \quad (B.3)$$

and likewise for the strain-tensor. For orthotropic materials subject to in-plane stress, Hooke’s law may be re-expressed in Voigt notation, where the stiffness tensor is a
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symmetric $3 \times 3$ matrix given by

$$C_{2D} = \begin{bmatrix} c_{11} & c_{12} & 0 \\ c_{12} & c_{22} & 0 \\ 0 & 0 & c_{66} \end{bmatrix} \quad \text{with} \quad S_{2D} = C_{2D}^{-1},$$

(B.4)

where $S$ is the compliance matrix. Here, the reduced stress and strain vectors are

$$\sigma^T = [\sigma_{11}, \sigma_{22}, \sigma_{12}] \quad \text{and} \quad \varepsilon^T = [\varepsilon_{11}, \varepsilon_{22}, \varepsilon_{12}],$$

(B.5)

arising from planar symmetries. The reduced stress-vector of a rotated stress-tensor relates the new coordinate system to the original via a matrix operation

$$\sigma' = M \sigma,$$

with

$$M = \begin{bmatrix} \cos^2 \theta & \sin^2 \theta & \cos \theta \sin \theta \\ \sin^2 \theta & \cos^2 \theta & -\cos \theta \sin \theta \\ -2 \cos \theta \sin \theta & 2 \cos \theta \sin \theta & \cos^2 \theta - \sin^2 \theta \end{bmatrix},$$

(B.6)

and similarly for the strain tensor $\varepsilon$. From this, Hooke’s law in a rotated frame can be expressed in the original basis as

$$\varepsilon' = C' \sigma' \Rightarrow M \varepsilon = C' M \sigma$$

(B.7)

$$\Rightarrow \varepsilon = M^T C' M \sigma \Rightarrow \varepsilon = C \sigma,$$

(B.8)

with $C = M^T C' M$ and similarly $S = M^T S' M$. Shown below in Eq. B.9 are the elements of the rotated $C_{2D}$, where the Reuss equations $S_{ij}(\theta)$ are obtained by substituting the elements $c_{ij} \rightarrow s_{ij}$:

$$C_{11}(\theta) = c_{11} \cos^4 \theta + c_{22} \sin^4 \theta + (2c_{12} + c_{66}) \cos^2 \theta \sin^2 \theta$$

$$C_{22}(\theta) = c_{11} \sin^4 \theta + c_{22} \cos^4 \theta + (2c_{12} + c_{66}) \cos^2 \theta \sin^2 \theta$$

$$C_{66}(\theta) = (4c_{11} + 4c_{22} - 8c_{12} - 2c_{66}) \cos^2 \theta \sin^2 \theta + c_{66}(\cos^4 \theta + \sin^4 \theta)$$

$$C_{12}(\theta) = c_{12}(\cos^4 \theta + \sin^4 \theta) + (c_{11} + c_{22} - c_{66}) \cos^2 \theta \sin^2 \theta.$$

(B.9)

From these, one can resolve the in-plane elastic properties as a function of orientation and, by integrating over $\theta$, the average in-plane properties can be extracted from the fully isotropic tensors.

Finally, the above derivation can be easily extended to three dimensions. A general rotation matrix $R = R_1(\alpha)R_2(\beta)R_3(\gamma)$ about the coordinate axes can be
constructed by compounding three rotation matrices, parameterised by three angles of rotation $\alpha$, $\beta$, $\gamma$. The elastic matrices for any rotated reference frame may be constructed by applying this general transformation to the stress and strain tensors. One arrives exactly at the Voigt [245, 246] and Reuss [247] equations from which the Hill-averages [248] are considered reliable estimates for physical values by integrating these matrices over each of the angles $\alpha$, $\beta$, $\gamma$. Presented here are the equations for the Voigt estimate for the Young’s $Y_V$ and shear modulus $G_V$:

$$Y_V = \frac{(A - B + 3C)(A + 2B)}{2A + 3B + C} \quad \text{and} \quad G_V = \frac{A - B + 3C}{5},$$ (B.10)

where the parameters $A$, $B$ and $C$ are expressed in terms of the stiffness tensor elements

$$A = \frac{c_{11} + c_{22} + c_{33}}{3}, \quad B = \frac{c_{23} + c_{13} + c_{12}}{3}, \quad \text{and} \quad C = \frac{c_{44} + c_{55} + c_{66}}{3}. \quad (B.11)$$

Similarly, the equations for the Reuss estimate for the Young’s $Y_R$ and shear modulus $G_R$ are given by

$$Y_R = \frac{5}{3A' + 2B' + C'} \quad \text{and} \quad G_R = \frac{5}{4A' - 4B' + 3C'},$$ (B.12)

where the parameters $A'$, $B'$ and $C'$ are expressed in terms of the compliance tensor elements

$$A' = \frac{s_{11} + s_{22} + s_{33}}{3}, \quad B' = \frac{s_{23} + s_{13} + s_{12}}{3}, \quad \text{and} \quad C' = \frac{s_{44} + s_{55} + s_{66}}{3}. \quad (B.13)$$
## 2 Calculated Elastic Tensor Elements

Presented in Table B.1 are the calculated stiffness tensor elements for each of the phases of P, As and Sb with available experimental data from Refs. [264, 265] given in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>$c_{11}$</th>
<th>$c_{22}$</th>
<th>$c_{33}$</th>
<th>$c_{44}$</th>
<th>$c_{55}$</th>
<th>$c_{66}$</th>
<th>$c_{23}$</th>
<th>$c_{13}$</th>
<th>$c_{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{mono}}$</td>
<td>79.48</td>
<td>25.33</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>20.86</td>
<td>-</td>
<td>-</td>
<td>16.50</td>
</tr>
<tr>
<td>$P_{\text{bi}}$</td>
<td>95.16</td>
<td>30.44</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>28.71</td>
<td>-</td>
<td>-</td>
<td>20.95</td>
</tr>
<tr>
<td>$P_{\text{bulk}}$</td>
<td>187.92</td>
<td>55.06</td>
<td>67.64</td>
<td>4.55</td>
<td>22.04</td>
<td>64.85</td>
<td>1.52</td>
<td>10.37</td>
<td>42.15</td>
</tr>
<tr>
<td>Ref. [265]</td>
<td>178</td>
<td>55.1</td>
<td>53.6</td>
<td>5.5</td>
<td>11.1-21.3</td>
<td>14.5-15.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ref. [264]</td>
<td>284</td>
<td>80</td>
<td>74</td>
<td>10.8</td>
<td>7.2</td>
<td>59.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_{\text{mono}}$</td>
<td>40.35</td>
<td>8.04</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>11.31</td>
<td>-</td>
<td>-</td>
<td>11.68</td>
</tr>
<tr>
<td>$A_{\text{bi}}$</td>
<td>71.25</td>
<td>24.91</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>23.58</td>
<td>-</td>
<td>-</td>
<td>23.70</td>
</tr>
<tr>
<td>$A_{\text{bulk}}$</td>
<td>134.24</td>
<td>41.34</td>
<td>93.24</td>
<td>11.18</td>
<td>20.13</td>
<td>49.26</td>
<td>15.27</td>
<td>23.37</td>
<td>43.64</td>
</tr>
<tr>
<td>$S_{\text{mono}}$</td>
<td>31.23</td>
<td>12.93</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>13.60</td>
<td>-</td>
<td>-</td>
<td>14.53</td>
</tr>
<tr>
<td>$S_{\text{bi}}$</td>
<td>36.78</td>
<td>14.10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19.47</td>
<td>-</td>
<td>-</td>
<td>15.36</td>
</tr>
<tr>
<td>$S_{\text{bulk}}$</td>
<td>70.79</td>
<td>29.56</td>
<td>111.52</td>
<td>15.82</td>
<td>22.06</td>
<td>37.63</td>
<td>18.08</td>
<td>26.99</td>
<td>26.47</td>
</tr>
</tbody>
</table>

Table B.1: Elements of stiffness tensor in GPa of each structure. Experimental values for bulk P from Refs. [264, 265] are also presented. The stiffness in general increases with the number of layers and decreases as we move from P to As to Sb, whereas the anisotropy increases for both cases.
3 Group-V in-plane elastic extrema

<table>
<thead>
<tr>
<th></th>
<th>$Y_{\text{min}}$</th>
<th>$\theta$</th>
<th>$Y_{\text{max}}$</th>
<th>$\theta$</th>
<th>$\langle Y \rangle$</th>
<th>$G_{\text{min}}$</th>
<th>$\theta$</th>
<th>$G_{\text{max}}$</th>
<th>$\theta$</th>
<th>$\langle G \rangle$</th>
<th>$\nu_{\text{min}}$</th>
<th>$\theta$</th>
<th>$\nu_{\text{max}}$</th>
<th>$\theta$</th>
<th>$\langle \nu \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{mono}}$</td>
<td>17.1</td>
<td>69°</td>
<td>72.4</td>
<td>0°</td>
<td>36.4</td>
<td>20.9</td>
<td>90°</td>
<td>42.2</td>
<td>45°</td>
<td>31.0</td>
<td>0.3</td>
<td>31°</td>
<td>0.5</td>
<td>63°</td>
<td>0.5</td>
</tr>
<tr>
<td>$P_{\text{Bi}}$</td>
<td>20.5</td>
<td>75°</td>
<td>85.6</td>
<td>0°</td>
<td>44.4</td>
<td>28.1</td>
<td>90°</td>
<td>49.2</td>
<td>45°</td>
<td>37.8</td>
<td>0.31</td>
<td>34°</td>
<td>0.5</td>
<td>68°</td>
<td>0.4</td>
</tr>
<tr>
<td>$P_{\text{bulk}}$</td>
<td>34.2</td>
<td>87°</td>
<td>166.4</td>
<td>0°</td>
<td>85.7</td>
<td>64.9</td>
<td>87°</td>
<td>92.4</td>
<td>45°</td>
<td>74.5</td>
<td>0.2</td>
<td>36°</td>
<td>0.5</td>
<td>75°</td>
<td>0.3</td>
</tr>
<tr>
<td>$A_{\text{As,mono}}$</td>
<td>-2.1</td>
<td>90°</td>
<td>30.5</td>
<td>18°</td>
<td>12.7</td>
<td>10.4</td>
<td>77°</td>
<td>13.8</td>
<td>45°</td>
<td>11.2</td>
<td>0.2</td>
<td>39°</td>
<td>0.9</td>
<td>90°</td>
<td>0.4</td>
</tr>
<tr>
<td>$A_{\text{As,Bi}}$</td>
<td>9.7</td>
<td>90°</td>
<td>56.0</td>
<td>0°</td>
<td>31.0</td>
<td>23.0</td>
<td>78°</td>
<td>28.6</td>
<td>45°</td>
<td>24.3</td>
<td>0.4</td>
<td>40°</td>
<td>0.6</td>
<td>90°</td>
<td>0.5</td>
</tr>
<tr>
<td>$A_{\text{Sb,Bulk}}$</td>
<td>10.9</td>
<td>90°</td>
<td>105.1</td>
<td>20°</td>
<td>55.0</td>
<td>44.4</td>
<td>73°</td>
<td>51.1</td>
<td>45°</td>
<td>66.7</td>
<td>0.3</td>
<td>40°</td>
<td>0.7</td>
<td>90°</td>
<td>0.4</td>
</tr>
<tr>
<td>$S_{\text{b,mono}}$</td>
<td>1.4</td>
<td>90°</td>
<td>24.4</td>
<td>22°</td>
<td>12.6</td>
<td>8.9</td>
<td>45°</td>
<td>13.6</td>
<td>90°</td>
<td>9.4</td>
<td>0.3</td>
<td>43°</td>
<td>0.8</td>
<td>90°</td>
<td>0.6</td>
</tr>
<tr>
<td>$S_{\text{b,Bi}}$</td>
<td>2.6</td>
<td>90°</td>
<td>31.6</td>
<td>33°</td>
<td>16.3</td>
<td>11.8</td>
<td>45°</td>
<td>19.5</td>
<td>90°</td>
<td>12.8</td>
<td>0.2</td>
<td>42°</td>
<td>0.8</td>
<td>90°</td>
<td>0.5</td>
</tr>
<tr>
<td>$S_{\text{b,Bulk}}$</td>
<td>12.4</td>
<td>90°</td>
<td>58.9</td>
<td>30°</td>
<td>35.4</td>
<td>28.1</td>
<td>59°</td>
<td>28.2</td>
<td>45°</td>
<td>63.2</td>
<td>0.2</td>
<td>41°</td>
<td>0.6</td>
<td>90°</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table B.2: Summary of the minima and maxima of the Hill-averaged in-plane Young’s modulus $Y(\theta)$ (GPa), shear modulus $G(\theta)$ (GPa), and Poisson’s ratio $\nu(\theta)$ as well as the angle $\theta$ with respect to the $\vec{x}$-direction (zigzag) at which they occur in degrees, and their in-plane averages.
4 Black phosphorus experimental data

<table>
<thead>
<tr>
<th>Volume fraction (%)</th>
<th>Young’s Modulus (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ± 0</td>
<td>551 ± 118</td>
</tr>
<tr>
<td>0.037 ± 0.002</td>
<td>418 ± 152</td>
</tr>
<tr>
<td>0.055 ± 0.003</td>
<td>629 ± 123</td>
</tr>
<tr>
<td>0.073 ± 0.004</td>
<td>466 ± 78</td>
</tr>
<tr>
<td>0.110 ± 0.005</td>
<td>635 ± 53</td>
</tr>
<tr>
<td>0.037 ± 0.002</td>
<td>632 ± 217</td>
</tr>
<tr>
<td>0.055 ± 0.003</td>
<td>712 ± 85.2</td>
</tr>
<tr>
<td>0.073 ± 0.004</td>
<td>757 ± 120</td>
</tr>
<tr>
<td>0.11 ± 0.01</td>
<td>824 ± 194</td>
</tr>
<tr>
<td>0.183 ± 0.01</td>
<td>726 ± 139</td>
</tr>
<tr>
<td>0.294 ± 0.01</td>
<td>930 ± 135</td>
</tr>
</tbody>
</table>

Table B.3: Summary of the experimental data associated with the analysis in section 3.4. The Young’s modulus (MPa) of the BP:PVC composite was measured while varying the volume fraction (%) of the BP nano-flakes. The data on top were acquired from the small nano-flakes with mean-length $L_s = 130 \pm 111$ nm, and the data on the bottom were from the large nano-flakes with mean-length $L_l = 2260 \pm 1000$ nm.
5. Summary of electronic properties

### Table B.4: Kohn-Sham band gaps (eV), indicating the indirect semiconducting (⋆), semi-metallic (†) and metallic (‡) states, as well as the charge-carrier effective masses \( m_0 \) for each phase of P, As, Sb.

<table>
<thead>
<tr>
<th></th>
<th>( E_g ) (eV)</th>
<th>( M_{\Gamma-X} )</th>
<th>( M_{\Gamma-Y} )</th>
<th>( M_{h\Gamma-X} )</th>
<th>( M_{h\Gamma-Y} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P(_{\text{mono}})</td>
<td>0.9</td>
<td>1.25(1)</td>
<td>0.16(1)</td>
<td>2.8(2)</td>
<td>0.14(1)</td>
</tr>
<tr>
<td>As(_{\text{mono}})</td>
<td>0.15(\star)</td>
<td>1.16(1)</td>
<td>0.26(1)</td>
<td>1.09(1)</td>
<td>0.18(2)</td>
</tr>
<tr>
<td>Sb(_{\text{mono}})</td>
<td>0.2(\star)</td>
<td>1.10(1)</td>
<td>0.28(1)</td>
<td>1.04(1)</td>
<td>0.19(2)</td>
</tr>
<tr>
<td>P(_{\text{bi}})</td>
<td>0.4</td>
<td>1.41(1)</td>
<td>0.19(1)</td>
<td>1.21(3)</td>
<td>0.15(2)</td>
</tr>
<tr>
<td>As(_{\text{bi}})</td>
<td>0.45</td>
<td>1.15(1)</td>
<td>0.24(1)</td>
<td>0.94(4)</td>
<td>0.17(2)</td>
</tr>
<tr>
<td>Sb(_{\text{bi}})</td>
<td>0(\dagger)</td>
<td>1.16(1)</td>
<td>0.39(1)</td>
<td>0.99(4)</td>
<td>0.33(4)</td>
</tr>
<tr>
<td>P(_{\text{bulk}})</td>
<td>0(\dagger)</td>
<td>-</td>
<td>0.37(2)</td>
<td>-</td>
<td>0.21(2)</td>
</tr>
<tr>
<td>As(_{\text{bulk}})</td>
<td>0(\dagger)</td>
<td>-</td>
<td>0.36(1)</td>
<td>-</td>
<td>0.30(3)</td>
</tr>
<tr>
<td>Sb(_{\text{bulk}})</td>
<td>0(\dagger)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
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# Summary of electronic transitions

<table>
<thead>
<tr>
<th>Transition</th>
<th>Direction</th>
<th>Strain (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_{bi} D Gap → SM^\Delta</td>
<td>xx, yy</td>
<td>-5</td>
</tr>
<tr>
<td>P_{bi} D Gap → ID Gap</td>
<td>xx, yy</td>
<td>+2</td>
</tr>
<tr>
<td>P_{bulk} SM → D Gap → ID Gap</td>
<td>xx, yy</td>
<td>+1→+3</td>
</tr>
<tr>
<td>P_{bulk} SM→SM^\triangledown</td>
<td>xx, yy</td>
<td>+2</td>
</tr>
<tr>
<td>As_{mono} ID → D Gap</td>
<td>xx</td>
<td>-3</td>
</tr>
<tr>
<td>As_{mono} ID Gap → SM</td>
<td>xx</td>
<td>+2</td>
</tr>
<tr>
<td>As_{mono} ID Gap → SM</td>
<td>xx</td>
<td>+2</td>
</tr>
<tr>
<td>As_{mono} SM → SM^\Delta</td>
<td>xx</td>
<td>+5</td>
</tr>
<tr>
<td>As_{bi} D Gap → ID Gap → D Gap</td>
<td>xx</td>
<td>+2→+3</td>
</tr>
<tr>
<td>As_{bi} D Gap → ID Gap</td>
<td>yy</td>
<td>-3,+2</td>
</tr>
<tr>
<td>As_{bulk} SM → D Gap → ID Gap</td>
<td>xx</td>
<td>0→+3</td>
</tr>
<tr>
<td>As_{bulk} SM → D Gap</td>
<td>yy</td>
<td>0→+3</td>
</tr>
<tr>
<td>As_{bulk} SM→SM^\triangledown</td>
<td>xx, yy</td>
<td>+1</td>
</tr>
<tr>
<td>Sb_{mono} ID Gap → SM</td>
<td>xx</td>
<td>-2</td>
</tr>
<tr>
<td>Sb_{mono} ID Gap → D Gap → SM^\Delta</td>
<td>xx</td>
<td>+2→+4</td>
</tr>
<tr>
<td>Sb_{mono} ID Gap → SM</td>
<td>yy</td>
<td>-2</td>
</tr>
<tr>
<td>Sb_{bi} SM → SM^\Delta</td>
<td>xx</td>
<td>+4</td>
</tr>
<tr>
<td>Structural Transition</td>
<td>yy</td>
<td>-3</td>
</tr>
<tr>
<td>SM → ID Gap</td>
<td>yy</td>
<td>+3</td>
</tr>
</tbody>
</table>

Table B.5: Summary of the band gap transitions including direct (D); indirect (ID); metallic (M); and semi-metallic (SM), in particular those that indicate potential Dirac states (\Delta), Weyl states (\triangledown), and the structural phase-transition.
In this section we present the band structures of the relaxed P, As and Sb discussed in Chapter IV, which were calculated without spin-orbit coupling (SOC). Band structures of the strained phases may be found in the supplemental material of Ref. [297].

Figure B.1: Band structures of relaxed group-V materials in the monolayer, bilayer and bulk phases.
C

FURTHER DISCUSSION ON SELF-CONSISTENCY SCHEMES

1 ALTERNATIVE DERIVATION FOR U_{OUT} AND J_{OUT}

In this section we present an alternative derivation for \( J_{\text{out}} \) when used in the original DFT+U+J functional, given by

\[
E_{U+J} = \sum_{I\sigma} \left\{ \frac{(U^I - J^I)}{2} \text{Tr}[\hat{n}^I\sigma - \hat{n}^I\bar{\sigma}] + \frac{J^I}{2} \text{Tr}[\hat{n}^I\bar{\sigma}] \right\},
\]

(C.1)

in which the potential for \( U \) remains the same, but \( J \) now applies to both like and unlike-spins. The potential for \( J \) in this instance is then

\[
\hat{V}_J^\sigma = \frac{\delta E_J}{\delta \hat{n}^I\sigma} = J^I \left( \hat{n}^I\sigma + \hat{n}^I\bar{\sigma} - \frac{1}{2} \right) \Rightarrow V_J^\sigma = J \left( N - \frac{1}{2} \right),
\]

(C.2)

which we see is symmetric for both spin up and spin down potentials. From this, we follow the same procedure as in Eqs. (VII.14) & (VII.15) and find that

\[
U_{\text{out}} = \frac{1}{2} \left( \frac{dV_{\text{int}}^\uparrow}{dN} + \frac{dV_{\text{int}}^\downarrow}{dN} + \frac{dV_{\text{in}}^\uparrow}{dN} + \frac{dV_{\text{in}}^\downarrow}{dN} + \frac{dV_{J_{\text{in}}}^\uparrow}{dN} + \frac{dV_{J_{\text{in}}}^\downarrow}{dN} \right)
\]

\[
= \frac{1}{2} \left( \frac{dV_{\text{int}}^\uparrow}{dN} + \frac{dV_{\text{int}}^\downarrow}{dN} \right) - \frac{U_{\text{in}}}{2} \left( \frac{dN^\uparrow}{dN} + \frac{dN^\downarrow}{dN} \right) + \frac{J_{\text{in}}}{2} \left( \frac{dN^\uparrow}{dN} + \frac{dN^\downarrow}{dN} \right)
\]

\[
= F_{\text{Hxc}}^{\rho}(U_{\text{in}}, J_{\text{in}}) - \frac{U_{\text{in}}}{2} + J_{\text{in}}.
\]

(C.3)

Where \( U_{\text{out}} \) now depends on \( J_{\text{in}} \) instead of \( J_{\text{in}}/2 \). Furthermore, we find with surprise that \( J_{\text{out}} \) does not depend on \( J_{\text{in}} \) at all since the contributions from the symmetric
1. Alternative derivation for $U_{out}$ and $J_{out}$

$J$ potentials now cancel:

$$J_{out} = -\frac{1}{2} \left( \frac{dV_{\text{int}}^\uparrow}{dM} - \frac{dV_{\text{int}}^\downarrow}{dM} + \frac{dV_{\text{int}}^\uparrow}{dM} \right)$$

$$= -\frac{1}{2} \left( \frac{dV_{\text{int}}^\uparrow}{dM} - \frac{dV_{\text{int}}^\downarrow}{dM} \right) + \frac{U_{\text{in}}}{2} \left( \frac{dN^\uparrow}{dM} - \frac{dN^\downarrow}{dM} \right) + \frac{J_{\text{in}}}{2} \left( \frac{dN}{dM} - \frac{dN}{dM} \right)$$

$$= F_{\hat{P}}^J (U_{\text{in}}, J_{\text{in}}) + \frac{U_{\text{in}}}{2} \cdot (C.4)$$

The linear combination of $U_{out}$ and $J_{out}$ results in the expression for $U_{eff}$ now depending explicitly on $J_{\text{in}}$, such that

$$U_{eff} = U_{out} - J_{out} = (F_{\text{Hxc}} - F_J) - U_{\text{in}} + J_{\text{in}}$$

$$J_{eff} = U_{out} + J_{out} = (F_{\text{Hxc}} + F_J) + J_{\text{in}}. \quad (C.5)$$

However, invoking the self-consistency condition that completely removes the effective interactions, i.e., $U_{eff} = J_{eff} = 0$, gives

$$U_{\text{in}} - J_{\text{in}} = (F_{\text{Hxc}} - F_J) = \frac{1}{2} \left( F_{\uparrow\uparrow} + F_{\downarrow\downarrow} \right)$$

$$J_{\text{in}} = - (F_{\text{Hxc}} + F_J) = -\frac{1}{2} \left( F_{\uparrow\downarrow} + F_{\downarrow\uparrow} \right) \cdot (C.6)$$

Here, the formula for $J$ is unchanged, whereas $U$ is now scaled by $J$, thereby producing an ‘effective’ $U_{\text{in}}$ coupling same-spin interactions, which is exactly the formulation given in Eqs. (VII.17) & (VII.18). Thus, the two derivations are equivalent and produce the same effect with this condition when provided with the corresponding $U$ and $J$ parameters.
2 Supplemental DOS plots for NiO

![DOS plot](image)

Figure C.1: Although the PBE+U\(^{(1)}\) calculation performed well, the addition of a relatively large \(J\) here decreases the band gap. However, the magnetic moment is reasonable.

![DOS plot](image)

Figure C.2: This calculation produces terrible results as the large \(J\) pulls the conduction band peak below the Fermi energy and leaves behind depleted conduction states.
Figure C.3: This calculation produces excellent agreement with the experimental measurements in this case, but it is generally not the scheme that is mathematically proven to remove the SIE.

Figure C.4: This calculation, while producing the correct band gap and magnetic moment, has pushed the conduction band peak up too high to be in agreement with experiment.
Figure C.5: This calculation under-estimates all three properties and does not offer much improvement over the PBE as the effective $U$ value is much too small.

Figure C.6: Similar to the PBE+$U^{(2)}$ calculation, the results produced here are in very good agreement with experiment as the $U$ value is approximately the correct magnitude.
Figure C.7: This calculation produces the best overall agreement with the experimental data but is certainly within the margin of error achieved by the PBE+U_{eff}^{(2)} calculation discussed earlier.

Figure C.8: While producing a magnetic moment exactly between the experimental measurements, the band gap and transition energy computed here are grossly incorrect.
Figure C.9: This calculation produces reasonable agreement with experiment but it is not the most effective.

Figure C.10: This calculation produces the worst results by far, where the spin-symmetry of the system is broken rendering a ferromagnetic system. The large $J$ here exacerbates the spin-minority term invoked from Ref. [354].
2. Supplemental DOS plots for NiO

2.1 Self-consistency calculations for Ni(CO)\textsubscript{4}

Here we present the $U_{\text{in}}$ vs $U_{\text{out}}$ curve computed for Ni(CO)\textsubscript{4} with non-spin-polarised calculations, such that the corresponding $J_{\text{out}}$ could not be determined. We observe that $U^{(2)} \approx U^{(3)} \approx 11$ eV, and in fact, the HOMO-LUMO gap computed with PBE+$U^{(2)}$ is also 4.56 eV, while for PBE+$U^{(1)}$ it is 4.22 eV. Hence there is little change in the frontier orbitals of Ni(CO)\textsubscript{4} upon application of relatively large $U$ corrections. Nonetheless, the gap is in better agreement with the experimental value [451] of 4.83 eV.

![Figure C.11: Non-spin-polarised $U_{\text{in}}$ vs $U_{\text{out}}$ profile for Ni(CO)\textsubscript{4} with error bars.](image)

From this we compute $U^{(1)} = 5.43 \pm 0.01$ eV, $U^{(2)} = 10.94 \pm 0.03$ eV, and $U^{(3)} = 10.80 \pm 0.01$ eV, for which we see $U^{(2)} \approx U^{(3)}$. 
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2.2 Self-consistency calculations for Cr$_2$O$_3$

Here we present the computed curves, with accompanied error bars, for $U_{\text{out}}$ (solid), $J_{\text{out}}$ (dashed), and $U_{\text{eff}}$ (dotted) with respect to applied $U_{\text{in}}$ for Cr$_2$O$_3$, which are again very accurately determined.

Figure C.12: Curves, with accompanied error bars, for $U_{\text{out}}$ (solid), $J_{\text{out}}$ (dashed), and $U_{\text{eff}}$ (dot-dashed), with respect to the applied $U_{\text{in}}$ for Cr$_2$O$_3$. From the linear fits we compute $U^{(1)} = 1.86 \pm 0.02$ eV, $U^{(2)} = 5.3 \pm 0.1$ eV, and $U^{(3)} = 2.87 \pm 0.02$ eV.

Likewise, the evaluated interaction terms are presented in Fig. C.13. Here, $F^{\sigma\bar{\sigma}}$ varies between 3.5 eV to 2.5 eV, and $F^{\sigma\sigma}$ varies between 2.5 eV to 2.0 eV, which hints toward desired values of $U$. The average on-site interaction $F_{\text{Hxc}}$ ranges from 3 eV to 2.5 eV, while $F_J$ remains approximately 0.5 eV.

Since we discussed earlier that calculations are relatively unchanged when $J < 1$ eV, we assume here that there will be very little difference between the DFT calculation evaluated with $U_{\text{eff}}^{(2)} = 2.35 \pm 0.04$ eV, and that of a DFT+$U$+$J$ calculation using Eq. (V.24) with $U^{(3)} = 2.76$ eV and $J^{(3)} = 0.435 \pm 0.004$ eV, since $(U-J)^{(3)} = 2.32 \approx U_{\text{eff}}^{(2)}$. We therefore refrain from providing excessive plots and instead refer the reader to the DOS of the latter presented previously in in Fig. VI.16.
Figure C.13: Curves, with accompanied error bars, for the interaction kernels $F_{\text{Hxc}}$ (circles) and $F_J$ (squares), as well as the average like and unlike-spin interactions $F^{\sigma\sigma}$ (up triangles) and $F^{\sigma\bar{\sigma}}$ (down triangles), with respect to the applied $U_{\text{in}}$ for $\text{Cr}_2\text{O}_3$. 
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