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Abstract

Ageing is associated with a change in cognitive function. Impaired cognitive function is the biggest limiting factor to independence in older adults. Cognitive decline does not appear suddenly, but occurs gradually over varying periods of time.

Cognitive function is currently assessed by employing gold-standard neuropsychological tests and scales, such as the Positive and Negative Symptoms Scales, the Brief Psychiatric Rating Scale, the Mini-Mental State Examination, the Word Recall test, the Category Fluency test, etc. Although these gold standard scales and tools are well accepted, they represent very subjective manners for estimation of severity of cognitive impairment. The final score of these tests depends on the individual judgement and the quality of training of the person evaluating the subject. Currently, there are no objective biomarkers for diagnosis and monitoring of cognitive function in ageing and psychiatry.

This thesis focuses on the use of speech as an objective biomarker for assessment and monitoring of cognitive function. The production of speech is the end-product of a complex network of cognitive processes. Speech not only serves as a means of communication, but can also provide some other information about the speaker, such as their emotional state.

In this thesis, a novel method of using speech as a complementary and objective means of assessment and monitoring of cognitive function in ageing and psychiatry is presented. Novel algorithms for speech analysis were developed, which automatically and reliably (overall accuracy of 97.29%, sensitivity of 93.52%, specificity of 98.37%) extract temporal and acoustic features from recordings of speech acquired in real-life environments.

In a study of schizophrenia, schizophrenic patients and healthy controls were recorded reading out loud an emotionally neutral and semantically simple text extract from a children's story. Employing a Linear Discriminant Analysis (LDA) classifier to discriminate between schizophrenic patients and healthy controls using speech features, classification achieved an accuracy of 79.42% (sensitivity of 75.21%, specificity of 83.62%). The results demonstrate the potential of using speech as an objective biomarker of schizophrenia.

A study of ageing investigated the effectiveness of speech characteristics as measures of cognition. Speech features were automatically extracted from recordings of three speech tasks completed by a large cohort (N=172) of older adults. The speech task included a reading task and two picture description tasks. The cohort of older adults was divided into cognitively impaired and healthy groups. A Linear Discriminant Analysis (LDA) classifier trained on the
speech features extracted achieved classification accuracy of 80.4% in discriminating between cognitively impaired and healthy older adults. The results demonstrate the potential of using speech as an objective biomarker for cognitive function in older adults.

Another study demonstrated that the speech features employed in the assessment of cognitive function can be reliably extracted from telephone quality speech (overall accuracy of 93.2%, sensitivity of 97.3%, specificity of 89.5%). An Interactive Voice Response (IVR) technology was employed for remote automated delivery of cognitive function assessment interviews over the telephone. The developed IVR application was demonstrated to be functional and well received by the elderly population. Employment of the IVR technology in the cognitive assessment may allow for early detection of cognitive decline.

Another study investigated remote web-based assessment of cognitive function. A novel battery of tasks for assessment of memory and attention was developed. The assessment was undertaken by a cohort of older adults repeatedly for a period of eight weeks. The results of these tests were analysed for practice effect, test-retest reliability over time and validated against standard neuropsychological tests measures. The results suggest that these tests, while employing the same stimuli over time, do not suffer from practice effect and may potentially be administered at regular intervals over time. This feature is unique in cognitive assessment.

All studies received approval from the ethics committees of the hospitals and clinics involved, for both participant recruitment and data acquisition.

Speech features have been shown to discriminate between cognitively impaired and cognitively healthy individuals. Speech features may provide an objective measure of cognitive function and may be a complementary measure to existing neuropsychological cognitive assessments. Such cognitive assessment may be administered remotely, thus resulting in reducing some of the financial and labour intensive burden affecting healthcare teams and healthcare providers.

Indirect outcomes of the methods developed and presented in this thesis may lead to increased quality of life of older adults and may allow them to live as independently as possible, for as long as possible.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{\text{max}}$</td>
<td>Maximum amplitude value</td>
</tr>
<tr>
<td>ACAD</td>
<td>Automatic Cognitive Assessment Delivery</td>
</tr>
<tr>
<td>AD</td>
<td>Alzheimer’s disease</td>
</tr>
<tr>
<td>ASR</td>
<td>Automatic speech recognition</td>
</tr>
<tr>
<td>AUC_ROC</td>
<td>Area under the ROC curve</td>
</tr>
<tr>
<td>BA</td>
<td>Broca’s area of the brain</td>
</tr>
<tr>
<td>BPRS</td>
<td>Brief Psychiatric Rating Scale</td>
</tr>
<tr>
<td>CCS</td>
<td>Combined Cognitive Score</td>
</tr>
<tr>
<td>CDR</td>
<td>Clinical Dementia Rating scale</td>
</tr>
<tr>
<td>CES-D</td>
<td>Center for Epidemiologic Studies Depression scale</td>
</tr>
<tr>
<td>CF</td>
<td>Category Fluency</td>
</tr>
<tr>
<td>CoVE</td>
<td>Coefficient of Variation of Mean Energy per Second</td>
</tr>
<tr>
<td>CoVF$_0$</td>
<td>Coefficient of Variation of Fundamental Frequency</td>
</tr>
<tr>
<td>CoVF$_{0A}$</td>
<td>Coefficient of Variation of Fundamental Frequency Amplitude</td>
</tr>
<tr>
<td>CoV_RT</td>
<td>Coefficient of Variation of Reaction Time</td>
</tr>
<tr>
<td>$d$</td>
<td>Cohen’s $d$ coefficient</td>
</tr>
<tr>
<td>DA</td>
<td>Discriminant Analysis</td>
</tr>
<tr>
<td>DDK</td>
<td>Diadochokinetic rate</td>
</tr>
<tr>
<td>DS</td>
<td>Digit Span task</td>
</tr>
<tr>
<td>DSM</td>
<td>Diagnostic and Statistical Manual of Mental Disorders</td>
</tr>
<tr>
<td>DT-MRI</td>
<td>Diffusion tensor magnetic resonance imaging</td>
</tr>
<tr>
<td>DTMF</td>
<td>Dual tone modulated frequency</td>
</tr>
<tr>
<td>$E_x$</td>
<td>Energy of a discrete time signal</td>
</tr>
<tr>
<td>$E_{\log}$</td>
<td>Log energy</td>
</tr>
<tr>
<td>EEG</td>
<td>Electroencephalography</td>
</tr>
<tr>
<td>FN</td>
<td>False Negative</td>
</tr>
<tr>
<td>fMRI</td>
<td>Functional Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>FP</td>
<td>False Positive</td>
</tr>
<tr>
<td>GDS</td>
<td>Global Deterioration Scale</td>
</tr>
<tr>
<td>HADS</td>
<td>Hospital Anxiety and Depression Scale</td>
</tr>
<tr>
<td>IADL</td>
<td>Instrumental Activities of Daily Living</td>
</tr>
<tr>
<td>IVR</td>
<td>Interactive Voice Response</td>
</tr>
<tr>
<td>LDA</td>
<td>Linear Discriminant Analysis</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>MANOVA</td>
<td>Multivariate Analysis of Variance</td>
</tr>
<tr>
<td>MCI</td>
<td>Mild Cognitive Impairment</td>
</tr>
<tr>
<td>MES</td>
<td>Mean Energy per Second</td>
</tr>
<tr>
<td>MF₀</td>
<td>Mean Fundamental Frequency</td>
</tr>
<tr>
<td>MF₀A</td>
<td>Mean Fundamental Frequency Amplitude</td>
</tr>
<tr>
<td>MMSE</td>
<td>Mini-Mental State Examination</td>
</tr>
<tr>
<td>MOCA</td>
<td>Montreal Cognitive Assessment</td>
</tr>
<tr>
<td>MPD</td>
<td>Mean Pause Duration</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>MUD</td>
<td>Mean Utterance Duration</td>
</tr>
<tr>
<td>MySQL</td>
<td>Open Source Database</td>
</tr>
<tr>
<td>NA</td>
<td>Negative affect</td>
</tr>
<tr>
<td>NART</td>
<td>National Adult Reading Test</td>
</tr>
<tr>
<td>NP</td>
<td>Number of Pauses</td>
</tr>
<tr>
<td>PA</td>
<td>Positive affect</td>
</tr>
<tr>
<td>PANAS</td>
<td>Positive and Negative Affect Schedule</td>
</tr>
<tr>
<td>PANSS</td>
<td>Positive and Negative Syndrome Scale</td>
</tr>
<tr>
<td>PD</td>
<td>Picture Description</td>
</tr>
<tr>
<td>PET</td>
<td>Positron emission tomography</td>
</tr>
<tr>
<td>RGB</td>
<td>Red Green Blue scale</td>
</tr>
<tr>
<td>PR</td>
<td>Phoneme Rate</td>
</tr>
<tr>
<td>PRS</td>
<td>Proportion of Recording in Silence</td>
</tr>
<tr>
<td>PT</td>
<td>Picture Taboo</td>
</tr>
<tr>
<td>ROC</td>
<td>Receiver Operator Characteristic</td>
</tr>
<tr>
<td>rTMS</td>
<td>Repetitive Transcranial Magnetic Stimulation</td>
</tr>
<tr>
<td>RV</td>
<td>Reference Value</td>
</tr>
<tr>
<td>SANS</td>
<td>Scale for Assessment of Negative Symptoms</td>
</tr>
<tr>
<td>SART</td>
<td>Sustained Attention to Response Task</td>
</tr>
<tr>
<td>SDF₀</td>
<td>Standard Deviation of Fundamental Frequency</td>
</tr>
<tr>
<td>SDF₀A</td>
<td>Standard Deviation of Fundamental Frequency Amplitude</td>
</tr>
<tr>
<td>SD_RT</td>
<td>Standard Deviation of Reaction Time</td>
</tr>
<tr>
<td>SDMES</td>
<td>Standard Deviation of Mean Energy per Second</td>
</tr>
<tr>
<td>SNP</td>
<td>Speech/Non-Speech Profile</td>
</tr>
<tr>
<td>SPECT</td>
<td>Single photon emission computer tomography</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>SRec</td>
<td>Shape Recognition</td>
</tr>
<tr>
<td>SRec-D</td>
<td>Shape Recognition Delayed</td>
</tr>
<tr>
<td>SRec-I</td>
<td>Shape Recognition Immediate</td>
</tr>
<tr>
<td>SsLM</td>
<td>Standard score of Logical Memory</td>
</tr>
<tr>
<td>SsNART</td>
<td>Standard score of NART</td>
</tr>
<tr>
<td>SWF</td>
<td>Adobe Flash file format used for multimedia, vector graphics</td>
</tr>
<tr>
<td>TDEA</td>
<td>Triple Data Encryption Algorithm</td>
</tr>
<tr>
<td>Th\textsubscript{GRAD}</td>
<td>Gradient Threshold</td>
</tr>
<tr>
<td>Th\textsubscript{SN}</td>
<td>Speech/Non-Speech Threshold</td>
</tr>
<tr>
<td>TLP</td>
<td>Total Length of Pauses</td>
</tr>
<tr>
<td>TLU</td>
<td>Total Length of Utterances</td>
</tr>
<tr>
<td>TMS</td>
<td>Transcranial Magnetic Stimulation</td>
</tr>
<tr>
<td>TN</td>
<td>True Negative</td>
</tr>
<tr>
<td>TP</td>
<td>True Positive</td>
</tr>
<tr>
<td>TRIL</td>
<td>Technology Research for Independent Living Programme</td>
</tr>
<tr>
<td>TRT</td>
<td>Total Recording Time</td>
</tr>
<tr>
<td>VAAT</td>
<td>Vigilant Auditory Attention Task</td>
</tr>
<tr>
<td>WMS</td>
<td>Wechsler Memory Scale</td>
</tr>
<tr>
<td>WoZ</td>
<td>Wizard of Oz</td>
</tr>
<tr>
<td>WRD</td>
<td>Word Recall Delayed</td>
</tr>
<tr>
<td>WRec</td>
<td>Word Recognition</td>
</tr>
<tr>
<td>WRec-D</td>
<td>Word Recognition Delayed</td>
</tr>
<tr>
<td>WRec-I</td>
<td>Word Recognition Immediate</td>
</tr>
<tr>
<td>WRI</td>
<td>Word Recall Immediate</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

The ageing of the world's population - in developing and developed countries - is an indicator of improving global health. The world's population of people 60 years of age\(^1\) and older has doubled since 1980 and is forecast to reach 2 billion by 2050, representing 21% of the world's population\(^2\). In the middle of the 20th century there were just 14 million people on the whole planet aged 80 years or older. By 2050, there will be 100 million in this age group living in China alone, and 400 million people worldwide\(^3\).

While this is a cause for celebration, it comes with special health challenges for the 21st century. It is estimated that 25-30% of people aged 85 or older have some degree of cognitive decline\(^3\). Ferri at al.\(^4\) estimated that 24.3 million people had dementia in 2005, with 4.6 million new cases of dementia diagnosed every year (one new case every 7 seconds). The number of people affected was estimated to double every 20 years to 81.1 million by 2040. In 2005, most people with dementia lived in developing countries (60% in 2001, rising to 71% by 2040). Rates of increase are not uniform; numbers in developed countries are forecast to increase by 100% between 2001 and 2040, but by more than 300% in India, China, and their south Asian and western Pacific neighbours\(^4\). The prevalence of dementia increases continuously with age. Lobo et al.\(^5\) found that in European population-based studies the prevalence of dementia was 0.8% in the group age of 65 to 69 years. At the age of 90 years and older, the prevalence of dementia increased to 28.5%\(^5\). With this increase in the prevalence of dementia with age, the rapid ageing of the population will inevitably result in the increase in the number of people with cognitive impairment.

\(^1\) The United Nations has not adopted a standard definition of 'older adults', but they refer to adults of 60+ years as older adults.
Chapter 1: Introduction

Dementia is a chronic disease of ageing characterised by progressive cognitive decline that interferes with independent functioning [6] and affects a large and growing number of older adults [7, 8]. Dementia is the greatest cause of dependency (i.e. need for care) and disability in high-income countries and the second greatest cause of dependency and disability worldwide [3]. According to different estimates, between 2% and 10% of all cases of dementia start before the age of 65 [9]. The prevalence doubles with every five-year increment in age after 65. Dementia affects 20% of people aged over 80 years [10]. More recent data suggests that, in 2010, there were 35.6 million people living with dementia globally [11]. Epidemiological studies indicate that this number is expected to grow at an alarming rate. It is estimated that numbers will nearly double every 20 years, to 65.7 million in 2030 and 115.4 million in 2050 [3].

The economic impact of impaired cognitive function of older population represents a significant burden on the global economy. The total estimated worldwide cost of dementia in 2010 was US $604 billion [9]. The total monetary cost of dementia in 2010 in the United States was estimated between $157 billion and $215 billion [12]. Dementia is among the diseases that are most costly to society. The cost for dementia care purchased in the market-place ($109 billion) was similar to estimates of the direct health care expenditures for heart disease ($102 billion) and significantly higher than the direct health care expenditures for cancer ($77 billion) [12]. Dementia represents only one type of cognitive impairment. The global cost of cognitive impairment is significantly higher when the cost of psychiatric conditions associated with cognitive impairment is included. The overall 2002 cost of schizophrenia in USA only was estimated to be $62.7 billion [13].

While the numbers and the costs are daunting, the impact on those with the illness and on their caregivers and families is extreme – medically, psychologically and emotionally. The behavioural and psychological symptoms linked to cognitive impairment profoundly affect the quality of life of people with cognitive impairment and their caregivers [9]. Many of the very old lose their ability to live independently because of limited mobility, frailty or other physical or mental health problems. Many require long-term care, including home-based nursing, community, residential and hospital-based care [3].

Dementia has an immense impact on the lives of the family, and particularly the person who takes the primary role in providing care. Most care is provided by family and other informal support systems in the community. However, changing population demographics may reduce the availability of informal caregivers in the future. The provision of care to a
person with dementia can result in significant strain for those who provide most of that care. The stressors are physical, emotional and economic [9].

Social impacts of cognitive impairment may include a reduction in work hours or loss of employment, loss of relationships, time with friends and families and social activities, or the need to relocate or change living arrangements in order to provide care. Health impacts include depression, anxiety, stress, physical problems and sleep disruption. Additional stresses can occur if the family carer is older and in failing health themselves [14].

Studies in high income countries show that only one-fifth to one-half of cases of dementia are routinely recognised and documented in primary care facilities, as inpatients or visiting outpatients [15-19]. This ‘treatment gap’ is much greater in low and middle income countries, with one study in India suggesting 90% remain unidentified [20].

Providing early detection of the onset of decline in cognitive function and subsequent intervention through improvement in diagnosis is essential. Eating a healthier diet, exercising regularly [21], pharmacological and non-pharmacological interventions [11], such as cognitive training [22], may reverse or delay the progress of decline in cognitive function. Greenaway et al. [23] employed procedure-based memory compensation training models in a study of amnestic mild cognitive impairment (MCI). Subjects that received a 6-week memory training intervention showed a statistically significant improvement in activities of daily living over subjects that did not receive compensation training [23]. Several other randomized trials have also demonstrated that subjects with MCI that have undergone cognitive training show improved cognition, mood and psychological well-being [24-27]. A systematic review of the literature examined the efficacy of cognitive intervention programs in people with amnestic MCI [28]. Of the 15 studies that met the inclusion criteria, all found a statistically significant improvement on subjective and/or objective memory measures. Other novel methods for reversing cognitive decline are being developed. These methods combine optimized training protocols with traditional drug treatments [29], which may lead to further restoring of cognitive function.

Early interventions have the potential to improve cognitive function, delay institutionalisation, reduce carer strain and psychological illness and improve the quality of life [11]. Earlier diagnosis allows people with impaired cognitive function to plan ahead while they
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2 Mild cognitive impairment (MCI) causes a slight but noticeable and measurable decline in cognitive abilities, including memory and thinking skills. A person with MCI is at an increased risk of developing Alzheimer's or another dementia.
still have the capacity to make important decisions about their future care. In addition, they and their families can receive timely practical information, advice and support. Only through receiving a diagnosis can they get access to available drug and non-drug therapies that may improve their cognition and enhance their quality of life [11]. Improving the likelihood of earlier diagnosis of onset of cognitive decline can be enhanced through the introduction of accessible diagnostic methods [11].

The assessment of cognitive function in older adults is currently carried out by employing gold-standard neuropsychological tests, such as the Mini-Mental State Examination [30], Montreal Cognitive Assessment [31], Wechsler Memory Scale [32], and others. While the neuropsychological tests are well known and widely used, they face several major limitations. Firstly, these tests are time consuming to administer. The individual, whose cognitive function is being assessed, is usually administered a battery of neuropsychological tests. Typically, it can take 1-3h to administer the full battery [33]. Given the time needed for the cognitive assessment community neuropsychologists fail to diagnose dementia in over 50% of dementia cases, particularly in the earlier mild to moderate stages [34].

These tests need to be administered by trained neuropsychologists [33]. Even with the best intent of the neuropsychologists to acquire as objective test score as possible, the test-retest reliabilities of these test are affected by several factors impacting the objectiveness of the test [35]. Lack of explicit scoring criteria is one of the reported factors affecting objectivity of these tests [36]. The subjective nature of these tests may further be amplified by factors such as the current state (e.g. mood, physical health, fatigue, performance anxiety and others) of the individual being assessed [37]. The visit to the clinic and the associated “white coat effect” while the individual is being assessed may have an impact on the mood and anxiety of the individual. Furthermore, age, education, cultural and socioeconomic background can cause a considerable bias in the outcomes of these tests [38]. Additionally, these tests are not commonly designed for repeated administration and subject’s performance is enhanced due to a practice effect [39]. All these factors may affect the outcomes of a test and may result in cognitively healthy person being considered as impaired [40].

Employing neuroimaging methods to assess functional or structural changes in the brain represents another means of cognitive function assessment in older adults. These methods include Magnetic Resonance Imaging (MRI), Electroencephalography (EEG), Single photon emission computer tomography (SPECT), and others [41]. Detection of pathologic features like senile plaques, neurofibrillary tangles, decreased synaptic density, neuron loss, and atrophy
relative to age-matched controls by MRI has been employed in studies of Alzheimer's disease\(^3\) [42] with some limited success. Positron emission tomography and SPECT techniques have demonstrated specific regional abnormalities in brain perfusion among patients with established Alzheimer's disease [43, 44]. Quantitative EEG assessment of brain activity, employing frequency power analysis, event-related potentials and P300 latency analysis, has been used in studies of impaired cognitive function, such as dementia, Alzheimer’s disease, schizophrenia [45-47].

Despite the advances in neuroimaging technology and the availability of facilities with neuroimaging equipment, the use of neuroimaging methods is generally expensive, time consuming and requires the individual to visit the hospital/clinic. Neuroimaging assessments may take place at different neuroimaging centres. The protocols for image acquisition may not be well defined and may differ between centres resulting in poor diagnosis sensitivity [48]. If not evaluated by a computer algorithm, substantial variability between clinical raters has been observed [48-50], which also suggests that a significant number of subjects may be misclassified [48]. Head position in MRI scanner has been found to increase variability across clinical raters [48]. All these factors may contribute to variable and suboptimal treatment decisions.

A biomarker is defined as “a characteristic that is objectively measured and evaluated as an indicator of normal biologic processes, pathogenic processes, or pharmacologic responses to a therapeutic intervention” [51]. Biomarkers, that would resolve the issues affecting objectivity of current methods for assessment of cognitive function, are actively being sought in the research of impaired cognitive function of older adults [52-55].

Structural and functional changes in the regions of brain involved in speech and language production in subjects with impaired cognitive function have been reported in the literature [42, 56-58]. These regions of brain include, among others, prefrontal cortex, Broca’s area, left superior temporal sulcus and neural pathways. It is hypothesized that the structural and functional changes in these brain regions may lead to changes in speech characteristics during the process of speech generation.

The influence of impaired cognitive function on speech production in abnormal ageing has been studied and reported in the literature [59-61]. Dementia is characterised by a

---

\(^3\) Alzheimer's disease is a progressive, degenerative disorder that attacks the brain's nerve cells, or neurons, resulting in loss of memory, thinking and language skills, and behavioral changes. Alzheimer's disease is the most common cause of dementia, or loss of intellectual function, among people aged 65 and older.
breakdown in intellectual and communicative functioning, manifesting itself as a communication disorder [62]. Articulation rate features have been investigated in a study of dementia [63]. Standardized pause rate (the ratio of words uttered to the number of pauses uttered) has been found to be statistically different in subjects with mild cognitive impairment compared to healthy subjects [61]. Qualitative changes in speech characteristics have been included in diagnostics manuals of conditions associated with impaired cognitive function [6].

Innovation and technology can help older adults in many ways. To better monitor health status and detect early signs of disease and connect older people to health care assessment. Use of new methods, such as eHealth and connected health, to ensure better data collection, develop new versions of diagnostic, monitoring and assistive devices, as well as to assist older adults with functional loss and to remain independent.

Current healthcare systems are often criticized for treating people as averages, not unique individuals. While comparing an individual against average measures in cross-sectional studies has been employed extensively in the research, it is the longitudinal monitoring of individual's measures that has the profound advantage over a cross-sectional approach. Baseline measures can be obtained for each individual and it is the deviation from these baseline measures that would inform of the onset of a worsening health condition. Longitudinal monitoring would also allow measurement of the progression of a disease. Appropriate treatment methods may be employed as a result of monitoring of treatment effects.

Continuously more wide-spread use of mobile devices, such as mobile phones, tablets, allow capture of speech, video, tactile information and, with add-on devices, specific biosignals from the user. Cognitive assessment tasks may be developed that will be deployed on these mobile devices and will be able to be administered by non-specialists, i.e. the general practitioners or even the users themselves. This will provide a non-invasive, “light-touch” manner of cognitive assessment delivery. Combining the use of mobile devices with the advancement and emergence of technologies, such as high performance computing, cloud storage, big data set analysis, will enable us to build predictive models for each individual and personalized health care. This would allow for remote, accurate, pervasive, uninterrupted, prevention-driven monitoring of individual's health. This would further reduce the logistical issues associated with cognitive function assessment mentioned above, as well as enable remote population scale screening at a very low cost.
1.1 Thesis aims

Expanding on the overall discussion presented above, the following aims were established for this thesis.

- To assess whether speech characteristics can provide objective quantitative measures to distinguish between cognitively impaired and healthy subjects.
- To assess whether the cognitive assessment can be administered remotely, in a "light touch" manner.

1.2 Thesis outline

Chapter 2

Chapter 2 provides a thorough review of the biology of cognitive function in older adults. At first, specific domains of cognitive function are presented to demonstrate its complexity. Following, conditions affecting cognitive function in older adults are addressed. Methods for standard neuropsychological assessment of cognitive function are presented and reviewed in this chapter. The limitations of these methods are addressed. Then, advanced neuroimaging methods and their use in studies of cognitive function are presented. Structural and functional changes in brains of cognitively impaired adults and their potential impact on communication are discussed. Description of physiological and neural mechanism of speech production follows. Effects of ageing on speech production are also presented in this chapter. Previous studies in the literature in the area of speech analysis of cognitively impaired individuals are discussed. Literature review of previous work on influence of psychiatric conditions on speech production is assessed. Concluding Chapter 2, a series of research questions are presented.

Chapter 3

Chapter 3 introduces a signal processing algorithm to identify cognitive function from speech recordings acquired in real-life environments. Description of an algorithm for breath sounds detection and removal from speech recordings acquired in real-life environments follows. Algorithms designed for energy and fundamental frequency estimation are also described in this chapter. The description of all feature extraction algorithms is followed by presentation of methods for classification of subjects into healthy and abnormal cases employing the speech features.
Chapter 4

Three studies are presented in Chapter 4. The first study investigates the use of speech as a possible biomarker for schizophrenia. Acoustic and temporal features are extracted from speech recordings of schizophrenic and healthy control subjects using the algorithms described in Chapter 3. An assessment of the ability to discriminate between schizophrenic and healthy control subjects employing the extracted speech features is carried out.

In Study 2, an assessment of the performance of the algorithm for extraction of temporal features from speech recordings acquired in real-life environments is carried out. Three tests are performed to assess the performance of this algorithm. In the first test, artificially constructed speech recording is employed. The results of segmentation into speech and pauses of three speech recordings by three listeners are compared to results of the developed algorithm in the second test. The final test compares segmentation results of 20 recordings hand-labelled by one listener to the segmentation results of the developed algorithm.

The final study of this chapter, Study 3, investigates the impact of breath sounds detection and removal on the ability to discriminate between healthy and abnormal cases. Two sets of temporal speech features are extracted from speech recordings with and without prior breath sounds detection and removal. A classifier is trained for each set of features separately. The ability of the classifier to discriminate between schizophrenic and healthy control subjects is compared for both sets of features.

Chapter 5

In Chapter 5, a speech corpus containing data from three speech based tasks is employed to study cognitive function of older adults. Acoustic and temporal features are extracted from the speech recordings using algorithms described in Chapter 3. Four studies are presented in the Chapter 5.

Study 1 presents analysis of speech recordings from a cohort of older adults producing read and spontaneous speech. The cohort is divided into cognitively impaired and cognitively healthy groups based on a standard neuropsychological measure. The ability to discriminate between cognitively impaired and healthy subjects employing the extracted speech features is assessed.

In Study 2, the use of a combined cognitive score as a novel neuropsychological measure is proposed. The cohort is split into cognitively impaired and cognitively healthy groups based on the combined cognitive score. The ability to discriminate between cognitively impaired and
cognitively healthy subjects employing the extracted speech features is assessed. Comparison of the discrimination abilities employing standard neuropsychological measure and combined cognitive score is carried out.

Study 3 investigates whether speech features are related to more specific cognitive domain, i.e. memory, rather than overall cognitive measure. Assessment of ability to discriminate between low and high memory performers employing the extracted speech features is carried out.

In the last study, Study 4, a dynamic minimum pause threshold estimation for extraction of temporal speech features is proposed. Three separate sets of features are extracted from each recording. The ability to discriminate between cognitively impaired and cognitively healthy older adults employing the temporal speech features is assessed. A comparison of discrimination ability of three sets of speech features is carried out.

Chapter 6

The design and evaluation of a novel protocol for a remote, fully-automated, telephone assessment of cognitive function in older adults is presented in Chapter 6. Test-retest reliability and practice effect of multiple administration of the cognitive assessment are assessed. Validation of the cognitive assessment is carried out. Investigation of cost effectiveness and user experience of the developed cognitive assessment is performed.

Chapter 7

In Chapter 7, a protocol and implementation of an automated, remote, web-based assessment of memory and attention is presented. A novel battery of memory and attention assessment tests is designed. Test-retest reliability and practice effect of multiple administration of the assessment to a cohort (N = 16) of older adults are assessed. Validation of the memory and attention assessment protocol and battery is carried out in this chapter.

Chapter 8

The final chapter addresses the aims, applications and contributions of this thesis and outlines some potential directions for future work.
1.3 Contributions of this thesis

Aspects of novelty in this thesis can be summarized as follows.

Chapter 3

- Development of novel algorithm for temporal features extraction from recordings of speech acquired in real-life environments.
- Development of novel algorithm for breath sound detection and removal from recordings of speech acquired in real-life environments.

Chapter 4

- Application of developed algorithms to recordings of speech of schizophrenic and healthy adults.
- Assessment of ability to discriminate between schizophrenic and healthy adults using temporal and acoustic features of speech.
- Assessment of the performance of the algorithm for extraction of temporal features.
- Investigation of impact of breath sounds detection and removal on the ability to discriminate between healthy and abnormal cases.

Chapter 5

- Generation of a speech corpus that contains data from three speech based tasks for the purpose of assessment of cognitive function in older adults.
- Novel phoneme rate speech features are proposed.
- Assessment of ability to discriminate between cognitively impaired and cognitively healthy older adults using temporal and acoustic features of speech.
- Investigation into ability of various speech based tasks to discriminate between cognitively healthy and cognitively impaired older adults.
- Investigation of dynamic minimum pause threshold estimation impact on ability to discriminate between cognitively impaired and cognitively healthy older adults using temporal features of speech.
Chapter 6
• Design and evaluation of novel protocol for remote fully-automated telephone assessment of cognitive function in older adults.
• Assessment of test-retest reliability of the remote fully-automated telephone cognitive assessment over time.
• Analysis of practice effect of the remote fully-automated telephone cognitive assessment over time.
• Validation of the remote fully-automated telephone cognitive function assessment protocol.
• Cost assessment of usage of the remote fully-automated telephone assessment of cognitive function.
• Investigation of user experience of the remote fully-automated telephone assessment of cognitive function.

Chapter 7
• Development of novel battery of tests for an automated remote web-based assessment of memory and attention.
• Development of novel tests for word recognition and shape recognition memory assessment.
• Assessment of test-retest reliability of the automated remote web-based assessment of memory and attention.
• Analysis of practice effect of the automated remote web-based assessment of memory and attention.
• Validation of the automated remote web-based assessment of memory and attention.

1.4 Publications arising from this thesis
A number of publications have been derived from the research described in this thesis.

1.4.1 Journals
Chapter 1: Introduction


1.4.2 Conferences


Chapter 2

Measuring changes in cognitive function

The biggest limiting factor to independence in the older adults is impaired cognitive function and its consequences [64]. Such consequences include: accident proneness (falls, burns, bruising and cuts), self-neglect (missed medication, poor nutrition, poor hygiene), loss of initiative, diminished repertoire of activities and low mood. The assessment of cognitive function is expensive and labour intensive and hence non-viable for all but a tiny fraction of the elderly population.

The need for objective cognitive function assessment as outlined in Chapter 1 is increasing. This need is driven by the increasing rise in our older population. To measure cognitive function and specifically subtle changes in such function, one needs to understand the cognitive changes that occur during the ageing process.

2.1 Changes in cognitive function in human ageing

As people age, they change in many ways both biologically and psychologically. This section is focused on the neuroanatomical and neurophysiological changes that occur with age, and the mechanisms that account for them.

While there is evidence that alterations in brain structure and function are linked to alterations in cognitive function, the complexity of both the neural and cognitive functions make an exact mapping between brain and behaviour very difficult. Establishing such links between brain and cognition is the principal goal of cognitive neuroscience.

The purpose of this section is to review the changes in cognition that occur in normal human ageing, in order to provide a foundation against which changes can be assessed and
interpreted. The relationship between brain and cognition is a dynamic one and may change across the life course. The age-related changes in brain structure and function do not occur uniformly across the whole brain. Nor do they occur uniformly across older individuals. Age-related changes in cognition are also not uniform across all cognitive domains [65].

The cognitive functions most affected by age are attention and memory. There are many aspects to both of these functions and evidence suggests that some aspects of attention and memory remain intact with age while others show significant decline. Perception also shows significant age-related decline due to declining sensory capacities. Deficits at these early processing stages are considered to affect cognitive functions later in the processing stream. Higher-level cognitive functions such as language processing and decision-making may also be affected by age. These higher-level functions rely on more basic cognitive functions and these generally show deficits to the extent that those fundamental processes can become impaired. Moreover, complex cognitive tasks may also depend on a set of executive functions, which manage and coordinate the various components of the tasks. Considerable evidence points to impairment of executive function as a key contributor to age-related declines in a range of cognitive tasks [66].

Although the impression of old age is one of cognitive decline, enormous variability exists across individuals. There is considerable interest in the researcher community on what accounts for this variability. This section aims to highlight the cognitive domains that show the greatest decline with age and which are also the most variable. Theories of cognitive ageing that have developed in the literature within each cognitive domain are outlined and the brain regions to underlie these functions presented.

This section reviews evidence from the literature for age-related impairments in basic cognitive functions, focusing primarily on attention and memory.

2.2 Attention

Attention is a basic yet complex cognitive process that has multiple sub-processes specialized for different aspects of attentional processing. An aspect of attention is involved in all cognitive domains, except when task performance has become habitual or automatic. Declines in attention can therefore have broad-reaching effects on one's ability to function adequately and efficiently in everyday life. Attention has been partitioned in many ways by different researchers in the literature. The divisions described in the following sections are
those that have been most extensively investigated and reported in the literature with respect to normal ageing [67].

2.2.1 Selective attention

Selective attention refers to the ability to attend to one specific stimulus while disregarding other stimuli that are irrelevant. For example, in visual search tasks, subjects are asked to search a visual display for a target letter that is surrounded by other non-target letters. The task can be made more difficult by increasing the similarity of targets and distractors. For example, searching for an F in a background of Es, or by increasing the number of relevant or irrelevant features that are part of the search criteria. In another task, the Stroop task [68], the subject is asked to name the colour of the ink in which an incongruent colour word is printed. For example, the word “red” printed or displayed in green. Here, the word information tends to interfere with colour naming, causing errors and an increase in response times. To perform well in these kinds of tasks, subjects have to select the relevant stimulus or dimensions for processing and ignore the irrelevant ones. Although findings are not entirely consistent across studies and may differ across tasks, in general older adults appear to be slower than younger adults in responding to the targets, but are not differentially affected by distraction [67, 69]. Thus, deficits found in many of these tasks can be largely attributed to a general slowing of information processing in older adults rather than to selective attention deficits specifically.

Figure 2-1: Stroop test [68]
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2.2.2 Divided attention and attention switching

Divided attention has usually been associated with significant age-related declines in performance, particularly when tasks are complex. Divided attention tasks require the processing of two or more sources of information or the performance of two or more tasks at the same time. For example, subjects are asked to monitor stimuli at two different spatial locations, or they may be asked to make semantic judgments about visually presented words while simultaneously monitoring for the occurrence of an auditory presented digit [70]. The impact of dividing attention is assessed by comparing performance under dual task conditions to performance when the tasks are performed separately. Studies in the literature suggest that older adults are more affected by the division of attention than young adults, particularly when the attentional demands of the two tasks are high. In addition, older adults seem less able to allocate resources appropriately when instructions are given to vary task priority [71]. These findings cannot be completely accounted for by a general slowing of information processing, but instead are typically explained in the literature in terms of declining processing resources associated with normal ageing. Such limited resources are believed to be overextended in older adults when attention must be divided between two or more sources. Similarly, the performance of older adults is slowed to a greater degree than that of young adults when attention must be switched from one task to another [69].

There is evidence in the literature that age deficits in divided attention and attention switching can be reduced by practice or extended training [72] and even by aerobic exercise [73]. However, the exact mechanism of such improvements is unclear. In the case of task-specific training, it is possible that some aspects of the tasks become automatic with practice, thus requiring fewer attentional resources.

Alternatively, subjects may develop strategies with extensive training that reduce the attentional demands of the tasks. It has been hypothesized that cardiovascular fitness may improve the efficiency of neural processes or may provide increased metabolic resources for task performance. Interestingly, the enhancement effects of aerobic exercise appear to be greatest on tasks involving executive control of attention [74], which depend largely on prefrontal cortex.
2.2.3 Sustained attention

Sustained attention refers to the ability to maintain concentration on a task over an extended period of time. Typically, vigilance tasks are used to measure sustained attention, in which people must monitor the environment for a relatively infrequent signal. In general, older adults are not impaired on vigilance tasks.

2.2.4 Attention: Summary and implications

Older adults show significant impairments on attentional tasks that require dividing or switching of attention among multiple inputs or tasks. They show relative preservation of performance on tasks that require selection of relevant stimuli; and although they are slower than young adults, they are not differentially impaired by distraction. They also are able to maintain concentration for an extended period of time. The tasks on which older adults show impairments tend to be those that require flexible control of attention, a cognitive function associated with the frontal lobes. Importantly, these types of tasks appear to be amenable to training and show benefits of cardiovascular fitness.

Attentional deficits can have a significant impact on an older person’s ability to function adequately and independently in everyday life. Being able to measure these deficits will be needed in order to measure cognitive function changes.

2.3 Memory

The cognitive domain that has probably received the most attention in normal ageing is memory [75, 76]. Many older adults complain of increased memory lapses as they age, and a major focus of research has been to try to distinguish memory declines attributable to normal ageing from those that are indicative of pathological ageing, particularly Alzheimer’s disease. As with attention, memory is not a unitary construct, as some forms of memory remain relatively intact with age while others show significant decline. There are many forms of memory and all have been studied and reported in the literature with respect to their impact on cognition.

2.3.1 Working memory

Working memory is a multifaceted aspect of cognitive function that has been hypothesized as the fundamental source of age-related deficits in a variety of cognitive tasks, including long-term memory, language, problem solving, and decision-making. In fact, the majority of theories in the literature of cognitive ageing seem to implicate working memory.
Although there are several models of working memory, all agree that it is a limited capacity system that involves the active manipulation of information that is currently being maintained in attention [75, 77, 78]. Short-term or primary memory, on the other hand, involves the simple maintenance of information over a short period of time. For example, one may maintain a phone number in short-term memory by simple rehearsal of the number. Older adults show minimal or no deficits in short-term memory and can typically hold about 7 ± 2 digits in mind as long as the digits are being rehearsed. Repeating the numbers backwards, however, requires an active reorganization or manipulation of the information held in short-term memory. This task thus requires working memory and this facet of memory shows impairments with age. Some researchers consider working memory a divided attention task, with the contents of short-term memory must be maintained while simultaneously being manipulated or processed for some other purpose. Given the previously discussed findings of divided attention deficits with increased age, it is not surprising that older adults are impaired in working memory.

In the original working memory model of Baddeley and Hitch [79], the manipulation of information in short-term memory was handled by a central executive, and deficits in working memory were viewed as deficits in executive control, a function attributed primarily to prefrontal cortex. Recent neuroimaging research [80] has confirmed a role for dorsolateral prefrontal cortex (PFC) in the manipulation and updating of information in working memory, with left PFC involved more in verbal tasks and right PFC in visuospatial tasks. In recent years, however, the role of the central executive has been expanded to cover a range of executive control functions other than those associated strictly with working memory.

Although there is a general consensus that working memory is impaired in older adults, there is disagreement concerning the mechanisms involved, and much of the research has focused on testing a variety of theories. Three theories of cognitive ageing have been articulated within the context of working memory deficits, although they may apply more broadly across other cognitive domains: (1) one theory proposes a reduction of attentional resources, (2) one focuses on reduced speed of information processing, and (3) one attributes problems to a failure of inhibitory control [81].

2.3.2 Attentional resources

Theories of age-related decline in working memory generally assume some reduction in processing resources. Craik et al. [82, 83] have suggested that the resource limitation is
attentional and reflects a reduction in mental energy. Tasks with high attentional demands show impairments, whereas tasks requiring little or no attention, that are relatively automatic, are largely intact. Working memory tasks by their very nature involve divided attention and are therefore more likely to strain the limited resources of older adults. This theory is intuitively appealing, but has been criticized for being more descriptive than explanatory. The construct of attentional resources is poorly defined; and although neurophysiological correlates such as arousal, measured by electrodermal activity, or neural activity, measured by electroencephalography have been suggested [67], they have not been consistently demonstrated.

2.3.3 Speed of information processing

Salthouse [84] has suggested that speed of processing may be considered a resource, and that age-related deficits in working memory and other cognitive tasks can be explained in terms of a general slowing of information processing. There is little disagreement that older adults are slower than younger adults and that slowing of fundamental cognitive processes may have detrimental effects on more complex tasks. The literature is divided on whether a generalized slowing can account for the empirical findings or if more process-specific components are also needed. Salthouse [85, 86] has demonstrated in numerous studies that slowing of information processing can account for a large proportion of the age-related variance in a variety of cognitive tasks, including working and long-term memory, and has suggested that speed of processing is a “cognitive primitive”. Other investigators [87] have suggested that speed of processing and working memory provide independent contributions to higher-level cognition and that working memory deficits must therefore be accounted for in terms of something other than just speed of processing. Finally, slowed processing, like attentional resources, is more a descriptor of ageing cognition than an explanation for cognitive deficits. There is little in the literature on what causes slowing with age. Here too, discovery of neurophysiological correlates are required to provide further understanding of the underlying mechanisms.

2.3.4 Inhibitory control

Hasher, Zacks, and May [88, 89] proposed that a lack of inhibitory control may be responsible for cognitive deficits associated with ageing. Specifically, failure to suppress irrelevant information in working memory may effectively reduce its capacity, denying access to relevant information. For example, working memory tasks often involve the successive
presentation across a series of trials of increasingly long list of words or long strings of digits. Age deficits may be caused by the failure to delete from working memory digits or words from previous trials, thus reducing the “working space” for new stimuli [90]. Although considerable data suggest that older adults experience more interference from irrelevant information under some conditions [91], studies in the literature are mixed and other data fail to support an inhibitory deficit account [67]. It may be that there are a variety of inhibition age-related effects and that some may be task or paradigm specific.

2.3.5 Working memory: Summary and implications

Older adults exhibit significant deficits in tasks that involve active manipulation, reorganization, or integration of the contents of working memory. Although the mechanisms underlying these age-related deficits are as yet poorly understood, the effects of such deficits are very likely far-reaching. Many complex everyday tasks such as decision-making, problem-solving, and the planning of goal-directed behaviours require the integration and reorganization of information from a variety of sources. It seems probable that attention, speed of information processing, and the ability to inhibit irrelevant information are all important functions for effective performance of these higher-level cognitive tasks. The brain regions that are active during working memory tasks are also beginning to be identified in a variety of functional neuroimaging studies that are reported in the literature. Results suggest that different areas are activated in young and old adults, particularly within the prefrontal cortex, indicating that younger and older adults are performing these tasks differently [78]. An understanding of age-related neurophysiological changes may help to account for these differences.

2.3.6 Long-term memory

Long-term memory, unlike short-term and working memory, requires retrieval of information that is no longer present or being maintained in an active state. This information may have occurred a few minutes ago or been acquired many years ago.

2.3.7 Episodic memory

Episodic memory refers to memory for personally experienced events that occurred in a particular place and at a particular time. This kind of memory allows one to think back through subjective time [92] and it usually evokes an “I remember” response. Episodic memory may be distinctly human; it is the most advanced form of memory and is also genetically the latest to
develop. It also seems the most susceptible to brain damage and the most affected by normal ageing.

The episodic memory problems experienced by older adults may involve deficient encoding, storage, or retrieval processes. At the input stage, older adults may encode new information less meaningfully or with less elaboration, so that memories are less distinctive, more similar to others in the memory system, and thereby more difficult to retrieve [93]. Alternatively, older adults may attend to specific salient information but fail to take account of peripheral detail, or they may fail to integrate contextual aspects of an experience with central content. This is referred to as a source memory problem [94]. Many of the common everyday memory lapses reported by normal older adults, such as forgetting the location of keys or glasses, likely involve poor encoding. These kinds of memory failures have generally been attributed to reduced use of effortful encoding strategies, which depend particularly on prefrontal brain regions. Another possibility is that noticing and integrating the various aspects of an experience involve divided attention and require working memory.

Older adults may also experience problems at the level of storage or consolidation. This aspect of episodic memory critically depends on the medial temporal lobe, particularly the hippocampus. Consolidation is thought to involve the binding of various aspects of experience into a composite memory trace. What may be particularly important for episodic memory and impaired in older adults is the extent to which an event is bound to its spatial and temporal context.

Finally, considerable evidence points to retrieval as a source of episodic memory problems in ageing. Although it is clear that retrieval is at least partly dependent on encoding, with well-encoded information easier to retrieve, there are also effortful retrieval processes that appear to be impaired by ageing. Older adults tend to show deficits on tests of free recall, to a somewhat lesser degree in cued recall, but minimally in recognition memory. Craik [83] suggests that the requirement to self-initiate strategic search processes in memory recall overloads the limited resources of older adults. If environmental support can be provided at retrieval as well as at encoding, through the use of good multisensory cues, the resource demands of encoding and retrieval are reduced and age differences are minimal. Similarly, Jennings and Jacoby [95] have demonstrated that recollection, which requires effortful retrieval of episodic detail, is impaired with age, whereas the more automatic judgments of familiarity are intact. Evidence from functional neuroimaging and neuropsychological studies
suggests that these more strategic retrieval processes depend on the prefrontal cortex, as well as the hippocampus [96, 97].

2.3.8 Semantic memory

Semantic memory refers to the ability to store of general knowledge about the world, including factual information and knowledge of words and concepts. Such information is not tied to the space or time of learning, and its retrieval is generally prefaced with “I know.” Normally ageing older adults do not have significant impairments in semantic memory. In fact, their knowledge of the world often exceeds that of young people. In addition, although access to information may be somewhat slower (particularly for words and names), the organization of the knowledge system has been reported to be unchanged with age [98]. Semantic memories are believed to be stored within regions in the posterior neocortex.

2.3.9 Autobiographical memory

Autobiographical memory involves memory for a personal past and includes memories that are both episodic and semantic in nature. Evidence suggests that recent memories are easiest to retrieve, while those from early childhood are most difficult to retrieve. It has been suggested that there is a monotonic decrease in retention from the present to the most remote past. This general pattern holds across all ages, suggesting that autobiographical memory is largely preserved with age [99]. More detailed analyses of the nature of the autobiographical information retrieved has suggested that although memory for personal semantics is intact in old age, memory for specific episodic or contextual details about a subject’s personal past may be impaired. In a recent study, Levine et al. [100] observed that although older adults reported the overall story of autobiographical event memories as well as young people, they reported fewer details. There may be exceptions to this finding, however. Recent studies of memory have demonstrated that older adults remember as much as young adults about the details and circumstances surrounding highly emotional public events [101, 102].

2.3.10 Procedural memory

Procedural memory refers to knowledge of skills and procedures such as riding a bicycle, playing the piano, or reading a book. These highly skilled activities are acquired more slowly than episodic memories through extensive practice. Once acquired, procedural memories are expressed rather automatically in performance and are not amenable to description (i.e., it is not easy to say “how” one reads). When talking about procedural memory or knowledge, one
is likely to say, “I know how to.” In general, older adults show normal acquisition of procedural skills in both motor and cognitive domains and retain them across the lifespan. With high levels of expertise, there is often little slowing of skilled performance with age (at least until the very oldest ages), although some individual components of the skill may decline. So, for example, although the finger movements of a skilled typist slow down with age, overall typing speed is maintained because other aspects of the skill adjust (e.g., scanning further ahead in the text to be typed) [103]. Procedural memory depends on several brain regions, but specifically on the basal ganglia and the cerebellum.

2.3.11 Implicit memory

Implicit memory refers to a change in behaviour that occurs as a result of prior experience, although one has no conscious or explicit recollection of that prior experience. For example, laboratory experiments have shown that it is easier to identify a degraded stimulus (e.g., from a brief exposure or partial information) if the stimulus was seen previously, even if one does not remember the prior occurrence. This “priming” probably occurs in everyday life and appears relatively intact in normal ageing, although there are some inconsistencies in the literature [104]. Implicit memory has been associated with left frontal and left temporal cortical regions.

2.3.12 Prospective memory

Much of what we have to remember in everyday life involves prospective memory, and involves remembering to do things in the future, such as keep appointments or pay bills on time [105]. Older adults do well on these daily tasks, using a variety of external aids such as calendars and diaries to remind themselves of these tasks and activities. However, certain habitual tasks such as taking medications at the appropriate times each day, may create difficulties for older adults. For these tasks, there often are no salient reminders or cues in the environment, and so the tasks require self-initiated activities that may to be problematic for older adults. Prospective memory may also rely on some aspect of working memory to maintain future intentions over time and likely also involves divided attention, both functions that show age-related deficits. Prospective memory and episodic memory tend not to be correlated and probably depend on different regions of the prefrontal cortex.

2.3.13 Long-term memory: Summary and implications

Ageing principally affects episodic memory, namely memory for specific events or experiences that occurred in the past. Although many older adults believe that their memories
for remote events are better than their memories for recent events, it is likely that older memories have become more semantic or blurred, retaining the general core information but lacking details, particularly spatial and temporal context. More problematic for older adults is remembering context or source information: where or when something was heard or read, or even whether something actually happened or was just talked about, what has been called “reality monitoring” [106]. Encoding and retrieval of these kinds of specific or peripheral details about a prior event may be particularly demanding of attentional resources, and good cues for the retrieval of such information may often be lacking. Although semantic memory is largely preserved in old age, the fact that what is retrieved from semantic memory is general knowledge, not specific detail, may contribute to the absence of age differences. The exception to this pattern may be the retrieval of a person’s name or a specific word for a specific context, both of which show deficits in normal ageing. The specificity of the information to be retrieved may therefore be a critical determinant of age differences [107]. There is some suggestion that age-related deficits in memory may be reduced for emotionally arousing events or materials [102], and so emotional or personal investment in an experience may be an important variable in episodic memory in older adults. High levels of emotion or stress, however, generally have negative effects on memory.

2.4 Perception

Besides attention and memory, perception is also important in cognitive function. Neuroscience typically defines perception as a set of processes that occurs prior to cognition. However, the boundaries between perception and cognition are unclear, and much evidence suggests that these domains are interactive with top-down cognitive processes affecting perception and perceptual processing having a clear impact on cognition. Evidence indicates that perceptual function is reduced in older adults and is not always correctable by external aids [108]. The impact from this research is that care must be applied to and control for sensory and perceptual deficits when conducting cognitive experiments. Evidence from a range of large-scale ageing studies has demonstrated that a significant proportion of the age-related variance in several cognitive tasks can be accounted for by hearing and vision loss and that once these sensory differences are statistically controlled, there are no longer age differences in cognitive functioning [109]. Baltes and Lindenberger [109] proposed that overall neural degeneration may account for both sensory and cognitive deficits. Alternative explanations have also been proposed. Schneider and Pichora-Fuller [108] suggested that perception and cognition are part of a highly integrated system and draw on a common pool
of attentional resources. When parts of this system are stressed, such as when auditory or visual acuity are compromised and are essential to a task, other parts of the system will be negatively affected.

Declining sensory and perceptual abilities have important implications for the everyday lives of older adults. Hearing loss can isolate older adults, preventing them from engaging in conversation and social interactions. Visual impairments can limit mobility. As older adults develop strategies to compensate for declining sensory abilities, the ways in which they perform other cognitive tasks may also be altered and may be less efficient [65].

### 2.5 Higher-level cognitive functions

#### 2.5.1 Speech and language

Speech and language processing are largely intact in older adults under normal conditions, although processing time may be somewhat slower than in young adults. In fact, there is evidence that discourse skills actually improve with age. Older adults often tell well-structured elaborate narratives that are judged by others to be more interesting than those told by younger adults [110]. They typically have a more extensive vocabulary. Although they exhibit the occasional word-finding difficulty, older adults are easily able to provide roundabout ways of explaining things to mask the problem. Older adults tend to skilled conversationalists and appear to have few difficulties in processing on-going speech. As noted above, however, some older adults have hearing loss and thus in conversational settings may be required to interpret a weak or distorted acoustic signal. Even under these conditions, older adults are able to maintain good levels of comprehension by effectively using context to interpret the conversation [111]. However, this compensatory top-down processing may have negative consequences for other cognitive operations and may be at least partly responsible for reducing the functional capacity of working memory. The inverse relationship has also been proposed, namely that the well-documented reduced working memory capacity in older adults limits the comprehension of syntactically complex text. The fact that comprehension of text is often measured by recall, a cognitive function known to be impaired in ageing, make the interpretation of comprehension deficits difficult. Older adults also experience problems with comprehension when individual words are presented at a very rapid rate, but they show sharply reduced impairments when such words form meaningful sentences. Older adults seem able to engage intact top-down processes to bolster deficiencies in bottom-up processing. They thus appear to retain good language skills well into older age. Deficits that occur under
difficult processing conditions seem primarily attributable to sensory loss or working memory limitations, not to impairments in basic language capacities itself [112].

2.5.2 Decision making

Relatively little research has been carried out on the effects of ageing on decision-making. Research in the literature has highlighted the potential impact of attentional and working memory limitations on the ability to make decisions, but also has incorporated ideas involving motivation, relevance, emotional investment, and prior knowledge as important moderators of those effects, particularly in real-life contexts. Decision-making seems to be a domain that makes clear demands on processing resources, but in everyday life those demands may be reduced by life-relevant knowledge or expertise in the problem-solving domain [113]. Older adults, possibly due to working memory limitations, tend to rely on expert opinion to a greater degree than young adults.

2.5.3 Executive control

In the past decade, there has been an increasing focus on executive control as a primary contributor to cognitive decline with age. Executive control is a multi-component construct that consists of a range of different processes that are involved in the planning, organization, coordination, implementation, and evaluation of non-routine activities. This "central executive" plays a key role in virtually all aspects of cognition, allocating attentional resources among stimuli or tasks, inhibiting distracting or irrelevant information in working memory, formulating strategies for encoding and retrieval, and directing all problem-solving, decision-making, and other goal-directed activities [79, 114]. Executive control is particularly important for carrying out new tasks for which a set of habitual processes is not readily available. Executive function depends critically on prefrontal cortex, which exerts its broad-reaching controlling influence via extensive reciprocal connections with posterior cortical regions. An overall explanation of cognitive ageing implies a causal role to executive control deficits, what is known in the literature as the frontal lobe hypothesis of ageing [115]. In support of this hypothesis, both structural and functional neuroimaging studies have revealed a preferential decline in older adults in volume and function of prefrontal brain regions [116].
2.6 Inter-individual variability in cognitive function

Although there are clear generalities and common principles that can be demonstrated in cognitive ageing, what is perhaps most compelling about age-related cognitive change is its variability. Cognitive decline is not inevitable. Some older adults retain excellent cognitive function well into their 70s and 80s and perform as well or better than younger adults. Others, although within the normal range, show signs of decline by age 60. In addition, decline is not uniform across cognitive domains. For example, some older adults have excellent episodic memory function but impaired executive function, and vice versa [117]. So, although there are clear interactions among cognitive domains, it seems evident that they also have some degree of independence and may be more or less susceptible to ageing in different individuals. From the literature it is unclear what accounts for this variability.

Inter-individual variability is most likely due to a range of factors and mechanisms: biological, psychological, health-related, environmental and lifestyle. One possibility is that variability is related to differential internal compensatory mechanisms. A number of recent functional neuroimaging studies have found different patterns of brain activation in older and younger adults while performing identical memory or working memory tasks. One such pattern involves greater bilateral activation in older adults for tasks that activate only unilateral brain regions in young adults [118, 119]. This increased activation has been observed particularly in a sub-group of high-functioning older adults [119], and has been interpreted by many as compensatory activity, representing perhaps some reorganization of the ageing brain. Others have suggested, however, that bilateral activation represents inefficient or less selective cognitive processing in older adults [120]. Another possibility is that such changes relate to declining sensory and perceptual abilities [108], which older adults compensate for in different ways [121].

Lifestyle variables have also been the focus of much recent research on factors related to differential cognitive ageing. Active lifestyles are generally associated with better outcomes, and aerobic exercise in particular has been shown to produce substantial benefits to cognitive function, particularly on those tasks requiring executive control [74]. Performance on these same kinds of non-automatic tasks is also particularly sensitive to circadian rhythms. For example, older adults perform better at their peak time of day, usually in the morning, on tasks requiring inhibitory control [89]. Interestingly, stimulants such as caffeine have been found to reduce the time-of-day effects on strategic memory tasks, by enhancing performance during non-peak times of day [122].
2.7 Cognitive function: Summary

Basic research in cognitive ageing has focused on attention and memory, and indeed it may be that deficits in these fundamental processes can account for much of the variance observed in higher-level cognitive processes. The mapping of cognitive processes onto neural structures constitutes a relatively recent research enterprise driven largely by advances in neuroimaging technology. Age-related changes in cognitive function vary considerably across individuals and across cognitive domains, with some domains of cognitive function appearing more susceptible than others to the effects of ageing. Research has focused on establishing brain regions associated with different kinds of cognitive performance and revealed that normally ageing older adults often appear to activate different brain structures than young people when performing cognitive tasks. The reasons for these differences are continually reported in the literature. Ultimately, the understanding of age-related changes in cognition will require a parallel understanding of the age-related changes in the brain and the underlying mechanisms responsible for those changes [65].

2.8 Neurodegenerative conditions affecting cognitive function

Besides the normal ageing process, older adults can be affected by abnormal ageing process. This abnormality effecting cognitive function is mostly due to neurodegenerative processes occurring in the brains of older adults.

2.8.1 Dementia

Dementia, and in particular Alzheimer's disease (AD), is a major concern for those individuals who live beyond the age of 70 years. While dementia is by no means a natural consequence of ageing, both its incidence and its prevalence increase dramatically with age [123, 124]. Consequently, a person aged 85 years has a one in three chance of having significant cognitive impairment. Ultimately, as therapies progress, early identification may lead to prevention of age related cognitive disabilities. All of this speaks to the importance of trying to identify impairment of cognitive function at its earliest stage.

2.8.2 Mild cognitive impairment and Alzheimer's disease

Mild cognitive impairment (MCI) precedes the onset of Alzheimer's disease. Individuals with MCI experience subtle cognitive deficits with largely intact cognition and activities of daily living. The most frequent presentation of this clinical condition is forgetfulness. Subtle memory impairment is the most common initial complaint of individuals with MCI [42].
There is a consensus that MCI is an important topic of study but disagreement as to the uniformity of its definition. In multiple-domain form of MCI, subjects may have slight memory impairment in conjunction with mild impairments in executive function and language. The diagnosis of multiple-domain MCI is a clinical judgment on the part of the clinician evaluating the subject and cannot be made solely on the basis of neuropsychological testing.

A form of MCI, known as single non-memory-domain MCI is characterized by the subject having a relatively isolated impairment in a single non-memory domain such as executive function, visuospatial processing, or language.

Typically, subjects with a very mild degree of impairment such as found in MCI often do not get referred to a dementia clinic for an evaluation. The subtle deficits that are found in these subjects are often overlooked by the subjects themselves, their families, and their examining physicians [42].

A study by Petersen et al. [125] demonstrated that subjects, who have fulfilled the clinical criteria for MCI, tend to progress to dementia or clinically probable AD at a rate of approximately 12% per year. While the normal control cohort developed MCI/AD at a rate of 1% to 2% per year. Approximately after six years, 80% of the MCI cohort had declined to dementia. This highlights the importance of early detection of cognitive decline.

There may be some individuals who have had a lifelong tendency to be “slow learners” and on entering older age appear to meet criteria for MCI but, in fact, are not progressing to dementia [42]. This illustrates the need for tasks of cognitive function to be highly specific to age related cognitive decline.

MCI is a useful concept because of its ability to predict AD in a rather specific fashion, but it lacks clear definition, particularly when the diagnosis is based on psychometric tests that themselves can lack objective scoring protocols [42]. These tests are often only one element which when combined with activity of daily living scales form the judgement of the clinician [42].

Clinical criteria for AD have been published and used worldwide. For example, the Diagnostic and Statistical Manual IV (DSM IV) [6] and National Institute for Neurological Communicative Disorders and Stroke / Alzheimer’s Disease and Related Disorders (NINCDS / ADRDA) Diagnostic and Statistical Manual of Mental Disorders, 4th ed. [126]. These have been very useful, but they are designed to detect the disease in the reasonably well developed state. The criteria require impairments in memory and other cognitive domains of sufficient
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severity to affect functional activities. There is a need for more objective methods of cognitive function assessment.

2.9 Standard neuropsychological assessment of cognitive function

There are a number of neuropsychological tests available to the clinician to assess cognitive function. Some of these have been extensively validated, others have been validated to a lesser extent.

2.9.1 Assessment methods for cognitive function

The tests described in this section are employed to assess state of overall cognitive function in older adults.

The Mini-Mental State Examination

The Mini-Mental State Examination (MMSE) [30] is often employed to screen for mental impairment, particularly in the older adults. The MMSE consist of a variety of questions, has a maximum score of 30 points, and can be administered in 5-10 minutes. It assesses orientation to time and place, attention, memory and ability to follow commands. The MMSE provides a quick quantitative assessment of an individual’s cognitive state. Although the MMSE was designed for use with hospitalized patients [30], the scale has attained widespread use among clinicians and researchers concerned with primary care [127-129] and community settings [130]. The MMSE has also been adapted for use in paediatric settings [131].

The MMSE assesses orientation to time and place, registration, memory, attention and concentration, praxis, and constructional and language capacity. Orientation to time is tested by asking the subject the season, date, day of the week and month. Orientation to place is tested by asking the subject in what state, county, city or town, building and floor, and address they are in. Immediate registration is tested by asking the subject to repeat a word list of three common objects. Concentration or attention and calculation are tested by asking the subject to subtract seven from one hundred, and seven from the result, and so on for five computations (‘Serial sevens’ task). Alternatively, the subject is asked to spell the word ‘world’ backwards. Delayed recall is tested by asking the subject to recall the word list of three objects named in the immediate registration task. Language is assessed by asking the subject to name two common objects, repeat a phrase (‘no ifs, ands or buts’), follow a three step command, read and obey a single command, write a sentence and copy a drawing of a two pentagons design [30].
### MINI MENTAL STATE EXAMINATION (MMSE)

**Patient's name:**

**Hospital number:**

#### ORIENTATION

<table>
<thead>
<tr>
<th>Year</th>
<th>Month</th>
<th>Day</th>
<th>Date</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Country</th>
<th>Town</th>
<th>District</th>
<th>Hospital</th>
<th>Ward</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### REGISTRATION

- Examiner names 3 objects (e.g., apple, table, penny)
- Patient asked to repeat (1 point for each correct).
- Then patient to learn the 3 names repeating until correct.

#### ATTENTION AND CALCULATION

- Subtract 7 from 100, then repeat from result.
- Continue 5 times: 100 93 86 79 65
- Alternative: spell "WORLD" backwards - dlorw.

#### RECALL

- Ask for names of 3 objects learned earlier.

#### LANGUAGE

- Name a pencil and watch.
- Repeat "No ifs, ands, or buts".
- Give a 3 stage command. Score 1 for each stage.
- Eg. "Place index finger of right hand on your nose and then on your left ear".
- Ask patient to read and obey a written command on a piece of paper stating "Close your eyes".
- Ask the patient to write a sentence. Score if it is sensible and has a subject and a verb.

#### COPYING

- Ask the patient to copy a pair of intersecting pentagons.

---

**Figure 2-2: Mini-Mental State Examination [30]**
The score is the total number of correct answers. The maximum score for the MMSE is 30 points. The correct interpretation of the results is critical and can only be based on the correct administration of the test. This includes asking the question clearly and unambiguously. There is considerable anecdotal evidence that delivery is poor and that underestimates the level of cognitive impairment in the subject being tested [35].

The Montreal Cognitive Assessment

The Montreal Cognitive Assessment (MoCA) is a brief screening tool for mild cognitive impairment (MCI) [31]. MoCA, like MMSE, provides general overview of cognition. It assesses different cognitive domains: attention and concentration, executive functions, memory, language, visuo-constructional skills, conceptual thinking, calculations, and orientation. Time to administer the MoCA is approximately 10 minutes. The total possible score is 30 points; a score of 26 or above is typically considered normal [31].

MoCA tests visuo-spatial and executive function by asking the subject to complete an alternating trail making task and by copying a drawing of cube. Visuo-constructional skills are tested with a task requiring the subject to draw a clock showing the time “ten past eleven”. The subject is asked to name three animals. Immediate memory is tested by asking the subject to repeat five words in two trials. Attention is tested by administration of Forward and Backward Digit Span, Vigilance and serial sevens tasks. During Forward Digit Span task the subject is asked to repeat five numbers in the same order as they were presented to the subject. The subject is requested to repeat in reverse order the set of three numbers during the Backward Digit Span task. Language is assessed by asking the subject to repeat two sentences articulated by the examiner. For the verbal fluency task, the subject is instructed to name as many words as he/she can think of that begin with letter F during 60 seconds. Abstraction is assessed by presenting the subject with three pairs of words and asking what these words have in common. Delayed memory is tested by administration of delayed recall of the five words used during test of immediate memory. If the subject cannot recall any of the five words, a category cue is presented. If the subject still can’t remember, a multiple choice cue is given. Orientation to time is tested by asking the subject to state the current date, month and year. Orientation to place is tested by asking the subject in what place and city he/she is currently located.

The total score is calculated as a sum of the sub-scores from all tasks. One point is added for individuals that have 12 years or fewer of formal education. The possible maximum is 30.
points. The MOCA is becoming more popular as an assessment of cognitive function [132, 133].

**Figure 2-3: The Montreal Cognitive Assessment (MOCA) [31]**
National Adult Reading Test

The National Adult Reading Test (NART) [134] is a test of premorbid intellectual ability. The NART is an untimed measure and a reading test of 50 irregularly spelled words (e.g., ache, naive, thyme). It has promise as an assessment tool for the determination of premorbid intellectual function. Assuming that the patient is familiar with the word, accuracy of pronunciation is employed to predict IQ. As the words are short, patients are not required to analyse a complex visual stimulus, and as they are irregular, phonological decoding or intelligent guesswork will not provide the correct pronunciation [68]. Each word is presented individually and subjects are required to read each aloud.

The use of a pronunciation guide and a tape recorder is recommended to facilitate scoring. Each incorrectly pronounced word counts as one error. Slight variations in pronunciation are acceptable when they are due to regional accents. The total number of errors is tabulated. This is a subjective scoring of this test and using the recording of the subject’s voice it is important to have a number of raters score the subject to remove any examiner bias. The use of non-native speakers as both subjects and examiners also raises concerns of the objectiveness of this test.

2.9.2 Assessment of executive function

As mentioned above in Section 2.5.3, executive function is a vital element of cognitive function. The tests described below are employed in assessment of executive function.

Stroop task

The Stroop task assesses the ease with which a person can maintain a goal in mind and suppress a habitual response in favour of a less familiar one. This measure of selective attention and cognitive flexibility was originally developed by Stroop in 1935 [68]. The Stroop paradigm is one of the oldest and most widely used methods to assess attention [135].

There are four parts to the test. In Part 1, the subject reads randomized colour names (blue, green, red, brown, purple) printed in black type. In Part 2, the subject reads the colour names (blue, green, red, brown, purple) printed in coloured ink (blue, green, red, yellow), ignoring the colour of the print (the print colour never corresponds to the colour name), see Figure 2-1. In Part 3, the subject has to name the colour of squares (blue, green, red, brown, purple). In Part 4, the subject is given the card used in Part 2, but this time, the subject must name the colour in which the colour names are printed and disregard their verbal content.
Of major interest is the subject's behaviour when presented with coloured words printed in nonmatching coloured inks. Stroop reported that subjects with normal executive function can read colour words printed in coloured ink as fast as when the words are presented in black ink (Part 2 versus Part 1). However, the time to complete the task increases significantly when the subject is asked to name the colour of the ink rather than read the word (Part 4 versus Part 3). This decrease in colour-naming speed is called the “colour-word interference effect.”

For each part, the examiner records both the time to complete and the number of errors. Spontaneous corrections are scored as correct. Researchers have typically relied on a difference score, defined as the difference in the amount of time required for the interference card (e.g., Part C) versus the colour card (e.g., Part D). Graf et al. [136] contend that a difference score is not independent of age-related slowing and recommend the use of a ratio index of interference (e.g., Card C/Part D). [68]

Category Fluency

Category Fluency [68] is a test employed to assess verbal fluency as another element of executive function. This test evaluates the spontaneous production of words under restricted search conditions (verbal association fluency). This task requires the time limited production of exemplars of a specific semantic category, e.g. animals, fruits, vegetables. The time limit is typically 60 seconds.

The score is the total of all admissible words for the semantic category. For animal category fluency, names of extinct, imaginary, or magic animals are admissible, but given names for animals like “Fido” and “Morris” are not. Inadmissible words under these instructions (e.g., proper names, wrong words, variations, repetitions) are not counted as correct [68]. This test is becoming more popular with the neuroscientists [137, 138].

2.9.3 Assessment of memory

As mentioned in Section 2.3, memory is a key element of cognitive function. The following tests are employed in assessment of memory in older adults.

Wechsler Memory Scale

The Wechsler Memory Scale (WMS) [32] has been designed to assess auditory and visual declarative memory and auditory and visual working memory abilities in adults and adolescents. This test is now in its third edition (WMS-III) [68].
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Word list recall

A subtest of the Wechsler Memory Scale, Word recall immediate (WRI) [32] is a test of short-term memory. The subject is required to recall a list of ten words presented orally by the neuropsychologist. The list is repeated three times and the total number of the correct answers from the three iterations constitutes the score for this task.

Word recall delayed (WRD) [32], a subtest of the Wechsler Memory Scale, is a test of medium to long-term memory. Twenty minutes after completing the word recall immediate, the subject is asked to recall as many words as possible from the original list. The score for this task is the total number of words correctly recalled.

Digit Span

The Digit Span task [32] is a measure of working memory. Working memory refers to the cognitive system that allows temporary storage and manipulation of information. This task requires the recall of a sequence of digits in reverse order; the sequence is augmented each time the sequence is recalled correctly. The score is the length of the last sequence recalled correctly. The reverse nature of this task makes it more challenging and relies heavily on the manipulation of information.

2.9.4 Assessment of attention

As presented in Section 2.2, attention is another key element of cognitive function. The following tests are used for assessment of attention.

Sustained Attention to Response Task

The Sustained Attention to Response Task (SART) [139] is widely used as a behavioural measure of sustained attention failures. This test involves key presses to frequently visually presented non-targets, but with the requirement to withhold motor responses to occasional targets. The non-targets were represented by eight different shapes and the target by just one shape, the shape of a star. The stimuli are presented one by one in random order with at least two non-targets between targets. The capacity to withhold responses to some but not all instances of the no-go target is interpreted as reflecting lapsing attentional control over the response [140].

The reaction times, number of commission errors (key press for targets) and number of omission errors (missing key press for non-target) is collected for this test.
2.9.5 Assessment of mood, depression and personality

Low mood, loss of interest and diminished capacity for enjoyment, negative outlook with feelings of hopelessness may lead to depression and have an impact on the outcomes of cognitive function assessment [10]. To assess mood of older adults, the following tests are employed.

**Instrumental Activities of Daily Living**

The Instrumental Activities of Daily Living (IADL) [68] is a caregiver/informant-based rating scale designed to measure functional status. Two major categories of functional abilities are commonly distinguished: (a) activities of daily living, commonly known as ADLs, which focus primarily on overlearned self-care activities such as feeding, bathing, toileting, and basic mobility, and (b) instrumental activities of daily living, commonly known as IADLs, which are viewed as involving fairly complex cognitive abilities and include activities such as managing medication, managing finances, using transportation, using the telephone, maintaining one's household (housekeeping), meal preparation, and nutrition. It is the IADLs that are of primary interest to neuropsychologists, as loss of competence in complex tasks of daily living is a defining diagnostic feature of Alzheimer's disease (AD) and related dementing disorders [68].

From the literature, it can be observed that researchers differ in their scoring of the IADL. For example, according to Lawton and Brody [141], item scores of 1 reflect complete independence in performing the task, and scores of 0 reflect partial or complete dependence. By contrast, others [142, 143] employ a greater range of scores to increase sensitivity, with scores of 0 used to reflect complete independence and higher scores (e.g., 1 or 2) used to reflect partial or complete dependence. [68]

**Center for Epidemiologic Studies Depression scale**

The Center for Epidemiologic Studies Depression (CES-D) scale [144] is a short self-report scale designed to measure depressive symptomatology in the general population. The items of the scale are symptoms associated with depression which have been used in previously validated longer scales. CES-D scale is commonly used and despite its popularity, several recent investigations have called into question the robustness and suitability of the commonly used 4-factor 20-item CES-D model [145].
Center for Epidemiologic Studies Depression Scale (CES-D), NIMH

Below is a list of the ways you might have felt or behaved. Please tell me how often you have felt this way during the past week.

<table>
<thead>
<tr>
<th>Week</th>
<th>During the Past</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rarely or none of the time (less than 1 day)</td>
<td>Some or a little of the time (1-2 days)</td>
</tr>
</tbody>
</table>

1. I was bothered by things that usually don't bother me  □ □ □ □
2. I did not feel like eating; my appetite was poor  □ □ □ □
3. I felt that I could not shake off the blues even with help from my family or friends  □ □ □ □
4. I felt I was just as good as other people  □ □ □ □
5. I had trouble keeping my mind on what I was doing  □ □ □ □
6. I felt depressed  □ □ □ □
7. I felt that everything I did was an effort  □ □ □ □
8. I felt hopeful about the future  □ □ □ □
9. I thought my life had been a failure  □ □ □ □
10. I felt fearful  □ □ □ □
11. My sleep was restless  □ □ □ □
12. I was happy  □ □ □ □
13. I talked less than usual  □ □ □ □
14. I felt lonely  □ □ □ □
15. People were unfriendly  □ □ □ □
16. I enjoyed life  □ □ □ □
17. I had crying spells  □ □ □ □
18. I felt sad  □ □ □ □
19. I felt that people dislike me  □ □ □ □
20. I could not get “going.”  □ □ □ □

SCORING: zero for answers in the first column, 1 for answers in the second column, 2 for answers in the third column, 3 for answers in the fourth column. The scoring of positive items is reversed. Possible range of scores is zero to 60, with the higher scores indicating the presence of more symptomatology.

**Figure 2-4: Center for Epidemiologic Studies Depression (CES-D) scale [144]**

**Hospital Anxiety and Depression Scale**

Hospital Anxiety and Depression Scale (HADS) [146] is an instrument for detecting states of depression and anxiety in the setting of an hospital medical outpatient clinic. The HADS is a fourteen item scale that generates ordinal data. It was divided into an Anxiety subscale (HADS-A) and a Depression subscale (HADS-D) both containing seven intermingled items. The anxiety and depressive subscales are also valid measures of severity of the emotional disorder [146]. HADS has been used extensively by the neuroscientists [147].
Chapter 2: Measuring changes in cognitive function

<table>
<thead>
<tr>
<th></th>
<th>Yes definitely</th>
<th>Yes sometimes</th>
<th>No. not much</th>
<th>No. not at all</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. I wake early and then sleep badly for the rest of the night.</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2. I get very frightened or have panic feelings for apparently no reason at all.</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3. I feel miserable and sad.</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4. I feel anxious when I go out of the house on my own.</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>5. I have lost interest in things.</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>6. I get palpitations, or sensations of 'butterflies' in my stomach or chest.</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>7. I have a good appetite.</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>8. I feel scared or frightened.</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>9. I feel life is not worth living.</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>10. I still enjoy the things I used to.</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>11. I am restless and can't keep still.</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>12. I am more irritable than usual.</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>13. I feel as if I have slowed down.</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>14. Worrying thoughts constantly go through my mind.</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Anxiety 2, 4, 6, 8, 11, 12, 14
Depression 1, 3, 5, 7, 9, 10, 13

**Figure 2-5:** Hospital Anxiety and Depression Scale (HADS) [146]

**Positive and Negative Affect Schedule**

The Positive and Negative Affect Schedule (PANAS) is a 20-item self-report measure of positive and negative affect developed by Watson et al. [148]. The 20 items are words that describe different feelings and emotions. Negative affect (NA) and positive affect (PA) reflect dispositional dimensions, with high-NA epitomized by subjective distress and un-pleasurable
engagement, and low-NA by the absence of these feelings. By contrast, PA represents the extent to which an individual experiences pleasurable engagement with the environment.

![Positive and Negative Affect Schedule (PANAS)](image)

Each item is rated on a 5-point scale ranging from 1 = `very slightly or not at all` to 5 = `extremely` to indicate the extent to which the respondent has felt this way in the indicated time frame.

The scoring of PANAS is performed by calculating the total of the ten items for PA and the total of the ten items for NA. A higher score PA indicates more positive affect, or the extent to which the individual feels enthusiastic, active and alert. A higher NA score indicates more negative affect, or the extent to which the individual feels aversive mood states and general distress.

All the tests listed above are standard cognitive tests incorporated into any comprehensive cognitive assessment battery.
2.10 Limitations of current methods for cognitive function assessment for the older adults

The current cognitive assessment methods, despite being considered gold-standard, have limitations. To interpret correctly what a test or scale is reporting on a subject requires experience in using that test. In particular a number of factors can affect performance and ratings. The numerical result representing the final score cannot be considered as definitive verdict of a subject’s state of cognition.

Factors affecting performance of a test may include poor vision, hearing, age, level of education, and gender. Sensory processes decline with age and this means that test stimuli must be designed to be appropriate for the older adults. It must be assured that the test materials can be clearly seen by the subject. The examiner needs to consult with the client to ensure that the instructions are heard and understood. Spectacles, hearing aids, and hearing devices may also have an impact on the outcome of a test.

Individual differences increase dramatically with age, making a wider range in older adulthood of what is normal. Ceiling and floor effects are therefore more likely in older adult groups where the range of ability is so great.

Test anxiety is an issue with regard to cognitive score interpretation, specifically if the test subjects feel that their mental capacities may be declining. They may be unused to being tested. It may have been many decades since they were last tested at anything if ever, as many older individuals have a basic primary level education. The subject may be fearful as to what the tests are going to reveal, and their implications. Sometimes excessive test anxiety rather than any age- or disease-related problem contribute to impaired test performance [149]. Lack of test anxiety may also impact the performance of the subject being assessed. It is important to know who referred the subject for screening and if the cognitive assessment tests are perceived as of any value by the individual being tested. Effort and motivation have to be considered regarding the test performance.

Fatigue can occur sooner during the assessment in older adults than young subjects. Due to decreased stamina, shorter assessment batteries have been recommended for older subjects [150].

Other factors affecting screening test performance include factors such as mood, depression, dysphasia, medication (psychotropic, social), psychosocial stressors, pain, physical
illness, and others [37]. All these factors need to be taken into account by researcher interpreting the cognitive screening.

2.10.1 MMSE variations

When relating to specific cognitive assessment tests there are variations in the performance due to the examiner’s and the subject’s abilities. The MSSE as discussed above is a gold-standard test for assessment of cognitive function. When delivering the MMSE there can be variations in the wording and content of some questions used by the examiner, as well as in the administration and scoring of the MMSE. This can result in some tests being more difficult than others due to subtle changes in some of the questions.

Since the MMSE was developed to assess hospital patients, the orientation questions of the MMSE questionnaire require the respondent to specify the name and floor where they are located in the hospital. However, alternative items frequently are substituted when the MMSE is administered outside the hospital, particularly in community surveys and epidemiological studies [38, 151].

The choice of words employed to assess a person’s ability to learn and retain three words was left to the discretion of the examiner in the original version of the assessment test by Folstein [30]. When the MMSE was incorporated as a part of structured interview into the Diagnostic Interview Schedule⁴ [152], the words ‘apple’, ‘penny’, and ‘table’ were employed. These three words are adopted by most subsequent studies and quoted in the literature. Exceptions to this practice have included words such as shirt, brown, honesty, flag, ball, tree, rose, ring, elephant, and dog [128, 153-156].

Folstein et al [30] routinely administered the Serial Sevens task (see Section 2.9.1) on every test. However, patients were permitted to spell the word ‘world’ backward if they could not or would not perform the Serial Sevens task. While using the ‘world’ spelling task as an alternative has been followed in many studies, several other procedures have been adopted. Some studies and applications employ only the ‘world’ task [156-160] while others employ only the Serial Sevens task [154, 161-163]. Others routinely include both tasks, which are scored in one of the following ways:

---

⁴ The Diagnostic Interview Schedule is a structured interview designed to diagnose in a reliable and valid manner the major psychiatric disorders. This schedule was employed in the National Institute of Mental Health - Epidemiologic Catchment Area program that interviewed almost 20000 subjects.
1. The higher of the two scores is used [38, 153, 155, 164-167],
2. The two scores are combined [155, 166, 168, 169], or
3. Each task is analysed separately [128, 170, 171].

Variations also exist in how the ‘world’ spelling task is scored [30, 156, 160, 170, 172].

Use of just one or both tasks can have wide impact. The use of both tasks over just one task may have an impact on the Delayed Recall task due to time difference between administration of registration and delayed recall.

2.10.2 MMSE reliability

In cases where there are repeated administrations of the MMSE, several studies reported an increase of total scores upon retest. Presumably due to a practice effect [30, 38, 165, 173, 174]. Moreover, evidence exists suggesting that some participants “study” for cognitive assessment tests by rehearsing answers given on a previous administration of the MMSE [175]. The score of orientation to time and place tasks may be influenced by a subject’s rehearsal of these tasks before the administration of the test. From another perspective, if the subject does not remember the exact name of the hospital/clinic in which they are located, it does not imply the subject does not know where they are.

In two studies reporting test-retest reliability estimates [36, 176], correlation coefficients were less than 0.50. Olin et al [36] attribute the decrease reliability to several psychometric problems, including regression to the mean, method for assessing attention/concentration, and lack of explicit scoring criteria for the ‘copy two pentagons’ task. The finding reported by O’Connor et al [38] that the second lowest kappa value for interrater reliability occurred for the ‘copy two pentagons’ task further suggest that the lack of scoring criteria may affect the stability scores. Regardless of their cause, the relatively low reliability coefficients that occurred for healthy subjects have important implications for using the MMSE with longitudinal assessment, suggesting that small changes in scores should be interpreted with caution.

The site of testing can also influence test scores [171]. Several studies reported that participants tested at home achieved significantly higher scores than when they were tested in a clinic [177, 178].
2.10.3 MMSE validity

The most frequently cited shortcoming of the MMSE relates to its lack of sensitivity to mild cognitive impairment and its failure to adequately discriminate patients with mild Alzheimer's disease from normal patients [35]. The MMSE has received criticism because of its insensitivity to progressive changes occurring with severe Alzheimer's disease. Inconsistencies in the way MMSE is administered, scored and interpreted make cross-study comparison difficult. The content of the MMSE is highly verbal, lacking sufficient items to adequately measure visuospatial and constructional praxis. Items designed to measure language functions also tend to be overly simplistic and tend to be insensitive to mild linguistic deficits, hence increasing the number of false negative errors [35].

2.10.4 Influence of social and demographic variables on MMSE score

Other factors that lead to variability in final scores of cognitive assessment test are education, age, race, ethnicity and social class.

Education

MMSE scores have been repeatedly shown to be related to educational attainment. The importance of education was revealed by regression analyses, showing that education accounted for more variance than other demographic variables, including gender, race, and social class [164, 179-181]. Education introduces a psychometric bias leading to misclassification of individuals from different educational backgrounds [35]. Low educational levels increase the likelihood of misclassifying normal subjects as cognitively impaired, in particularly in subjects with less than nine years of education [128, 182]. Fillenbaum et al [179] speculated that higher education levels may mask MCI and O'Connor et al [38] reported that all dementia patients with an MMSE score of 24 or greater had relatively high levels of education.

Age

Numerous studies have shown that MMSE scores decreases as age increases [38, 157, 164, 168, 182, 183]. Most of this age-related change begins about age 55 or 60 years and then dramatically accelerates over the age of 75 or 80 years [130, 184]. These age effect persist when subjects are stratified by education level [130, 151, 167, 184], demonstrating that the age effect is not simply due to cohort differences in educational attainment [35].
Crum et al [185] analysed MMSE scores of over 18,000 cognitively healthy adults in terms of age and education. This study established median scores for healthy adults at different ages and levels of education. For example, this study proposed that 60-70 year olds with less than 4 years of education had a median MMSE score of 22, while the same age group with more than 12 years of education was found to have a median MMSE score of 29.

Race/Ethnicity and social class

Contradictory findings were reported when studying the effects of race/ethnicity on the MMSE performance. Escobar et al [170] showed, on a sample of 3000 English and Hispanic residents of Los Angeles, that Hispanics performed significantly lower on many of the MMSE tasks. A study by George et al [130] indicates that race/ethnicity exerts a significant effect on the distribution of MMSE scores. Murden et al [128] reported that race does not affect the MMSE performance. Effects of social class and socioeconomic status on MMSE scores have been observed [38, 168, 180].

2.10.5 Cut-off scores

One cited disadvantage of the MMSE is the lack of agreement on the threshold for cognitive impairment on the 30-point scale [186]. An MMSE score of 24 is often cited in the literature as the threshold for dementia [35], while other studies have used 27 as the threshold for dementia [187]. Lerner and McKee rated cognitive function of subjects using the Clinical Dementia Rating (CDR) scale and compared the reliability of using different MMSE thresholds [188] for determining appropriate cut-offs for healthy cognition on the MMSE scale, and to identify normal subjects who may be at risk for cognitive decline. The authors found a threshold of 27 resulted in a more balanced trade-off between specificity and sensitivity than a threshold of 24. Lerner and McKee concluded that although an MMSE score of 24 is certainly the cut off for dementia, an MMSE score of less than 27 suggests a high risk of cognitive decline.

MCI rating scales

A source of confusion in the literature with respect to comparison of studies on MCI concerns the use of rating scales. Some studies define MCI using specific clinical criteria [125]. Other studies equate cognitive stages on rating scales with MCI. Popular rating scale for disease severity is the Clinical Dementia Rating (CDR) scale [189]. With this instrument, the summary score of CDR 0.5 has been believed to represent an intermediate stage of cognitive impairment or very mild dementia [42]. But a controversy exists as to whether all CDR 0.5
subjects have dementia or more specifically Alzheimer's disease [190], or they don't have a
dementia, but have MCI [42].

Similarly to CDR, the Global Deterioration Scale (GDS) has been used to classify the
severity of normal and demented subjects [191]. The GDS ranges from 1 (normal
with subjective complaints) on to stages 3 through 7, which represent increasing levels of
impairment. Kluger et al [192] claim that the GDS of 3 is equivalent to MCI. Flicker et al
[193] demonstrated that subjects with a GDS of 3 may have MCI or may be mildly demented. The
mean GDS for subjects classified with MCI by clinical criteria was 2.7 in a study by Petersen et
al. [125], where some of the subjects had the classification of GDS 2 and some GDS 3 [42].

2.11 Neuroimaging methods

Neuroimaging methods, such as magnetic resonance imaging and
electroencephalography, are employed in cross-sectional case-control comparison studies, in
which case are cognitively impaired individuals compared against cognitively healthy controls.
Neuroimaging methods are employed in longitudinal studies of cognitive function, where
baseline measures of an individual are taken at the beginning of the study. Structural and
functional changes in brain of the individual are assessed over time in relation to progress of
cognitive impairment. Such information would allow the design of specific tasks which may
probe structural or functional areas which are sensitive to cognitive ageing. The ability of an
imaging measurement to predict which members of the cohort will and which will not develop
cognitive impairment is the focus of this research [42]. Review of selected literature on use of
neuroimaging methods for cognitive function assessment is presented in this section.

2.11.1 Magnetic resonance imaging

Anatomic Magnetic Resonance Imaging (MRI) is employed in studies of ageing and
dementia. MRI is employed for diagnosis and monitoring disease progression. Detection of
pathologic features like senile plaques, neurofibrillary tangles, decreased synaptic density,
neuron loss, and atrophy relative to age-matched controls by MRI is used in studies of
Alzheimer's disease [42]. Neurofibrillary pathology of AD affects medial temporal lobe limbic
areas, neocortical association areas, as well as primary sensory and motor areas.

Diffusion tensor magnetic resonance imaging (DT-MRI) is a powerful quantitative method
with the ability to detect in vivo microscopic characteristics and abnormalities of brain tissue.
DT-MRI has also been used to study patients with cognitive decline, mainly those with
Alzheimer's disease. Several image-analysis approaches have been employed, including region of interest, histogram, voxel-based analyses and DT-MRI-based tractography. Specific patterns of spatial distribution of tissue damage and correlations with neuropsychological measures have been reported [194].

2.11.2 Functional imaging

Positron emission tomography (PET) and single photon emission computer tomography (SPECT) have been employed in studies of progressive memory impairment, individuals with genetic risk factor or family history of AD [42]. PET and SPECT techniques have demonstrated specific regional abnormalities in brain perfusion among patients with established AD. Decreased perfusion or metabolism in the temporoparietal cortex was commonly found among mildly impaired patients with probable AD [43, 44].

2.11.3 Electroencephalography

Investigation of neuronal dynamics at the whole-brain level by measurements of resting electroencephalography (EEG) microstate parameters was performed in study of dementia, Alzheimer's disease and schizophrenia [195]. In a study of Streletz et al [45], frequency power analysis applied to EEG measures yielded significant differences between controls and subjects with dementia (AD or Huntington's disease). Dunkin et al [196] demonstrated that quantitative EEG coherence between brain areas linked by long cortico-cortical fibres (termed “fascicle” coherence) was differentially reduced in subjects with Alzheimer's disease, whereas coherence between brain areas linked by short cortico-cortical and cortico-subcortical fibres in postcentral areas (termed “visual” coherence) was differentially reduced in subjects with multi-infarct dementia.

Assessing EEG measures over the course of dementia progression, a significant increase of delta and theta power in conjunction with decrease of alpha and beta power over a period of 30 months from diagnosis have been found [197]. Analysis of EEG rhythms during photic stimulation indicated that the non-demented older adults generally demonstrated more absolute power than AD patients during photo stimulation [198].

Event-related brain potential measures have distinguished between subcortical and cortical dementias [46, 47], and P300 latency can help to distinguish individuals with dementia from those with depression-associated pseudodementia. The latter group shows only the delay in latency associated with normal aging [199, 200]. Discrimination between patients with early Alzheimer's disease and healthy individuals has also been reported [201, 202], with
simple tasks yielding the largest P300 difference between groups [203]. More sophisticated cognitive paradigms have been applied to these populations with some success, but no bioelectric disease markers have yet been established [204, 205].

2.11.4 Limitations of imaging methods

While the neuroimaging methods are candidates for a biomarker for cognitive function, the use of neuroimaging methods is generally expensive, time consuming and requires the individual to visit a hospital/clinic. Neuroimaging assessments may take place at different neuroimaging centres, the protocols for image acquisition may not be well defined and may differ between centres [48]. If not evaluated by a computer algorithm, substantial variability between clinical raters was observed [48-50], which also suggests that a significant number of subjects may be misclassified [48]. Head position and image registration has been found to increase variability across clinical raters [48]. All these factors may contribute to variable assessment of cognitive function in older adults.

2.12 Structural changes in the brain associated with impairment of cognitive function

The use of neuroimaging methods has allowed more detailed investigation of structural changes of the brains in older adults. In a study of selective preservation and degeneration within the prefrontal cortex in ageing and Alzheimer disease [56], it was found that subjects with Alzheimer disease had less total prefrontal cortex grey matter than did age-matched healthy subjects. Further, a significantly less volume in the inferior prefrontal cortex region, where the Broca's area is situated (BA 44, 45). These degenerations in prefrontal cortex area may predict changes to motor control of articulators and thus changes to speech parameters.

A significant reduction of grey matter volume in the hippocampal formation was found in patients with Alzheimer's disease [57]. The volumes of hippocampus, putamen and thalamus were reported to be significantly reduced in patients diagnosed with probable Alzheimer's disease [58]. It was found that the decrease in volume of these deep grey matter structures correlated linearly with impaired global cognitive performance. Especially, the left volumes of the hippocampus, putamen and thalamus formed the strongest predictors of cognitive performance.

Regions such as the superior temporal sulcus area contribute to higher order cognitive functions, including language, integration of sensory afferents, and some aspects of attention.
The development of Alzheimer neuropathological changes and neuronal loss later in the disease process therefore likely reflects the clinical observations that symptoms in these cognitive domains frequently occur after the stage of minimal cognitive impairment and are symptoms associated with the clinical diagnosis of Alzheimer’s disease [42].

Regions of the brain, such as prefrontal cortex, Broca’s area, left superior temporal sulcus are involved in speech and language production. The structural and functional changes in these areas of brain of subjects with impaired cognitive function may lead to changes in the process of speech production. These changes in speech production may then result in changes of speech content (i.e. What is being said) or changes of speech characteristics (i.e. How it is being said).

2.13 Neural mechanisms of speech production

The production of speech is the end-product of a complex network of cognitive processes [206]. The transformation of thoughts and intentions into sequences of movements and sounds is the core focus of the psycholinguistic tradition of research into speech production [207]. Through the study of errors [208] and timing of production [209] this tradition has identified distinct phases of planning and control processes – the components and systems underlying speech production [206].

These phases have been aggregated into formal neuropsychological frameworks of speech production such as those presented by Levelt [210] and Whitworth et al [211]. Levelt’s model incorporates a flow of processes that impart syntactic, morphological, phonological and phonetic organisation to drive the progression from thought to speech. The language processing model presented by Whitworth et al [211], based on Patterson and Shewell’s logogen model [212], is a more broad cognitive description for speech than Levelt’s, describing the processes not only for spontaneous or propositional speech, but also establishing the connection between reading, listening, writing and speaking. The connection between reading and speaking is important. For this reason emphasis is placed on Whitworth et al’s model [211]. Using a model such as Whitworth et al’s [211] requires that a number of assumptions be made, including modularity, subtractivity and universality of cognitive systems. These assumptions are points of contention however they have been research of Coltheart et al [213].
In the literature, criticism of psycholinguistic models has been focused on the fact that they fail to emphasise the importance of the last step of speech production, articulation [206, 207]. Articulation has traditionally been assumed to be a passive process for the transmission of linguistic signals from prior planning stages [206]. However contrary to this approach, it is now accepted that articulation forms an important aspect of communication that is actively adjusted by speakers to communicate effectively. For example, style and precision are two aspects of articulation that are continuously subject to modification to adapt to social and environmental contexts and to respond to conversational demands [206].

The neglect of the motor control system of articulation in neuropsychological frameworks may reflect the distinction that has traditionally been maintained between cognitive functions and motor control functions. Hauert [214] cited in Georgopoulous [215] argued “in support of the view that motor control is a cognitive function”. Hauert’s assertion came before published research in the ensuing years into the interface between motor control and cognition [215]. Evidence to support the involvement of the motor cortex in the processing of cognitive information related to motor function has been established and Georgopoulos [215] offers an overview of the various related research.

Modularity is one of the assumptions implicit in the use of models such as Whitworth et al’s [211]. Functional modularity is the assumption that the components of a cognitive model are characterised by a high degree of independence. Anatomical modularity extends this concept of independence into the anatomy of the brain, stating that the modules of the cognitive speech system are localised in different parts of the brain [211]. Functional localisation of language speech production is debated in the literature, however regardless of whether speech production involves activation of discrete localised or much larger regions of the cortex there is considerable evidence that specific areas of the brain, such as Broca’s area and primary motor cortex, are central in the process of producing speech [216].

Bridging the gap between 19th century models of speech production and modern cognitive neuropsychological models such as Levelt’s [209] and Whitworth et al’s [211], Price proposed a new neurological and cognitive model of speech production based on research in functional imaging [217]. In Price’s model both auditory (listening) and visual (reading) stimuli were modelled however for the purposes of this thesis only the visual stimuli aspect of the model will be discussed. The visual processing of text is asserted as activating the posterior fusiform and lingual gyri. Price asserts that when speech output is required the posterior temporal gyrus (Wernicke’s area) and the left posterior inferior temporal cortex exhibit
activation. Wernicke’s area has been found to be associated with non-semantically mediated speech, in contrast with the left posterior inferior temporal cortex, which is activated by a range of word retrieval task including reading. Reading has also been linked to the activation of the occipital areas, and more specifically the left occipito-temporal region [218]. Semantic processing then activates the left posterior temporal middle temporal, posterior middle temporal, posterior temporoparietal and anterior inferior temporal cortices. Traditionally asserted as being specific to visual word forms, the angular gyrus is asserted by Price as being engaged with the establishment of semantic associations. Articulatory planning activates the anterior insula and the frontal operculum rather than the third frontal convolution (Broca’s area) as was traditionally asserted. The final step in speech production, articulation, involves the sensori-motor cortices. Circuits involved with general motor activity include the cerebellum, basal ganglia and the thalamus [219]. During articulation the process of hearing the speech output also activates the superior temporal gyri enabling speech feedback circuits to be employed [217, 220].

2.14 Physical effects of ageing on speech production

Several physical and physiological changes occur in human bodies with ageing. As described earlier, typical changes include decline in sensory processing, vision and hearing, but also weakening of muscles, mobility restrictions and weakened immune system. Similar to other body parts, organs in the human speech production mechanism also undergo age related changes such as reduction in the respiratory muscle strength, restricted vocal fold adjustments during phonation and difficulty in adjustments of tongue and lip shapes [221]. The rate at which voices age does not however depend only on the chronological age of a person, but also on other factors such as lifestyle, physiological condition, smoking habits and profession. [222]

2.14.1 Changes in respiratory system

The most significant changes seen in the respiratory system of older adults are the loss of lung elasticity, increase in the stiffness of the chest wall and decrease in the respiratory muscle strength [223, 224].

Lung recoil elasticity is the ease with which lungs rebound after having been stretched during inhalation. A decline in lung elasticity due to ageing has been reported by Mahler et al. [223]. The loss of lung elastic recoil with age is found to be faster in males as compared to females [225].
Due to the alterations in the muscles of the chest wall, the thorax becomes increasingly rigid with ageing [226]. This leads to a reduced movement in response to the respiratory muscle forces. Due to the degeneration of the upper and middle regions of the thoracic vertebral column, a pronounced curvature of the back is observed in some older adults. This phenomenon called Kyphosis, alters the shape of the thorax and may affect the amount of air that can be inhaled and exhaled.

Several research studies have reported weakening of respiratory muscles during old age [226, 227]. This leads to reduced respiratory forces during inhalation and exhalation. A decline in maximal respiratory pressure progressively beyond the age of 65 has been reported by Enright et al. [228]. The decline is more prominent in males compared to females. A loss in diaphragm strength leading to an average reduction of 25% of maximum transdiaphragmatic pressure in elderly group as compared to younger subjects has also been reported [229].

While the total lung volume remains unaltered in the older adults, the forced expiratory volume and the lung pressure are decreased. This leads to a decline in the amount of air that can be moved in and out of the lungs and the efficiency with which it can be moved [230, 231]. The rate of this decline accelerates with advancing age [223]. Also the amount of air left after exhalation known as ‘Residual volume’ has been found to increase by about 40% from the age of 20 to the age of 70 [222, 232].

The changes in the respiratory system of older adults may have an impact on speech production. Hoit et al. [233] demonstrated that participants in the age 75 group adjust their linguistic performance by using fewer syllables per breath during extemporaneous speaking than participants of younger age groups. Huber et al. [234] observed that older adult speakers exhibited greater difficulty relative to utterance length and loudness and planned in advance for these difficulties by using processes associated with pre-motor speech planning. With the structural and functional changes in speech production areas of the brain (see Section 2.12) and motor function impairment in subjects with cognitive impairment [143, 235], the changes in respiratory system may further emphasise the impact on temporal and energy features of speech in the impaired subjects.
2.14.2 Changes in the larynx

The parts of the larynx that form the vocal apparatus are the laryngeal cartilages (to which the vocal folds are attached), the vocal folds that play a key role in phonation, and the intrinsic muscles that regulate the vocal cord tension and the vocal fold opening [236]. Several anatomical changes are seen in these organs with ageing.

Among the several cartilages in the larynx, the thyroid, cricoid and arytenoid cartilages are the most significant from the speech production point of view. The thyroid and cricoid cartilages form the skeleton of the larynx. A pair of arytenoid cartilages is located on the upper edge of the cricoid cartilage. The vocal cords are attached posteriorly to the arytenoid cartilages and anteriorly to the thyroid cartilages. The cricoarytenoid joints allow the arytenoid and thus the vocal apparatus to move laterally or medially. The arytenoids can also glide on the surface of the cricoid and move closer or recede away from each other. The most significant change in the cartilages observed as an individual moves from adulthood to old age is the toughening of the soft tissue into bone like structure (ossification). This phenomenon is observed in both males and females. It occurs at an earlier age and is more prominent in males as compared to females. Each of the cartilages has its own pattern of ossification. Arytenoid cartilage ossifies only partially sparing the vocal process. Significant age-related changes have been reported in the cricoarytenoid joint [237, 238]. Changes include thinning of the joint surface, reduced collagen fibers in the cartilage matrix and surface irregularities. These changes are again more prominent in males compared to females and hamper overall positional or postural movements of the arytenoid cartilages. This leads to reduction in the degree and extent of vocal ligament closure and makes it difficult for vocal fold adjustments during phonation. The result of this is impaired vocal quality and reduced vocal intensity due to air leakage through incomplete vocal fold closure.

The vocal folds have a complex layered structure. They are comprised of five discrete histological layers: the Epithelium, three layers jointly called Lamina Propria and the Thyroarytenoid muscle. The thin layer of Epithelium forms the protective covering for the vocal folds. The epithelial cells are bound together firmly and form a smooth lining reducing the friction to the air flow. The superficial layer of Lamina Propria is a thin layer made of elastin fibres. This layer can be stretched in several directions. The intermediate layer which is formed of elastin and collagen fibres is more densely packed and can only be stretched in anterior-posterior direction. The deep layer is formed on collagen fibres and is least stretchable. This layer protects the vocal cords from over extension. The Thyroarytenoid
muscle lies below the Lamina Propria. They are mainly concerned with pulling together the thyroid and arytenoid cartilage, thus relaxing the vocal folds.

Several changes in the structure with ageing alter the biomechanical properties of the vocal folds [221]. Glandular changes in the laryngeal mucosa (the mucous lining of larynx) [230] cause drying of the epithelial tissue, increasing the stiffness of vocal cord cover. This increase in cover stiffness leads to instability of vocal fold vibration. Some investigations [239] have reported thickening of laryngeal epithelium progressively with age. Tissues age at varying rates and to varying extents and substantial structural changes need to occur before observing noticeable changes in voice [222].

In the Lamina Propria, several age related changes have been documented in all the three layers. The thickness of the superficial layers alters [239] and atrophy and degeneration of the elastic fibres in the layer has been observed [240]. Changes seen in the intermediate layer include thinning of the layer, decrease in the density of the fibres, atrophy of the fibres and changes in the contour of the layer [221]. The fibrous protein loses elasticity and the layer stiffens. The deep layer thickens with an increase in the collagen fibres. Such morphological changes in the fibres of the vocal folds contribute partially to the ageing of the voice.

The thyroarytenoid muscle also displays atrophy with ageing. Changes in muscle fibres have been reported [241]. A decrease in thyroarytenoid muscle activity has been reported [242] in older speakers than young speakers. This affects the fine control of the position of the arytenoid joint and thereby the fine control of the pitch of the voice.

Intrinsic laryngeal muscles are responsible for control of the vocal cords. The tension in the vocal cords is regulated by the cricothyroid muscle. The opening (abduction) of the vocal fold opening (called Rima Glottidis) is controlled by the posterior cricoarytenoid muscle and the closing (adduction) is controlled by the lateral cricoarytenoid and thyroarytenoid muscles. Regressive changes and atrophy have been reported in all these muscles with ageing [243, 244]. The changes include accumulation of fats, degeneration of muscle fibers and unusual variations in the cross sectional areas [221]. As a result, precise control of the vocal cord tension and complete abduction/adduction is affected [222]. Associated motor function impairment in subjects with cognitive impairment [143, 235] may have further impact on the precise control of the vocal cords in cognitively impaired older adults. This may lead to more pronounced changes in acoustic features of speech, such as the fundamental frequency, in the impaired subjects.
2.14.3 Changes in the vocal tract

The human vocal tract consists of all the organs above the vocal folds that are involved in speech production. It is comprised of the pharynx (throat), the oral cavity, the nasal cavity, soft palate (velum) and the articulators viz., the tongue and the lips. The human speech production mechanism can be viewed as a source-filter model. The lungs in conjunction with vocal cords act as the source and expel air into the vocal tract. Depending on the presence or absence of the vocal cord vibrations, the source is either voiced or unvoiced. This quasi periodic air then resonates in the pharynx, oral and nasal cavities to generate a rich timbre. The vocal tract thus acts as the filter.

The vocal tract can be broadly thought to be comprised of three resonating cavities, the pharynx, and the oral and nasal cavities. The pharynx is involved in the production of all speech sounds. The pharynx can change shape to a limited extent and thus alter the resonance patterns. The pharynx can be constricted, and it can be raised or lowered.

The position of the velum also alters the shape of the pharyngeal cavity. The velum controls the flow of air into the nasal cavity. During the production of nasal sounds such as /m/ and /n/, the velum is moved forward to open the air passage through the nasal cavity. The oral cavity is the most flexible among the three cavities in varying the shape. The resonating property of the oral cavity depends on the position of the temporomandibular joint, the shape of the tongue and the lips and the position of the velum.

Thinning of pharyngeal epithelium and degeneration of the pharyngeal muscles has been reported with ageing [221]. However, these changes in the pharynx are not found to be extensive.

The temporomandibular joint is the joint at which the jaw is hinged to the skull. It is used in controlling the position of the jaw and hence influences the oral resonance during speech production. Jaw movement has a significant role to play in articulation of certain phonemes as well as in the co-articulation of adjacent phonemes.

With ageing, degenerative changes are observed in the temporomandibular joint [245]. Displacement of the temporomandibular joint disk is commonly observed leading to a lowering of the articulating surface. Xue and Hao [246] have reported increase in vocal tract dimensions in older speakers. The vocal tract volume of older speakers in particular is significantly higher compared to the younger speakers. This could lead to changes in the resonance patterns in older voices.
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The tongue plays a major role in speech production. It is very flexible and can be moved up, down, forward and backward. By adjusting the shape of the tongue and the position of the tongue tip, the oral cavity's shape is modified affecting the resonance patterns and hence the sound produced. Significant changes have been reported in the tongue with ageing [Rother et al., 2002]. Decrease in the thickness of epithelium and glandular atrophy have been reported in people over 50 years of age [247].

However the most significant change in the tongue during ageing that affects the speech production is the atrophy of the tongue muscles. From ultrasound observations, decline in the tongue motor skills in the older adults in comparison to young adults were reported by Koshino et al. [248]. A decline in tongue strength has also been reported in older individuals [249]. These changes in the tongue could affect the articulatory patterns. [222]

2.14.4 Neuromuscular control

Another aspect that age effects relates to changes that take place in the peripheral and central nervous system that have implications for speech production. One of the changes in the peripheral neural system is the decline of motor neurons. This loss in the motor units has been implicated as the primary mechanism for muscle atrophy and loss of contractile strength in the muscles [250]. An average loss of 25% neurons has been reported from the second to the tenth decade of life. However this loss of motor units is partially compensated by an increase in the size of the motor units along with a slowing of the contractile speed. This affects various muscles involved in the speech production and is a possible cause of the slower speaking rate observed in older speakers. [222]

2.15 Influence of impaired cognitive function on speech production in abnormal ageing

Investigations employing speech as a measure of cognitive function have been reported in several studies [59, 61, 251]. The aim in these studies has been to establish changes in speech production as a way to probe an individual’s cognitive function.

2.15.1 Dementia

Dementia is characterised by a breakdown in intellectual and communicative functioning, manifesting itself as communication disorders [62]. These disorders are present in 88-95% of all those with dementia, being most pronounced in those with Alzheimer's disease [62]. In terms of speech, the principal features of such communication disorders include word finding
deficits, paraphasias, circumlocution, comprehension impairments and impairments in discourse [62]. Each of these features has a profound impact on the performance of speech production, and in particular the fluency.

Lowit et al [63] investigated articulation rate, articulation/pause time ratio and percentage change in articulation rate from habitual to fast and habitual to slow reading condition. The cohort included controls, subjects with Parkinson’s disease (PD) but no cognitive decline and subjects with early onset dementia. The Lowit study found the subjects with PD and subjects with early onset dementia were able to be distinguished from controls using several speech measures. Specifically - measures of articulation rate in normal, fast and slow speech and the rate change from normal to slow and normal to fast. The early onset dementia group was classified as having no dysarthria (lack of motor control), suggesting the speech changes are influenced by cognitive decline. This study is also one of the few studies to incorporate the use of read speech (produced while reading a text passage).

2.15.2 Mild cognitive impairment

Other studies have found spoken language markers to be indicative of Mild Cognitive Impairment (MCI). Roark et al [61] reported standardized pause rate (the ratio of words uttered to the number of pauses uttered) to be statistically different for two sets of older adults speakers; using a Clinical Dementia Rating (CDR), the cohort was separated into those with MCI and those without. While other speech duration parameters were investigated in the study including verbal rate (number of words per second), phonation rate (proportion of total time spent speaking) and mean duration of pauses, none of these were found be significantly different for the two populations.

Another study by Roark et al [60] investigated speech and linguistic metrics from a spontaneous speech task to discriminate between clinically defined cognitively impaired subjects and matched controls. This study recorded speech from a passage recall task from 74 participants from 82 to 95 years of age. The audio recordings were transcribed by hand and the transcriptions automatically parsed to extract linguistic and temporal speech features.

The Roark study [60] found several linguistic and temporal features that discriminated between the two groups. The speech features found to be most discriminative between the two groups of recordings were standardized pause ratio, total phonation time, phonation rate and transformed phonation rate. The standardized pause ratio is the number of words in the recording divided by the total number of pauses. The transformed phonation rate is the
arcsine of the square root of the phonation rate. Phonation rate is the number of phonemes per second of speech. The authors employed a support vector machine to classify participants and calculate the Area under the ROC curve (AUC_ROC). The highest AUC_ROC value achieved based only on linguistic and temporal speech features was 0.732. The AUC_ROC value obtained from combining an array of cognitive tests was 0.815, while including a subset of the temporal and linguistic features increased the AUC_ROC value to 0.861. This study demonstrated the effectiveness of speech and language features in discriminating between cognitively healthy and cognitively impaired older persons.

2.15.3 Alzheimer's disease

The possibility that early linguistic ability impairment may precede the onset of AD is apparent, for instance, when Butterworth analysed Ronald Reagan's speeches the year prior to his re-election as president of United States (The Sunday Times, 4th November 1994). Ten years before Reagan was diagnosed with Alzheimer's disease, Butterworth observed a remarkable impoverishment of language with simplified clauses and fragmentation of speech. Another case of early signs of dramatic decline can be found in the written texts, when available, like in Iris Murdoch's last book "Jackson's Dilemma". Garrard et al. [252] analysed the grammatical complexity and the language diversity of three of Murdoch's works (i.e., "Under the net", "The sea, the sea" and "Jackson's dilemma") and found clear signs of diminished ability to produce a creative and enriched language, with shorter sentences and lower density of meaning. The observed changes, such as fragmentation of speech and shorter sentences, may have an impact on temporal features of speech.

2.15.4 Other conditions associated with cognitive impairment

A study by Lieberman et al [253] investigated audio recorded from climbers ascending Mount Everest. The effect of altitude on the cognitive function of climbers was used to simulate that experienced by astronauts in space. Astronauts' cognition is impacted by hypoxic and cosmic ray-induced insult to the brain, as well as degraded cognitive performance resulting from task difficulty. The authors found increased vowel duration under these conditions and a hit rate in discriminating impaired from unimpaired performance on Mini-Cognitive tests of working memory and vigilance of 85%. This study demonstrated that even artificially induced impairment of cognitive function can be detected by analysis of speech characteristics.
2.16 Influence of psychiatric conditions on speech production

Besides the studies of speech production in ageing, research in the literature has also been reported in this area with regard to psychiatric illnesses. Symptoms such as affective flattening, blunted affect, the inability to experience or express a normal range of affective responses, emotional dullness, pervasive apathy, poverty of speech and psychomotor retardation have been constituents of clinical definitions of schizophrenia and have led to the negative-positive model of schizophrenia [254, 255]. In this model, delusions, hallucinations and florid formal thought disorders are conceptualized as pathological excesses, whereas negative symptoms are conceptualized as pathological deficits.

Based on this heuristic division, negative symptoms have been theorized to be unresponsive to antipsychotic medication, to be associated with a deteriorating course, and to reflect some structural brain abnormalities that would mediate the hypothesized association between negative symptoms and poor prognosis.

Recent findings, however, have indicated that positive symptoms are not uniformly responsive to treatment, and that negative symptoms are not universally immutable. Specifically, during recovery from an acute episode of schizophrenia, the key symptoms tend to disappear first while symptoms at lower levels persist longer. Non-specific and affective symptoms tend to recur as prodromal symptoms of relapse. Furthermore, several authors have reported a diagnostic non-specificity of negative symptoms, particularly with regard to various clinical forms of depression which occur relatively commonly in schizophrenic patients and there is also some overlap between the specific phenomena of depressive illness and negative symptoms in schizophrenia [251].

2.16.1 Formal thought disorder

In the psychiatric literature, many of the abnormalities of language in schizophrenia are grouped together as "formal thought disorder"; a disorder in the form of thought, not content. Perhaps most commonly it is the moment-to-moment, logical sequencing of ideas which is at fault. At other times, the mechanisms of language production appear to be disturbed, so that the meaning of individual words and phrases is obscured. While at other times, the disfunction seems to be at the level of discourse: individual words, sentences and sequences of thought make sense, but there is no discernible thread to longer verbal productions.
Formal thought disorder is a relatively uncommon finding in acute schizophrenia, though it is somewhat more common in chronic cases. Manifestations of formal thought disorder include poverty of content (failure to express sufficient information), loss of goal (slippage away from the intended topic), clanging (chaining together similar sounding words as if distracted by them), and other kinds of incoherence and unintelligibility.

2.16.2 Schizophrenic language disorders

The study of schizophrenic language disorder by linguists began with Chaika [256], who studied a single patient who spoke normally for weeks at a time, her deviant language coinciding with what her psychiatrists termed psychotic episodes. The abnormalities that Chaika observed were:

1. Failure to utter the intended lexical item.
2. Distraction by the sounds or sense of words, so that a discourse becomes a string of word associations rather than a presentation of previously intended information.
3. Breakdown of syntax and/or discourse.
4. Lack of awareness that the utterances are abnormal.

Of these, observation 2 is most characteristic of schizophrenia; observations 1 and 3 resemble ordinary speech errors, and observation 4 resembles some form of aphasia [256].

Fromkin [257] reported that except for the disruption of discourse which can be attributed to non-linguistic factors, all the features of schizophrenic language are prevalent in normal speech as exemplified by speech errors and "slips of the tongue". Mistaken lexical choices and minor scramblings of syntax are common in everyday speech. Indeed, speech errors are often triggered by the sounds or senses of recently uttered words, and speakers are commonly unaware of their fumbles [208, 258]. Thus, observations 1, 2, 3 and 4 of Chaika’s core abnormalities are all removed, except for derailment of discourse, which Fromkin considers extra linguistic.

This claim has not held up. Although there are obvious similarities between Chaika’s samples of schizophrenic language and Fromkin’s corpus of speech errors, there are also obvious differences. Normal speakers make occasional errors like those seen in schizophrenia, but not a whole strings of errors. A representative patch of gibberish from Chaika’s patient comprised of nine syllables, and uncorrected speech errors of such length and unintelligibility
do not occur in normal speech. Another aspect of importance is for normal speakers, when an error is pointed out, they immediately correct it, whereas speakers with schizophrenia do not.

Moreover, Chaika's patient would commonly string together 10 or 20 sentences connected only by word associations [256]. Another subjects, even when plagued by speech errors, do not do this. Normal speech errors are momentary deviations from a discourse plan that is immediately resumed.

In later work, Chaika [259] argued that schizophrenic language disorder is fundamentally a loss of voluntary control over the speech generation process. Indeed, according to Chapman [260], patients sometimes say in retrospect that this is exactly what happened—they could not control their speech. This is similar to the main theme of the Schneiderian first-rank symptoms [261, 262], which is loss of control over the train of thought. Note, however that Chaika's original patient apparently lacked such insight.

Chaika argued [259] that loss of voluntary control ties together a wide range of observed phenomena, depending on which part of language production goes out of control—most often discourse organization, but often lexical retrieval, and sometimes pronunciation or syntax. It fits well into a more general conception of schizophrenia as degradation of communication between mental subsystems.

### 2.16.3 Schizophrenic language disorders vs. aphasia

One question that needs to be addressed is whether language disturbances of schizophrenia resemble the aphasia caused by stroke, traumatic brain injury, or neurological conditions such as epilepsy.

Publications in the literature agree that there are important differences, but beyond that, discussion of the issue has been complicated by the heterogeneity of both schizophrenia and aphasia [263]. Aphasia-like symptoms are episodically observed in only a small proportion of subjects considered to be schizophrenics whereas the aphasia produced by stroke or brain injury is in most cases constantly present. Patients with aphasia have normal thoughts and express them with difficulty; those with schizophrenia have unusual thoughts (or disorganized discourse plans) and express them with comparative ease.

Pinard and Lecours [264] compared schizophrenic language to Wernicke’s aphasia (including jargon aphasia), a disorder in which the patient speaks fluently but unintelligibly. Their main findings included:
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1. Schizophasic discourse often has a preferred theme or preoccupation; aphasic discourse rarely does.

2. Speakers with schizophrenia often jump from one subject to another based on the sounds or associations of words they have uttered (association chaining or glossomania). This is seldom observed in jargon aphasia; it requires lexical mastery well beyond that of most aphasics, as well as remarkable control of prosody.

3. Schizophasic discourse often includes rare words, evidence of a large, intact vocabulary; jargon aphasia, even when very fluent, shows a restricted vocabulary.

4. Schizophrenic speech can include conscious creation of new words (neologisms) and consciously constrained discourse in which the speaker is well aware that the speech is unusual, whether or not others can understand it. Aphasic speakers who produce fluent unintelligible discourse do not seem to be fully aware of what they are doing, and if they create new words, it is as if by accident.

2.16.4 Speech characteristics in schizophrenia

Predominantly negative-symptom schizophrenia (NSZ) can be characterized by a number of atypical reductions in observed behaviour, including communication behaviour. Classically observed outward manifestations in spoken (e.g., linguistic production) and pragmatic/paralinguistic (e.g., body language, intonation, and prosody) aspects of communication are related to affective flattening, anhedonia, alogia, and avolition (the DSM IV summarized characterization of NSZ), implying an effect on both affect and cognition. Atypical communication can have an effect on clinical assessment, as it may influence rater scoring on a number of items from subjective behavioural rating scales (e.g. PANSS) including items such as blunted affect, emotional withdrawal, poor rapport, social withdrawal, reduced flow of conversation, and motor retardation [265]. Although these rating scales are important in their ability to help clinicians assess symptomatology, the addition of objective and quantifiable measures of disease severity and therapeutic treatment response are desirable and possible through speech and voice acoustic measurement.

In the most basic terms, physical quantitative measurements of communication behavior, using aspects of frequency, intensity, and time, support and extend the clinical impressions of atypical communication used clinically [265]. This adds clinical value by providing repeatable quantification of observed symptomatology.
The literature surrounding acoustic investigations in persons with schizophrenia has revealed a number of consistent themes. Flat affect, alogia\textsuperscript{5}, and asociality (as measured by the PANSS scale) are strongly related to restricted speech output, monotonous speech, pause in speech, energy variation, utterance duration, and inflection [265-267]. In addition, acoustic measures have shown great promise in identifying treatment response by demonstrating a larger treatment effect than those seen with traditional rating scales [268]. It has also been demonstrated that specific measures of acoustic inflection are sensitive enough to differentiate between antipsychotic medication (Olanzapine vs. Haloperidol; Remoxipride vs. Haloperidol), whereas rating scales were not able to detect this difference. Bidirectional changes in the speech acoustic characteristics between drug conditions have also led researchers to the conclusion that different mechanisms of drug action that may be at work, though rating scales were not able to make this distinction [269]. Acoustic measures were able to separate the different drug groups at outcome while the rating scales failed to show a difference.

In a recent acoustic investigation by Wisniecki et al. [270] have been successfully demonstrated measurable differences in cognitive behaviour and motor slowing by comparing persons with NSZ to a control group. Speech pause behaviour in a simple counting and picture description task have demonstrated that average pause length was an indication of motor retardation, whereas global measures of pause were indicative of the increased cognitive linguistic demands of the picture description task. [270]

Based on a sample of 42 chronic schizophrenic patients and 42 carefully matched controls, Stassen et al. [251] investigated potential relationships between acoustic variables on the one hand, and negative syndromes, positive syndromes and affective disturbances, on the other. A set of 12 acoustic variables automatically assessed in a standardized experimental setting allowed an almost perfect discrimination between schizophrenic patients and normal subjects. Acute side-effects of medication did not explain this finding. However, the question of whether the observed changes in speaking behaviour and voice sound characteristics were caused by long-term neuroleptic treatment, for example, as a consequence of tardive dyskinesia, was not able to be answered by the investigation. In view of a biological validation of the negative-positive model of schizophrenia, the reliability of various psychopathological subscales was tested through repeated assessments at 14 day intervals.

\textsuperscript{5} Alogia, or poverty of speech, is a general lack of additional, unprompted content seen in normal speech. Alogia is often caused by a disruption in the thought process. In conversation, alogic subjects reply very sparsely and their answers to questions lack spontaneous content. Sometimes, they even fail to answer at all. Their responses are brief, generally only appearing as a response to a question or prompt.
Stassen et al. [251] observed most psychopathology scores to be sufficiently stable and reproducible over time, thus representing a suitable basis for the estimation of severity with respect to the negative and positive component of schizophrenia. Using the first measurements as training samples and the second measurements 14 days later as test samples, discriminant analysis yielded conclusive proof of a close relationship between acoustic variables and the severity of the negative and positive component of schizophrenia. In particular, by means of "objective" acoustic variables and under the constraint of reproducibility, 75.9% of patients were correctly classified as low or high scorers with respect to the negative syndrome, 71.9% of patients with respect to the positive syndrome, and 79.4% of patients with respect to their depressive symptomatology [251].

To asses speaking behaviour and voice sound characteristics 16 acoustic variables were used. All these variables have turned out to be highly stable over time and to be sufficiently sensitive to distinguish between emotionally neutral and emotionally charged texts read out loud by the same individuals.

2.17 Summary

This chapter defined the importance of cognitive function in quality of life and how cognitive functioning is affected in ageing. The specific domains, attention, memory, perception and higher-level cognitive functions, are all critical to ensuring that cognitive function is maintained. Neurodegenerative conditions, such as dementia, mild cognitive impairment and Alzheimer's disease affect cognitive function. Current gold-standard neuropsychological methods for cognitive function assessment have limitations that impact the objectivity of the cognitive assessment and its availability for older adults. More advanced neuroimaging methods (MRI, EEG, SPECT) for assessment of cognitive function are the favourable candidates to discover a biomarker for cognitive function. Despite this fact, these methods also face issues with objectivity and are time consuming, expensive and require the older adult to visit a hospital or a clinic. Structural and functional changes in regions of the brain associated with speech production of cognitively impaired subjects have been reported in the literature. Qualitative and quantitative changes in speech characteristics of subjects with cognitive impairment have been investigated in the literature. Qualitative changes in speech characteristics of subject with psychiatric cognitive disorders, such as schizophrenia, have also been reported in the literature. Alternative methods that provide objective assessment of cognitive function and would be highly accessible for the older adults are being actively sought.
2.18 Research questions

Following a thorough review of the current methods and limitations of assessing cognitive function and delivery of cognitive function assessment, a number of questions beset the literature.

- Can changes in an individual’s cognitive function be objectively assessed by quantitative changes of their speech characteristics?
- Can remote monitoring of cognitive function be carried out through speech?

The hypothesis developed to address these questions is that speech provides a window into cognitive function. To prove this hypothesis a series of specific research questions were posed.

2.18.1 Methodology questions to address research hypothesis

1. Can the temporal and acoustic features of speech be extracted reliably from speech recordings taken in real life environments, while removing artefacts such as breath sounds and compensating for varying levels and sources of noise?

2. Can the removal of breath sounds from speech recordings prior to temporal and acoustic features extraction improve the classification performance between cognitively healthy and cognitively impaired individuals?

2.18.2 Speech characteristics in schizophrenia and their correlation to cognitive function

3. Does the status of individual’s cognitive function correlate with temporal features of speech of individuals with/without schizophrenia extracted from a recording of reading out loud of a short text passage?

4. Does the status of individual’s cognitive function correlate with acoustic features of speech of individuals with/without schizophrenia extracted from a recording of reading out loud of a short text passage?
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5. Does the status of individual’s cognitive function correlate with temporal features of speech of older adults extracted from a recording of reading loud a short text passage?

6. Does the status of individual’s cognitive function correlate with acoustic features of speech of older adults extracted from a recording of reading loud a short text passage?

7. Does the status of individual’s cognitive function correlate with temporal features of speech of older adults extracted from a recording of a picture description task?

8. Does the status of individual’s cognitive function correlate with acoustic features of speech of older adults extracted from a recording of a picture description task?

9. Does the status of individual’s memory correlate with temporal features of speech of older adults extracted from a recording of a picture description tasks?

10. Will the features extracted using dynamic pause threshold from speech recording of reading out loud of a short text passage increase the ability to discriminate between cognitively healthy and cognitively impaired older individuals?

2.18.4 Remote assessment of cognitive function

11. Can the speech features be extracted reliably from recordings of speech acquired over a telephone?

12. What is the protocol that will enable remote administration of clinical cognitive assessment over a telephone?
13. What are the design requirements for both protocol and implementation for a remote, longitudinal assessment of cognitive function of older individuals?

14. Can the cognitive assessment be fully automated for large scale deployments using existing telephone infrastructure?

15. Can the analysis of remotely collected speech recordings provide equivalent information about cognitive function compared to labour intensive gold-standard cognitive assessment?

16. Can speech be employed to identify changes in cognitive function over time?

17. Do the results of a face-to-face cognitive assessment correlate with the results of automated cognitive assessment?

18. Will the older individuals be comfortable using the automated cognitive assessment technology?

19. Will the cost of remote cognitive assessment be lower than the cost of gold-standard cognitive assessment?

20. Can an assessment of memory and attention be delivered automatically over a website?

21. Can a battery of tasks for the assessment of memory and attention be administered at regular intervals over time without inducing a practice effect?

22. Can a battery of tasks for the assessment of memory and attention employ the same stimuli over time without inducing a practice effect?
To address these research questions this thesis is organised into a specific series of cross-sectional and longitudinal studies involving a large cohort of cognitively healthy and cognitively impaired older adults. To undertake these studies a series of signal processing methods need to be developed. The next chapter, Chapter 3, describes details of these methods.
Chapter 3

Signal processing of speech signals pertinent to cognitive function

The hypothesis to use speech measures to assess and monitor changes in cognitive function was introduced in Chapter 2. An important step in testing this hypothesis is to extract speech based features which may be related to cognitive function for a variety of speech based tasks. It is necessary to accurately extract these features from speech recording carried out in real-life environments.

For the purpose of the assessment of cognitive function through use of speech measures, a novel algorithm for automatic extraction of temporal features from speech recordings was developed. Another novel algorithm was developed that detected artefacts such as breath sounds detection and removed them prior to the extraction of the features. The features can then be incorporated into a system for cognitive function assessment.

The analysis of speech described in this chapter was employed in all studies in the following chapters.

A number of publications have been derived from the research described in this chapter.

3.1 Extraction of speech features

Initial processing of any speech recording requires segmentation into speech and non-speech segments. Non-speech segments here were considered silences, breaths and other non-speech artefacts such as clicks, knocks and coughs.

All speech recordings ($f_s = 44.1$ kHz) were high-pass filtered at $80$ Hz with 7th order type II Chebyshev filter (roll-off of 55dB/octave) prior to processing in order to remove the ambient noise existing in lower frequency bands and improve signal to noise ratio.

Pauses longer than $250$ms were manually removed at the beginning and the end of each recording. This was carried out to ensure that analysis was performed from the moment the person starts to speak until the person stops speaking (otherwise the number of pauses would be increased in error by two, having a corresponding incorrect increase in duration of pauses).

3.1.1 Speech/Non-Speech Threshold estimation

A Speech/Non-speech Threshold is estimated at the beginning of feature extraction process, and is subsequently employed to separate the audio data into speech and non-speech segments.

The stages for Speech/Non-speech Threshold estimation are as follows.

1) Full-wave rectification is performed on the speech signal. Full-wave rectification is defined as

$$x_{\text{rect}}(n) = \text{abs}(x(n))$$

\hspace{1cm} \text{Eq. 1}

2) The rectified signal is divided into non-overlapping frames of $50$ms duration and the energy is calculated in each frame. The energy of a discrete time signal [271] is defined as

$$E_n = \sum_N x^2[n]$$

\hspace{1cm} \text{Eq. 2}
3) Based on observations of the recordings of subjects reading aloud, at least 15% of the frames typically represent no speech samples. Therefore, 15% of frames with the lowest value of energy are selected for Speech/Non-speech Threshold estimation and maximum amplitude value ($A_{\text{max}}$) in each of these frames is stored.

$$A_{\text{max}}(i) = \max(x_{\text{rect}}(i)(n))$$

Eq. 3

for $i = 1, 2, \ldots, M$, where $M$ is number equal to 15% of the 50ms frames of the speech signal, e.g. a file of 5s will be divided into 100 frames and $M$ will be equal to 15. And $n = 1, 2, \ldots, N$, where $N$ is the number of samples in each frame.

4) Finally, the Speech/Non-speech Threshold ($T_{\text{SN}}$) is calculated as a mean value of the stored maximum amplitude values.

$$T_{\text{SN}} = \frac{1}{M} \sum_{i=1}^{M} A_{\text{max}}(i)$$

Eq. 4

for $i = 1, 2, \ldots, M$, where $M$ is number equal to 15% of the 50ms long frames of the speech signal.

3.1.2 Automatic breath sounds detection and removal

While speaking, pauses are inserted into speech to provide extra time with which to address the cognitive load of the current task. Breaths can be often substituted for silence to produce ‘filled pauses’ that achieve the same result. Therefore, breath sounds may theoretically be classified as a part of a pause. However, many feature extraction algorithms classify breath sounds as speech [251]. Thus, breath sounds detection and removal is required prior extraction of temporal features from speech signals.

**Gradient Threshold**

The Gradient Threshold ($T_{\text{GRAD}}$) is a gradient value above which the signal is considered speech, where gradient is defined as

$$g_n = x_{\text{rect}}(n+1) - x_{\text{rect}}(n)$$

Eq. 5
If one inspects the amplitude envelope of breath sounds and compares them to the amplitude envelope of speech sounds, a clear difference in gradient can be observed. The gradient value of two adjacent speech samples is usually much higher than that of two adjacent breath sounds samples. See Figure 3-1.

![Amplitude envelope comparison](image)

**Figure 3-1**: Difference in amplitude envelope between breath sound and speech signal.

**Reference Value**

The Gradient Threshold differs for each speaker, and so a *Reference Value (RV)* was calculated which can be employed to estimate this Gradient Threshold. This Reference Value was estimated experimentally by randomly selecting 10 speech files from all available recordings. For every file, the Gradient Threshold ($T_{\text{GRAD}}$) which detected all breath sounds in the recording was estimated. The Reference Value, for each selected recordings, was calculated by dividing the Gradient Threshold ($T_{\text{GRAD}}$) by the Speech/Non-speech Threshold ($T_{\text{SN}}$) value for that particular recording.
\[ RV(i) = \frac{Th_{\text{GRAD}}(i)}{Th_{\text{SN}}(i)} \]

Eq. 6

for \( i = 1, 2, \ldots, N \), where \( N \) is the number of speech files, i.e. 10 in this case.

Finally, the Reference Value was calculated as an average value of all 10 recording's reference values.

\[ RV = \frac{1}{N} \sum_{i=1}^{N} RV(i) \]

Eq. 7

for \( i = 1, 2, \ldots, N \), where \( N \) is the number of speech files, i.e. 10 in this case.

**Breath sounds detection**

Initial identification of breath sounds is based on an amplitude envelope detection and is described in the following four steps below. This allows to detect breath sounds within the speech signal. The steps for Breath Sounds Detection are as follows:

1) The amplitude envelope of the waveform is generated by performing Hilbert transform and full-wave rectification (Eq. 1) on the speech signal. The sampling rate is then decreased by decimation of the signal and the resulting signal is low-pass filtered at 33 Hz.

The original sampling frequency of 44.1 (22.05) kHz requires the signal to be decimated by a factor of 30 (15) in order to achieve a smooth envelope.

2) The gradient between each adjacent sample of the envelope is calculated. The additional advantage of measuring envelope gradients, rather than an absolute amplitude values, is that if one changes the volume level during recording it will change the value of amplitude. However the value of the difference between two neighbouring samples will not be significantly affected.

3) Two conditions that must be satisfied so that the sample is marked as a breath sample are:

a) The value of the gradient has to be below the Gradient Threshold, which is defined as
\[ Th_{GRAD} = RV \cdot Th_{SN} \]  
\textit{Eq. 8}

where \( Th_{SN} \) is the \textit{Speech/Non-speech Threshold} for the particular recording that is being processed.

\textbf{b) False positives can arise from individual gradient values (particularly at the peaks of the envelope) being less than the Gradient Threshold. The amplitude value of the sample must be below 120\% of the \textit{Speech/Non-Speech Threshold} to be considered a breath sound.}

The \textit{Speech/Non-Speech Threshold} is calculated on the segments of the smallest amplitude; however breath sounds have higher amplitude than the mean amplitude of noise and thus 120\% was found experimentally to compensate for this difference.

\textbf{4) Breath sounds are typically longer than 100ms [272], thus segments identified as possible breath sound shorter than 100ms are considered to be speech segments.}

\textbf{Breath onset/offset detection algorithm}

The breath sounds detection does not always detect the whole breath sound, but only part of it. For this reason, it is important to more accurately detect the boundaries of the breath sound. Breath onset and offset detection is the process of maximizing temporal resolution in order to find the boundaries of breath sounds. The stages of onset/offset detection are as follows:

1) In order to detect full breath sound, the breath sound segment is extended by 200ms on both sides. The extended segment is divided into 10ms frames. The energy is calculated for each frame.

2) Energy contour is estimated by calculating the log energy \( (E_{\log}) \) in every frame. The log energy is defined as

\[ E_{\log} = \log_{10}(E_s) \]  
\textit{Eq. 9}

where \( E_s \) is the discrete time signal energy defined in \textit{Eq. 2}. A three-point moving average filter is subsequently applied to smooth the energy contour.
3) A maximum energy value ($E_{\text{max}}$) is estimated over the original (non-extended) breath sound segment.

4) A minimum energy value ($E_{\text{min}}$) is estimated over the extended breath sound segment.

5) The Energy range ($E_{\text{range}}$) is calculated as

$$E_{\text{range}} = E_{\text{max}} - E_{\text{min}}$$

Eq. 10

6) Local minima are located over the energy contour and non-significant minima are excluded. A minimum is considered non-significant if the difference between $E_{\text{max}}$ and the energy value of minimum is less than 70% of $E_{\text{range}}$.

7) Finally, onset and offset of the breath segment are calculated based on the position of significant minima closest to the position of the maximum of the original breath segment.

**Breath sounds removal**

After breath onset/offset detection, the breath segments are replaced with silence of the same length as is the length of the breath segment. The silence is represented by a signal with zero amplitude. The length of the breath segment is calculated from the onset and offset of the breath segment. The recording is then passed for the feature extraction phase.
3.1.3 Extraction of temporal features

The observed changes in speech characteristics of individuals with impaired cognitive function were described in Sections 2.15 and 2.16. It was hypothesised that changes in cognitive function may be reflected in changes of temporal features of speech. With regard to the research hypothesis, it was deemed essential to extract temporal features of speech from all acquired recordings.

At the beginning of the feature extraction, all samples of the recording are classified as speech and non-speech samples in the first step. Samples above the Speech/Non-speech Threshold ($Th_{SN}$) are considered speech samples (labelled with value of 1); samples below the threshold are considered non-speech samples (labelled with value of -1).
\[ SNP(n) = \begin{cases} 
1, & \text{abs}(x(n)) \geq Th_{SN} \\
-1, & \text{abs}(x(n)) < Th_{SN} 
\end{cases} \]  

\textit{Eq. 11}

where \( SNP \) is the \textit{Speech/Non-speech Profile}, and \( x(n) \) is the original speech recording.

All non-speech segments shorter than 250ms are transformed to speech segments. Only non-speech segments of duration of 250ms or greater are considered pauses [273]. Anything shorter than this is considered a natural part of speech, where segments of low energy are a result of transitions from one word to another.

\textbf{Figure 3-3: Segmentation of the recording into speech and non-speech segments. Speech/Non-speech Profile represented by the red line.}

All speech segments shorter than 100ms were transformed to non-speech segments. All speech segments shorter than 100ms usually represents “clicks”, “knocks” on the microphone, coughing, etc.

The result of this process is a segmentation of audio recordings into speech or non-speech parts. This process provides one of the important set of features for the investigation of cognitive function through speech.

\textbf{Temporal features}

Table 3-1 shows temporal features that were extracted for all recordings in studies in Chapters 4 – 6.
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<table>
<thead>
<tr>
<th>Temporal feature</th>
<th>Abbreviation</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Pauses</td>
<td>NP</td>
<td>-</td>
</tr>
<tr>
<td>Mean Pause Duration</td>
<td>MPD</td>
<td>s</td>
</tr>
<tr>
<td>Proportion of Recording in Silence</td>
<td>PRS</td>
<td>-</td>
</tr>
<tr>
<td>Mean Utterance Duration</td>
<td>MUD</td>
<td>s</td>
</tr>
<tr>
<td>Total Recording Time</td>
<td>TRT</td>
<td>s</td>
</tr>
<tr>
<td>Total Length of Pauses</td>
<td>TLP</td>
<td>s</td>
</tr>
<tr>
<td>Total Length of Utterances</td>
<td>TLU</td>
<td>s</td>
</tr>
</tbody>
</table>

In Table 3-1, the following definitions apply

\[
\text{Mean Pause Duration} = \frac{\text{Total Length of Pauses}}{\text{Number of Pauses}} \quad \text{Eq. 12}
\]

\[
\text{Mean Utterance Duration} = \frac{\text{Total Length of Utterances}}{\text{Number of Utterances}} \quad \text{Eq. 13}
\]

Total Length of Pauses is the sum of durations of all pauses and Total Length of Utterances is the sum of durations of all utterances (i.e. not pauses) in the recording.

Figure 3-4: Graphical User Interface for displaying the results of segmentation into speech and non-speech segments.
3.1.4 Extraction of energy and fundamental frequency features

Functional and morphological changes in areas of speech production and motor control in the brains of individuals with impaired cognitive function have been reported in Sections 2.11 and 2.12. Section 2.16 described qualitative changes in speech of individuals with impaired cognitive function. Considering these previous findings and changes in the brain areas of motor control that are responsible for the precise control of articulators, it was hypothesised that the energy and fundamental frequency features may be affected in individuals with impaired cognitive function (see Sections 2.14.1, 2.14.2, 2.16.4).

The following energy and fundamental frequency features were extracted from the speech recordings and provided another set of important features for the investigation of cognitive function through assessment of speech characteristics.

Energy features

The energy of a discrete time signal is defined in Eq. 2 (see Section 3.1.1).

\[ \text{Mean Energy per Second (MES)} \]

\[ \text{Standard Deviation of Mean Energy per Second (SDMES)} \]

were estimated for all recordings. In order to take into account inter-speaker variance in the energy of the speech signal, the Coefficient of Variation of Mean Energy per Second (CoVE) was calculated.

\[ \text{CoVE} = \frac{SDMES}{MES} \]

Eq. 14

Fundamental frequency estimation

During fundamental frequency (F₀) estimation, the signal was divided into 50ms frames and fundamental frequency was estimated in each of these frames. The fundamental frequency was estimated by finding the maximum amplitude of the signal cepstrum [271] within the range of 50 to 500Hz. \[ \text{Mean F₀ (MF₀)} \] was calculated by averaging F₀ estimates of all 50ms frames. Similarly, the \[ \text{Standard Deviation of F₀ (SDF₀)} \] was calculated from all 50ms frames. Finally, \[ \text{Coefficient of Variation of F₀ (CoVF₀)} \] was calculated.

\[ \text{CoVF₀} = \frac{SDF₀}{MF₀} \]

Eq. 15
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Fundamental frequency amplitude

The amplitude of $F_0$ is the amplitude of the $F_0$ peak in the cepstrum. The Mean $F_0$ Amplitude (MFoA), Standard Deviation of $F_0$ Amplitude (SDFoA) and Coefficient of Variation of $F_0$ Amplitude (CoVFoA) were calculated similarly as in the case of fundamental frequency features estimation.

3.2 Classification of subjects into cognitively healthy and cognitively impaired cases

To enable the use of temporal, energy and frequency speech features to be incorporated in a system to assess cognitive function, a pattern classifier was employed.

A Linear Discriminant Analysis (LDA) classifier [274] was employed to differentiate between cognitively healthy and cognitively impaired cases based on the distribution of extracted speech features. Cross-fold validation [275] was used to maximize training and determine classification accuracies.

In $k$-fold cross-validation, the dataset is randomly split into $k$ mutually exclusive subsets (the folds) of equal size. In leave-one-out cross-validation, the classifier is trained employing all subsets, except one. After the training, the classifier’s performance is tested employing the one subset not included in the training of the classifier. The training and testing is repeated $k$-times, every time leaving out different subset for testing. In this manner, the classifier is always tested employing a subset that has not been included in the training.

The variance of the performance estimates was decreased by averaging results from multiple runs of cross-validation where a different random split of the training data into folds is employed for each run. Number of repetitions and folds of cross-validation used to estimate classifier performance is specified for each study separately. For each run of cross fold validation the number of cognitively healthy and cognitively impaired cases was equal.

3.2.1 Classifier performance

Classifier performance was measured using sensitivity, specificity, positive predictivity, negative predictivity and the overall accuracy. These measures were calculated as per the definition of true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN) presented in Table 3-2.
Table 3-2: Definitions of true positives/negatives and false positives/negatives.

<table>
<thead>
<tr>
<th>Predicted classification</th>
<th>Pathology</th>
<th>Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Positive (TP)</td>
<td>False Positive (FP)</td>
<td></td>
</tr>
<tr>
<td>False Negative (FN)</td>
<td>True Negative (TN)</td>
<td></td>
</tr>
</tbody>
</table>

Where performance metrics are defined as follows:

\[- \frac{TP + TN}{TP + TN + FP + FN} \]  
\[- \frac{TP}{TP + FN} \]  
\[- \frac{TN}{TN + FP} \]  
\[- \frac{TP}{TP + FP} \]  
\[- \frac{TN}{TN + FN} \]

Eq. 16  
Eq. 17  
Eq. 18  
Eq. 19  
Eq. 20

3.2.2 Receiver operator characteristic (ROC) curves

Receiver operator characteristic (ROC) curves [276], which provide valuable information on the classifier’s ability to discriminate between two classes over the complete spectrum of decision thresholds, were calculated. The ROC curve is a graph of sensitivity versus (100% - specificity), as the a-priori probabilities of the two classes are swept between zero and one. It provides information on clinical usefulness since it presents a trade-off in costs between false positives and false negatives and can be employed to decide the threshold for different clinical requirements e.g. screening vs. pre-surgical diagnosis. The Area Under the ROC curve (AUC_ROC) is a metric against which other classifier’s configurations and/or features can be compared.
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### Key points

- Developed algorithm for fully-automated extraction of temporal features from speech recordings carried out in real-life environments.
- Developed algorithm for fully-automated breath sounds detection and removal from speech recordings carried out in real-life environments.
- Presented algorithms for energy and fundamental frequency features estimation.
- Presented method for classification to stratify subjects based on speech features.

### 3.3 Summary

This chapter presented an algorithm that was developed for extraction of temporal features from speech recordings acquired in real-life environments. The algorithm included detection and removal of artefacts such as breath sounds. Methods that allow classification of subjects into healthy and impaired group based on their speech features were described. The developed algorithms and classification methods will be used in studies presented in the following chapters of this thesis.

The next chapter, Chapter 4, describes an investigation of speech characteristics in subjects with schizophrenia. Chapter 4 also provides assessment of the performance of the algorithm for extraction of temporal features from speech recordings. Investigation of the impact of the breath sounds detection and removal on the ability to discriminate between healthy and abnormal cases is presented as the last study of Chapter 4.
Chapter 4

Speech as an objective biomarker for schizophrenia

Cognitive impairment does not only affect older adults. Psychiatric conditions as discussed in Chapter 2, Section 2.16 can be accompanied by cognitive impairment. Included among these conditions is schizophrenia. The hypothesis with regard to schizophrenia is that speech characteristics of schizophrenics are different to those of healthy controls and these changes in speech characteristics would allow stratification of subjects into controls and schizophrenics. Building on methods developed in Chapter 3, the Study 1 of Chapter 4 investigated changes in speech characteristics of schizophrenics and healthy controls. Study 2 and Study 3 of Chapter 4 provide assessment of the performance of the algorithm described in Chapter 3. A number of publications have been derived from the research described in this chapter.
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4.1 Study 1 – Investigation of the speech characteristics of individuals with schizophrenia

Schizophrenia is a serious mental illness characterized by a fundamental disturbance in perception, thought and communication [277]. Characteristic symptoms of schizophrenia are categorized into positive and negative symptoms. Positive symptoms, such as delusions and hallucinations are those that appear to reflect an excess or distortion of normal functions [278]. Negative symptoms, such as loss of interest or asociality, are those that appear to reflect a diminution or loss of normal functions [279-281]. Disorganized speech, a positive symptom is characterized by tangential, loosely associated, or incoherent speech severe enough to substantially impair effective communication. Alogia, or poverty of speech, is a negative symptom characterized by lessening of speech fluency and productivity, thought to reflect slowing or blocked thoughts, and often manifested as short, ‘empty’ replies to questions. Another negative symptom, affective flattening, is the reduction in the range and intensity of emotional expression, including facial expression, voice tone, eye contact, and body language [282].

From a linguistic perspective, the duration of pauses and hesitations have been found to correlate strongly with the clinician’s impressions of the patient’s flat affect and alogia [265]. Alpert et al. [283] have shown that patients with this flat affect spoke with less inflection and have used less of their available time to describe recent experiences, i.e. were less fluent. Docherty et al. [284] have demonstrated that sustained attention impairment and impaired sequencing abilities (i.e. adequate words and phrases ordering for the communication of intended meanings), which are often found in schizophrenia, are highly predictive of communication failures related to language structure. Furthermore, Wisniecki et al. [270] have shown, using a simple counting and picture description task, that average pause length was indicative of motor retardation in those with negative symptom schizophrenia compared to controls. A number of different groups have used analysis of speech patterns so as to quantify the differences in length of pauses between those with mental illness and controls. These studies demonstrated that the length of pauses of the schizophrenic patients was longer in comparison with control subjects [285-287].
It has been demonstrated using MRI imaging, that structural changes post-onset can be found in the brains of those with schizophrenia [288-291] and that cognitive impairment affects up to 73% of schizophrenic patients [292]. Rapoport et al. [293] reported a 7% reduction of thalamus volume per year, in adolescents with schizophrenia. A similar volume reduction of the putamen and thalamus were reported in patients with probable Alzheimer's disease [58]. It was found that the decrease in volume of these deep grey matter structures correlated linearly with impaired global cognitive performance. The putamen, as a part of the striatum in the basal nuclei, connects with many other structures and pathways in the brain, forming a series of complex circuits between the cerebral cortex, basal nuclei and thalamus. One of the major circuits in this network is the motor circuit [294]. Significant reduction in grey matter in frontal areas in adolescent schizophrenic patients over a 3-5 year period was reported by Rapoport et al. [295]. The frontal lobes contain major motor control and speech production areas, including the primary motor cortex (Brodmann's area 4 (BA-4)), the premotor area (BA-6) and Broca's area (BA-44, BA-45), which are responsible for sequencing and controlling the motor movements required for the production of speech [294].

Two symptoms of schizophrenia in particular are associated with speech; alogia, which may reflect slowing or blocked thoughts, and cognitive impairment. The study presented here investigated temporal speech parameters such as the number, length of pauses and utterances as indicators of these symptoms. Affective flattening as a symptom of schizophrenia and structural changes in the brain of schizophrenics may be indicative of changes in functioning of articulators, hence this study investigated vocal pitch and energy parameters.

The aim of this study was to determine whether the speech characteristics of those with schizophrenia were significantly different from healthy controls, specifically to establish which components of speech can serve as a basis for objective analysis in schizophrenia.

4.1.1 Methods

Cohort

Informed consent was obtained from 39 (12 female) patients who fulfilled the Diagnostic and Statistical Manual of Mental Disorders IV criteria (DSM-IV) [6] using the Structured Clinical Interview for DSM [296] (Mean ± SD age = 42.3 ± 13.5 years) from the St. Vincent’s Hospital Fairview catchment area in Dublin. The mean duration of illness (time from diagnosis) was 14.4 (± 11.2) years. All patients were physically healthy. Study exclusion criteria included...
psychiatric diagnosis of co-morbid DSM IV [6] including alcohol or illicit drug abuse. The severity of illness was rated in all of the recruited patients, using the Brief Psychiatric Rating Scale (BPRS) [297] and the Scale for Assessment of Negative Symptoms (SANS) [254]. Patients were being prescribed a variety of different antipsychotic medications that have been converted to chlorpromazine (mg) equivalents in Table 4-1.

Control subjects comprised of 18 subjects (10 female) with a mean (± SD) age of 40.5 (± 12.9) years. All subjects were physically healthy and had no personal or family history of psychiatric illness and were recruited from within the local community. None of the control subjects were taking any form of prescribed or over the counter medication.

All schizophrenic and control subjects were literate. The study had approval from the Ethics Committee of St. Vincent's Hospital, Fairview. After complete description of the study to the subjects, written informed consent was obtained.

Table 4-1: Patient profile, medication and psychiatric rating.

<table>
<thead>
<tr>
<th></th>
<th>Female</th>
<th></th>
<th>Male</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Number of subjects</td>
<td>12</td>
<td>-</td>
<td>27</td>
<td>-</td>
</tr>
<tr>
<td>Meds (CPZ) (mg)</td>
<td>818</td>
<td>347</td>
<td>708.4</td>
<td>346</td>
</tr>
<tr>
<td>In/Out Patient</td>
<td>2 in / 10 out</td>
<td>-</td>
<td>8 in / 19 out</td>
<td>-</td>
</tr>
<tr>
<td>BPRS</td>
<td>34.9</td>
<td>7.7</td>
<td>37.8</td>
<td>12.7</td>
</tr>
<tr>
<td>SANS</td>
<td>17.6</td>
<td>17.5</td>
<td>21.7</td>
<td>17.9</td>
</tr>
<tr>
<td>LOI (years)</td>
<td>18.4</td>
<td>12.4</td>
<td>12.6</td>
<td>10.4</td>
</tr>
<tr>
<td>Age</td>
<td>49.2</td>
<td>15.6</td>
<td>39.2</td>
<td>11.5</td>
</tr>
</tbody>
</table>

BPRS is the Brief Psychiatric Rating Scale, SANS is the Scale for Assessment of Negative Symptoms, CPZ is Chlorpromazine equivalents in mg, and LOI is Length of Illness in years.

Data acquisition

Each subject read aloud an extract from the children's story "Heidi" (see Appendix A.1). This passage is considered to be emotionally neutral and was particularly chosen for its verbal and semantic simplicity. The text passage has been previously employed in other cognitive studies [251]. The passage has a word count of 390 and, on average, takes 3-3.5 minutes to read aloud. Sample of the text is presented below and the full text can be found in Appendix A.1.
“The thing which attracted her most, however, was the waving and roaring of the three old fir trees on these windy days. She would run away repeatedly from whatever she might be doing, to listen to them, for nothing seemed so strange and wonderful to her as the deep mysterious sound in the tops of the trees. She would stand underneath them and look up, unable to tear herself away, looking and listening while they bowed and swayed and roared as the mighty wind rushed through them.”

All audio files were recorded in a quiet room on a minidisc recorder (SONY MZ-B10) with direct digital 16-bit sampling and at a sampling rate of 22.05 kHz. Although every effort was taken to keep a constant distance during acquisition between the speaker and microphone, variation in acoustic amplitude exists between speakers due to individual variation in speaking volume.

Data processing

The temporal and acoustic features presented below were extracted from acquired speech recordings in this study. See Chapter 3, Section 3.1 for description of the feature extraction process.

Temporal features

- Number of Pauses
- Mean Pause Duration
- Proportion of Recording in Silence
- Mean Utterance Duration
- Total Recording Time
- Total Length of Pauses
- Total Length of Utterances

Acoustic features

- Mean Energy per Second (MES)
- Standard Deviation of Mean Energy per Second (SDMES)
- Coefficient of Variation of Mean Energy per Second (CoVE)
- Mean $F_0$ (MFO)
- Standard Deviation of $F_0$ (SDFo)
- Coefficient of Variation of $F_0$ (CoVFo)
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Classification and statistical analysis

A two-tailed, unequal sample sizes, unequal variance, Student's t-test was employed to determine if there are statistically significant differences between the features of control and schizophrenic group. A one-tailed Fisher's F-test was employed to determine if correlation exists between the extracted speech features and the clinical variables – Dosages of Medication, symptom scales (BPRS, SANS), and Length of Illness.

Analysis of the histograms of all features extracted from all recordings for schizophrenic and control group showed an approximate Gaussian distribution. Therefore, a classifier based on Linear Discriminant Analysis (LDA) was chosen to differentiate between the control and schizophrenic subjects (see Chapter 3, Section 3.2). In this study, 39 repetitions of eighteen-fold cross-validation were used to estimate classifier performance. For each run of cross fold validation the number of normal and abnormal cases was equal.

4.1.2 Results

Feature values

Table 4-2 displays the average feature values for the patient and control groups. A clear difference in these values can be observed, with some features showing larger differences. The Number of Pauses, Proportion of Recording in Silence and the Total Length of Pauses were found to increase by 27%, 23% and 40% respectively for the patient group compared to the control group. The variations in their distributions are clearly smaller for the control group.

Table 4-2: Mean feature values (and standard deviations) for schizophrenic and control subjects.

<table>
<thead>
<tr>
<th></th>
<th>Schizophrenics</th>
<th>Controls</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Number of Pauses (s)</td>
<td>68.72</td>
<td>19.77</td>
</tr>
<tr>
<td>Mean Pause Duration (s)</td>
<td>0.63</td>
<td>0.08</td>
</tr>
<tr>
<td>Proportion of Recording in Silence</td>
<td>0.19</td>
<td>0.04</td>
</tr>
<tr>
<td>Mean Utterance Duration (s)</td>
<td>2.69</td>
<td>0.63</td>
</tr>
<tr>
<td>Total Recording Time (s)</td>
<td>222.15</td>
<td>42.80</td>
</tr>
<tr>
<td>Total Length of Pauses (s)</td>
<td>42.80</td>
<td>12.42</td>
</tr>
<tr>
<td>Total Length of Utterances (s)</td>
<td>179.35</td>
<td>35.78</td>
</tr>
<tr>
<td>CoVE</td>
<td>0.67</td>
<td>0.21</td>
</tr>
<tr>
<td>CoVFo</td>
<td>0.22</td>
<td>0.05</td>
</tr>
</tbody>
</table>

CoVE - Coefficient of Variation of Mean Energy per Second, CoVFo - Coefficient of Variation of Fundamental Frequency
Employing the Student’s t-test, the following features were found to be statistically significant - Number of Pauses ($t(55)=3.87$, $p<0.0003$), Mean Pause Duration ($t(35)=2.62$, $p<0.01$), Proportion of Recording in Silence ($t(54)=4.81$, $p<0.00001$), Mean Utterance Duration ($t(43)=2.15$, $p<0.04$), Total Recording Time ($t(45)=2.77$, $p<0.008$), Total Length of Pauses ($t(55)=4.99$, $p<0.000007$), Coefficient of Variation of Mean Energy per Second ($t(49)=2.12$, $p<0.04$). The only features not achieving statistical significance were the Total Length of Utterances ($t(45)=1.85$, $p<0.07$) and the Coefficient of Variation of Fundamental Frequency ($t(24)=0.88$, $p<0.4$).

Classification results

To assess the ability of the LDA classifier to distinguish between schizophrenic patients and controls, the LDA classifier was trained using three feature sets. At first, the LDA classifier was trained on a combination of all the features listed in Table 4-2, and the performance of this classifier may be seen in Table 4-3, Feature Set 1.

Table 4-3: Linear Discriminant Analysis (LDA) classifier performance metrics.

<table>
<thead>
<tr>
<th></th>
<th>Feature Set 1</th>
<th>Feature Set 2</th>
<th>Feature Set 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity (%)</td>
<td>72.64</td>
<td>75.21</td>
<td>72.36</td>
</tr>
<tr>
<td>Specificity (%)</td>
<td>78.63</td>
<td>83.62</td>
<td>85.47</td>
</tr>
<tr>
<td>Positive predictivity (%)</td>
<td>77.86</td>
<td>82.02</td>
<td>83.39</td>
</tr>
<tr>
<td>Negative predictivity (%)</td>
<td>74.24</td>
<td>77.40</td>
<td>75.75</td>
</tr>
<tr>
<td>Overall accuracy (%)</td>
<td>75.64</td>
<td>79.42</td>
<td>78.92</td>
</tr>
<tr>
<td>AUC_ROC</td>
<td>0.79</td>
<td>0.82</td>
<td>0.80</td>
</tr>
</tbody>
</table>

*aucROC* - Area under the ROC curve,
*Feature Set 1* - all features combined,
*Feature Set 2* - Feature Set 1 minus Total Length of Utterances and Coefficient of Variation of Fundamental Frequency,
*Feature Set 3* - Number of Pauses, Proportion of Recording in Silence, Total Recording Time and Total Length of Pauses

The training and testing was repeated for each individual feature set and certain features were found to result in better classification accuracy than others. Predictably, the two feature sets which were found not to have significantly different data distributions resulted in the poorest classification performance. The classification result using Total Length of Utterances and Mean Utterance Duration was 60% and 62% respectively, compared to 75% and 77% classification for Number of Pauses and Proportion of Recording in Silence.
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The combined feature set was then reduced removing Total Length of Utterances and Coefficient of Variation of Fundamental Frequency. The results of the LDA training/testing may be seen in the Table 4-3, Feature Set 2. Further reduction in the features set removed the next poorest performing features; Mean Pause Duration and Mean Utterance Duration and Coefficient of Variation of Mean Energy per Second (see Table 4-3, Feature Set 3).

The classification performance when training on the two reduced feature sets outperform the original classifier for all classifier metrics, however between the two reduced feature set the results are not as clear. While the Feature Set 2 (only omitting Total Utterance Duration and Coefficient of Variation of Fundamental Frequency) performs better than the Feature Set 3 (additionally removing Mean Pause Duration and Mean Utterance Duration and Coefficient of Variation of Mean Energy per Second) for nearly all classification results except Specificity and Positive Predictivity. The higher specificity suggests more controls being classified correctly while the slightly higher positive predictability suggests a higher likelihood of classifying a patient correctly.

Correlation analysis

Table 4-4 lists the correlation coefficients between extracted features and clinical variables - Dosages of Medication, symptom scales (BPRS, SANS), and Length of Illness.

Table 4-4: Correlation coefficients between features, symptom scales, dosages of medication and length of illness.

<table>
<thead>
<tr>
<th></th>
<th>Correl. with Meds</th>
<th>Correl. with BPRS</th>
<th>Correl. with SAND</th>
<th>Correl. with LOI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Pauses</td>
<td>0.02</td>
<td>-0.19</td>
<td>-0.03</td>
<td>0.11</td>
</tr>
<tr>
<td>Mean Pause Duration</td>
<td>0.31</td>
<td>0.10</td>
<td>-0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>Proportion of Recording in Silence</td>
<td>0.33(^a)</td>
<td>-0.34(^a)</td>
<td>-0.35(^a)</td>
<td>0.43(^b)</td>
</tr>
<tr>
<td>Mean Utterance Duration</td>
<td>-0.22</td>
<td>0.46(^b)</td>
<td>0.37(^a)</td>
<td>-0.46(^b)</td>
</tr>
<tr>
<td>Total Recording Time</td>
<td>-0.13</td>
<td>0.25</td>
<td>0.38(^a)</td>
<td>-0.28</td>
</tr>
<tr>
<td>Total Length of Pauses</td>
<td>0.18</td>
<td>-0.14</td>
<td>-0.02</td>
<td>0.11</td>
</tr>
<tr>
<td>Total Length of Utterances</td>
<td>0.22</td>
<td>0.35(^a)</td>
<td>0.46(^b)</td>
<td>-0.38(^a)</td>
</tr>
<tr>
<td>CoVE</td>
<td>-0.34(^a)</td>
<td>0.37(^a)</td>
<td>0.37(^a)</td>
<td>-0.44(^b)</td>
</tr>
<tr>
<td>CoVF(_0)</td>
<td>-0.15</td>
<td>0.07</td>
<td>0.02</td>
<td>-0.18</td>
</tr>
</tbody>
</table>

CoVE - Coefficient of Variation of Mean per Second, CoVF\(_0\) - Coefficient of Variation of Fundamental Frequency

\(^a\) Statistically significant at \(p=0.05\)

\(^b\) Statistically significant at \(p=0.01\)
Employing the Fisher's F-test to determine if these correlation coefficients are statistically significant yielded the following results. Each of the clinical variables has a correlation of statistical significance ($p<0.05$) with at least one of the temporal features. Highest correlation coefficients, which were statistically significant at $p<0.01$, were between Length of Illness and Proportion of Recording in Silence ($F(1,35)=8.33$), Mean Utterance Duration ($F(1,35)=9.74$) and Relative Variation in Energy ($F(1,35)=8.74$), further between SANS and Total Length of Utterances ($F(1,35)=10.08$) and also between BPRS and Mean Utterance Duration ($F(1,35)=9.90$) (see Table 4-4).

4.1.3 Discussion

From classification results of the two reduced feature sets it is clear that the pause related features were most significant in differentiating between schizophrenic and control group. Classification was carried out on each feature set individually and it was the Number of Pauses, Proportion of Recording in Silence and Total Length of Pauses that had the highest overall accuracy for classification. On average, patients with schizophrenia tend to insert more pauses in their read speech (+27%, see Table 4-2), which causes the Proportion of Recording in Silence and Total Length of Pauses to be higher for patients with schizophrenia than control subjects. Mean Pause Duration is also slightly greater (+10%, see Table 4-2) for patients with schizophrenia. This result confirms the hypothesis that the speech characteristics of patients with schizophrenia contain more pauses and longer duration of pauses.

These differences in temporal features of speech may be related to the cognitive impairment which affects people with schizophrenia [292]. Cognitive impairment is associated with psychomotor retardation and has deteriorating effects on the production of speech. Saykin et al. [298] compared two schizophrenic patients groups - first episode patients and previously treated patients, with healthy control group. Patients groups had nearly identical profiles showing generalized impairment, particularly in verbal memory and learning attention-vigilance, and speeded visual-motor processing and attention.

In terms of the changes in the brain areas of schizophrenic patients and the negative symptom, affective flattening, which is associated with the speech of schizophrenics, it was hypothesized that a lack of variation in energy and vocal pitch would be observed in speech of schizophrenics (see Section 2.16.4). Of the remaining features; utterance related features and energy/pitch variation, it is the Coefficient of Variation of Mean Energy per Second that had the highest success rate in classification. Given the variation in individual speaker volume, the
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absolute values for *Mean Energy per Second* and *Standard Deviation of Mean Energy per Second* are not valid for inter-subject comparison. Relative measures of these features were calculated and *Coefficient of Variation of Mean Energy per Second* results in a classification accuracy of 63.3%. The distribution of the *Coefficient of Variation of Fundamental Frequency* was found not to be statistically significant (*p*=0.4) and was not a useful measure in differentiating between the two groups. No significant difference was found between speech parameters of in-patients and out-patients.

The ability to discriminate between healthy controls and schizophrenic subjects of our study was lower than the discriminating performance of 95.2% shown in the study of Stassen et al. [251]. This may be a result of Stassen's training of the discriminant analysis classifier. The classifier was trained on recordings from 84 subjects (42 schizophrenics, 42 controls). The same 84 subjects were re-recorded 14 days later and the speech parameters from these recordings tested on the trained classifier. Stassen et al. also demonstrated that speech parameters for healthy subjects [299] and schizophrenic patients [251] remain stable over the period of 14 days and are highly correlated. Using the same subjects in the training and test samples, and taking into account the stability of speech parameters over time, an increased accuracy of the discriminant analysis classifier may be expected. Also, Stassen et al. recorded data in an acoustically shielded room. The recordings reported in this study were carried out in a quiet room, more akin to what one might expect in real world clinical settings. Nevertheless, a good discrimination accuracy of 79.4% was achieved. Therefore, the results from the study presented herein demonstrate that the patients' voice characteristics can differentiate from those of healthy subjects.

The effect of antipsychotic medication on speech characteristics in schizophrenic subjects is a source of concern when interpreting the study results. To assess the effect of medication on speech additional scale scores reflecting the side-effects of medication are required. Stassen et al. [251] reported no significant relationship between most of the acoustic variables and measures of antipsychotic medication side-effects. Qualitative changes in speech characteristics are included in the diagnosis of first episode schizophrenics in the National Institute of Health - Diagnostic and Statistical Manual of Mental Disorders (DSM-IV) [6]. During the initial psychiatric assessment, the first-episode schizophrenics are not taking antipsychotic medication. Therefore, it may be implied that the differences in speech characteristics reported in this study reflects the psychiatric condition rather than the effects of the medication. Further research is required to confirm this assumption.
A larger database of speech samples from schizophrenic patients displaying a range of symptoms, as well as samples from healthy controls would contribute to a more robust classification system and may possibly show better correlation between acoustic features and dosages of medication, symptom scales and/or length of illness.

Using speech for assessment of schizophrenia may enable development of remote and fully automated system. Studies by Moran et al. [300] and Wormald et al. [301] presented automatic assessment systems for monitoring vocal fold pathologies. In this way, high quality assessments may be carried out remotely, resulting in the use of available medical resources in an efficient and effective manner, as well as providing psychiatrists with up to date results with minimal processing. Monitoring of the effects of medication on cognitive functioning of schizophrenic patients using regular voice recordings may provide the psychiatrist with valuable information about the suitability of the prescribed medication.

Key points

- The Number of Pauses, Proportion of Recording in Silence and the Total Length of Pauses were found to increase by 27%, 23% and 40% respectively for the schizophrenic group compared to the control group.
- The speech of patients with schizophrenia contains more and longer pauses.
- Statistically significant differences were found in mean values between the patient group and control group for all speech features, except the Total Length of Utterances and the Coefficient of Variation of Fundamental Frequency.
- Ability to discriminate between schizophrenics and healthy controls of the LDA classifier trained with all speech features achieved classification accuracy of 75.6% (Sensitivity of 72.6%, Specificity of 78.6%)
- Training LDA classifier with the Feature Set 2 yielded classification accuracy of 79.4% (75.2%, 83.6%)
- Training LDA classifier with the Feature Set 3 yielded classification accuracy of 78.9% (72.4%, 85.5%)
- The pause related features were most significant in differentiating between schizophrenic and control group.
- Each of the clinical variables has a statistically significant correlation ($p<0.05$) with at least one of the temporal speech features.
4.2 Study 2 - Assessment of the performance of the algorithm for extraction of temporal features

In order to provide validation of the algorithm developed for automated extraction of temporal speech features from speech recordings described in Chapter 3, Section 3.1, the assessment of performance of this algorithm was carried out to estimate the accuracy of the algorithm. To achieve correct speech feature values that correspond with reality, the algorithm must correctly identify pauses and speech segments in the recording. This study focused on estimation of the ability of the feature extraction algorithm to correctly identify pauses and speech segments in the recording. Three tests were performed to assess the performance of the algorithm.

4.2.1 Methods

Artificially constructed speech recording

A speech file was artificially constructed by concatenating speech, silence and breath segments, each of 500ms duration to one 180s file. The file consisted of 120 pauses (which included 120 breath sounds) and 120 speech segments. The total length of pauses in the constructed file was 120s and the total length of speech segments was 60s. The file was split into 10ms long non-overlapping frames of speech and pauses, and the performance of the feature extraction algorithm to correctly identify speech and pause frames was estimated.

Three speech recordings hand-labelled by three listeners

To provide more realistic assessment of the performance of the automated feature extraction algorithm, as a second test, three recordings were randomly selected from all available recordings described in Section 4.1.1. In each of these recordings, pauses (which includes breath sounds) and speech frames (10ms long, non-overlapping) were independently hand-labelled by three experienced listeners. The listeners hand-labelled three recordings with total length of 6.9 minutes. The recordings contained 118 pauses, which included 110 breath sounds. The performance of the feature extraction algorithm to correctly identify speech and pause frames was estimated for these files for every listener, to calculate if there are significant differences in hand-labelling between all three listeners. This step was required to find out whether in the next test the recordings have to be hand-labelled with more listeners or just with one.
Larger corpora hand-labelled by one listener

To obtain a more accurate estimate of the performance of the feature extraction, 20 randomly selected recordings from the corpus described in Section 4.1.1 were hand-labelled by one listener (Listener 1) for speech and pause frames (10ms long, non-overlapping). The total length of all 20 recordings was 46.5 minutes and contained 872 pauses which included 634 breath sounds. Average performance of the feature extraction algorithm was estimated.

Assessment of the performance of the feature extraction algorithm

Performance was measured using sensitivity, specificity, positive predictivity, negative predictivity and overall accuracy as defined in Eq. 16 - Eq. 20. The true/false positives and true/false negatives were defined as shown in Table 4-5.

Table 4-5: True/false positives and true/false negatives definition for assessment of the performance of the feature extraction algorithm

<table>
<thead>
<tr>
<th>Listener identification</th>
<th>Pause</th>
<th>Speech</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm identification</td>
<td>True Positive (TP)</td>
<td>False Positive (FP)</td>
</tr>
<tr>
<td></td>
<td>False Negative (FN)</td>
<td>True Negative (TN)</td>
</tr>
</tbody>
</table>

Sensitivity is described by some authors [302] as "non-speech hit rate $HR_0$" and specificity as "speech hit rate $HR_1$". The non-speech hit rate is defined as

$$HR_0 = \frac{N_{0,0}}{N_{0}^{\text{ref}}}$$

Eq. 21

where $N_{0,0}$ is the number of correctly classified non-speech frames, and $N_{0}^{\text{ref}}$ is the number of real non-speech frames in the recording. And the speech hit rate is defined as

$$HR_1 = \frac{N_{1,1}}{N_{1}^{\text{ref}}}$$

Eq. 22

where $N_{1,1}$ is the number of correctly classified speech frames, and $N_{1}^{\text{ref}}$ is the number of real speech frames in the recording.
These two measures provide information about the proportion of correctly classified pause (speech) frames over all real pause (speech) frames. To obtain a better estimate of the performance of the feature extraction, in this study, the overall accuracy, positive and negative predictivity were also calculated, where positive (negative) predictivity provides information about the proportion of correctly identified pause (speech) frames over all identified pause (speech) frames.

4.2.2 Results

![Figure 4-1: Artificially constructed speech recording processed with proposed feature extraction algorithm. Pauses that include breath sounds are displayed in green colour, speech segments in blue colour. Final decision of the algorithm is represented by the red line.](image)

Artificially constructed speech recording

The feature extraction algorithm performed very well on the artificially constructed speech recording and as expected identified all speech and pause frames correctly (see Figure 4-1). Following performance metrics were achieved:
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- Overall accuracy: 100%
- Sensitivity: 100%
- Specificity: 100%
- Positive predictivity: 100%
- Negative predictivity: 100%

Three speech recordings hand-labelled by three listeners

Differences between hand-labelling performances of all three listeners were small (SD of accuracy = 0.40%, SD of sensitivity = 1.36%, SD of specificity = 0.51%). The segmentation of the recordings into pause and speech frames corresponded closely with that of the feature extraction algorithm. Results can be seen in Table 4-6 and Table 4-7.

| Table 4-6: Combined performance metrics from three recordings and three listeners |
|-------------------------------------------------|---------------|------------------|
| Overall accuracy (%)                           | 97.84         | 0.40             |
| Sensitivity (%)                                | 96.40         | 1.36             |
| Specificity (%)                                | 98.03         | 0.51             |
| Positive predictivity (%)                      | 90.95         | 2.33             |
| Negative predictivity (%)                      | 99.36         | 0.26             |

| Table 4-7: Combined performance metrics of the three recordings for each listener |
|-------------------------------------------------|---------------|------------------|
| Overall accuracy (%)                            | 97.61 (0.30)  | 97.82 (0.56)     | 98.09 (0.33)  |
| Sensitivity (%)                                 | 94.98 (5.60)  | 96.67 (3.42)     | 97.55 (2.62)  |
| Specificity (%)                                 | 98.05 (1.09)  | 97.93 (0.88)     | 98.11 (0.50)  |
| Positive predictivity (%)                       | 90.99 (4.67)  | 90.67 (0.93)     | 91.19 (0.72)  |
| Negative predictivity (%)                       | 99.08 (0.81)  | 99.42 (0.44)     | 99.57 (0.36)  |

Average values for all three listeners with standard deviations in parentheses.

Larger corpora hand-labelled by one listener

Given the close agreement in hand-labelling of the three listeners, Listener 1 hand-labelled another 20 recordings to obtain more accurate estimate of the feature extraction algorithm performance. Following results were achieved:
• Overall accuracy: 97.29%
• Sensitivity: 93.52%
• Specificity: 98.37%
• Positive predictivity: 92.92%
• Negative predictivity: 98.23%

4.2.3 Discussion

To evaluate the performance of the developed algorithm, three tasks were performed. At first, the feature extraction algorithm was tested against artificially created recording, which contained 120 pauses (which included breath sounds) and 120 speech segments of known length. The algorithm identified all speech and pause frames correctly.

As a second test, an agreement in hand-labelling of the recordings between different listeners was investigated. This was needed to find out whether in the next task the recordings have to be hand-labelled with more listeners or just with one listener. Very close agreement of all listeners was achieved with standard deviation of 0.40% in accuracy, 1.36% in sensitivity and 0.51% in specificity. Therefore, it was decided that, in the next task, hand-labelling of the recordings with just one listener will provide data with enough accuracy to estimate the performance of the feature extraction algorithm.

To obtain a better estimate of the performance of the feature extraction algorithm, Listener 1 hand-labelled additional 20 recordings and the average performance from all these recordings was calculated. Very good performance of the feature extraction algorithm was achieved with overall accuracy of 97.29%, sensitivity of 93.52% and specificity of 98.37%. Therefore, the feature values from automated extraction of temporal features should closely correspond with real values.

Key points

• The developed temporal feature extraction algorithm identified all speech and pause frames correctly (100% performance) for the artificially constructed speech recording.
• The developed temporal feature extraction algorithm achieved very good performance in speech and pause identification using 20 real speech recordings: overall accuracy of 97.29%, sensitivity of 93.52% and specificity of 98.37%.
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4.3 Study 3 - Impact of the breath sounds detection and removal on the ability to discriminate between cognitively healthy and cognitively impaired cases

A spoken utterance contains not only words that are produced to make syntactic and semantic sense, but also many insertions of non-speech artefacts. Non-speech artefacts can be coughs, splutters and breath sounds.

The hypothesis of this study is that pauses are employed by speakers to deal with the cognitive load of reading aloud. The subject may attempt to fill pauses with breath sounds to manage the cognitive load imposed on them by the current task. Separation of breath sounds segments from speech segments in a recording will result in change of temporal features values. The aim of this study was to assess if this change would have an impact on ability of an LDA classifier to discriminate between schizophrenics and healthy subjects.

4.3.1 Methods

The audio corpora employed in this study contained 57 recordings of reading out loud of the text passage described in Chapter 4, Section 4.1.1 and Appendix A.1.

The temporal features presented below were extracted from acquired speech recordings in this study. See Chapter 3, Section 3.1 for description of the feature extraction process.

- **Number of Pauses**
- **Mean Pause Duration**
- **Proportion of Recording in Silence**
- **Mean Utterance Duration**
- **Total Recording Time**
- **Total Length of Pauses**
- **Total Length of Utterances**

The temporal features were extracted twice for each recording:

1. Without breath sounds detection and removal
2. With breath sounds detection and removal
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Classification

A Linear Discriminant Analysis (LDA) classifier (see Chapter 3, Section 3.2) was employed to differentiate between control and schizophrenic cases. In this study, 39 repetitions of 18-fold cross-validation were used to estimate the classifier performance. For each run of cross fold validation the number of cognitively healthy and cognitively impaired cases was equal.

To evaluate influence of breath sounds detection and removal on discrimination ability between schizophrenics and control subject, LDA performance was estimated for features extracted with and without breath sounds detection and removal.

4.3.2 Results

The Table 4-8 shows the performance of the LDA classifier trained and tested employing the temporal features extracted without breath sounds detection and removal, and employing the temporal features extracted while employing breath sounds detection and removal.

Table 4-8: Impact of the breath sounds detection and removal on the LDA classifier performance

<table>
<thead>
<tr>
<th></th>
<th>Without breath sounds detection and removal</th>
<th>With breath sounds detection and removal</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity (%)</td>
<td>55.7</td>
<td>69.8</td>
<td>14.1</td>
</tr>
<tr>
<td>Specificity (%)</td>
<td>79.3</td>
<td>78.5</td>
<td>-0.8</td>
</tr>
<tr>
<td>Positive predictivity (%)</td>
<td>74.3</td>
<td>77.6</td>
<td>3.3</td>
</tr>
<tr>
<td>Negative predictivity (%)</td>
<td>64.0</td>
<td>71.8</td>
<td>7.8</td>
</tr>
<tr>
<td>Overall accuracy (%)</td>
<td>67.5</td>
<td>74.2</td>
<td>6.7</td>
</tr>
<tr>
<td>AUC_ROC</td>
<td>0.68</td>
<td>0.75</td>
<td>0.07</td>
</tr>
</tbody>
</table>

AUC_ROC - Area under the ROC curve

The difference in average values of temporal features extracted from recordings without and with prior breath sounds detection and removal, from all 57 recordings, can be seen in Table 4-9.
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Table 4-9: Differences between average values of extracted features with/without prior breath sounds detection and removal

<table>
<thead>
<tr>
<th></th>
<th>Without breath sounds detection and removal</th>
<th>With breath sounds detection and removal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Pauses</td>
<td>38.14</td>
<td>64.09</td>
</tr>
<tr>
<td>Mean Pause Duration (s)</td>
<td>0.50</td>
<td>0.61</td>
</tr>
<tr>
<td>Proportion of Recording in Silence</td>
<td>0.09</td>
<td>0.18</td>
</tr>
<tr>
<td>Mean Utterance Duration (s)</td>
<td>5.23</td>
<td>2.79</td>
</tr>
<tr>
<td>Total Length of Pauses (s)</td>
<td>19.06</td>
<td>38.94</td>
</tr>
<tr>
<td>Total Length of Utterances (s)</td>
<td>194.39</td>
<td>174.51</td>
</tr>
</tbody>
</table>

4.3.3 Discussion

The removal of the breath sounds has been shown to be an important factor in the analysis of temporal features of read speech. Non-speech segments of duration of 250ms or greater were considered pauses [273]. Anything shorter than this is considered a natural part of speech, where segments of low energy are a result of transitions from one word to another. Without breath detection short segments of non-speech, which lead into breath sounds, would be interpreted as speech. With breath detection a pause is identified in such a situation, thus it can be expected the number and duration of pauses to increase, as observed in Table 4-9. This increase in the number of pauses correspondingly has an effect on the mean utterance duration and total length of utterances.

The removal of breath sounds resulted in a new set of temporal features. To evaluate the effect of breath removal on the ability of the LDA classifier to discriminate between schizophrenics and control subjects, classifier performance was estimated for features extracted without prior breath sounds detection and removal, and features extracted with prior breath sounds detection and removal.

An increase in all performance metrics was achieved, except "Specificity" which slightly decreased by 0.8% from 79.3% to 78.5%. This decrease means an increase in false positive detections (control subjects classified as schizophrenics) and decrease in true negative detections (control subjects classified as controls) of the classifier. The overall accuracy of the LDA classifier increased by 6.7%, from 67.5% to 74.2%. The area under the ROC curve increased by 0.07, from 0.68 to 0.75. An increase in true positive detections (schizophrenics classified as schizophrenics) and decrease in false negative detections (schizophrenics classified as controls) resulted in highest increase in performance from 55.7% to 69.8%.
(+14.1%) that was observed for Sensitivity. The positive (negative) predictivity increased by 3.3% (7.8%) from 74.3% (64%) to 77.6% (71.8%).

The hypothesis of this study is that pauses are employed by speakers to deal with the cognitive load of reading aloud. An increase in the number of pauses indicates that the speakers need more time to process and fulfil the task in front of them (in this case a reading task). The duration of pauses is an indication of the cognitive load being experienced by the subject. While breath sounds may be considered a normal part of speech, they may also be elongated by subjects attempting to fill pauses while trying to manage the cognitive load imposed on them by the current task. It is for this reason that classing breaths as pauses leads to a more discriminative feature for analysis.

Significant cognitive impairment is a common attribute of schizophrenia, affecting up to 75% of patients [303]. Reading tasks offer a very interesting method of assessment of cognitive impairment for this psychiatric condition. The text passage used in this study contains structural pauses, usually dictated by commas and full stops, which are cues to the reader to help separate distinct ideas. Additional pauses, hesitation pauses, are indicative of a person's inability to maintain the thread of a sentence or phrase for its duration. These pauses can often be filled with breath sounds, and typically breaths used to 'fill pauses' are longer than structural pauses. Including breath sounds as non-speech artefact increases the discriminatory nature of the classifier to provide assessment of cognitive impairment.

**Key points**

- Employing the breath sounds detection and removal, an increase in all performance metrics of the LDA classifier was achieved, except for specificity.
- Employing the breath sounds detection and removal, the overall accuracy of the LDA classifier increased by 6.7%, from 67.5% to 74.2%.
- Employing the breath sounds detection and removal, the area under the ROC curve increased by 0.07, from 0.68 to 0.75.
- Employing the breath sounds detection and removal, the sensitivity of the LDA classifier increased by 14.1%, from 55.7% to 69.8%.
- The results of this study suggest that the hypothesis that subjects may fill a pause with a breath to manage the cognitive load imposed on them by the current task is correct.
4.4 Summary

The studies in this chapter answered the research questions posed in Chapter 2, Section
2.18.2 and 2.18.1.

Study 1 of this chapter demonstrated that the temporal and energy features of speech
correlate with cognitive function of individuals with/without schizophrenia. The results
suggest the potential of speech characteristics in the assessment and monitoring of
schizophrenia. The results suggest a potential for employing the speech features in
complement with current gold-standard neuropsychological assessment of schizophrenia. The
speech characteristics may represent an objective biomarker for schizophrenia, while allowing
for remote monitoring, providing psychiatrists with up to date results and insight into the
suitability of prescribed medication.

Study 2 investigated the performance of the developed algorithm for temporal features
extraction. Very good performance of the feature extraction algorithm was demonstrated,
proving the reliability of the feature extraction algorithm. This result proves the accuracy of
the speech features employed in the studies of this thesis.

Study 3 demonstrated the importance of breath sounds detection and removal prior the
speech feature extraction in studies of cognitive function. The results of this study suggest
that the hypothesis that subjects may fill a pause with a breath to manage the cognitive load
imposed on them by the current task is correct. Therefore, it is important to employ breath
sounds detection and removal in studies of speech characteristics in cognitive function.

The next chapter describes investigation of speech characteristics of cognitively impaired
and healthy older adults.
Chapter 5

Speech characteristics in ageing

This chapter describes the investigation into speech characteristics of older adults in relation to their cognitive function. As presented in Chapters 1 and 2, the number of people over 60 years is rapidly growing in the whole world [64]. The biggest limiting factor to independence in the older adults is impaired cognitive function and its consequences [64].

The current manner of identifying cognitive impairment using clinical neurocognitive batteries of standard neuropsychological tests (see Chapter 2, Section 2.9) can be very time consuming, and represent substantial labour and monetary burden. With the increasing population of older adults, the labour, temporal and monetary burden will only increase.

Besides these issues most of the standard neuropsychological tests lack objectivity. This is due to the tests being administered by different clinicians and some tests are affected by practice, age, education.

There is a clear need for the development of novel methods of cognitive function assessment that will address the limitations of current cognitive assessment methods and also meet the future demands for cognitive assessment of older adults. In particular, the novel methods should provide means of objective assessment of cognitive function. Ideally, these new methods would lower the cost and time required to undertake cognitive assessment, essentially allowing the clinicians more effective use of their time and resources.

Chapter 2, Section 2.12 reviewed research focused on the morphological and functional changes in the brains of individuals with cognitive impairment. Previous research into the speech characteristics of individuals in relation to the status of their cognitive function was also presented in Chapter 2, Section 2.15. This chapter presents four studies investigating
speech characteristics of older adults as a potential objective and quantitative biomarker of cognitive function. A number of publications have been derived from the research described in this chapter.
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5.1 Study 1 – Speech as an objective measure of cognitive function in older adults

As discussed in Chapter 2, Sections 2.10 and 2.11, there are limitations in the current gold-standard neuropsychological assessment of cognitive function in older adults. Following Chapter 2, Section 2.15 discussed the influence of impaired cognitive function on speech production of older adults. This study aimed to investigate quantitative speech characteristics changes between older adults with intact and with impaired cognitive function and the power of the features in classification of cognitively intact and impaired older adults.

5.1.1 Methods

Cohort

Participants in this study were from a cohort of 208 older adults. The age ranged from 60 to 93 years of age. The subjects were recruited from the Technology Research for Independent Living (TRIL) Clinic in St. James’s Hospital, Dublin, Ireland [304]. After complete description of the study to the subjects by a trained research staff, written informed consent was obtained. The study was approved by the St. James’s Hospital Ethics Committee, Dublin.

During their attendance at the TRIL Clinic, subjects undertook a battery of cognitive tests and were recorded while reading and completing various tasks, i.e. generating spontaneous speech.

Personal information relevant to the study was collected.

- Gender
- Handedness
- Age
- Existing medical condition
- Consumption of alcohol per week
- If prone to falls
- If a smoker
- Number of years of education

However, it is known that gender, age, smoking, and medical conditions affect individual speech characteristics. While years of education, IQ, cognitive function and social interaction intuitively have implications for speech and language fluency, their significance has yet to be
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quantitatively assessed. The characteristics may or may not be contributing factors in
cognitive decline but it was considered important to gather this information.

Due to the fact that subjects with severe cognitive impairment cannot give consent,
those subjects were not included in the corpus. This resulted in an uneven distribution of the
Mini-Mental State Examination (MMSE) scores.

Exclusion criteria were severe hearing impairment, severe reading impairment,
Alzheimer's disease, Parkinson's disease, stroke and/or transient ischemic attack, epilepsy,
dyslexia, major psychiatric illness and psychiatric medication.

This study analysed data from a sample of 172 subjects from the cohort of 208 subjects.
36 failed to complete one or more of the assigned tasks. The age range of the sample was
from 60 to 93 years. The average age is 72.4 years (SD 7 years); 62.5% female and 37.5%
male. Table 5-1 contains the age and Mini-Mental State Examination (MMSE) profile of the
corpus. The cohort was split into two groups, MMSE low and MMSE high, according to MMSE
score. Subjects that achieved an MMSE score of 26 and lower were considered cognitively
impaired, i.e. MMSE low group. Those that achieved an MMSE score of 27-30 were considered
cognitive healthy, i.e. MMSE high group. From the 172 subjects, 37 were classed as cognitively
impaired (MMSE low group) and 135 were classed as cognitively healthy (MMSE high group).

Table 5-1: Distribution of the cohort

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>MMSE (total score)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>60-64</td>
</tr>
<tr>
<td>All</td>
<td>25</td>
</tr>
<tr>
<td>Male</td>
<td>8</td>
</tr>
<tr>
<td>Female</td>
<td>17</td>
</tr>
</tbody>
</table>

| | 30 | 29 | 28 | 27 | 26 | 25 | 24- |
| All | 24 | 48 | 36 | 27 | 20 | 7 | 11 |
| Male | 8 | 25 | 13 | 9 | 9 | 1 | 6 |
| Female | 16 | 23 | 23 | 18 | 11 | 6 | 5 |

Numbers represent participant count for each condition (age group, MMSE score)

Battery of neurocognitive tests

All participants of the cohort completed a battery of standard neuropsychological tests
that was administered by a trained clinical psychologist. The battery included the following
tests:

---

6 Gender imbalance caused by lower number of male participants deciding to participate in the study.
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- Mini-Mental State Examination,
- National Adult Reading Test,
- Word List Recall,
- Category Fluency,
- Digit Span,
- Center for Epidemiologic Studies Depression scale,
- Hospital Anxiety and Depression Scale.

The details of these tests are described in Chapter 2, Section 2.9. These tests require the neuropsychologist to provide a detailed explanation of the task to the participant. They also require the neuropsychologist to score the tests manually, typically using pen and paper.

Speech tasks

In addition to the neurocognitive test battery, each participant was recorded performing three speech tasks. The neuropsychologist provided vocal instructions for these tasks and remained beside the subject throughout all tasks.

**Reading aloud a Text Passage**

The first task was a controlled speech task; each subject read aloud an extract from the children's story “Heidi”. This passage is considered to be emotionally neutral and was particularly chosen for its verbal and semantic simplicity. The text passage has been previously employed in other cognitive studies [251]. The passage has a word count of 390 and, on average, takes 3-3.5 minutes to read aloud. A sample of the text is presented below, with the full text can be found in Appendix A.1.

“The thing which attracted her most, however, was the waving and roaring of the three old fir trees on these windy days. She would run away repeatedly from whatever she might be doing, to listen to them, for nothing seemed so strange and wonderful to her as the deep mysterious sound in the tops of the trees. She would stand underneath them and look up, unable to tear herself away, looking and listening while they bowed and swayed and roared as the mighty wind rushed through them.”
**Picture Taboo task**

A Picture Taboo (PT) task was designed to specifically target the executive function domain of the cognitive function. Executive function refers to a set of cognitive abilities generally associated with the frontal lobes. These functions are responsible for monitoring and supervising more automated behaviours. Sustained attention, inhibitory control and planning are examples of executive functions. This task consisted of a set of five pictures, each displayed on a computer screen with a pair of words (see sample in Figure 5-1, other samples can be seen in Appendix A.3). The pair of words are the 'Taboo' words. These words are major themes of the images and the subject had 60 seconds to describe the image without using these Taboo words. The time was controlled with a stopwatch and a beep-sound marks the beginning and the end of the task. This task is designed to tap into executive function by forcing the subject to inhibit the use of the taboo words while searching for alternative descriptor words. The subject’s speech was recorded for the duration of 60 seconds irrespective of whether the subject was talking or not.

![CLIMBING, ROPE](image)

*Figure 5-1: Sample picture of the Picture Taboo task.*
Data acquisition

A headset microphone was used to record speech from all participants; this was connected to an external USB sound card connected to a PC. All efforts were made to keep the microphone at the same distance from the mouth and to reduce background noise to a minimum. Speech was recorded at 44.1 kHz sampling frequency and 16 bit resolution.

The participants' speech was recorded for the Text Passage and Picture Taboo (PT) tasks described above.

Data processing

With regard to the structural and functional changes in regions of brain involved in speech production and the qualitative changes in speech characteristics reported in subjects with impaired cognitive function, it was deemed important to extract specific features from speech recordings.

The temporal and acoustic features presented below were extracted from acquired speech recordings in this study. See Chapter 3, Section 3.1 for description of the feature extraction process.

Temporal features

- Number of Pauses
- Mean Pause Duration
- Proportion of Recording in Silence
- Mean Utterance Duration
- Total Recording Time
- Total Length of Pauses
- Total Length of Utterances

Acoustic features

- Mean Energy per Second (MES)
- Standard Deviation of Mean Energy per Second (SDMES)
- Coefficient of Variation of Mean Energy per Second (CoVE)
- Mean $F_0$ (MFO)
- Standard Deviation of $F_0$ (SDF$_0$)
- Coefficient of Variation of $F_0$ (CoVF$_0$)
Phoneme Rate features

Education is known to affect one's performance on cognitive tasks and is also known to affect reading ability [305]. In this study, the feature set extracted from the Text Passage was transformed in terms of phone rate. Phoneme Rate is defined as the number of phones in the text passage divided by the Total Length of Utterances. The number of phones in the text passage was calculated from the phonetic transcription of the text passage. Dividing the absolute temporal speech features by the Phoneme Rate (PR) allowed to normalize the variations in reading rate between participants [306]. The Standardized Pause Ratio is the number of words in the Text Passage (390) divided by the Number of Pauses. This can be considered a measure of fluency, how many words can be maintained between pauses. The following set of features was generated.

- Phoneme Rate (PR)
- Number of Pauses / PR
- Mean Pause Duration / PR
- Proportion of Recording in Silence / PR
- Standardized Pause Ratio
- Mean Utterance Duration / PR
- Total Pause Duration/ PR
- Total Utterance Duration / PR
- Total Recording Time / PR

Classification and statistical analysis

In order to better understand the contribution each feature makes to the overall difference in speech between the cognitively impaired and healthy participants, Pearson’s r correlation analysis was calculated between the speech features and the Mini-Mental State Examination (MMSE) group. Additionally, to investigate if any of the speech features targeted specific cognitive function domains, correlation analysis was carried out between the speech features and specific cognitive task scores. The cognitive tasks included Word Recall Immediate (WRI), Word Recall Delayed (WRD), Category Fluency (CF), Digit Span (DS) task.

A Linear Discriminant Analysis (LDA) classifier was employed to differentiate between healthy and cognitively impaired participants, based on the speech features presented above. See Chapter 3, Section 3.2 for details regarding the classifier performance estimation.
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The LDA classifier was designed to classify classes of the same samples sizes. The cognitively impaired group contained 37 participants, while the cognitively healthy group contained 135 participants. Due to the difference in the numbers of participants in the healthy and cognitively impaired group and in order to ensure there was no effect of group, a repetitive classification protocol was employed.

A group of 37 participants was randomly selected from the 135 participants of the cognitively healthy group. Speech features values of these 37 cognitively healthy participants and of the 37 cognitively impaired participants were employed in the estimation of the LDA classification performance.

The random selection from the cognitively healthy group was repeated 135 times. Each time the estimation of the LDA classification performance was also repeated. The overall classification performance was calculated as the average of the 135 iterations.

5.1.2 Results

Figure 5-2 presents a comparison between the average values of Proportion of Recording in Silence extracted from read speech (Text Passage), from read speech normalized to phoneme rate (Text Passage/PR) and from spontaneous speech (Picture Taboo).
Text passage

Table 5-2 presents the correlation of each speech feature from the Text Passage with the MMSE group. In addition, the table presents correlations between speech features and specific cognitive tasks - Word Recall Immediate (WRI), Word Recall Delayed (WRD), Category Fluency (CF), Digit Span (DS). Statistical significance is noted in the table.
Table 5-2: Correlation analysis between speech features of the Text Passage task and the MMSE group, and speech features and the cognitive tasks scores

<table>
<thead>
<tr>
<th>Feature</th>
<th>MMSE Group</th>
<th>Word Recall Immediate</th>
<th>Word Recall Delayed</th>
<th>Category Fluency</th>
<th>Digit Span</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Pauses</td>
<td>-0.126*</td>
<td>-0.279**</td>
<td>-0.196*</td>
<td>-0.235**</td>
<td>-0.108</td>
</tr>
<tr>
<td>Mean Pause Duration</td>
<td>-0.088</td>
<td>-0.220**</td>
<td>-0.180*</td>
<td>-0.024</td>
<td>-0.028</td>
</tr>
<tr>
<td>Proportion of Recording in Silence</td>
<td>-0.102</td>
<td>-0.267**</td>
<td>-0.219**</td>
<td>-0.118</td>
<td>-0.071</td>
</tr>
<tr>
<td>Mean Utterance Duration</td>
<td>0.125</td>
<td>0.203**</td>
<td>0.159*</td>
<td>0.167*</td>
<td>0.081</td>
</tr>
<tr>
<td>Total Length of Pauses</td>
<td>-0.138*</td>
<td>-0.311**</td>
<td>-0.226**</td>
<td>-0.175*</td>
<td>-0.089</td>
</tr>
<tr>
<td>Total Length of Utterances</td>
<td>-0.133</td>
<td>-0.176*</td>
<td>-0.110</td>
<td>-0.228**</td>
<td>-0.047</td>
</tr>
<tr>
<td>Total Recording Time</td>
<td>-0.151*</td>
<td>-0.291**</td>
<td>-0.200**</td>
<td>-0.246**</td>
<td>-0.081</td>
</tr>
<tr>
<td>Phoneme Rate</td>
<td>0.161*</td>
<td>0.171*</td>
<td>0.093</td>
<td>0.235**</td>
<td>0.040</td>
</tr>
<tr>
<td>Standardized Pause Ratio</td>
<td>0.143*</td>
<td>0.258**</td>
<td>0.192*</td>
<td>0.262**</td>
<td>0.087</td>
</tr>
<tr>
<td>Number of Pauses / PR</td>
<td>-0.142*</td>
<td>-0.289**</td>
<td>-0.197*</td>
<td>-0.264**</td>
<td>-0.110</td>
</tr>
<tr>
<td>Mean Pause Duration / PR</td>
<td>-0.138*</td>
<td>-0.266**</td>
<td>-0.200**</td>
<td>-0.142</td>
<td>-0.052</td>
</tr>
<tr>
<td>Proportion of Recording in Silence / PR</td>
<td>-0.153*</td>
<td>-0.321**</td>
<td>-0.242**</td>
<td>-0.204**</td>
<td>-0.093</td>
</tr>
<tr>
<td>Mean Utterance Duration / PR</td>
<td>0.057</td>
<td>0.095</td>
<td>0.079</td>
<td>0.030</td>
<td>0.054</td>
</tr>
<tr>
<td>Total Length of Pauses / PR</td>
<td>-0.157*</td>
<td>-0.322**</td>
<td>-0.228**</td>
<td>-0.212**</td>
<td>-0.097</td>
</tr>
<tr>
<td>Total Length of Utterances / PR</td>
<td>-0.104</td>
<td>-0.168*</td>
<td>-0.111</td>
<td>-0.215**</td>
<td>-0.044</td>
</tr>
<tr>
<td>Total Recording Time / PR</td>
<td>-0.135*</td>
<td>-0.244**</td>
<td>-0.167*</td>
<td>-0.238**</td>
<td>-0.069</td>
</tr>
<tr>
<td>CoV Mean Energy</td>
<td>0.062</td>
<td>-0.024</td>
<td>0.005</td>
<td>0.080</td>
<td>0.071</td>
</tr>
<tr>
<td>CoV F0</td>
<td>0.121</td>
<td>-0.040</td>
<td>-0.061</td>
<td>-0.004</td>
<td>-0.019</td>
</tr>
<tr>
<td>CoV F0 Amplitude</td>
<td>0.120</td>
<td>0.207**</td>
<td>0.226**</td>
<td>0.023</td>
<td>0.152*</td>
</tr>
</tbody>
</table>

Pearson's r correlation values. *Speech feature correlates with cognitive measure at p<0.01, ** Speech feature correlates with cognitive measure at p<0.001

Picture taboo

Table 5-3 presents the correlation of each speech feature from the Picture Taboo task with the MMSE group. In addition, the table presents correlations between speech features and specific cognitive tasks - Word Recall Immediate (WRI), Word Recall Delayed (WRD), Category Fluency (CF), Digit Span (DS).
Table 5-3: Correlation analysis between speech features of the Picture Taboo task and the MMSE group, and speech features and the cognitive tasks scores

<table>
<thead>
<tr>
<th>Feature</th>
<th>MMSE Group</th>
<th>Word Recall Immediate</th>
<th>Word Recall Delayed</th>
<th>Category Fluency</th>
<th>Digit Span</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Pauses</td>
<td>0.043</td>
<td>0.008</td>
<td>-0.065</td>
<td>-0.068</td>
<td>0.040</td>
</tr>
<tr>
<td>Mean Pause Duration</td>
<td>-0.218**</td>
<td>-0.345**</td>
<td>-0.251**</td>
<td>-0.388**</td>
<td>-0.261**</td>
</tr>
<tr>
<td>Proportion of Recording in Silence</td>
<td>-0.224**</td>
<td>-0.336**</td>
<td>-0.267**</td>
<td>-0.400**</td>
<td>0.255**</td>
</tr>
<tr>
<td>Mean Utterance Duration</td>
<td>0.173*</td>
<td>0.215**</td>
<td>0.202**</td>
<td>0.314**</td>
<td>0.160*</td>
</tr>
<tr>
<td>Total Length of Pauses</td>
<td>-0.226**</td>
<td>-0.335**</td>
<td>-0.269**</td>
<td>-0.403**</td>
<td>-0.250**</td>
</tr>
<tr>
<td>Total Length of Utterances</td>
<td>0.221**</td>
<td>0.342**</td>
<td>0.269**</td>
<td>0.394**</td>
<td>0.260**</td>
</tr>
<tr>
<td>CoV Mean Energy</td>
<td>-0.150*</td>
<td>-0.180*</td>
<td>-0.273**</td>
<td>-0.188*</td>
<td>-0.126</td>
</tr>
<tr>
<td>CoV F0</td>
<td>-0.044</td>
<td>0.107</td>
<td>0.063</td>
<td>0.142</td>
<td>0.070</td>
</tr>
<tr>
<td>CoV F0 Amplitude</td>
<td>0.105</td>
<td>0.213**</td>
<td>0.210**</td>
<td>0.040</td>
<td>0.074</td>
</tr>
</tbody>
</table>

Pearson's r correlation values. *Speech feature correlates with cognitive measure at p<0.01, ** Speech feature correlates with cognitive measure at p<0.001

Classification results

Classification performance was estimated for various combinations of the data sets. At first, the LDA classifier was trained employing the Cognitive Battery dataset. This dataset contained the scores of the cognitive tasks - Word Recall Immediate (WRI), Word Recall Delayed (WRD), Category Fluency (CF), Digit Span (DS). The LDA classification performance was employed to assess the power of these cognitive tasks to discriminate between cognitively healthy and cognitively impaired older adults as determined by the MMSE score.

The remaining five datasets included speech features from the speech tasks separately and for the speech tasks combined. The estimation of the ability of the LDA classifier to discriminate between the cognitively impaired (MMSE low) and cognitively healthy (MMSE high) groups was repeated for each dataset to identify the optimal feature set for classification. The classification performance for feature combinations was investigated to assess if any particular type of features is significantly more discriminative than others.

The classification performance results are presented in Table 5-4 in terms of accuracy and the Area Under the ROC Curve (AUC_ROC) along with their standard deviations.
Table 5-4: LDA classification results for cognitive and speech features

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Accuracy (%)</th>
<th>(SD)</th>
<th>AUC_ROC</th>
<th>(SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive battery</td>
<td>73.5</td>
<td>(3.23)</td>
<td>0.77</td>
<td>(0.03)</td>
</tr>
<tr>
<td>All features from the Text Passage</td>
<td>68.9</td>
<td>(4.16)</td>
<td>0.75</td>
<td>(0.04)</td>
</tr>
<tr>
<td>All features from the Picture Taboo task</td>
<td>68.0</td>
<td>(4.40)</td>
<td>0.74</td>
<td>(0.04)</td>
</tr>
<tr>
<td>Acoustic features of both tasks</td>
<td>63.2</td>
<td>(4.20)</td>
<td>0.68</td>
<td>(0.04)</td>
</tr>
<tr>
<td>Temporal features of both tasks</td>
<td>72.2</td>
<td>(3.70)</td>
<td>0.78</td>
<td>(0.03)</td>
</tr>
<tr>
<td>Combing all features from both tasks</td>
<td>80.4</td>
<td>(3.70)</td>
<td>0.87</td>
<td>(0.02)</td>
</tr>
</tbody>
</table>

5.1.3 Discussion

Initial interpretation of the results investigated the correlation between individual speech features and overall cognitive score as well as specific cognitive domains.

Text passage

Correlation analysis between the speech features of the Text Passage and the cognitive tasks measures shown that there is some degree of correlation between the Temporal features and the memory and executive function tasks (i.e. Word Recall – Immediate and Delayed, Category Fluency). Three of the Temporal features achieved statistically significant Pearson’s r correlation with the MMSE group. These features are the Number of Pauses, Total Length of Pauses and Total Recording Time. While the correlations for these features are statistically significant, the correlations coefficients are small. All Temporal features achieved statistically significant correlation with the Word Recall Immediate measure. All Temporal features, except the Total Length of Utterances, achieved statistically significant correlation with the Word Recall Delayed measure. All Temporal features, except the Mean Pause Duration and Proportion of Recording in Silence, achieved statistically significant correlation with the Category Fluency measure. None of the Temporal features achieved statistically significant correlation with the Digit Span measure.

All Phoneme Rate features, except the Mean Utterance Duration/PR and Total Length of Utterances/PR, achieved statistically significant correlation with the MMSE group. Statistically significant correlation was observed between all Phoneme Rate features and the Word Recall Immediate measure, except the Mean Utterance Duration/PR. All Phoneme Rate features, except the Phoneme Rate, Mean Utterance Duration/PR and Total Length of Utterances/PR, achieved statistically significant correlation with the Word Recall Delayed measure. All Phoneme Rate features, except the Mean Pause Duration/PR and Mean Utterance Duration/PR, achieved statistically significant correlation with the Category Fluency measure.
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As in the case of Temporal features, none of the Phoneme Rate features achieved statistically significant correlation with the Digit Span measure.

During the correlation analysis of the Acoustic features with the cognitive tasks measures, only the Coefficient of Variation of F0 Amplitude achieved statistically significant correlations with the Word Recall Immediate, Word Recall Delayed and Digit Span measures.

The higher number of Phone Rate features correlating with the MMSE group, than was the number of Temporal features, suggests that it is important to compensate for reading rate in studies of speech characteristics in cognitive impairment. Although, the correlation was small, similar to that of Temporal features. Stronger and more significant correlation of the speech features with the Word Recall Immediate, Word Recall Delayed and Category Fluency measures was achieved than with the correlation with MMSE group. This suggests that the speech features potentially reflect specific cognitive domains, rather the overall cognitive function. The cognitive domains in this case were short- and long-term memory and word retrieval processes.

**Picture Taboo**

All Temporal features, except the Number of Pauses, achieved statistically significant correlation with the MMSE group, as well as with all cognitive tasks measures. Number of Pauses did not achieve statistically significant correlation with any of the cognitive measures, nor with the MMSE group.

From the Acoustic features, the Coefficient of Variation of Mean Energy per Second achieved statistically significant correlation with the MMSE group and all cognitive tasks measures, except the Digit Span. The Coefficient of Variation of F0 did not achieve statistically significant correlation with any of the cognitive measures, neither the MMSE group. The Coefficient of Variation of F0 Amplitude achieved statistically significant correlation with Word Recall Immediate and Word Recall Delayed measures.

The correlation between the speech features from the Picture Taboo task and the measures of cognitive tasks is generally stronger than in the case of Text passage. The statistically significant correlation of the Temporal features with the Digit Span measure suggests that maintaining the taboo words in short term memory and manipulating responses around these words coincide with the working memory aspect of the Digit Span task.
While the correlation coefficients in Table 5-2 and Table 5-3 are significant, they are low. The variability within each feature is highlighted by the large standard deviations observed in the analysis, see Figure 5-2. Inter-speaker comparisons are always subject to high variability due to the inherent variability of speech. The features investigated in this study may be more appropriate for intra-speaker comparisons, due to the lower variability experienced in intra-speaker speech features. The features extracted automatically in this study may be suitable as a means of monitoring one's cognitive function via speech over a long period of time as opposed to a once-off classification.

The analysis of the correlation for each feature highlights the need to take into account reading ability when extracting speech features from a reading task. This analysis also informs us about the characteristics of speech that are important in terms of MMSE and may provide insight for refining these features in future research.

**Classification performance**

The correlation analysis found several features of speech to be significantly correlated to measures of cognitive function. The next phase was to investigate if these features can be reliably employed to classify subjects in terms of their cognitive function.

Table 5-4 presents classification results for six datasets derived from the available data. The classification results illustrate that the feature sets from Text Passage task and Picture Taboo task achieved similar classification results, 69% and 68% respectively. However, combining the Temporal features, from both tasks, achieved higher classification accuracy when discriminating between cognitively healthy and impaired groups than the combined acoustic features, 72.2% and 63.2% respectively. The classification results found that combining the Temporal features from both tasks achieved similar results to the classification results when employing the Cognitive Battery. It is the combination of speech features from both tasks (Text Passage and Picture Taboo) that achieves the highest classification results in this study (80.4%). This is a significant improvement on either speech task or feature type individually. Similar neural processes are activated for the production of speech for both Text Passage and Picture Taboo tasks. However, distinct processes (short-term memory vs. visual processing of text) are also recruited during these two discrete speech tasks. The significant improvement in classification accuracy achieved when features from the two speech tasks are combined suggests that both tasks are important in the assessment of overall cognitive function.
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The classification results from the study by Roark et al [60] and the results presented in this study both demonstrate the effectiveness of employing features of speech to classify participants in terms of cognitive health. Similar baseline classifications in terms of a cognitive battery were achieved by Roark et al and the study presented here, AUC_ROC of 0.82 and 0.77 respectively. The battery of tests for the baseline of both studies targeted similar brain function, i.e. working memory, verbal fluency, and short and medium term memory. The study by Roark et al. [60] investigated features of speech and language to classify participants’ class according to their Clinical Dementia Rating (CDR) [307] and found characteristics of language to be the most robust features for classifying participants on their data set. The difference is that the study presented here focused on temporal features of speech that are readily extracted automatically from recorded speech.

One significant difference in feature definition between the study presented here and other studies, which have not observed an increase in classification performance from speech features [60], is the minimum duration of non-speech that is considered a pause. Roark et al. [60] set the minimum pause duration to 1000ms. Setting the minimum pause duration to 250ms (as in this study) may make this analysis more sensitive to inserted pauses that represent pauses required for individuals with cognitive impairment and may result in improved classification using temporal features of speech.

Comparing the Cognitive battery classifier with speech features based classifiers indicates that there is a higher discriminative ability for the speech based classifiers to assess cognitive status.

In addition, the cost involved in administering the cognitive battery and calculating the cognitive scores is much greater than recording and automatic extraction of speech features. This balance of information derived and cost supports the use of speech for the purpose of differentiating between healthy and cognitively impaired older adults.

The results presented in this study demonstrate the effectiveness of employing features of speech to classify participants in terms of their MMSE group. While the MMSE is a common clinical tool and an outcome measure employed in many research studies, the score of MMSE is influenced by factors, such as age, education, ethnicity (see Chapter 2, Section 2.10). The exact interpretation of answers may vary between neuropsychologists administering the assessment resulting in a level of subjectivity in scoring of the MMSE. Automating the
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extraction of speech features and analysis minimizes any variability that may occur in classification.

One often cited criticism of the MMSE is the lack of agreement on the threshold for cognitive impairment on the 30-point scale [186], as described in Chapter 2, Section 2.10. Despite these limitations, the MMSE is one of the most frequently used brief assessments of cognitive function. This study has demonstrated a difference in the measures of certain speech features between cognitively healthy and cognitively impaired participants, as determined by a dichotomized MMSE score. With this relationship established monitoring of these individual speech features may prove more indicative of a change in cognitive function than a single point reduction in an individual's MMSE score. A floor and ceiling effects of repeatedly (annually) administering the MMSE were found by Galasko et al [308]. An assessment incorporating speech based tasks can be administered repeatedly as there is no learning effect associated with speech generation and the array of speech based tasks from which to choose is large.

Conclusion

This study has established the potential of temporal and acoustic speech features as a means of monitoring cognitive health. Speech as a biomarker for cognitive health may complement current screening tools of cognitive function in older adults.
Key points

- The temporal and acoustic features automatically extracted from speech can be employed to classify older persons in terms of their cognitive status.
- Temporal features of speech of the Text Passage task correlate with MMSE, Word Recall - Immediate & Delayed, and the Category Fluency tasks measures.
- Temporal features of speech of the Picture Taboo task correlate with MMSE, Word Recall - Immediate & Delayed, Category Fluency and Digit Span tasks measures.
- The higher number of Phoneme Rate features correlating with the MMSE group, than was the number of Temporal features, suggests that it is important to compensate for reading rate in studies of speech characteristics in cognitive impairment.
- Training the LDA classifier with all speech features of the Text Passage task yielded higher accuracy (68.9%) in discriminating cognitively impaired and healthy subjects than the LDA classifier trained with all speech features of the Picture Taboo task achieved the accuracy of 68.0%.
- Training the LDA classifier with Temporal features of speech yielded higher accuracy (72.2%) in discriminating cognitively impaired and healthy subjects than was the accuracy (63.2%) of the LDA classifier trained with acoustic features of speech.
- Training the LDA classifier with combination of the Text Passage and the Picture Taboo task features yielded accuracy of 80.4% in discriminating cognitively impaired and healthy subjects.
5.2 Study 2 – Addressing the limitations of the Mini-Mental State Examination

The limitations of the MMSE as a stand-alone test for cognitive function have been discussed in Chapter 2, Section 2.10. In an attempt to generate a more objective measure of cognitive function with which to relate speech features to, a study to investigate the inclusion of additional cognitive scores to provide a broader cognitive profile of the subject and to correlate this new profile with speech derived characteristics was carried out.

Previous research in the literature analysed several combinations of cognitive tests for discriminating between expertly diagnosed Dementia patients and healthy controls. Jacqmin-Gadda et al [309] found the most discriminant combination of tests to be the Category Fluency (animals) task, MMSE and visual retention task. In the study presented herein, three additional tests were combined with the Category Fluency task and the MMSE, to produce a Combined Cognitive Score (CCS).

The aim of this study was to investigate if there are significant differences in speech features of older adults categorized into cognitively healthy and impaired groups based on their MMSE score and based on the CCS score. The hypothesis was that the CCS would provide more objective estimate of overall subject’s cognitive function than MMSE. To test this hypothesis, the ability to discriminate between cognitively healthy and impaired older adults of an LDA classifier employing speech features was assessed separately for the CCS categorization of subjects and the MMSE categorization of subjects.

5.2.1 Methods

Cohort

This study was conducted on a large cohort of 208 subjects from 60 to 93 years of age. The average age is 72.4 years (standard deviation is 7 years); 62.5% female and 37.5% male. Seventeen subjects had MMSE scores of 24 or less (8%), 62 subjects had an MMSE score of between 25 and 27 (30%) and the remaining 106 (62%) had an MMSE score that are considered to be in the normal range (28-30). Table 5-5 contains the age, MMSE and education profile of the corpus. Of the 208, 13 subjects were omitted from the final analysis due to excess noise during the recording or failure to complete one of the tasks.
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Table 5-5: Demographic information of the cohort

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>MMSE (total score)</th>
<th>Education (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>60-64</td>
<td>30 29 28 27 26 25 24-</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>65-69</td>
<td>33 49 47 32 20 10 17</td>
<td>70 41 53 33 11</td>
</tr>
<tr>
<td>70-74</td>
<td>9 26 16 10 8 2 7</td>
<td>37 12 13 10 6</td>
</tr>
<tr>
<td>75-79</td>
<td>24 23 31 22 12 8 10</td>
<td>33 29 40 23 5</td>
</tr>
<tr>
<td>80-84</td>
<td>18 27 33 36 8 8</td>
<td></td>
</tr>
<tr>
<td>85+</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Numbers represent participant count for each condition (age group, MMSE score, years of education).

Combined Cognitive Score

Cognitive tasks contained in the original cognitive battery were chosen for use in designing a Combined Cognitive Score (CCS). These tasks are Word Recall Immediate and Delayed, Digit Span, Category Fluency (see Chapter 2, Section 2.9 for the full details on each task). While MMSE provides measure of overall cognitive function, these tasks provide measures of specific domains of cognitive function. These tasks are more objective in their scoring protocols than the MMSE.

The Combined Cognitive Score (CCS) was calculated by assessing whether subject achieves the score within expected ‘normal’ ranges for each cognitive task. Each subject’s MMSE score was compared to the expected norm for their age and education from the study published by Crum et al. [185]. If this score lay within one standard deviation of its expected MMSE score one point was given. An additional point was scored if the subject recalled four or more words for the Word Recall - Immediate task, three or more words for the Word Recall - Delayed task [310], named at least 14 animals for the Category Fluency task [311] and scored at least five out of 14 for the Digit Span task [312]. The highest possible CCS score was 5.

The subjects’ cohort was divided into two splits. At first, the cohort was split based on the MMSE score into ‘MMSE low’ group (MMSE < 27) and ‘MMSE high’ group (MMSE > 27). The second split was based on the CCS score. ‘CCS low’ group with CCS score of 1 or 2. And ‘CCS high’ group with CCS score of 3 to 5.

Data acquisition

The subjects carried out two tasks: Text Passage and Picture Taboo. During Text Passage task, the subjects read aloud a short text passage. During the Picture Taboo task, the subjects described a picture without using two taboo words. See Section 5.1.1 of the previous study for details regarding the speech tasks. The speech from each subject carrying out these speech based tasks was recorded.
A headset microphone was used to record speech from all participants; this was connected to an external USB sound card connected to a PC. All efforts were made to keep the microphone at the same distance from the mouth and to reduce background noise to a minimum. Speech was recorded at 44.1 kHz sampling frequency and 16 bit resolution.

Data processing

Following temporal features were extracted from the acquired speech recordings in this study. See Chapter 3, Section 3.1 for description of the speech features extraction process.

- Number of Pauses
- Mean Pause Duration
- Proportion of Recording in Silence
- Mean Utterance Duration
- Total Recording Time
- Total Length of Pauses
- Total Length of Utterances

Classification and statistical analysis

Student's t-test was employed to investigate the difference in distributions of the features between the cognitively healthy and impaired groups. This analysis was performed separately for each categorization method of cognitive function.

A Linear Discriminant Analysis (LDA) classifier was employed to differentiate between healthy and cognitively impaired participants, based on the speech features presented above. To compare the differences in these two categorisation methods (MMSE/CCS), separate LDA classifiers were trained for each method. The MMSE low (i.e. cognitively impaired subjects) group included 47 subjects, the MMSE high (i.e. cognitively healthy subjects) group 161 subjects. The CCS low group included 39 subjects and the CCS high group 169 subjects. See Chapter 3, Section 3.2 for details regarding the classification methods.
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5.2.2 Results

Text Passage

Average speech feature values for the MMSE high and MMSE low groups for the Text Passage task are presented in Table 5-6. The Number of Pauses, Mean Utterance Duration and Total Length of Pauses show largest differences in their mean values between the two groups. While none of the distributions are significantly different, the difference in the distributions for Number of Pauses and Mean Utterance Duration are found to approach statistical significance, $p=.039$, $p=0.09$ respectively.

Table 5-6: Average speech feature values and standard deviations for the Text passage task using MMSE categorization of subjects

<table>
<thead>
<tr>
<th>Feature</th>
<th>MMSE low</th>
<th>MMSE high</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of subjects</td>
<td>47</td>
<td>161</td>
</tr>
<tr>
<td>Number of Pauses</td>
<td>57 (18)</td>
<td>46 (14)</td>
</tr>
<tr>
<td>Mean Pause Duration (s)</td>
<td>0.7 (0.18)</td>
<td>0.6 (0.11)</td>
</tr>
<tr>
<td>Total Length of Pauses (s)</td>
<td>38.1 (19)</td>
<td>30.0 (13)</td>
</tr>
<tr>
<td>Proportion of Recording in Silence (%)</td>
<td>23 (7)</td>
<td>20 (5)</td>
</tr>
<tr>
<td>Mean Utterance Duration (s)</td>
<td>2.3 (0.52)</td>
<td>2.6 (0.61)</td>
</tr>
<tr>
<td>Total Length of Utterances (s)</td>
<td>124 (20)</td>
<td>115 (16)</td>
</tr>
<tr>
<td>Total Recording Time (s)</td>
<td>162 (33)</td>
<td>145 (23)</td>
</tr>
</tbody>
</table>

Table 5-7 presents the average speech feature values for the categorization of subjects using the CCS. This method finds that all features except Mean Pause Duration have larger differences than those observed in Table 5-6. Applying the Student’s t-test to these data sets found all features, except Mean Pause Duration to show statistically different distributions; Number of Pauses ($p=.0003$), Total Length of Pauses ($p=.0008$), Proportion of Recording in Silence ($p=.01$), Mean Utterance Duration ($p=.0007$), Total Recording Time ($p=.03$) and Total Length of Utterances ($p=.004$).
Table 5-7: Average speech feature values and standard deviations for the Text passage task using CCS categorization of subjects

<table>
<thead>
<tr>
<th>Feature</th>
<th>CCS low</th>
<th>CCS high</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of subjects</td>
<td>39</td>
<td>169</td>
</tr>
<tr>
<td>Number of Pauses</td>
<td>50.9 (16.7)</td>
<td>52.6 (13.3) §</td>
</tr>
<tr>
<td>Mean Pause Duration (s)</td>
<td>0.65 (0.15)</td>
<td>0.67 (0.10) §</td>
</tr>
<tr>
<td>Total Length of Pauses (s)</td>
<td>33.5 (17)</td>
<td>36.2 (13) §</td>
</tr>
<tr>
<td>Proportion of Recording in Silence (%)</td>
<td>21 (6)</td>
<td>22 (5) t</td>
</tr>
<tr>
<td>Mean Utterance Duration (s)</td>
<td>2.4 (0.55)</td>
<td>2.4 (0.63) §</td>
</tr>
<tr>
<td>Total Length of Utterances (s)</td>
<td>118 (17)</td>
<td>121 (17) t</td>
</tr>
<tr>
<td>Total Recording Time (s)</td>
<td>152 (29)</td>
<td>158 (24) *</td>
</tr>
</tbody>
</table>

Average value (standard deviation). *Statistically significant at p<0.05. †Statistically significant at p<0.01. § Statistically significant at p<0.001

Picture Taboo task

Similarly to the results above, Table 5-8 and Table 5-9 present the average speech feature values for the two cohort splits (MMSE and CCS) for the Picture Taboo task. As each subject describes five pictures during the Picture Taboo task, the speech feature values were averaged over the five repetitions of the task.

Table 5-8: Average speech feature values and standard deviations for the Picture Taboo task using MMSE categorization of subjects

<table>
<thead>
<tr>
<th>Feature</th>
<th>MMSE low</th>
<th>MMSE high</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Pauses</td>
<td>10.6 (2.0)</td>
<td>10.2 (1.7) †</td>
</tr>
<tr>
<td>Mean Pause Duration (s)</td>
<td>1.33 (0.58)</td>
<td>1.07 (0.48) §</td>
</tr>
<tr>
<td>Total Length of Pauses (s)</td>
<td>12.7 (4.5)</td>
<td>10.7 (4.6) §</td>
</tr>
<tr>
<td>Proportion of Recording in Silence (%)</td>
<td>42 (15)</td>
<td>36 (16) †</td>
</tr>
<tr>
<td>Mean Utterance Duration (s)</td>
<td>1.8 (0.72)</td>
<td>1.92 (0.73) †</td>
</tr>
<tr>
<td>Total Length of Utterances (s)</td>
<td>17.3 (4.5)</td>
<td>19.2 (4.7) §</td>
</tr>
</tbody>
</table>

Average value (standard deviation). †Statistically significant at p<0.01. § Statistically significant at p<0.001
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Table 5-9: Average speech feature values and standard deviations for the Picture Taboo task using CCS categorization of subjects

<table>
<thead>
<tr>
<th>Feature</th>
<th>CCS low</th>
<th>CCS high</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Pauses</td>
<td>10.2 (2.1)</td>
<td>10.4 (1.8)</td>
</tr>
<tr>
<td>Mean Pause Duration (s)</td>
<td>1.4 (0.67)</td>
<td>1.1 (0.47)  *</td>
</tr>
<tr>
<td>Total Length of Pauses (s)</td>
<td>13.6 (5.2)</td>
<td>11.1 (4.4)  *</td>
</tr>
<tr>
<td>Proportion of Recording in Silence (%)</td>
<td>45 (17)</td>
<td>37 (15)</td>
</tr>
<tr>
<td>Mean Utterance Duration (s)</td>
<td>1.8 (0.85)</td>
<td>1.97 (0.7)  *</td>
</tr>
<tr>
<td>Total Length of Utterances (s)</td>
<td>16.5 (5.2)</td>
<td>18.9 (4.5)  *</td>
</tr>
</tbody>
</table>

Average value (standard deviation). *Statistically significant at p<0.05

The difference in the feature values between the high and low cognition groups is clear from these results. The CCS categorization results in larger differences between the average feature values for four out of the six features. Statistically significant differences in the data distributions, using the MMSE categorization, are found for all features. Number of Pauses (p=.007), Mean Pause Duration (p=.001), Proportion of Recording in Silence (p=.008), Total Length of Pauses (p=.001), Mean Utterance Duration (p=.008), Total Length of Utterances (p=.001).

Using the CCS split, no significant differences were found in the data distributions for the Number of Pauses and the Mean Utterance Duration. Statistically significant differences were found for the Mean Pause Duration (p=.03), Proportion of Recording in Silence (p=.03), Total Length of Pauses (p=.03), and Total Length of Utterances (p=.02).

Classification results

Figure 5-3 presents the classification accuracy of the LDA classifier using a combination of all speech features, for both tasks (Text Passage and Picture Taboo) and for each cognitive categorisation method (MMSE and CCS).
For the Text Passage task, classifying subjects based on the CCS, LDA achieve 65% accuracy. Similarly for Picture Taboo task, it was the categorisation based on the CCS that achieved the highest classification accuracy, 66%.

The classification was repeated using a reduced feature set. This set contained the features which were found to have statistically different data distributions based on the results presented hereinbefore. This reduced feature set either achieved lower or equivalent classification accuracy for all combinations of scales and tasks.

5.2.3 Discussion

As mentioned in Chapter 2, Section 2.10, the MMSE has many limitations, in particular the subjective scoring protocol of this test. In this study, the MMSE was compared against a Combine Cognitive Score (CCS) calculated employing cognitive tasks that targets specific cognitive domains and have more objective scoring protocols than the MMSE. The aim of this study was to assess the ability of speech based measures to correlate with this new combined cognitive score.

Feature values were compared between cognitively healthy and impaired groups in terms of the CCS categorization method. For the Text Passage task the groups categorized in
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terms of CCS found more statistically significant difference than that observed for the groups categorized by MMSE. For the Picture Taboo task, it was the MMSE categorization that found more statistically significant differences between the two subjects’ groups. The statistical analysis of the results of the Text Passage task found utterance based features to be more discriminatory between cognitive groupings. The variation in utterance durations and Number of Pauses, which were found to be highly significant, may be related to a subject’s ability to maintain the thread of a sentence or phrase for its duration.

The performance of the LDA classifier was assessed for both cognitive categorization methods. Despite the more significant differences in between the groups categorized based on CCS, the LDA classification just slightly outperformed that of the classifier employing the MMSE categorization. To address any redundancy in the features, the classification was repeated using a reduced feature set containing only those features which exhibited statistical significance. However, this was not found to improve classification accuracy. This implies that each feature contributes to the classification performance.

The use of the CCS as an alternative cognitive measure is presented. Using 27 as a threshold on the MMSE scale, the low and healthy cognitive groups contain 47 and 161 subjects respectively compared to 39 and 169 subjects respectively for the CCS. On application of this new cognitive classification, all but five subjects were moved from the cognitively ‘low’ group to the cognitively healthy group. These five subjects only met the expected normal scores, for age and education, on a maximum of two cognitive tests. There is no absolute agreement in the literature that 27 be employed as the threshold for cognitive decline. The 32 subjects in this corpus with an MMSE score of 27 can be considered to be on the border of low cognitive function. If the MMSE threshold was reduced to 26 to account for this uncertainty, the five potentially cognitively low subjects, mentioned above, would be misrepresented as cognitively healthy.

The CCS was developed to overcome some of the limitations of using the MMSE on its own, and it is shown here to outperform the classification based on MMSE categorization alone (Figure 5-3). Classification accuracy of subjects categorised by CCS increased by 11% and 18% compared to subjects categorised by MMSE, for the full and reduced feature sets respectively for the Text Passage task. For the Picture Taboo task, CCS categorization increase classification of speakers by 10% and 7% for the full and reduced feature sets respectively.
Quantifying the advantage of the CCS over the MMSE categorization method would require a large sample longitudinal study. However, the principles behind its generation and the subsequent classification results here suggest it is a valid tool for classifying cognitive status.

Key points

- All temporal features, except *Mean Pause Duration*, for the *Text Passage* task achieved statistically significant differences between the cognitively impaired and healthy group for the subjects' cohort split employing the CCS categorization.
- All temporal features for the *Picture Taboo* task achieved statistically significant differences between the cognitively impaired and healthy group for the subjects' cohort split employing the MMSE categorization.
- Four out of six features (*Mean Pause Duration, Total Length of Pauses, Mean Utterance Duration, Total Length of Utterances*) for the *Picture Taboo* task achieved statistically significant differences between the cognitively impaired and healthy group for the subjects' cohort split employing the CCS categorization.
- Classification accuracy of LDA classifier for subjects categorized by the CCS increased in comparison with MMSE categorization for both tasks.
5.3 Study 3 – Temporal features of speech as indicators of individual’s memory state

Addressing the limitations of the MMSE, Small et al. [313] showed how the MMSE memory subscale is relatively independent from education and furthermore is the best predictor of Alzheimer’s disease (AD) of all the MMSE subscales. Other subscales include orientation to time and place, registration, attention and concentration, praxis, and constructional and language capacity. See Chapter 2, Section 2.9.1 for details of MMSE subscales.

For this reason, an investigation into the MMSE memory subscale for validation of the temporal speech features extracted from Picture Description (PD) and Picture Taboo (PT) tasks was carried out. These two tasks were chosen over the text passage task, due to their targeting of word retrieval processes.

The aim of this study was to investigate if a subject’s performance on the MMSE memory subscale can be correlated with the characteristics of speech. A second aim of this study was to investigate if age and education correlate with the characteristics of speech. The last aim was to investigate if an LDA classifier trained using the speech features of older adults would allow discrimination between low and high memory performers.

5.3.1 Methods

Cohort

A sample of 40 older adults between 66 to 82 years old, mean age = 72.6, SD = 4.6, were selected for in this study. On the basis of the MMSE memory subscale, the participants were split into two groups. Participants recalling zero or one word out of three were classified as Low memory performers \((L)\), \(n = 28\). Those recalling two or three words were classified as High memory performers \((H)\), \(n = 12\). The two groups differed in MMSE total score; the Low memory performers showed a significantly lower MMSE total score, mean = 24.92, SD = 2.84, than the High memory performers, mean = 27.89, SD = 1.96, \(t(38) = 3.82, p < 0.001\). However, the two groups did not differ neither in age, Low memory performers, mean = 74.00, SD = 5.34; High memory performers, mean = 72.54, SD = 5.34, \(t(38) = -0.89, p = 0.3\), nor education level, \(\chi^2 (4, N = 40) = 2.58, p = 0.46\).
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Speech tasks

The subjects carried out two tasks: Picture Taboo and Picture Description. During the Picture Taboo task, the subjects described a picture without using two taboo words. See Section 5.1.1 of the Study 1 for details regarding this speech task.

In addition to the Picture Taboo (PT) task, the participants' speech was recorded during the Picture Description (PD) task.

**Picture Description task**

For the Picture Description (PD) task, the participants were asked to describe the picture they saw displayed on a computer screen in front of them, in as much detail as possible in 30 seconds. Compared to Picture Taboo task, this task did not contain the two taboo words and the participants were allowed to use any words during the description of the picture in front of them. The time was controlled with a stopwatch and a beep-sound would mark the beginning and the end of the task. The participants were instructed to describe the picture in as much detail as possible. The experimenter provided vocal instructions and remained beside the subject throughout the test.

*Figure 5-4: Sample picture of the Picture Description task.*
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Data acquisition

Participants' speech was recorded for two tasks: Picture Description (PD) and Picture Taboo (PT). A headset microphone was used to record speech from all participants; this was connected to an external USB sound card connected to a PC. All efforts were made to keep the microphone at the same distance from the mouth and to reduce background noise to a minimum. Speech was recorded at 44.1 kHz sampling frequency and 16 bit resolution.

Data processing

Following temporal features were extracted from the acquired speech recordings in this study. See Chapter 3, Section 3.1 for description of the speech features extraction process.

- Number of Pauses
- Mean Pause Duration
- Proportion of Recording in Silence
- Mean Utterance Duration
- Total Recording Time
- Total Length of Pauses
- Total Length of Utterances

Classification and statistical analysis

For each task, Multivariate Analysis of Variance (MANOVA) with the variable Group as between-subjects factor was performed to estimate significant changes in speech features between subjects' groups. Subsequently, an exploratory correlation analysis (Pearson’s r correlation) was employed to estimate correlation between each temporal speech feature and education, age, MMSE total score and MMSE memory subscale.

A Linear Discriminant Analysis (LDA) classifier was employed to differentiate between the Low memory performers and High memory performers groups, based on the speech features. See Section 3.2 for details regarding the classification methods.

5.3.2 Results

The Multivariate Analysis of Variance (MANOVA) yielded the following results. For the Picture Description task, a statistically significant group effect was observed for Mean Pause Duration, \( F(1,40) = 6.38, p < 0.05 \), Proportion of Recording in Silence, \( F(1,40) = 6.71, p < 0.05 \), Total Length of Pauses, \( F(1,40) = 6.69, p < 0.05 \) and Total Length of Utterances, \( F(1,40) = 6.73, \)
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$p < 0.05$ (see Table 5-10, *Picture Description* section for more details). In the *Picture Taboo* task, the MANOVA analysis showed a main effect of the group for the *Mean Utterance Duration*, $F(1,40) = 5.04$, $p<0.05$, *Proportion of Recording in Silence*, $F(1,40) = 4.99$, $p<0.05$, *Total Length of Pauses*, $F(1,40) = 4.99$, $p<0.05$ and *Total Length of Utterances*, $F(1,40) = 4.98$, $p<0.05$ (see Table 5-10, *Picture Taboo* section for more details).

**Table 5-10**: Average temporal features values for Low and High memory performers groups and both speech based tasks

<table>
<thead>
<tr>
<th></th>
<th><strong>Picture Description</strong></th>
<th></th>
<th><strong>Picture Taboo</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>H group</strong></td>
<td><strong>L group</strong></td>
<td><strong>H group</strong></td>
<td><strong>L group</strong></td>
</tr>
<tr>
<td></td>
<td><strong>Mean (SD)</strong></td>
<td><strong>Mean (SD)</strong></td>
<td><strong>Mean (SD)</strong></td>
<td><strong>Mean (SD)</strong></td>
</tr>
<tr>
<td></td>
<td><strong>C.I.</strong></td>
<td><strong>C.I.</strong></td>
<td><strong>C.I.</strong></td>
<td><strong>C.I.</strong></td>
</tr>
<tr>
<td>Mean Pause Duration (s)</td>
<td>0.75 (0.22)</td>
<td>1.03 (0.46)</td>
<td>0.99 (0.28)</td>
<td>1.19 (0.45)</td>
</tr>
<tr>
<td></td>
<td>0.65 – 0.84</td>
<td>0.76 – 1.30</td>
<td>0.86 – 1.10</td>
<td>0.94 – 1.18</td>
</tr>
<tr>
<td>Proportion of Recording in Silence</td>
<td>0.25 (0.08)</td>
<td>0.35 (0.16)</td>
<td>0.33 (0.11)</td>
<td>0.42 (0.14)</td>
</tr>
<tr>
<td></td>
<td>0.21 – 0.28</td>
<td>0.25 – 0.44</td>
<td>0.28 – 0.38</td>
<td>0.34 – 0.50</td>
</tr>
<tr>
<td>Mean Utterance Duration (s)</td>
<td>2.38 (0.75)</td>
<td>1.95 (0.79)</td>
<td>2.15 (0.80)</td>
<td>1.61 (0.48)</td>
</tr>
<tr>
<td></td>
<td>2.06 – 2.70</td>
<td>1.50 – 2.41</td>
<td>1.80 – 2.49</td>
<td>1.33 – 1.89</td>
</tr>
<tr>
<td>Total Length of Pauses (s)</td>
<td>7.41 (2.57)</td>
<td>10.59 (5.02)</td>
<td>9.88 (3.32)</td>
<td>12.60 (4.06)</td>
</tr>
<tr>
<td>Total Length of Utterances (s)</td>
<td>22.61 (2.58)</td>
<td>19.42 (5.02)</td>
<td>20.13 (3.32)</td>
<td>17.43 (4.06)</td>
</tr>
<tr>
<td></td>
<td>21.52 – 23.70</td>
<td>16.52 – 22.32</td>
<td>18.73 – 21.54</td>
<td>15.08 – 19.77</td>
</tr>
</tbody>
</table>

**H group** – High memory performers, **L group** – Low memory performers, **C.I.** – Confidence Interval

**Picture Description task**

Pearson’s correlation analysis yielded following results for the *Picture Description* task. This analysis showed that the MMSE total scores do not correlate with the different temporal features while the MMSE memory subscale does with the exception for the *Mean Pause Duration* (see Table 5-11 for details).

**Table 5-11**: Pearson’s r correlation values between the variables education, age, MMSE scores, MMSE memory subscale scores and temporal features for the Picture Description task

<table>
<thead>
<tr>
<th></th>
<th><strong>Mean Pause Duration</strong></th>
<th><strong>Proportion of Recording in Silence</strong></th>
<th><strong>Mean Utterance Duration</strong></th>
<th><strong>Total Length of Pauses</strong></th>
<th><strong>Total Length of Utterances</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Education</strong></td>
<td>-0.49*</td>
<td>-0.42**</td>
<td>0.28</td>
<td>-0.43**</td>
<td>0.42**</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td>0.47**</td>
<td>0.50**</td>
<td>-0.38*</td>
<td>0.50**</td>
<td>-0.50**</td>
</tr>
<tr>
<td><strong>MMSE</strong></td>
<td>-0.25</td>
<td>-0.23</td>
<td>0.08</td>
<td>-0.23</td>
<td>0.22</td>
</tr>
<tr>
<td><strong>MMSE memory</strong></td>
<td>-0.24</td>
<td>-0.33*</td>
<td>0.35*</td>
<td>-0.33*</td>
<td>0.33*</td>
</tr>
</tbody>
</table>

*Pearson's r correlation values. * Significant at $p<0.05$. ** Significant at $p<0.01$.**
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The speech temporal measures of *Picture Description* task were correlated with age and level of education of the participants. *Mean Utterance Duration*, however, is the only feature not correlated with education ($r = -0.28$, $p = 0.19$).

**Picture Taboo task**

Similarly, the same analysis performed on the *Picture Taboo* task showed no significant correlation between MMSE total scores and the different temporal speech features. Again, the MMSE memory subscale correlates with all the temporal features, with the exception for the *Mean Pauses Duration* (see Table 5-12 for details).

<p>| Table 5-12: Pearson’s $r$ correlation values between the variables education, age, MMSE scores, MMSE memory subscale scores and temporal features for the Picture Taboo task |
|---------------------------------|-----------------|-----------------|------------------|------------------|------------------|</p>
<table>
<thead>
<tr>
<th></th>
<th>Education</th>
<th>Age</th>
<th>MMSE</th>
<th>MMSE memory</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion of Recording in</td>
<td>-0.40*</td>
<td>0.37*</td>
<td>-0.22</td>
<td>-0.19</td>
<td></td>
</tr>
<tr>
<td>Silence</td>
<td>-0.41**</td>
<td>0.41**</td>
<td>-0.26</td>
<td>-0.31*</td>
<td>-0.32*</td>
</tr>
<tr>
<td>Mean Utterance Duration</td>
<td>0.28</td>
<td>-0.23</td>
<td>0.22</td>
<td>0.50**</td>
<td>-0.32*</td>
</tr>
<tr>
<td>Total Length of Pauses</td>
<td>-0.41**</td>
<td>0.41**</td>
<td>-0.26</td>
<td>-0.32*</td>
<td>-0.32*</td>
</tr>
<tr>
<td>Total Length of Utterances</td>
<td>0.42**</td>
<td>-0.41**</td>
<td>0.26</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Pearson’s $r$ correlation values. * Significant at $p<0.05$. ** Significant at $p<0.01$.

Similarly to the *Picture Description* task, among the temporal features, *Mean Utterance Duration* appeared to be the most robust measure independent from age ($r = .23$, $p =0.14$) and education ($r = .28$, $p = 0.07$).

**Classification results**

The classifier’s ability to discriminate between *High memory performers* and *Low memory performers* employing the temporal features, for both speech based tasks, was assessed. For the *Picture Description* task, the LDA classifier discriminated between the *Low memory performers* and *High memory performers* with accuracy of 68%, sensitivity of 63% and specificity of 73% (see Figure 5-5, green line). However, training the LDA classifier with only the *Mean Utterance Duration* feature, yielded following classification performance: accuracy of 65%, sensitivity of 75%, and specificity of 54%.

For the *Picture Taboo* task, the LDA classifier discriminated between the two participants’ groups with accuracy of 73%, sensitivity of 79%, and specificity of 67% (see Figure 5-5, blue line). However, training the LDA classifier with only the *Mean Utterance Duration*, yielded
following classification performance: accuracy of 65%, sensitivity of 74%, and specificity of 56%.

![PD and PT ROC Curves](image)

**Figure 5-5:** ROC curves representing the classification accuracy of the speech features extracted from the Picture Taboo (PT) task (blue line) and Picture Description (PD) task (green line). The dashed black diagonal line represents 50% of chance.

5.3.3 Discussion

The Pearson’s $r$ correlation analysis confirmed the independence of the MMSE memory subscale from education ($\chi^2 (4, N = 40) = 2.58, p = 0.46$), in agreement with the findings of Small et al. [313]. This independence is important since language is an acquired skill heavily influenced by the educational level of an individual. Therefore, a measure not biased by education is to be favoured when screening for cognitive decline through language.

An analysis of the relationship between speech features and the MMSE memory subscale was performed in order to provide a preliminary validation. The results suggest a relationship between the temporal features of speech and individual’s memory.

The two tasks employed in this study, *Picture Description* and *Picture Taboo*, differ in difficulty. From the analysis of the temporal features, a main effect of the task was observed, where the *Picture Taboo* task elicited longer pauses and shorter utterances than the *Picture
Description task. This is possibly due to constraints imposed by the taboo words, which increased the cognitive demand of the Picture Taboo task. The longer pauses can therefore be interpreted as time required for alternative word finding while maintaining control of the task.

The main effect of the group (Low memory performers and High memory performers) resulted in longer pauses and reduced amount and length of utterances for the Low memory performers compared to the High memory performers. This suggests a relation between the short-term memory functioning (reflected in the number of words recalled after a short delay) and temporal features of the speech. This is further suggested by the significant correlation achieved between speech features and MMSE memory subscale, which was not observed with the MMSE total score.

In particular, the Mean Utterance Duration appeared to be the most robust among all the speech features thanks to its independence from education observed in both tasks. Moreover, the ability of the all speech features to discriminate between the two groups only slightly outranks the classification accuracy of the Mean Utterance Duration when used alone in both tasks.

Conclusion

This study aimed at testing the potential of speech features from two picture description tasks for classifying subjects based on memory performance. The most promising results showed a correlation of four out of the five speech features (Proportion of Recording in Silence, Mean Utterance Duration, Total Length of Pauses, and Total Length of Utterances) with the MMSE memory subscale and not with the MMSE total score. This suggests that the temporal characteristics of speech may reflect a cognitive process that is more specifically linked with short-term memory mechanisms. In particular, the feature Mean Utterance Duration has shown particular strength thanks to its independence from education, and relatively high classification accuracy.

The results of this study are particularly important in terms of repeated assessment of cognitive function. While the word list employed for the memory task is a validated tool for assessing memory, it is not suitable for repeated administration due to a practice effect. Extracting features of speech from tasks, such as Picture Description and Picture Taboo, may provide a reliable, repeatable method of assessing memory.
### Key points

- Four out of the five temporal features of speech (*Proportion of Recording in Silence, Mean Utterance Duration, Total Length of Pauses, Total Length of Utterances*) extracted from picture description tasks correlate with the MMSE memory subscale.

- The *Mean Utterance Duration* feature of the *Picture Taboo* task demonstrated independent from individual's education.

- Shorter utterances and longer pauses were observed during the *Picture Taboo* task than during the *Picture Description* task.

- Potential use of temporal features of speech for monitoring individual's memory over time.

- Employing speech features extracted from the *Picture Description* task, the LDA classifier discriminated between the *Low memory performers* and *High memory performers* with accuracy of 68%, sensitivity of 63% and specificity of 73%.

- Employing speech features extracted from the *Picture Taboo* task, the LDA classifier discriminated between the *Low memory performers* and *High memory performers* with accuracy of 73%, sensitivity of 79%, and specificity of 67%.
5.4 Study 4 – Dynamic minimum pause threshold estimation

Despite the apparent significance of pause-oriented features, much of the research into pause detection has employed criteria that is either poorly defined or based on the speech performance of neurologically intact adults [314]. Minimum pause duration is consistently used as a criterion for detection of pause boundaries [314] and is furthermore one that varies considerably across the literature, reflecting the arbitrary nature in which most researchers have employed it [315, 316]. Goldmann-Eisler [273] advocated the use of a minimum pause duration of 250ms, and this threshold has proliferated many of the studies into pausing behaviour including Stassen et al. [251]. However, there are numerous examples of studies that have deviated from this 250ms value for minimum pause duration—a review of relevant publications conducted by Kirsner et al [315] yielded 32 different values, ranging from 100 up to 300ms and with a median of 250ms. Minimum pause duration thresholds encountered as part of this review included 40ms [317], 270ms [318], and 1000ms [61]. Given the variability in pause threshold values, it is not immediately evident what an appropriate value is for minimum pause duration.

Initiated by Kirsner et al [315], this traditional approach to pause identification has been readdressed, and emerging from this renewed interest is evidence that pause duration exhibits a two-component mixed lognormal distribution, one component associated with short pauses—products of articulatory processes and another associated with long pauses—associated with cognitive processes. Having successfully fitted this distribution it is possible to determine an optimal threshold value for each recording for differentiating between the short-pause component and long-pause component. As this threshold value can vary from speaker to speaker it is dynamic in nature.

Recent studies by Rosen et al [319], and Hird & Kirsner [320] investigated the correlation between the pause distribution parameters and Friedrich’s ataxia (FRDA) and brain-damage induced aphasia respectively. Rosen et al [319] found a significant difference between the parameters for those with FRDA and control subjects and Hird & Kirsner [320] graphically demonstrated the variation between brain damaged subjects and control subjects. Given these findings, findings of Roark et al [61] and the findings presented in Sections 5.1 - 5.3 of this thesis that pause-related features are correlated with cognitive function, there is clearly potential in using pause distribution parameters to discriminate between cognitively healthy and cognitively impaired subjects.
This study readdresses the approach presented in the previous sections of this chapter (Sections 5.1 - 5.3), replacing the use of a static 250ms minimum pause duration with this dynamic threshold. The parameters of the pause and utterance distributions are furthermore assessed in their ability to discriminate between cognitively healthy and cognitively impaired speakers.

5.4.1 Methods

Cohort

187 older adults participated in this study, 73 (39.04%) of whom were male and 114 (60.96%) female, with a mean age of 72.44 (SD 7.01, range 60 - 80) years. All participants underwent cognitive assessment using the MMSE, the scores ranging from 20 to 30 with a mean MMSE score of 27.68 (SD 2.00). Based on their MMSE scores, the participants were segmented into two groups. With an MMSE score of 27 or higher, 150 of the participants (80.21%) were classified as cognitively healthy, and 37, with a score of 26 or lower (19.79%), were classified as cognitively impaired.

Data acquisition

Participants’ speech was recorded for the Text Passage task. During Text Passage task, the subjects read aloud a short text passage. See Section 5.1.1 of the Study 1 for details regarding the speech tasks. The speech from each subject carrying out this speech based task was recorded.

A headset microphone was used to record speech from all participants; this was connected to an external USB sound card connected to a PC. All efforts were made to keep the microphone at the same distance from the mouth and to reduce background noise to a minimum. Speech was recorded at 44.1 kHz sampling frequency and 16 bit resolution.

Data processing

Following temporal features were extracted from the acquired speech recordings in this study. See Chapter 3, Section 3.1 for description of the speech features extraction process. These features, using the 250ms minimum pause duration threshold, were labelled as Static temporal features in this study.
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- **Number of Pauses**
- **Mean Pause Duration**
- **Proportion of Recording in Silence**
- **Mean Utterance Duration**
- **Total Recording Time**
- **Total Length of Pauses**
- **Total Length of Utterances**

In addition to these *Static temporal features*, using the dynamic minimum pause threshold estimation, another set of temporal features was generated labelled as *Dynamic temporal features*.

**Dynamic minimum pause threshold estimation**

Following the initial segmentation temporal thresholds were applied to more accurately identify both pauses and utterances. Initial thresholds of 100ms for minimum utterance duration and 250ms for minimum pause duration were employed to provide the secondary segmentation of the signal into long utterances and pauses. Thresholds of 30ms and 20ms were then applied to the long utterances to break them into short utterances and pauses, providing the tertiary and final segmentation of the signal into speech and pauses. In this manner all pauses of duration greater than or equal to 20ms and all utterances of duration greater than or equal to 30ms were identified. Following the identification of the pauses and utterances, the pause and utterance distributions were generated. The dynamic minimum pause threshold, which was different for every recording, was estimated from the pause distribution as described below.

**Pause and utterance distributions**

Two-component mixed lognormal distributions were fitted to the pause duration data using maximum likelihood estimation (MLE). The two components of the distribution were termed the short-pause component and the long-pause component. The point at which the detection error was minimized for each component was found to be at the intersection of the two components. This intersection point was employed as the ‘dynamic’ minimum pause threshold and was used to discriminate between the long-pauses, which were of interest and the short-pauses which were to be discarded. MLE was also employed to fit a unimodal lognormal distribution to utterance duration data for each recording.
The following *distribution features* were then extracted from the pause and utterance distributions:

- *Pause Mixing Proportion*
- *Short-Pause Mean*
- *Long-Pause Mean*
- *Short-Pause Standard Deviation*
- *Long-Pause Standard Deviation*
- *Utterance Mean*
- *Utterance Standard Deviation*

![Pause mixed lognormal distribution](image)

### Figure 5-6: Pause mixed lognormal distribution

**Classification and statistical analysis**

The performance of these features in discriminating between cognitively healthy (MMSE $\geq 27$) and cognitively impaired (MMSE$<27$) participants was assessed using a combination of Student's t-test, Welch’s t-test and Wilcoxon’s Rank-Sum test. The selection of the appropriate test for each feature was based on the results of normality tests, variance tests, and visual inspection of quantile-quantile plots. The feature set under analysis comprised the parameters
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of the pause distributions and utterance distributions, and the temporal features for the static and dynamic thresholds. The features that emerged as statistically significant at a significance level of $\alpha = 0.05$ were subsequently used in the classification procedure.

A Linear Discriminant Analysis (LDA) classifier was employed to differentiate between healthy and cognitively impaired participants, based on the speech features presented above. See Chapter 3, Section 3.2 for details regarding the classification.

5.4.2 Results

From the three sets of features (Static temporal features, Dynamic temporal features, and Distribution features) the variance analysis yielded seven statistically significant features (see Table 5-13 and Table 5-14). Inspection of the mean values of these features (see Table 5-15) revealed that the participants of the cognitively impaired group generated more pauses for the static threshold case, with a mean of 28.76s compared to 24.01s for the healthy group. The (Dynamic) Total Length of Pauses feature indicated that the impaired group paused on average 6.5s more than the healthy group. Both static and dynamic Total Length of Utterances demonstrated that the impaired group had longer utterances than the healthy group.

### Table 5-13: Student’s t-test analysis of speech features between participants groups

<table>
<thead>
<tr>
<th>Speech feature</th>
<th>Student’s t-test</th>
<th>df</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Distribution) Utterance Mean (ln(ms))</td>
<td>2.4824</td>
<td>185</td>
<td>0.0139</td>
</tr>
<tr>
<td>(Dynamic) Total Length of Utterances (s)</td>
<td>2.1258</td>
<td>185</td>
<td>0.0348</td>
</tr>
<tr>
<td>(Static) Proportion of Recording in Silence</td>
<td>-2.5708</td>
<td>185</td>
<td>0.0109</td>
</tr>
<tr>
<td>(Static) Total Length of Utterances (s)</td>
<td>2.2888</td>
<td>185</td>
<td>0.0260</td>
</tr>
</tbody>
</table>

Distribution – features extracted from lognormal distributions, Dynamic – temporal features extracted employing dynamically estimated pause threshold, Static – temporal features extracted employing static pause threshold

### Table 5-14: Wilcoxon Rank-Sum test analysis of speech features between participants groups

<table>
<thead>
<tr>
<th>Speech feature</th>
<th>Wilcoxon Rank-Sum Test</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Distribution) Pause Mixing Proportion</td>
<td>3214</td>
<td>-2.0883</td>
</tr>
<tr>
<td>(Dynamic) Total Length of Pauses (s)</td>
<td>4488</td>
<td>2.0687</td>
</tr>
<tr>
<td>(Static) Number of Pauses</td>
<td>4514</td>
<td>2.1556</td>
</tr>
</tbody>
</table>

Distribution – features extracted from lognormal distributions, Dynamic – temporal features extracted employing dynamically estimated pause threshold, Static – temporal features extracted employing static pause threshold
Table 5-15: Mean feature values for features that achieved statistically significant differences for both participants' groups

<table>
<thead>
<tr>
<th>Speech feature</th>
<th>Cognitively healthy group</th>
<th>Cognitively impaired group</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Distribution) Utterance Mean (ln(ms))</td>
<td>5.77</td>
<td>5.93</td>
</tr>
<tr>
<td>(Distribution) Pause Mixing Proportion</td>
<td>0.76</td>
<td>0.71</td>
</tr>
<tr>
<td>(Static) Number of Pauses</td>
<td>24.01</td>
<td>28.76</td>
</tr>
<tr>
<td>(Static) Mean Pause Duration per Second (s)</td>
<td>0.13</td>
<td>0.15</td>
</tr>
<tr>
<td>(Static) Total Length of Utterances (s)</td>
<td>110.64</td>
<td>122.03</td>
</tr>
<tr>
<td>(Dynamic) Total Length of Pauses (s)</td>
<td>29.08</td>
<td>35.58</td>
</tr>
<tr>
<td>(Dynamic) Total Length of Utterances (s)</td>
<td>109.66</td>
<td>118.44</td>
</tr>
</tbody>
</table>

_Distribution_ – features extracted from lognormal distributions,  
_Dynamic_ – temporal features extracted employing dynamically estimated pause threshold,  
_Static_ – temporal features extracted employing static pause threshold

Table 5-16: Linear Discriminant Analysis classification

<table>
<thead>
<tr>
<th>Classification performance</th>
<th>Feature set</th>
<th>(Static) Temporal Features</th>
<th>(Dynamic) Temporal Features</th>
<th>Distribution features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall accuracy (%)</td>
<td>65.39</td>
<td>61.97</td>
<td>68.66</td>
<td></td>
</tr>
<tr>
<td>Sensitivity (%)</td>
<td>63.98</td>
<td>58.25</td>
<td>64.20</td>
<td></td>
</tr>
<tr>
<td>Specificity (%)</td>
<td>66.79</td>
<td>65.69</td>
<td>73.12</td>
<td></td>
</tr>
<tr>
<td>ROC Area</td>
<td>0.69</td>
<td>0.58</td>
<td>0.74</td>
<td></td>
</tr>
</tbody>
</table>

_ROC Area_ – Area under the Receiver Operating Characteristics (ROC) curve

Classification of the participants was then performed using the features that were found to be statistically significantly different between the participants' groups. The results of the classification can be seen in Table 5-16. Employing the _Dynamic temporal features_ yielded decreases of 5.73% (to 58.25%) in the sensitivity, 1.10% (65.69%) in the specificity, and 3.42% (61.97%) in the accuracy when compared with the performance of the static temporal features.

When the classifier was trained using the pause and utterance _Distribution features_, the classification performance increased. The sensitivity of the LDA classifier increased by 0.22% (to 64.20%), specificity by 6.33% (73.12%) and the overall accuracy by 3.27% (68.66%).

5.4.3 Discussion

This study investigated if a dynamic estimation of minimum pause duration can improve the correlation of speech features with cognitive tasks measures. From the investigation of pause and utterance duration distribution data and their impact on the performance of an
LDA classifier, two distributional parameters, *Pause Mixing Proportion* and *Utterance Mean*, were found to be statistically significantly different between the cognitively healthy and cognitively impaired groups. These two parameters outperformed the temporal features in classifying the participants according to their level of cognitive function.

Contrary to expectations however, the use of a dynamic threshold derived from the distributional data had a negative impact on the classification performance of the temporal features. These findings would suggest that the distributional data are best employed directly, rather than using them to estimate the temporal features for each individual speaker via the dynamic threshold estimation.

Despite dynamic threshold estimation yielding no improvement on traditional methods, this study did highlight the potential in pause and utterance duration distribution parameters in improving classification of people according to their cognitive function.

**Key points**

- The *Pause Mixing Proportion* and *Utterance Mean* distribution parameters showed statistically significant differences between cognitively impaired and healthy group.
- The *Distribution features* outperformed the temporal features in classifying the participants according to their level of cognitive function.
- The use of a dynamic threshold derived from the distributional data had a negative impact on the classification performance of the temporal features.
- Employing the *Dynamic temporal features*, the sensitivity of the LDA classifier decreased by 5.73% (to 58.25%), specificity by 1.10% (65.69%) and the accuracy by 3.42% (61.97%).
- Employing the *Distribution features*, the sensitivity of the LDA classifier increased by 0.22% (to 64.20%), specificity by 6.33% (73.12%) and the overall accuracy by 3.27% (68.66%).
5.5 Summary

The studies in this chapter answered the research questions posed in Chapter 2, Section 2.18.2. This chapter has investigated the reliability of employing speech features as a means of assessing cognitive function in older adults.

The analysis focused on speech features extracted from two speech based tasks. While both tasks targeted the cognitive processes required to generate speech, these tasks also individually targeted different cognitive processes. The *Text Passage* task targeted visual processing of text and word retrieval processes. The *Picture Taboo* task targeted short-term memory and executive function.

The speech features extracted from these two tasks aim at measuring speech and non-speech segments durations achieved throughout the completion of the task. It was expected that the durations of these segments would be indicators of how fluently participants can generate speech for the specific tasks. For example a large *Number of Pauses* and short *Mean Utterance Duration* would indicate an inability to maintain focus on the task. Long *Mean Pause Duration* could indicate a need for longer cognitive processing required to complete the task.

The studies presented in this chapter investigated the correlation of various speech features and measures of cognitive function. The correlation analysis found that the speech features achieved stronger correlation with individual cognitive tasks measures than with the Mini-Mental State Examination (MMSE) score.

The classification analysis was employed to assess the ability of speech features to differentiate between cognitively healthy and cognitively impaired older adults. This analysis investigated various combinations of speech features to find the most accurate in classifying cognitive status as determined by the MMSE.

The MMSE is a cognitive screening tool of overall cognitive function while the other cognitive tasks employed in this analysis are considered measures of specific cognitive function domains. Classification of individuals in terms of MMSE was as successful when employing the temporal speech features as a classification when employing the scores of these cognitive tasks. This was the first result that suggested the ability to employ speech features to assess cognitive function in older adults.
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The successive studies investigated different approaches to improving the classification performance when employing speech features to assess cognitive function. A Combined Cognitive Score (CCS), based on the results of achieving expected age and education norms for MMSE and the results of the cognitive tasks, was generated to investigate if including these tasks would improve classification performance. An improvement was observed, however, further analysis is required to determine if this is due to increased sensitivity of the CCS classification.

The results of the studies indicated that the speech features are better correlated to tasks measures of specific cognitive function domains. Therefore, speech features were assessed in terms of the memory subscale of the MMSE. The increased classification performance, and independence form age and education observed, demonstrated that speech features extracted from picture description tasks have significant potential as method for longitudinal monitoring of at least some domains of cognitive function. While no significant correlation was found between speech features and other subscales, further research should be carried out to identify other speech features that correlate with these subscales.

The final study investigated the extraction of non-speech segments and attempted to improve the sensitivity of this measure. Compared to the existing measures of non-speech segments, this analysis found distribution features to outperform static and dynamic temporal features when classifying participants in terms of MMSE.

The culmination of these studies is that speech features can be employed as a measure of cognitive function. Additional research may be required to refine the speech features and tasks to maximise the power of speech as a measure of cognitive function. However, the benefit of assessing intra-speaker variability in speech features in order to monitor cognitive function is clear.

The next chapter, Chapter 6 describes design and evaluation of an automated remote telephone based system for longitudinal monitoring of cognitive function of older adults.
Chapter 6

Automated remote telephone assessment of cognitive function

Following the clinical study of speech characteristics in older adults presented in Chapter 5, and taking into consideration the monetary, personnel burden and time requirements associated with the cognitive function assessment (see Chapter 1 and Chapter 2), a study investigating automated remote assessment of cognitive function in older adults was carried out.

Cognitive decline occurs at a very individual rate and while there are norms for age ranges [185] there is yet no way of determining at what rate one is going to exhibit signs of cognitive decline. Regular monitoring of cognitive function in individuals would enable the early identification of cognitive decline and facilitate early interventions that could reduce the impact of cognitive decline on an individual. Regular monitoring of cognitive function is the most reliable method to identify changes in cognitive function but it is all but impractical given the face to face nature of cognitive assessments. The clinical face to face cognitive assessment requires the neuropsychologist to administer the assessment. It is time consuming and generally expensive. This is particularly relevant in light of the predicted increase in the number of older adults. Regular monitoring of cognitive assessment is an ideal application for an automated system of longitudinal data collection.

Automation of cognitive assessments has been investigated with computer-based tools. Snyder et al [321] have produced a comprehensive review of sixteen assessments of cognitive impairment. The authors discuss the types of tests included in each assessment, the automation and repeatability of delivering the assessment via a PC and the sensitivity and
specificity of each measure for identifying individuals with Mild Cognitive Impairment (MCI). Many of these assessments were self-administered and did not require a trained professional. While the advantage of these computerized assessments is clear, they do suppose that participants have a computer and are comfortable using it.

Several studies [322-324] have investigated delivery of remote cognitive function assessment and these studies have employed the telephone to remotely separate the subject from the neuropsychologist. The studies reported in the literature indicate that these methods tend to be very reliable when compared to traditional in-person cognitive assessments [324, 325]. While these studies assessed cognitive function remotely, a neuropsychologist was required to administer the cognitive assessment tasks to the participant.

Interactive Voice Response (IVR) systems enable callers to interact with a computer system via a telephone. Pre-recorded prompts or speech synthesis are used to present information and options to callers. Dual tone modulated frequency (DTMF) (pressing the keys on the telephone keypad) or speech are employed to capture input from the caller. A typical IVR system asks participants to respond to presented questions by pressing the appropriate key on the alphanumeric keypad of the phone or responding by voice. Automation of cognitive assessments has been investigated using IVR technologies [325, 326]. A study by Mundt et al [325] modified common cognitive tasks to use DTMF input for each task and in another study using speech input. Mundt [326] employed simple questionnaires to gather input from participants.

Older adults have been shown to use technology if it has been correctly designed. This can be defined as being designed using universal design principles. When insured that the technology works well in human settings, honours people's needs, does not remove person's autonomy, does not invades the privacy of its users [327]. Almost everybody is familiar with telephones and does not feel unduly uncomfortable while using this technology. If proper user centred design principles [328] are employed the resulting IVR system may be cognitively undemanding.

There is extensive evidence to support the administration of cognitive assessments over the telephone [329], a technology with which most older adults are familiar. Speech has traditionally not been used as the input mode for automated cognitive assessments such as this. However using speech in this manner provides us with a way to design very user centred
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applications, thus improving the usability of the system particularly for the specific cohort in this study, i.e. the older adults. Speech in this context has the added advantage of users not having to remove the phone from their ear in order to press the correct button, potentially missing instructions or getting confused with the multi-modal aspect of the task.

Telephones are employed in the two studies presented in this chapter, as they are readily available to older adults and are a technology that this cohort is comfortable with. The first study describes the feature extraction algorithm employed with telephone quality data. The second study describes design, implementation and usability of an automated IVR application for remote delivery of cognitive function assessment.

Three publications have been derived from the research described in this chapter.

S. D'Arcy, V. Rapcan, A. Galli, N. Burke, G.C. O'Connell, I.H. Robertson, R.B. Reilly, “A study into the automation of cognitive assessment tasks for delivery via the telephone: lessons for developing remote monitoring applications for the elderly”, *Technology and Health Care*, vol. 21, pp. 387-396, 01/01/2013


6.1 Study 1 – Modifications of feature extraction algorithms for use with telephone speech recordings

A first step in the process of moving the cognitive assessment from clinic to subjects’ homes was to ensure that the developed feature extraction algorithm (described in Chapter 3, Section 3.1) reliably extracts speech features from telephone quality recordings.

The study reported here presents modifications required to be performed on the feature extraction algorithms for reliable extraction of speech characteristics from telephone recordings. The results of applying the feature extraction algorithms to speech recorded over the telephone are presented.

6.1.1 Methods

Cohort

Nineteen older adults participated in this study and were taken from the larger cohort presented in Chapter 5, Section 5.1.1. Mean age (± SD) of the cohort was 68.6 (± 6.9) years. The cohort had mean Mini-Mental State Examination (MMSE) score (± SD) of 28.26 (± 1.69). Two subjects had MMSE score lower than 27. Twelve of the subjects were female, seven were male.

Data acquisition

Speech was recorded in St. James’s Hospital clinic for all participants while reading out loud a Text Passage described in Chapter 4, Section 4.1.1.

A headset microphone was used to record speech from all participants; this was connected to an external USB sound card connected to a PC. All efforts were made to keep the microphone at the same distance from the mouth and to reduce background noise to a minimum. Speech was recorded at 44.1 kHz sampling frequency and 16 bit resolution.

In addition to these speech recordings, the participants were recorded reading out loud the same text passage in their own homes over a telephone during following home deployment. Each participant was called by a neuropsychologist and the conversation recorded onto a laptop via a USB recorder to which the phone line was connected. The recordings were sampled at 8 kHz, with 16-bit resolution and CCITT μ-LAW compression, as provided by the recording system.
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Data processing

The recordings from St. James's Hospital clinic were processed employing the algorithms described in Chapter 3, Section 3.1. This algorithm was also employed in studies of Chapter 5 and Chapter 4. The telephone recordings were processed employing the same algorithms with the modifications described below.

Modifications of the feature extraction algorithm for use with telephone recordings

The telephone recordings differ from clinic recordings in sampling frequency, bandwidth, noise level, have variable volume level and contain more perturbations in form of "clicks", "knocks". As a result of these differences, for telephone recordings two modifications of the feature extraction algorithm were required. These modifications were required to correctly segment the recording into speech and pause segments.

Increased number of perturbations (clicks, knocks) in the recordings caused feature extraction algorithm to misinterpret pauses as speech segments. Therefore, as a first step, all telephone recordings were filtered with a seven-point moving average filter to smooth the signal which helped with suppressing of these unwanted effects. Further, different noise level between the clinic and telephone recordings required the Reference Value (see Chapter 3, Section 3.1.2) to be re-estimated for the telephone recordings.

The temporal features presented below were extracted from acquired speech recordings in this study. See Chapter 3, Section 3.1 for description of the feature extraction process.

- Number of Pauses
- Mean Pause Duration
- Proportion of Recording in Silence
- Mean Utterance Duration
- Total Recording Time
- Total Length of Pauses
- Total Length of Utterances

Two sets of features were generated, one set from the clinic recordings and the second set from the telephone recordings:

1. Clinic recordings
2. Telephone recordings
Classification and statistical analysis

The ability of the feature extraction algorithm to correctly detect pauses and speech segments in telephone quality recording was investigated. Performance was measured employing the same methods as described in Chapter 4, Section 4.2.1.

In addition to the algorithm performance estimation, the average values of the extracted temporal features of the two features sets were calculated. Student’s t-test (2-tailed, 2-sample assuming equal variances) was employed to estimate the differences in means of the two features sets.

6.1.2 Results

The following performance of the feature extraction algorithm was achieved using the telephone recordings.

- Overall accuracy: 93.2%
- Sensitivity: 97.3%
- Specificity: 89.5%
- Positive predictivity: 91.1%
- Negative predictivity: 97.1%

Table 6-1 shows average values for the extracted temporal features from clinic and telephone recordings. This table also shows the results of the Student’s t-test analysis.

Table 6-1: Average values comparison for clinic and telephone recordings.

<table>
<thead>
<tr>
<th></th>
<th>Clinic Recordings</th>
<th>Telephone Recordings</th>
<th>t</th>
<th>df</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Pauses</td>
<td>47</td>
<td>50</td>
<td>-1.04</td>
<td>36</td>
<td>0.30</td>
</tr>
<tr>
<td>Mean Pause Duration (s)</td>
<td>0.63</td>
<td>0.65</td>
<td>-0.69</td>
<td>36</td>
<td>0.49</td>
</tr>
<tr>
<td>Proportion of Recording in Silence</td>
<td>0.20</td>
<td>0.21</td>
<td>-0.83</td>
<td>36</td>
<td>0.41</td>
</tr>
<tr>
<td>Mean Utterance Duration (s)</td>
<td>2.51</td>
<td>2.48</td>
<td>0.19</td>
<td>36</td>
<td>0.85</td>
</tr>
<tr>
<td>Total Recording Time (s)</td>
<td>144.64</td>
<td>151.76</td>
<td>-1.34</td>
<td>36</td>
<td>0.19</td>
</tr>
<tr>
<td>Total Length of Pauses (s)</td>
<td>29.57</td>
<td>32.35</td>
<td>-0.97</td>
<td>36</td>
<td>0.34</td>
</tr>
<tr>
<td>Total Length of Utterances (s)</td>
<td>115.08</td>
<td>119.41</td>
<td>-1.15</td>
<td>36</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Columns ‘Clinic Recordings’ and ‘Telephone Recordings’ show average feature values for all participants for both sets of features separately. The remaining three columns show Student’s t-test analysis results.
6.1.3 Discussion

Only two modifications were required to the feature extraction algorithm to accurately segment telephone speech recordings into pause and speech segments. Speech can be easily remotely recorded over a telephone and, as shown above, speech features can be reliably (overall accuracy of 93.2%, sensitivity of 97.3%, specificity of 89.5%) extracted from the telephone recordings. Average differences between features extracted from clinic environment recordings and telephone recordings for 19 subjects are under 15% for all features, except the Total Length of Pauses where the difference is around 19%. These differences were found not to be statistically significant. The non-significant differences may be attributed to the natural intra-speaker variability over time. The results demonstrate that the telephone speech quality recordings can provide adequate speech features for cognitive function assessment when compared to those extracted from recordings acquired in clinic.

All recordings were conducted by a trained neuropsychologists telephoning the participants and asking the participants to perform specific tasks, such as Word Recall, Digit Span, Category Fluency, to assess their level of cognitive function. Further development of the protocol and automation of the tasks lead to a fully automated Interactive Voice Response (IVR) system for cognitive function assessment, similar to that presented in study of voice pathologies by Moran et al [300] and Wormald et al [301]. Such a system would not necessitate the need for trained human experts, allowing expertise to be redirected towards intervention as opposed to assessment of cognitive function, and will allow monitoring of cognitive function of large scale cohorts. Design and evaluation of such system is presented below.

Key points

- The temporal speech features can be reliably (overall accuracy of 93.2%, sensitivity of 97.3%, specificity of 89.5%) extracted from speech recordings made over a telephone.
- Non-significant differences were demonstrated between the high-quality clinic recordings and the lower quality telephone recordings.
- The results demonstrate that the telephone speech quality recordings can provide adequate speech features for cognitive function assessment when compared to those extracted from recordings acquired in clinic.
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6.2 Study 2 – Automated Interactive Voice Response application for remote assessment of cognitive function

The previous study described the required modifications of the feature extraction algorithm for use with telephone quality recordings. This study describes the automation and remote delivery of cognitive function assessment over the telephone.

Automation and remote delivery of a clinically valid cognitive assessment would provide longitudinal monitoring for large cohorts of older adults at relatively low cost and provide a repeated measure of cognitive function.

Regular monitoring of cognitive function in individuals may enable the early identification of cognitive decline and facilitate early interventions that may reduce the impact of cognitive decline on an individual. Regular monitoring of cognitive function is a method to early identify changes in cognitive function. However the nature of the face to face cognitive assessments makes regular monitoring of cognitive function highly impractical, imposing financial and labour burden on the health care providers. This is particularly relevant in light of the predicted increase in the number of older adults. However, regular monitoring of cognitive function is an ideal application for an automated system of longitudinal data collection.

In the study presented here, cognitive assessment was implemented over the telephone using an Interactive Voice Response (IVR) system. Interactive Voice Response (IVR) systems enable callers to interact with a computer system via a telephone. The cognitive assessment in this study automated several neuropsychological tasks administered in a typical battery of cognitive tests. Speech is employed as the input mode to make the assessment more natural for the user. This study focused on the design, implementation, success and usability of an automated remote cognitive assessment with older adults in their own homes.

The hypothesis of this study was that the delivery of cognitive function assessment would provide the same quality of assessment as a face to face interview with a neuropsychologist, if the cognitive test employed were similar. Specific questions were asked to address this hypothesis.

This study investigated whether having an initial face to face clinical assessment prepares the participants for the automated assessment resulting in better completion rates. This study investigates the reliability of the task being administered repeatedly over time and employing different methods of administration.
6.2.1 Methods

Cohort

Sixty-six participants have been recruited for this study, from which 60 (41 women) completed the study with a mean age of 69.99 (± 5.98) years, Mini-Mental State Examination (MMSE) (see Chapter 2, Section 2.9.1) score of 28.15 (± 1.25) and 15.26 (± 3.73) years of education.

One aim of this study was to investigate whether having a face-to-face assessment prior to IVR assessments would influence one’s performance. In order to do this the cohort was split into two groups and a crossover experimental design employed. Group1 performed two IVR based cognitive assessments followed by a face-to-face (F2F) assessment. Group2 started with a face-to-face assessment followed by two IVR based assessments (Table 6-2). The interval between two adjacent assessments ranged from five to seven days.

<table>
<thead>
<tr>
<th>Table 6-2: Participants group distribution.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessment 1</td>
</tr>
<tr>
<td>--------------</td>
</tr>
<tr>
<td>Group 1</td>
</tr>
<tr>
<td>Group 2</td>
</tr>
</tbody>
</table>

Group distribution of participants that completed all three assessments.
IVR1 – first IVR assessment, IVR2 – second IVR assessment, F2F – face-to-face assessment, N – number of subjects.

Prior to each IVR interview each participant received an information pack (see Figure 6-1). This pack contained a checklist of conditions under which to carry out the interview, i.e. choose a quiet room, keep distractions to a minimum (no TV or pets), have a glass of water to hand. Some tasks in the assessment required visual aids, e.g. images for picture description and phonological cues for the diadochokinetic rate task. The interview guide consisted of five laminated A4 size pages bounded on top for easy turning and page numbers for ease of reference (see Figure 6-2). The information pack also included a unique four-digit identification number (ID) and a toll-free telephone number with which to make a telephone call to the IVR system.
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The St. James's Hospital Ethics Committee, Dublin, approved the study. Participants completed the IVR assessments in their own homes and the face to face (F2F) and post assessment interviews in Trinity College Dublin. Trained neuropsychologist carried out all F2F assessments.

Figure 6-1: The interview pack received by each participant.
Part A - Around The World

Phileas Fogg rightly suspected that his departure from London would create a lively sensation at the West End. The news of the bet spread through the Reform Club, and afforded an exciting topic of conversation to its members. From the club it soon got into the papers throughout England. The boasted "tour of the world" was talked about, disputed, argued with as much warmth as if the subject were another Alabama claim.

Some took sides with Phileas Fogg, but the large majority shook their heads and declared against him; it was absurd, impossible, they declared, that the tour of the world could be made, except theoretically and on paper, in this minimum of time, and with the existing means of travelling. The Times, Standard, Morning Post, and Daily News, and twenty other highly respectable newspapers scouted Mr. Fogg's project as madness; the Daily Telegraph alone hesitatingly supported him. People in general thought him a lunatic, and blamed his Reform Club friends for having accepted a wager which betrayed the mental aberration of its proposer.

Articles no less passionate than logical appeared on the question, for geography is one of the pet subjects of the English; and the columns devoted to Phileas Fogg's venture were eagerly devoured by all classes of readers. At first some rash individuals, principally of the gentler sex, supported his cause, which became still more popular when the Illustrated London News came out with his portrait, copied from a photograph in the Reform Club. A few readers of the Daily Telegraph even dared to say, "Why not, after all? Stranger things have come to pass."

At last a long article appeared, on the 7th of October, in the bulletin of the Royal Geographical Society, which treated the question from every point of view, and demonstrated the utter folly of the enterprise.

Everything, it said, was against the travellers, every obstacle imposed alike by man and by nature. A miraculous agreement of the times of departure and arrival, which was impossible, was absolutely necessary to his success. He might, perhaps, reckon on the arrival of trains at the designated hours, in Europe, where the distances were relatively moderate; but when he calculated upon crossing India in three days, and the United States in seven, could he rely beyond misgiving upon accomplishing his task? There were accidents to machinery, the liability of trains to run off the line, collisions, bad weather, the blocking up by snow—were not all these against Phileas Fogg?

Please say "STOP" when you are finished reading

Figure 6-2: Sample page of the interview guide used during the IVR assessment.

Tasks

Each participant was asked to complete an array of cognitive assessment tasks. These included cognitive tasks traditionally administered face to face by neuropsychologist in the clinic. The cognitive tasks included in the assessment aimed to test different brain functions as would be employed in a clinical battery of cognitive tasks. These specific tasks were:
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The *Days of the week backwards* task is a modified task of Osberg et al. [330], during which the participant is required to name the days of the week in reverse order. This task is aimed at assessing declarative and working memory processes of the brain.

The *Word Recall – Immediate* and *Delayed* – were included as a test of short- and long-term memory (see Chapter 2, Section 2.9.3). To compensate for a practice effect, a different word list (animals, fruits, vegetables) was employed for each of the assessment interviews.

To assess semantic memory performance, the *Category Fluency (CF)* task was included in the assessment (see Chapter 2, Section 2.9.2). To compensate for a practice effect, a different category (animals, fruits, vegetables) was employed for each assessment interview.

The *Vigilant Auditory Attention Task (VAAT)* was included to assess participants’ ability to concentrate. It was an auditory version of the Sustained Attention to Response Task (SART) presented in Chapter 2, Section 2.9.4. During this task, the participant was orally presented with numbers from one to nine, repeatedly 25 times. The participant was required to say ‘tap’ for every number except the number ‘five’.

A short version (10 items) of the *Positive and Negative Affect Scale (PANAS)* as presented in Chapter 2, Section 2.9.5 was included to assess participant’s mood state.

Several speech tasks were also included in this study to assess their suitability for inclusion in an automated assessment. Speech tasks were the *Picture Description* task introduced in Chapter 5, Section 5.3.1, the *Text Passage* tasks introduced in Chapter 5, Section 5.1.1 and also a task to assess articulation. The measure of articulation was the diadochokinetic (DDK) rate [331], required participants to repeat specified syllables (PAH, TAH, KAH) or set of syllables (PAH-TAH-KAH or KAH-TAH-PAH), as fast as possible and as clearly as possible, for the duration of one breath.

**The IVR application design**

The automated assessment was designed to be as user friendly as possible and to reduce the apprehension of carrying out a cognitive assessment and/or using an IVR system. The voice responses from the participants were employed to navigate through the assessment. This removes the need for the participant to find and press the required DTMF key on the telephone’s keypad. Thus, the designed and developed IVR application was unimodal and reduced the cognitive load (switching between listening to the instructions and entering answers using the keypad) on the participant during the telephone call. Additionally, keeping
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the telephone constantly by the ear means instructions presented by the IVR application are not missed by the participant.

At the beginning of each call, the participants were required to authenticate themselves by saying their four-digit ID provided to them in their information pack. The participants were allowed three attempts to authenticate themselves by voice. If the ID was not recognized by speech input, the participant had an opportunity to authenticate by entering the ID with DTMF input. Following successful ID authentication the participant was asked to verify his/her first name. After successful name confirmation, additional checks were carried out before the assessment began. Participants were asked if they had a glass of water and the interview guide to hand. Finally participants were given the opportunity to adjust the volume level of the pre-recorded prompts. Answers to each of these specific questions (simple yes/no answers) were provided by speech response only and processed by the speech recognition engine.

User-centred design

Each task in the cognitive assessment battery was designed as a separate module within the application. Each module was designed to be consistent with the manner in which the task is normally administered by a neuropsychologist as much as possible while adhering to standard voice user interface design principles [328]. Prior to implementation of the design, a Wizard of Oz (WoZ) user experience experiment [79] was carried out with 12 older persons. WoZ experimentation is a common tool in the fields of experimental psychology, human factors and usability engineering as part of an iterative design methodology. A typical WoZ experiment employs a “wizard” who, under laboratory conditions simulates the behaviour of a theoretical automated computer application.

In the WoZ study, the cognitive assessment tasks were simulated by employing pre-recorded instructions played over the telephone to the participants. Following each WoZ assessment, feedback on the IVR experience was collected from participants. The findings from these interviews had a direct influence on the user centred design of the automated IVR cognitive assessment. This exercise provided an opportunity to ensure that the prompt texts balanced the amount of information contained without being too long and that participants understood the requirements of each task. The WoZ exercise also allowed the assessment of time-out parameters (indications of when a person has finished speaking in order to proceed to the next prompt/task) and the speed at which prompts are delivered.
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Technology

The IVR application was hosted on a dedicated server purchased from company Voxeo [332]. The server employs VoiceXML and CCXML scripting languages commonly used in IVR solutions. The application was designed using the Evolution software package provided by Voxeo. Voxeo's proprietary automatic speech recognition (ASR) engine processed the responses of participants. ASR grammars are generated from the list of possible answers to each question.

The instructions employed by the IVR application were recorded by a professional voice artist in a sound recording studio and normalized to five volume levels (0dB, -6dB, -12dB, -15dB, -18dB). Before the assessment began the participant was given the opportunity to change the volume level by saying “up” or “down”, or keep the default volume level.

Call flow

At the beginning of each task, instructions on how to complete the task were played to the participant. The participant was then asked if they needed more instructions or if the instructions were clear enough for the task to begin. If the participant required more instructions, more detailed instructions were played to the participant. The participants were then asked to confirm that they understood these more detailed instructions, and then the task began. In the case where the participant did not understand the more detailed instructions the IVR application moved on to the next task. Each task had a pre-defined timeout interval implemented to allow for non-responsiveness.
A pause feature was included in the IVR application and allowed the participant to put the telephone down to open the interview guide and say “start” in order re-start the interview. Reminder of the voice command for resuming the actions was re-played to the participant every 15 seconds. This facility was also used in other parts of the assessments to allow participants take a break and take a drink of water.

Data acquisition

The speech responses of the participant were recorded for all tasks during the cognitive assessment. Both channels of the call (participant and the IVR application) and separate channels in stereo were recorded (µ-law codec, 8 kHz sampling rate, 16-bit resolution). Each recording was saved with specified file name, which included participant’s ID, date, and time when the recording was created, and identification code of each task. After the telephone call ended, all recordings were automatically transferred from the IVR server to a storage server.

As one of the aims of this study was to validate the hypothesis that the IVR assessment provided the same quality of results as an assessment with a neuropsychologist in the clinic, the clinical assessment followed exactly the same protocol as the IVR assessments and used
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the exact same instructions. All speech responses from participant were recorded with 44.1 kHz sampling rate and 16-bit resolution in an uncompressed format.

Data processing

Scoring of each task was carried out through automated processing and also hand scoring. The features of interest from the speech tasks were extracted automatically. Automatic scoring of the Vigilant Auditory Attention Task (VAAT) and Positive and Negative Affect Scale (PANAS) was also possible. While the Word Recall – Immediate (WRI) and Word Recall – Delayed (WRD) tests and the Category Fluency (CF) tests were captured using speech input and a speech recognition engine transcribed the captured words.

Evaluation of reliability

Evaluation of reliability between assessments of the standard neuropsychological tests was carried out. The scores of the Word Recall – Immediate, Word Recall – Delayed and Category Fluency tasks were transformed to z-scores to compensate for use of different word lists during Word Recall – Immediate and Word Recall – Delayed tasks and different categories during Category Fluency task. Three different word lists and categories were needed due to close temporal administration of the face to face and IVR tests. Internal consistency of the individual tasks was assessed by calculating the Cronbach’s α coefficients [333] and Pearson’s correlations within each participant’s group. A Cronbach’s α coefficient higher than predefined threshold of 0.6 is considered reliable [334].

Evaluation of user experience

User experience interviews were conducted between the participants and the neuropsychologist the following day upon completion of all three interviews. The participants completed a user experience interview focused on three main areas; instructions, functionality and overall experience. This interview aimed to assess how well the IVR application performed and how well participants were able to navigate through the assessment.

Cost assessment

The cost assessment was estimated for a group of 400 individuals using 30 minutes long automated IVR cognitive assessment twice a year. The number 400 was estimated as an approximate number of subjects to which one psychologist may be capable of administering a cognitive assessment twice a year.
6.2.2 Results

Sixty participants successfully completed all three assessments. Of the six participants who dropped-out of the study, one participant was unable to participate due to worsening health condition. Two participants did not complete any assessment and dropped-out without specifying a reason. Three participants dropped-out due to technical difficulties with the IVR application during their first telephone call. All remaining participants completed the interview, however not all participants completed each task successfully.

The Word Recall - Immediate task was only considered complete when participants completed three recall iterations. Of the 28 participants in Group 1, two did not attempt the Word Recall - Immediate task at all, and two did not complete one of the three iterations for the first IVR assessment. For the second IVR assessment, one participant did not complete the Word Recall - Immediate task at all and one participant missed a recall iteration of Word Recall - Immediate. For the 32 participants in Group 2, five missed one iteration of word recall in the first IVR and six missed one recall iteration in the second IVR. Only three participants in the whole cohort missed a single iteration in both IVR assessments. The completion rates for the Word Recall tasks are shown in Figure 6-4 for Group 1 and Figure 6-5 for Group 2.

For the Word Recall - Delayed task, 6 participants from Group 1 did not complete the task for the first IVR assessments and 8 for the second IVR assessment. For Group 2, five participants did not complete the task for the first IVR assessments and six for the second IVR assessment, Figure 6-4 & Figure 6-5.
For the category fluency test only one participant from Group1 failed to complete the task for the first IVR but completed it successfully in the second IVR. For Group2, two did not complete the Category Fluency task in the first IVR assessment and all completed the task in the second IVR assessment.
All participants completed the *Days of the Week backwards* task for all three assessments.

For the *Vigilant Auditory Attention Task (VAAT)* task, all participants in Group1 completed the practice and full task for the first IVR assessment and for the second assessment 27 completed the practice and 26 completed the full task. For Group2, 29 participants completed the practice and 28 completed full task for the first IVR and for the second IVR 26 completed the practice and 23 completed the full task, Figure 6-6.

![Figure 6-6: Percentage of complete VAAT tasks per group](image)

All participants completed the read and picture description tasks for all assessments regardless of the order in which they were administered.

For the diadochokinetic rate task all participants completed all versions of the task for the first IVR, regardless of the order of delivery of assessments. All participants in Group1 completed the task for the second IVR assessment but in Group2 three participants failed to complete the task in the second IVR assessment.
Evaluation of reliability

The evaluation of reliability between the clinical face to face assessment and the IVR based assessments yielded following results.

The results of the *Word Recall - Immediate* task were found to be reliable between all assessments for Group 2 and achieved Pearson's correlation coefficients statistically significant at $p<0.01$. The *Word Recall - Delayed* task was also found to be reliable between all assessments for Group 2 and also between the IVR assessments for Group 1. Statistically significant correlation was achieved between IVR assessments for both groups ($p<0.01$ for Group 1, $p<0.05$ for Group 2) and between IVR1 and F2F assessment for Group 2 ($p<0.01$).

The *Category Fluency* task achieved reliability between both the IVR assessments for both participants groups, and also between IVR2 and F2F assessment for Group 1. Pearson's correlation coefficients were statistically significant at $p<0.05$ between IVR assessments for both Group 1 and Group 2, and at $p<0.01$ between IVR2 and F2F assessment for Group 1.

The *Vigilant Auditory Attention Task (VAAT)* task was found to be reliable for both groups and between all assessments, except between F2F and first IVR assessment for the Group 1. Statistically significant correlation was achieved between IVR2 and F2F assessment for Group 1 ($p<0.05$), and between IVR assessments for Group 2 ($p<0.01$).

The *Days of the Week backwards* task was found to achieve a reliable Cronbach's $\alpha$ coefficients and statistically significant correlations ($p<0.01$) only for Group 1.
Table 6-3: Reliability measures between F2F and IVR assessments.

<table>
<thead>
<tr>
<th>Task</th>
<th>Group</th>
<th>IVR1 vs. IVR2</th>
<th>IVR1 vs. F2F</th>
<th>IVR2 vs. F2F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group 1</td>
<td>0.56 (0.39)</td>
<td>0.57 (0.40*)</td>
<td>0.56 (0.39*)</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>0.81 (0.68†)</td>
<td>0.79 (0.65†)</td>
<td>0.81 (0.68†)</td>
</tr>
<tr>
<td></td>
<td>Group 1</td>
<td>0.86 (0.78†)</td>
<td>0.28 (0.16)</td>
<td>0.54 (0.37)</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>0.80 (0.67*)</td>
<td>0.78 (0.64†)</td>
<td>0.63 (0.48)</td>
</tr>
<tr>
<td></td>
<td>Group 1</td>
<td>0.65 (0.49*)</td>
<td>0.47 (0.31)</td>
<td>0.75 (0.60†)</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>0.70 (0.54*)</td>
<td>0.55 (0.38)</td>
<td>0.43 (0.27)</td>
</tr>
<tr>
<td></td>
<td>Group 1</td>
<td>0.78 (0.64)</td>
<td>0.32 (0.20)</td>
<td>0.86 (0.80*)</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>0.94 (0.99†)</td>
<td>0.63 (0.79)</td>
<td>0.82 (0.88)</td>
</tr>
<tr>
<td></td>
<td>Group 1</td>
<td>0.95 (0.90†)</td>
<td>0.62 (0.51†)</td>
<td>0.77 (0.67†)</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>0.13 (0.21)</td>
<td>0.44 (0.28)</td>
<td>-0.03 (-0.04)</td>
</tr>
</tbody>
</table>

All values are Cronbach’s α (Pearson’s correlation) coefficients.

WRI – Word Recall Immediate, WRD – Word Recall Delayed, CF – Category Fluency, VAAT – Vigilant Auditory Attention Task

IVR1 – first IVR assessment, IVR2 – second IVR assessment, F2F – face-to-face assessment

Reliable Cronbach’s α coefficients in bold text.

* Pearson’s r correlation significant at 0.05 level. † Pearson’s r correlation significant at 0.01 level.

Evaluation of user experience

From the original cohort 47 participants completed the user experience interviews with the neuropsychologist. The level of details presented in the instructions was queried: “Were the task instructions understandable?”, “Were the error recovery strategies clear?”, “Was the option of extra help for instructions clear?” and “Did the instructions make the participant feel confident in completing the tasks?”. All of the participants reported that, in general, they easily understand the instructions presented by the IVR application. Seven participants had difficulties understanding only one specific instruction for a task (different for each participant). All understood that more detailed instructions could have been requested from the IVR application and twenty one (44.7%) participants asked for more detailed instructions at least once during the assessment. Only one participant reported feeling lost or worried during the assessment (during the Word Recall task).

The functionality aspect was more concerned with how well the speech recognition module preformed and how seamlessly the overall assessment was presented. Participants were asked if they felt their voices were understood and if they experienced any moments of...
uncertainty with regards what to do next. In terms of recognition performance, four participants reported that they felt their voice was not understood well by the automated system. Six participants had to repeat one answer during the whole assessment. Having to repeat an answer twice during the assessment was reported by four participants and seven participants reported repeating an answer more than twice. Too many pauses between the instructions and a need to wait during the assessment were issues reported by five participants, two of these participants did not feel stressed to wait longer.

The overall experience section of the user experience interview was concerned with how participants felt interacting with a machine for such a task. The potential for using such a system as a regular monitoring tool was also queried. All participants, except four, claimed to have enjoyed the study. There were mixed responses to how participants felt about working with a machine/automated system. Only two participants were adamantly unhappy about it and 13 participants would specifically prefer to undergo a face-to-face assessment. However three participants felt more relaxed carrying out the assessment at home; one participant reported "feeling like talking to a person" during the IVR assessment and another found it easier to undergo the IVR assessment rather than the FF assessment. Two participants stated that they preferred the anonymous nature of the IVR assessment and felt that they could answer honestly compared to face-to-face cognitive assessment. Finally, all participants, except three, would take part in such automated telephone assessment at regular intervals, if their doctor advised them to do so.

Cost assessment

The cost for delivering a 30-minute cognitive assessment twice a year to 400 participants using an automated IVR system was estimated. The operational cost for hosting the IVR platform is €10,990 per annum, which covers use of the platform, provision and maintenance of the server in the data centre. There is one-off charge of €1,570 for configuration work. The two toll-free lines cost €0.26 per minute of use. The total cost for the first year of operation would be €18,840. Each following year of operation would cost €17,270.

The IVR system is at present configured to process two telephone calls concurrently. This number of concurrent telephone lines can easily be increased; making the system scale exponentially with cost increased only by that of the extra telephone calls. The cost of the IVR assessments would be considerably lower than the cost of in-person assessments, when
compared to the median annual salary of €48,000 of an experienced clinical psychologist in Ireland as of December 2013 [335].

6.2.3 Discussion

This study has presented methodology for designing and implementing an automated cognitive assessment over the telephone using natural speech. The successful completion of common cognitive tasks implemented via an IVR system for a cohort of older adults was discussed. While several tasks, namely both Word Recall tasks and the Vigilant Auditory Attention Task (VAAT) task, were not completed in full, all participants managed to reach the end of the assessment regardless of whether they were able to complete each individual task. This indicates that the recovery strategies implemented are effective in dealing with errors in individual task modules.

The completion rate for tasks varied across the IVR assessment. More participants failed to complete the Word Recall - Immediate, Word Recall - Delayed and Vigilant Auditory Attention Task (VAAT) tasks more than any other task in the assessment. Several participants also failed to complete the full articulation task. There are several possible reasons for this, the completion of these tasks requires several interactions with the participant not only are they dealing with the fact that they are using an IVR but they are completing serious and sometimes complicated cognitive tasks. The more steps involved in completing a task, the more likely an error is to occur.

The study cohort was divided into two groups to investigate whether having an initial F2F interview would impact one’s ability to complete the cognitive tasks in the IVR. Figure 6-4 and Figure 6-5 show that the completion rate for Word Recall - Immediate and Delayed, appear to improve with subsequent IVRs for Group1 but not for Group2. Potentially the transfer of the assessment from F2F to IVR has a significant effect on users. Another interesting finding is the completion rates for the Vigilant Auditory Attention Task (VAAT) and diadochokinetic (DDK) tasks appear to reduce with the second IVR for both groups. Participants considered these two tasks particularly boring and tiresome. The full completion rates for the first IVR and reduced completion for the subsequent IVR suggest that participants knew what the task was and did not what to complete it, while in the first IVR they were interested to know what they had to complete.

In terms of order of delivery; including a F2F assessment before IVRs does not appear to increase the chances of completing the cognitive tasks. For the word recall tasks an
improvement in completion rates is seen for Group1 between IVR1 and IVR2, while Group2 actually appears to do worse in IVR2 compared to IVR1. There is a gradual decrease in completion rates for the Vigilant Auditory Attention Task (VAAT) task for Group1 and a more significant decrease for Group2.

Another potential reason for the low completion rates observed for Word Recall - Immediate task is that this is the first task participants encounter in the IVR. Perhaps commencing the IVR assessment with a dummy task may provide some experience and confidence in using an IVR application. The improvement in completion rates for IVR2 (Group1) and the similarity in Word Recall - Delayed task completion rates between IVR assessments support this theory.

The analysis of the completion rates highlights certain tests that prove more difficult to complete than others in this automated environment. This information provides insight into which type of tests are more suitable for inclusion in such an automated assessment. Shorter tasks that would increase the task completion rate should be the focus of such automated assessments.

Evaluation of reliability

The Word Recall - Immediate and Word Recall - Delayed tasks achieved high reliability for Group 2 in all cases. Except between the IVR2 and F2F assessment where a lower, but still reliable, Cronbach’s α coefficient was achieved. Group 1 achieved reliable Cronbach’s α coefficient only between the IVR assessments for the Word Recall - Delayed task. An IVR effect has been found between the two groups. This effect observed that participants who carried out the IVR assessment first performed poorer than those who carried out the F2F assessment first. This is potentially due to the Word Recall - Immediate task being the first task presented to the participants and potentially confusing them. Undertaking one face-to-face assessment initially, during which the participant would get familiar with the cognitive tasks, prior the IVR assessments may be adequate. From the results of Group 2, we can see that using IVR technology is a stable manner of administering the assessment.

While the use of different categories for the Category Fluency task was compensated before calculating the reliability measures by producing z-scores, the Category Fluency task achieved reliability only between IVR assessments for both participant groups, and between IVR2 and F2F assessment for Group 1. Higher reliability may be achieved by repeating exemplar production of the same category over longer period of time, which would remove
any issue associated with a practice effect. Reliability measures would then be calculated by using the scores of the same category only.

High reliability was achieved for the Vigilant Auditory Attention Task between all assessments, except between IVR1 and F2F assessment for the Group 1. It should be noted that no commission errors were made during any of the three assessments by 45.8% of participants and 87.5% of participants scored no errors during at least one assessment. This task may be too easy to perform and may not challenge sufficiently participant’s sustained attention.

The Days of the week backwards did achieve sufficient reliability between all assessments only for the Group 1. None of the participant had difficulties performing this task and it may not challenge the declarative and working memory processes of the brain of the participants recruited for this study. Therefore, the reliability results for this task may not be relevant.

Evaluation of user experience

The results of post assessment usability interviews have also been presented in this chapter. Feedback from Wizard of Oz (WoZ) and usability studies was used to ensure the application was designed specifically for the target users, i.e. older adults. The successful completion of the automated assessment for all participants implies that the final design accomplishes these goals.

The majority of participants had a positive experience with the automated IVR system and 93.6% of them would continue to take part in such cognitive assessment again, if their doctor advised it. The instructions, presented by the IVR application, appear to have been sufficiently well designed and only few participants reported difficulties with understanding instructions. This high satisfaction with the concept and functionality of the assessment is vital if similar remote assessments are to be used in everyday life.

While the user experience was positive, it has to be noted that only three participants had an MMSE score of 26 or lower. The score of 27 was defined in this study as the cut-off value for cognitive impairment. Future inclusion of larger numbers of cognitively impaired individuals may provide more valid overview of user experience and usability of this automated system by more cognitively impaired older adults. It should be noted that the three participants that would not undergo an IVR assessment again were among the cognitively healthy participants.
Longitudinal monitoring is the key to identifying the early onset of cognitive decline, in order to implement early interventions and improve quality of life. With the predicted increase of older population this will only be achieved by automation of cognitive assessments. This study demonstrated that the IVR technology can be a suitable platform for automated remote assessment of cognitive function. With further automation of scoring of included tasks, a fully automated system may be achieved. Such system would allow longitudinal monitoring of cognitive function for large scale cohorts and would complement the current methods for neuropsychological assessment of cognitive function in older adults.

Key points

- All participants managed to complete the IVR cognitive assessment interview.
- The implemented recovery strategies are effective in dealing with errors in individual task modules of the IVR application.
- Including a F2F assessment before IVR assessment does not appear to increase the chances of completing the cognitive tasks.
- Commencing an IVR assessment with a dummy task may provide some experience and confidence in using an IVR application for the participant.
- The use of the IVR technology for remote fully-automated delivery of cognitive function assessment interviews was found to be reliable across all sessions for three out of five cognitive tasks for Group 2 and for one task for Group 1.
- The majority of participants had a positive experience with the automated IVR system and 93.6% of them would continue to take part in such cognitive assessment again.
- The cost of the IVR assessments would be considerably lower than the cost of face-to-face assessments.
6.3 Summary

The studies in this chapter answered the Research Questions 11 - 19 posed in Chapter 2, Section 2.18.4.

The Study 1 of this chapter demonstrated that features extracted from speech in the assessment of cognitive function can be reliably extracted from telephone quality speech.

In the Study 2, the use of the IVR technology for remote automated delivery of cognitive function assessment interviews has been demonstrated to be functional and well received by the population of older adults. However the few shortcomings of the assessment will provide valuable lessons in designing cognitive tasks specifically for IVR administration.

This assessment is envisaged as a monitoring tool for cognitive function. Extracting measures of cognitive function on a periodic basis increases the likelihood of detecting the onset of cognitive impairment early and thus improves the outcome of intervention protocols. The advantage of an automated assessment such as this is that it can be deployed on a large scale at a relatively low cost.

Importantly, the employment of IVR technology may allow to obtain cognitive measures of older adults on periodic basis and have a positive economic impact on the assessment of the cognitive function of the ever-growing population of older adults. Employing IVR technology for cognitive assessment delivery may as well resolve issues with difficult access of older adults to healthcare providers' facilities.

The next chapter, Chapter 7, presents study of an automated remote web-based assessment of memory and attention, two critical elements of cognitive function.
Chapter 7

Automated remote web-based assessment of memory and attention

The previous chapter demonstrated that remote assessment of cognitive function can be carried out over a telephone in means of recording speech input from the individual. While the possibility of delivering a cognitive assessment remotely over a telephone is desirable, not all domains of cognition can be assessed in this manner. This chapter presents the design and implementation of a system for remote web-based monitoring of memory and attention. This study investigated the validity of these measures of memory and attention, and the reliability of these repeated measures over time.

As discussed in the previous chapter, repeated assessment is common in clinical practice to aid decisions regarding diagnosis; monitoring of deterioration or recovery of function; or evaluation of therapeutic, pharmacological, or surgical interventions. With an ageing population, serial neuropsychological evaluations need to be employed in the diagnosis and monitoring of such conditions as dementia, as well as in longitudinal research, with the aim of detecting significant or clinically meaningful changes or decline [39].

However, an on-going issue that is of concern to every neuropsychologist or researcher with regard to serial neuropsychological evaluation is the effect of practice, whereby an individual's retest performance might be enhanced as a result of better test-taking strategies, familiarity with the test environment or the actual test content rather than reflecting genuine improvement in the underlying ability. Practice effects of different magnitudes have been demonstrated in numerous studies over intervals of weeks, months, or years depending on the choice of tests and the cognitive domain concerned [39].
Although it is well established that there are substantial differences in practice effects between cognitive domains, the domains most susceptible to practice effects have not been consistently demonstrated across studies. For example, Rabbit et al. [336] reported larger practice effects on tests of fluid intelligence than on tests of episodic and semantic memory, whereas Ferrer et al. [337] found relatively larger practice effects on composite memory measures than on composite measures of spatial reasoning and speed. Comparison of changes in different cognitive abilities is further complicated by variability in practice effects among tests within the same domain, suggesting that practice effects are not domain specific, but test specific [338, 339], and influenced by the number of re-administrations [337, 339, 340]. In studies with three or more repeated assessments, practice effects were generally found to be greatest in the second assessment for memory and speed measures [337, 340], whereas continuous gains were reported for up to the fourth assessment in measures of fluid reasoning and executive function [39, 341].

Some researchers [341] advocate the use of parallel forms (same test, but employing different stimuli) to eliminate the effect of practice, especially when a short retest interval is expected. This was employed in the study in Chapter 6 for remote Interactive Voice Response (IVR) assessment of cognitive function. However, the use of parallel forms does not completely eliminate practice effects, though the effect may be attenuated [342]. The fact that practice effects prevail in the face of different items suggests that other factors such as familiarity with the testing environment and test strategy are still operating. Parallel forms also raise the question of equivalence of the specific items [39].

The aim of the study reported here was to develop a battery of tests for reliable repeated assessment of memory and attention, which would not be prone from practice effects over time and could be administered at regular intervals over time. The battery of tests was delivered remotely to the participant, with the possibility to undertake the testing at home. The developed tests employed the same stimuli every time to avoid complications with equivalence of the specific items. The hypothesis is that individuals with low memory status perform worse on these tests delivered in this manner than individuals with high memory status. The validity of the tests was assessed by correlating the tests scores with scores from standard neuropsychological tests administered clinically.
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7.1 Methods

As a part of this study a cohort of older adults undertook a battery of memory and attention assessment tests on a dedicated website for the study [343]. Participants were asked to complete two phases of testing. Phase 1 required the participant to complete an online web-based testing once every week, for a period of eight weeks.

7.1.1 Cohort

Twenty six older adults were recruited for this study. From these, ten participants did not complete all eight test rounds and dropped out of the study. The mean age of the remaining 16 participants was 70.00 (SD = 3.27) years. From the 16 participants, eleven were female and five were male. All participants were right handed. The cohort was divided into two groups – *Low performers* and *High performers* - based on the status of individual's memory (see Section 7.1.2). The complete demographic data split by group can be seen in Table 7-1. After complete description of the study to the subjects, written informed consent was obtained from all participants. The study was approved by the Ethics Committee of the School of Psychology, Trinity College Dublin.

<table>
<thead>
<tr>
<th>Group</th>
<th>Gender</th>
<th>Age (mean ± SD)</th>
<th>Full School Edu. (mean ± SD)</th>
<th>Part School Edu. (mean ± SD)</th>
<th>Full Univ. Edu. (mean ± SD)</th>
<th>Part Univ. Edu. (mean ± SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low performers</td>
<td>7 female, 1</td>
<td>68.63 (2.83)</td>
<td>11.00 (2.56)</td>
<td>0.50 (0.93)</td>
<td>2.88 (4.16)</td>
<td>1.63 (1.77)</td>
</tr>
<tr>
<td>High performers</td>
<td>4 female, 4</td>
<td>71.38 (3.25)</td>
<td>10.75 (4.77)</td>
<td>0.38 (1.06)</td>
<td>1.75 (1.49)</td>
<td>1.25 (1.91)</td>
</tr>
</tbody>
</table>

All values are mean values (standard deviation) in years, except for Gender, which is represented by total numbers.

*Full/Part School Edu.* – years of full/part time school education.

*Full/Part Univ. Edu.* – years of full/part time university education.

7.1.2 Standard neuropsychological assessment

All participants underwent cognitive neuropsychological assessment employing gold-standard neuropsychological tests. The following tests were administered to the participants by a trained neuropsychologist (see Section 2.9 for tests details):
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- Mini-Mental State Examination (MMSE) [30],
- National Adult Reading Test (NART) [134],
- Wechsler Memory Scale (WMS) III [32] subtests:
  - Logical Memory,
  - Verbal Pairs,
  - Digit Span,
- Stroop test [344],
- Category Fluency (CF) [68]
- Hospital Anxiety and Depression Scale (HADS) [146].

Memory groups

The participants were divided into two groups, Low performers and High performers, based on their memory performance relative to an estimate of their pre-morbid IQ. The following method was used to decide if participant was a Low performer or High performer.

**Standard score of Logical Memory (SsLM)** was calculated as

\[
SsLM = \frac{\text{Scale score} - 10}{3}
\]

Eq. 23

Where 'Scale score' is the raw score of the Logical memory subtest of the Wechsler Memory Scale (WMS) adjusted for age according to the WMS manual [32].

**Standard score of NART (SsNART)** was defined as

\[
SsNART = \frac{x - 100}{15}
\]

Eq. 24

Where \( x = 128 - (0.83 \times \text{number of errors in the NART}) \).

Z-scores were used to relate their performance on a standardized story recall memory test (SsLM) to their NART estimated IQ (SsNART). When the Standard score of NART was higher than the Standard score of Logical Memory and this difference was more than one standard deviation, the subject was defined as a Low performer (page 28 of [345]).
7.1.3 New battery of memory and attention tasks

Two new tasks were designed to address the limitations of existing tasks and included in the battery of tasks. First task, called Word Recognition, was employed to assess the participant’s verbal recognition memory. The other task, called Shape Recognition, assessed the participant’s non-verbal recognition memory. Two versions of these tasks were administered to the participant, an Immediate version that assessed participant’s short-term memory and a Delayed version that assessed long-term memory. A third task included in the battery was Sustained Attention to Response Task (SART) [139], which was employed to assess participant’s attention.

The tasks were administered in the following order:

1. Word Recognition - Immediate (WRec-I)
2. Shape Recognition - Immediate (SRec-I)
3. Sustained Attention to Response Task (SART)
4. Word Recognition - Delayed (WRec-D)
5. Shape Recognition - Delayed (SRec-D)

Word Recognition - Immediate

The Word Recognition - Immediate (WRec-I) task can be divided into two phases – Presentation and Recognition. The WRec-I task employs a fixed list of 20 nouns with mean length of 4.95 (SD = 1.36, range: 3 – 8) letters and mean normative frequency of 82.45 (SD = 108.44) occurrences per million in The Sydney Morning Herald word database [346]. The words are displayed on screen (see Figure 7-1) in Arial font, with font size of 24 points and font colour R:15, G:15, B:15 in RGB scale, against background with dimensions of 750 by 400 pixels and background colour R:175, G:175, B:175. The background was delimited by a 3 points thick border line of R:105, G:105, B:105 colour.

At the beginning of the task, the order of words in the list was randomized. The first ten words of the randomized list are displayed to the participant during the Presentation phase. Each word was displayed for 2000 ms, followed by a 1000 ms pause. Following the last word, all ten words were presented one more time at the same speed.

The Presentation phase is followed by the Recognition phase. At the beginning of the Recognition phase, the list of all 20 words was randomized again. The words were presented one by one to the participant. The participant was required to answer whether the displayed word was from the original list (displayed during Presentation phase) or a new word (from the
ten words that were not displayed during Presentation phase). The participant’s answer was followed by a 1000 ms pause during which the current word was removed from the display and after which another word was displayed.

Figure 7-1: Graphical user interface of the Word Recognition task.

Word Recognition - Delayed

The Word Recognition - Delayed (WRec-D) task included only Recognition phase of the WRec-I task. At the beginning of the task, the list of 20 words was randomized again, resulting in different display order of the words than during the initial Recognition phase of the WRec-I task. The task remained the same as during the Recognition phase of the WRec-I task.

The Word Recognition - Immediate and Word Recognition - Delayed tasks served as a measure of participant’s verbal recognition memory, immediate and delayed.

Shape Recognition - Immediate & Delayed

The Shape Recognition - Immediate (SRec-I) and Shape Recognition - Delayed (SRec-D) tasks followed the same procedures as the WRec-I and WRec-D tasks, but instead of employing words these tasks employed shapes. The shapes had a width of 130 and height of 130 pixels. The line of the shape was 5 pixels wide and of black colour (R:0, G:0, B:0). The inside of the shape was fully transparent.
The shapes were generated in a manner that would not evoke association with words or common objects of the real world. Therefore, the task only assessed non-verbal recognition memory, immediate and delayed.

Figure 7-2: Graphical user interface of the Shape Recognition task.

**Sustained Attention to Response Task**

To measure participant’s sustained attention, the *Sustained Attention to Response Task* (SART) developed by Robertson et al. [139] was employed. The SART was adapted for use on the study’s website. The SART required the subject to press key to frequently displayed non-targets, but with the requirement to withhold motor responses to occasional targets. The non-targets were represented by eight different shapes and the target by the shape of a star. The shapes were presented on the same background as was used in *Word Recognition* and *Shape Recognition* tasks. The height and width of each shape was 100 pixels. The line of the shape was 5 pixels wide and of black colour (R:0, G:0, B:0).

The non-targets were displayed 85 times and target 15 times, one by one in random order with at least two non-target shapes being displayed in between the target shapes. Both types of stimuli remained on screen for 500 ms, followed by a 1500 ms pause.

**7.1.4 Data acquisition**

All participants were contacted by telephone prior to the beginning of the study and received instruction by regular mail. The battery of tasks was delivered remotely using a dedicated website and the participants undertook the testing from their homes. Participants
were instructed to inform other persons living with them to minimise distraction while they carried out the web-based assessment.

The dedicated study’s website (https://acad.tchpc.tcd.ie/) [343] was programmed in ‘PHP: Hypertext Preprocessor’ server-side scripting language [347]. The Word Recognition, Shape Recognition and SART tasks were programmed in ActionScript 3.0 language [348] used by the Adobe Flash Player platform [349] and embedded on the website in form of SWF files. All participants’ data and tasks results were stored in a MySQL database [350], while sensitive participants’ data were stored encrypted employing Triple Data Encryption Algorithm (TDEA) algorithm [351].

A dedicated username and password was generated for each participant. At their first login, the participants were requested to fill in short demographic form, collecting their age, gender, handedness, education details, mobile phone number, date and time of the week when they would like to undertake the testing. The mobile phone number was used to deliver automated reminders to the participants.

Following the login (or demographic form for the first time), the participant was directed to undertake the battery of tasks. Employing the Adobe Flash Player platform to run the tasks allowed reaction time measurements on participants’ computers (instead of on the server side), while removing issues with delays occurring between participant’s computer and the web-server. During all tasks, participants used ‘Enter/Return’ key to make positive answers
and 'Space' key for negative answers. Keys 'C' and 'R' were used for navigation through the instruction displayed on the screen. The participants were not required to use the mouse to avoid confusion with which device should be used for inputs.

On successful completion of all tasks, participants were directed to complete a subjective questionnaire for self-evaluation of memory and mood. This questionnaire was displayed as a standard HTML page, i.e. not using the Adobe Flash Player platform. The participants were requested to answer 'Yes', 'No' or 'Maybe' (drop-down menu selection) to seven queries. The following statements were used:

1. I am happy with my memory.
2. I am worried about my memory.
3. I feel stressed.
4. I feel depressed.
5. Someone told me my memory is getting worse.
6. I find it difficult to concentrate.
7. I think I need help with my memory.

The self-evaluation was followed by displaying information to the participants regarding date and time of the next testing.

The number of correct answers was collected for each of the recognition tasks. Reaction time for each response, number of Omission errors (missing key press to non-target) and Commission errors (key press to target) were collected for the SART task.

7.1.5 Data processing

The percentage ratio of delayed to immediate correct answers was calculated for each completed Word Recognition (WRec-P) and Shape Recognition (SRec-P) task.

\[ WRec-P = 100 \times \left( \frac{WRec-D}{WRec-I} \right) \]

\[ \text{Eq. 25} \]

where \( WRec-D \) is the number of correct answers from the delayed version of the Word Recognition task, and \( WRec-I \) is the number of correct answers from the immediate version of the Word Recognition task.
\[ SRec-P = 100 \times \left( \frac{SRec-D}{SRec-I} \right) \]

\textit{Eq. 26}

where \( SRec-D \) is the number of correct answers from the delayed version of the \textit{Shape Recognition} task, and \( SRec-I \) is the number of correct answers from the immediate version of the \textit{Shape Recognition} task.

\textit{Standard deviation of reaction time (SD\_RT) and Coefficient of Variation of reaction time (CoV\_RT)} were calculated from all reaction times of the \textit{SART} task for each task completed.

All measures of all tasks were automatically generated or calculated, effectively removing the need to calculate these measures manually and saving researcher’s time.

7.1.6 Statistical analysis

To test the hypothesis if there is statistically significant difference in performance on the recognition tasks and the \textit{SART} task between the \textit{Low and High performers} group, paired two-tailed Student’s \( t \)-test was applied to the mean values of correct answers and percentage ratios for each group and to each week of the study.

\textbf{Validity}

To assess validity of these online web-based tasks, Spearman’s \( \rho \) rank correlation between all tasks measures and measures of standard neuropsychological tests was calculated. Tasks measures from \textit{Week 1}, \textit{Week 2} and mean value from \textit{Week 1} to \textit{Week 8} was used to calculate the correlation coefficients.

\textbf{Analysis of practice effect}

Assessment of practice effect was performed by fitting a linear regression line to the mean values of recognition tasks and \textit{SART} measures from each week and for each group separately. Analysis of significance of the slope of the regression line was performed for all regression lines.

To estimate the magnitude of practice effect, Cohen’s \( d \) coefficient [352] was calculated from tasks measures from each week. The practice effect was estimated between adjacent weeks, and between the \textit{Week 8} and \textit{Week 1}. The practice effect was considered minimal \((d<.15)\), moderate \((.15<d<.70)\) or large \((d>.70)\) [39].
Significance of the regression line slopes and Cohen’s \( d \) coefficients were calculated for each participant’s group separately.

**Test-retest reliability**

Test–retest reliability of the recognition tasks and SART measures was estimated using non-parametric Spearman’s \( p \) rank correlation between each week for each measure. The reliability of less than .60 was considered low, .60 - .69 marginal, .70 - .79 adequate and above .80 high [39, 68].

### 7.2 Results

Mean values for each week and each group separately were calculated for all recognition tasks measures. The values can be seen in Table 7-2.

#### Table 7-2: Recognition tasks - Mean values for each task measure and group separately

<table>
<thead>
<tr>
<th>Task Measure</th>
<th>Group</th>
<th>Week 1</th>
<th>Week 2</th>
<th>Week 3</th>
<th>Week 4</th>
<th>Week 5</th>
<th>Week 6</th>
<th>Week 7</th>
<th>Week 8</th>
<th>( t )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>WRec-I</td>
<td>Low</td>
<td>16.13</td>
<td>19.00</td>
<td>18.50</td>
<td>19.00</td>
<td>18.75</td>
<td>18.88</td>
<td>18.38</td>
<td>19.25</td>
<td>-0.83</td>
<td>0.430</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>19.00</td>
<td>18.75</td>
<td>18.50</td>
<td>18.38</td>
<td>18.38</td>
<td>19.00</td>
<td>19.13</td>
<td>19.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WRec-D</td>
<td>Low</td>
<td>15.25</td>
<td>16.00</td>
<td>14.63</td>
<td>16.38</td>
<td>14.88</td>
<td>15.25</td>
<td>16.50</td>
<td>15.88</td>
<td>-4.89</td>
<td>0.002*</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>18.38</td>
<td>18.00</td>
<td>17.38</td>
<td>17.00</td>
<td>16.88</td>
<td>16.25</td>
<td>17.13</td>
<td>17.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WRec-P (%)</td>
<td>Low</td>
<td>96.26</td>
<td>83.97</td>
<td>79.60</td>
<td>86.07</td>
<td>78.70</td>
<td>80.81</td>
<td>89.65</td>
<td>82.27</td>
<td>-3.56</td>
<td>0.009*</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>96.88</td>
<td>95.73</td>
<td>93.79</td>
<td>92.43</td>
<td>92.07</td>
<td>85.50</td>
<td>89.19</td>
<td>87.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRec-I</td>
<td>Low</td>
<td>17.50</td>
<td>17.00</td>
<td>17.63</td>
<td>17.13</td>
<td>17.25</td>
<td>17.63</td>
<td>17.25</td>
<td>16.88</td>
<td>-8.64</td>
<td>&lt;.001*</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>18.88</td>
<td>17.88</td>
<td>18.25</td>
<td>18.00</td>
<td>18.00</td>
<td>18.38</td>
<td>18.50</td>
<td>18.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRec-D</td>
<td>Low</td>
<td>15.00</td>
<td>15.25</td>
<td>15.13</td>
<td>15.50</td>
<td>15.63</td>
<td>15.50</td>
<td>16.50</td>
<td>14.50</td>
<td>-2.59</td>
<td>0.036*</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>16.25</td>
<td>15.88</td>
<td>16.50</td>
<td>15.25</td>
<td>16.00</td>
<td>16.00</td>
<td>16.38</td>
<td>16.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRec-P (%)</td>
<td>Low</td>
<td>86.38</td>
<td>89.97</td>
<td>85.28</td>
<td>90.52</td>
<td>90.84</td>
<td>97.64</td>
<td>96.10</td>
<td>86.36</td>
<td>0.62</td>
<td>0.554</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>86.02</td>
<td>88.85</td>
<td>90.72</td>
<td>84.65</td>
<td>89.01</td>
<td>87.21</td>
<td>88.50</td>
<td>90.39</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Low = Low performers, High = High performers
* - task measure with statistically significant difference in mean values between groups, estimated employing paired 2-tailed Student’s \( t \)-test

Employing paired two-tailed Student’s \( t \)-test, statistically significant differences were found in mean values of four measures between the Low and High performers group. The Word Recognition – Delayed (WRec-D) measure had statistically significant differences at \( p=0.002 \). Percentage ratio of delayed to immediate correct answers of the Word Recognition (WRec-P) task at \( p=0.009 \), Shape Recognition – Immediate (SRec-I) at \( p<0.001 \) and Shape Recognition – Delayed (SRec-D) at \( p=0.036 \). In all four measures the participants of the Low
performers group on average performed worse than the High performers group. Except for the WRec-P in Week 7 and SRec-D in Week 4 & Week 7, when the Low performers group on average outperformed slightly the High performers group.

The Word Recognition – Immediate (WRec-I) and Percentage ratio of delayed to immediate correct answers of the Shape Recognition (SRec-P) task did not show statistically significant differences between the two groups.

Mean values for each week and each group for the Sustained Attention to Response Task (SART) can be seen in Table 7-3.

Table 7-3: SART - Mean values for each task measure and group separately

<table>
<thead>
<tr>
<th>Task Measure</th>
<th>Group</th>
<th>Week 1</th>
<th>Week 2</th>
<th>Week 3</th>
<th>Week 4</th>
<th>Week 5</th>
<th>Week 6</th>
<th>Week 7</th>
<th>Week 8</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comm. Errors</td>
<td>Low</td>
<td>1.50</td>
<td>0.88</td>
<td>0.13</td>
<td>0.25</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.50</td>
<td>-2.98</td>
<td>0.021*</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>2.75</td>
<td>1.63</td>
<td>1.25</td>
<td>0.25</td>
<td>0.50</td>
<td>1.13</td>
<td>1.63</td>
<td>0.25</td>
<td>-2.30</td>
<td>0.055</td>
</tr>
<tr>
<td>Omission Errors</td>
<td>Low</td>
<td>0.63</td>
<td>0.13</td>
<td>0.38</td>
<td>0.50</td>
<td>0.00</td>
<td>0.25</td>
<td>0.25</td>
<td>0.00</td>
<td>-2.30</td>
<td>0.055</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>1.13</td>
<td>0.63</td>
<td>0.38</td>
<td>0.75</td>
<td>0.25</td>
<td>0.00</td>
<td>0.50</td>
<td>0.13</td>
<td>1.20</td>
<td>0.271</td>
</tr>
<tr>
<td>SD_RT (ms)</td>
<td>Low</td>
<td>114.8</td>
<td>125.3</td>
<td>130.7</td>
<td>99.1</td>
<td>98.0</td>
<td>107.1</td>
<td>86.9</td>
<td>112.9</td>
<td>1.20</td>
<td>0.271</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>97.9</td>
<td>105.3</td>
<td>100.4</td>
<td>93.1</td>
<td>105.5</td>
<td>90.7</td>
<td>114.6</td>
<td>105.8</td>
<td>1.59</td>
<td>0.156</td>
</tr>
</tbody>
</table>

Low = Low performers, High = High performers, SD_RT – standard deviation of reaction time, CoV_RT – coefficient of variation of reaction time
* - task measure with statistically significant difference in mean values between groups, estimated employing paired 2-tailed Student's t-test

Employing paired two-tailed Student’s t-test, statistically significant differences ($p=0.021$) were found in the mean values of Commission Errors measure between the two groups. The remaining three SART measures did not achieve statistically significant differences between the two participants’ groups, but the Omission Errors measure approached significance ($p=0.055$).
Chapter 7: Automated remote web-based assessment of memory and attention

Shape Recognition - Immediate

Figure 7-4: Average number of correct answers for the Shape Recognition – Immediate test for Week 1 - 8 for both participants’ groups. Including fitted linear regression lines.

7.2.1 Validity

The results of assessment of validity of the new tasks scores against the standard neuropsychological tests scores can be seen in Table 7-4 to Table 7-9.
Table 7-4: Validation of Week 1 recognition tasks scores against standard neuropsychological tests scores

<table>
<thead>
<tr>
<th>Week 1</th>
<th>Word Recognition</th>
<th>Shape Recognition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Immediate</td>
<td>Delayed</td>
</tr>
<tr>
<td>MMSE</td>
<td>0.094</td>
<td>0.191</td>
</tr>
<tr>
<td>NART Errors</td>
<td>0.123</td>
<td>0.175</td>
</tr>
<tr>
<td>WMS Story 1</td>
<td>0.248</td>
<td>0.107</td>
</tr>
<tr>
<td>Immediate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WMS Story 1</td>
<td>0.180</td>
<td>0.116</td>
</tr>
<tr>
<td>Immediate 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WMS Story 2</td>
<td>0.192</td>
<td>0.367</td>
</tr>
<tr>
<td>Immediate 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WMS Story 1</td>
<td>0.570*</td>
<td>0.434</td>
</tr>
<tr>
<td>Delayed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WMS Story 2</td>
<td>0.286</td>
<td>0.426</td>
</tr>
<tr>
<td>Delayed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WMS Story</td>
<td>-0.078</td>
<td>0.090</td>
</tr>
<tr>
<td>Recognition</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WMS Pairs</td>
<td>0.266</td>
<td>0.307</td>
</tr>
<tr>
<td>Immediate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WMS Pairs</td>
<td>0.471</td>
<td>0.495</td>
</tr>
<tr>
<td>Delayed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WMS Pairs</td>
<td>0.402</td>
<td>0.367</td>
</tr>
<tr>
<td>Recognition</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WMS Digit</td>
<td>-0.099</td>
<td>-0.039</td>
</tr>
<tr>
<td>Span</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stroop test</td>
<td>0.014</td>
<td>-0.138</td>
</tr>
<tr>
<td>Category Fluency</td>
<td>-0.422</td>
<td>-0.198</td>
</tr>
<tr>
<td>HADS Anxiety</td>
<td>0.055</td>
<td>-0.249</td>
</tr>
<tr>
<td>HADS Depression</td>
<td>0.193</td>
<td>-0.243</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SsNART</td>
<td>-0.171</td>
<td>-0.084</td>
</tr>
<tr>
<td>SsLM</td>
<td>0.288</td>
<td>0.403</td>
</tr>
</tbody>
</table>

All values are Spearman's p coefficients. Strong correlation in bold. * - statistically significant correlation p<0.05
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Table 7-5: Validation of Week 2 recognition tasks scores against standard neuropsychological tests scores

<table>
<thead>
<tr>
<th>Week 2</th>
<th>Word Recognition</th>
<th>Shape Recognition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Immediate</td>
<td>Delayed</td>
</tr>
<tr>
<td>MMSE</td>
<td>0.194</td>
<td>0.694*</td>
</tr>
<tr>
<td>NART Errors</td>
<td>0.124</td>
<td>0.138</td>
</tr>
<tr>
<td>WMS Story 1</td>
<td>0.008</td>
<td>0.239</td>
</tr>
<tr>
<td>Immediate</td>
<td>0.180</td>
<td>0.220</td>
</tr>
<tr>
<td>WMS Story 2</td>
<td>0.185</td>
<td>0.533*</td>
</tr>
<tr>
<td>Immediate 1</td>
<td>0.185</td>
<td>0.533*</td>
</tr>
<tr>
<td>Immediate 2</td>
<td>0.026</td>
<td>0.322</td>
</tr>
<tr>
<td>WMS Story 1</td>
<td>0.132</td>
<td>0.521*</td>
</tr>
<tr>
<td>Delayed</td>
<td>0.132</td>
<td>0.521*</td>
</tr>
<tr>
<td>WMS Story 2</td>
<td>0.265</td>
<td>0.542*</td>
</tr>
<tr>
<td>Recognition</td>
<td>0.265</td>
<td>0.542*</td>
</tr>
<tr>
<td>WMS Pairs</td>
<td>0.196</td>
<td>0.288</td>
</tr>
<tr>
<td>Immediate</td>
<td>0.196</td>
<td>0.288</td>
</tr>
<tr>
<td>WMS Pairs</td>
<td>-0.035</td>
<td>0.103</td>
</tr>
<tr>
<td>Delayed</td>
<td>-0.035</td>
<td>0.103</td>
</tr>
<tr>
<td>WMS Pairs</td>
<td>0.409</td>
<td>0.396</td>
</tr>
<tr>
<td>Recognition</td>
<td>0.409</td>
<td>0.396</td>
</tr>
<tr>
<td>WMS Digit</td>
<td>-0.099</td>
<td>-0.191</td>
</tr>
<tr>
<td>Span</td>
<td>-0.099</td>
<td>-0.191</td>
</tr>
<tr>
<td>Stroop</td>
<td>0.362</td>
<td>0.002</td>
</tr>
<tr>
<td>Category Fluency</td>
<td>-0.256</td>
<td>-0.085</td>
</tr>
<tr>
<td>HADS Anxiety</td>
<td>-0.424</td>
<td>-0.394</td>
</tr>
<tr>
<td>HADS Depression</td>
<td>-0.092</td>
<td>-0.345</td>
</tr>
<tr>
<td>SsNART</td>
<td>-0.048</td>
<td>0.056</td>
</tr>
<tr>
<td>SsLM</td>
<td>-0.090</td>
<td>0.495</td>
</tr>
</tbody>
</table>

All values are Spearman's $p$ coefficients. Strong correlation in bold. * - statistically significant correlation $p<0.05$, † - statistically significant correlation $p<0.01$, § - statistically significant correlation $p<0.001$
Table 7-6: Validation of average Week 1 – 8 recognition tasks scores against standard neuropsychological tests scores

<table>
<thead>
<tr>
<th></th>
<th>Immediate</th>
<th>Delayed</th>
<th>Percentage</th>
<th>Immediate</th>
<th>Delayed</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMSE</td>
<td>0.227</td>
<td>0.478</td>
<td><strong>0.610</strong></td>
<td>0.018</td>
<td>0.273</td>
<td><strong>0.525</strong></td>
</tr>
<tr>
<td>NART Errors</td>
<td>-0.11</td>
<td>-0.139</td>
<td>-0.265</td>
<td>0.102</td>
<td>-0.213</td>
<td>-0.176</td>
</tr>
<tr>
<td>WMS Story 1 Immediate</td>
<td>0.030</td>
<td>0.156</td>
<td>0.320</td>
<td>0.294</td>
<td>0.295</td>
<td>0.107</td>
</tr>
<tr>
<td>WMS Story 2 Immediate</td>
<td>0.055</td>
<td>0.184</td>
<td>0.249</td>
<td>0.168</td>
<td>-0.070</td>
<td>-0.260</td>
</tr>
<tr>
<td>WMS Story 2 Immediate</td>
<td>0.255</td>
<td><strong>0.578</strong></td>
<td><strong>0.656</strong></td>
<td>0.179</td>
<td>0.106</td>
<td>0.171</td>
</tr>
<tr>
<td>WMS Story 1 Delayed</td>
<td>0.301</td>
<td>0.371</td>
<td>0.354</td>
<td>0.365</td>
<td>0.218</td>
<td>0.043</td>
</tr>
<tr>
<td>WMS Story 2 Delayed</td>
<td>0.322</td>
<td><strong>0.591</strong></td>
<td><strong>0.640</strong></td>
<td>0.299</td>
<td>0.153</td>
<td>0.087</td>
</tr>
<tr>
<td>WMS Story Recognition</td>
<td>-0.029</td>
<td>0.227</td>
<td>0.402</td>
<td>0.232</td>
<td>0.283</td>
<td>0.245</td>
</tr>
<tr>
<td>WMS Pairs Immediate</td>
<td>0.112</td>
<td>0.201</td>
<td>0.228</td>
<td>0.434</td>
<td>0.297</td>
<td>0.001</td>
</tr>
<tr>
<td>WMS Pairs Delayed</td>
<td>0.420</td>
<td>0.301</td>
<td>0.100</td>
<td><strong>0.530</strong></td>
<td>0.359</td>
<td>0.038</td>
</tr>
<tr>
<td>WMS Pairs Recognition</td>
<td>0.423</td>
<td>0.308</td>
<td>0.140</td>
<td>0.056</td>
<td>0.168</td>
<td>0.028</td>
</tr>
<tr>
<td>WMS Digit Span</td>
<td>0.045</td>
<td>0.170</td>
<td>0.311</td>
<td>0.027</td>
<td>0.318</td>
<td>0.326</td>
</tr>
<tr>
<td>Stroop</td>
<td>0.043</td>
<td>0.036</td>
<td>0.182</td>
<td>0.155</td>
<td>0.174</td>
<td>-0.068</td>
</tr>
<tr>
<td>Category Fluency</td>
<td>0.032</td>
<td>0.222</td>
<td>0.339</td>
<td>-0.316</td>
<td>-0.058</td>
<td>0.192</td>
</tr>
<tr>
<td>HADS Anxiety</td>
<td>-0.229</td>
<td>-0.351</td>
<td>-0.308</td>
<td>0.172</td>
<td>-0.183</td>
<td>-0.473</td>
</tr>
<tr>
<td>HADS Depression</td>
<td>-0.211</td>
<td>-0.322</td>
<td>-0.243</td>
<td>-0.134</td>
<td>-0.367</td>
<td><strong>-0.586</strong></td>
</tr>
<tr>
<td>SsNART</td>
<td>0.178</td>
<td>0.332</td>
<td>0.462</td>
<td>-0.080</td>
<td>0.180</td>
<td>0.259</td>
</tr>
<tr>
<td>SsLM</td>
<td>0.227</td>
<td><strong>0.582</strong></td>
<td><strong>0.702</strong></td>
<td>0.307</td>
<td>0.185</td>
<td>0.171</td>
</tr>
</tbody>
</table>

All values are Spearman’s *p* coefficients. Strong correlation in bold. * - statistically significant correlation *p*<0.05, † - statistically significant correlation *p*<0.01
## Table 7-7: Validation of Week 1 SART task scores against standard neuropsychological tests scores

<table>
<thead>
<tr>
<th>Week 1</th>
<th>Commission Errors</th>
<th>Omission Errors</th>
<th>SD RT</th>
<th>CoV RT</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMSE</td>
<td>-0.008</td>
<td>-0.120</td>
<td>-0.409</td>
<td>-0.272</td>
</tr>
<tr>
<td>NART Errors</td>
<td>-0.211</td>
<td>0.171</td>
<td>0.194</td>
<td>0.078</td>
</tr>
<tr>
<td>WMS Story 1 Immediate</td>
<td>0.151</td>
<td>0.057</td>
<td>-0.079</td>
<td>0.040</td>
</tr>
<tr>
<td>WMS Story 2 Immediate 1</td>
<td>0.043</td>
<td>-0.104</td>
<td>-0.083</td>
<td>-0.040</td>
</tr>
<tr>
<td>WMS Story 2 Immediate 2</td>
<td>0.160</td>
<td>0.128</td>
<td>-0.075</td>
<td>-0.004</td>
</tr>
<tr>
<td>WMS Story 1 Delayed</td>
<td>-0.066</td>
<td>0.118</td>
<td>-0.108</td>
<td>-0.046</td>
</tr>
<tr>
<td>WMS Story 2 Delayed</td>
<td>0.119</td>
<td>0.081</td>
<td>-0.202</td>
<td>-0.121</td>
</tr>
<tr>
<td>WMS Story Recognition</td>
<td>0.198</td>
<td>0.037</td>
<td>-0.236</td>
<td>-0.083</td>
</tr>
<tr>
<td>WMS Pairs Immediate</td>
<td>0.123</td>
<td>0.097</td>
<td>0.132</td>
<td>0.087</td>
</tr>
<tr>
<td>WMS Pairs Delayed</td>
<td>0.149</td>
<td>0.278</td>
<td>0.099</td>
<td>0.097</td>
</tr>
<tr>
<td>WMS Pairs Recognition</td>
<td>0.147</td>
<td>-0.332</td>
<td>-0.084</td>
<td>-0.252</td>
</tr>
<tr>
<td>WMS Digit Span</td>
<td>0.242</td>
<td>0.089</td>
<td>-0.064</td>
<td>0.001</td>
</tr>
<tr>
<td>Stroop</td>
<td>0.359</td>
<td>-0.029</td>
<td>0.256</td>
<td>0.205</td>
</tr>
<tr>
<td>Category Fluency</td>
<td>-0.053</td>
<td>-0.147</td>
<td>-0.540*</td>
<td>-0.368</td>
</tr>
<tr>
<td>HADS Anxiety</td>
<td>-0.347</td>
<td>-0.066</td>
<td>0.252</td>
<td>0.068</td>
</tr>
<tr>
<td>HADS Depression</td>
<td>-0.160</td>
<td>-0.496*</td>
<td>0.061</td>
<td>-0.076</td>
</tr>
<tr>
<td>SsNART</td>
<td>0.239</td>
<td>-0.019</td>
<td>-0.183</td>
<td>0.003</td>
</tr>
<tr>
<td>SsLM</td>
<td>0.065</td>
<td>0.104</td>
<td>-0.206</td>
<td>-0.120</td>
</tr>
</tbody>
</table>

All values are Spearman’s $\rho$ coefficients. Strong correlation in bold. * - statistically significant correlation $p<0.05$
### Table 7-8: Validation of Week 2 SART task scores against standard neuropsychological tests scores

<table>
<thead>
<tr>
<th>Week 2</th>
<th>Commission Errors</th>
<th>Omission Errors</th>
<th>SD RT</th>
<th>CoV RT</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMSE</td>
<td>0.032</td>
<td>0.394</td>
<td>-0.189</td>
<td>0.253</td>
</tr>
<tr>
<td>NART Errors</td>
<td>0.240</td>
<td>-0.219</td>
<td>-0.142</td>
<td>-0.118</td>
</tr>
<tr>
<td>WMS Story 1 Immediate</td>
<td>-0.120</td>
<td>0.439</td>
<td>-0.201</td>
<td>0.135</td>
</tr>
<tr>
<td>WMS Story 2 Immediate 1</td>
<td>0.080</td>
<td>0.183</td>
<td>-0.444</td>
<td>-0.203</td>
</tr>
<tr>
<td>WMS Story 2 Immediate 2</td>
<td>-0.033</td>
<td>0.317</td>
<td><strong>-0.599</strong>*</td>
<td>-0.109</td>
</tr>
<tr>
<td>WMS Story 1 Delayed</td>
<td>-0.245</td>
<td>0.396</td>
<td>-0.236</td>
<td>0.149</td>
</tr>
<tr>
<td>WMS Story 2 Delayed</td>
<td>0.061</td>
<td>0.376</td>
<td>-0.424</td>
<td>-0.068</td>
</tr>
<tr>
<td>WMS Story Recognition</td>
<td>0.255</td>
<td>0.464</td>
<td>-0.363</td>
<td>-0.092</td>
</tr>
<tr>
<td>WMS Pairs Immediate</td>
<td>-0.140</td>
<td>0.465</td>
<td>-0.093</td>
<td>0.073</td>
</tr>
<tr>
<td>WMS Pairs Delayed</td>
<td>-0.105</td>
<td>0.155</td>
<td>-0.057</td>
<td>-0.094</td>
</tr>
<tr>
<td>WMS Pairs Recognition</td>
<td>-0.297</td>
<td>0.123</td>
<td>-0.364</td>
<td>-0.364</td>
</tr>
<tr>
<td>WMS Digit Span</td>
<td>-0.432</td>
<td>0.100</td>
<td>0.074</td>
<td>0.148</td>
</tr>
<tr>
<td>Stroop</td>
<td>0.081</td>
<td>0.336</td>
<td>0.323</td>
<td>0.130</td>
</tr>
<tr>
<td>Category Fluency</td>
<td>-0.363</td>
<td>-0.052</td>
<td><strong>-0.527</strong>*</td>
<td>-0.356</td>
</tr>
<tr>
<td>HADS Anxiety</td>
<td>-0.308</td>
<td>-0.063</td>
<td>0.114</td>
<td>-0.089</td>
</tr>
<tr>
<td>HADS Depression</td>
<td>-0.302</td>
<td>-0.375</td>
<td>-0.215</td>
<td>-0.053</td>
</tr>
<tr>
<td>SsNART</td>
<td>-0.060</td>
<td>0.288</td>
<td>-0.033</td>
<td>0.090</td>
</tr>
<tr>
<td>SsLM</td>
<td>0.038</td>
<td>0.351</td>
<td>-0.340</td>
<td>0.088</td>
</tr>
</tbody>
</table>

All values are Spearman's $p$ coefficients. Strong correlation in bold. * - statistically significant correlation $p<0.05$
Table 7-9: Validation of average Week 1 – 8 SART task scores against standard neuropsychological tests scores

<table>
<thead>
<tr>
<th>Week 1-8 Average</th>
<th>Commission Errors</th>
<th>Omission Errors</th>
<th>SD RT</th>
<th>CoV RT</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMSE</td>
<td>0.147</td>
<td>0.071</td>
<td>-0.317</td>
<td>-0.134</td>
</tr>
<tr>
<td>NART Errors</td>
<td>0.031</td>
<td>0.316</td>
<td>0.221</td>
<td>0.236</td>
</tr>
<tr>
<td>WMS Story 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate</td>
<td>-0.007</td>
<td>-0.094</td>
<td>-0.204</td>
<td>-0.191</td>
</tr>
<tr>
<td>WMS Story 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate 1</td>
<td>-0.004</td>
<td>-0.292</td>
<td>-0.290</td>
<td>-0.377</td>
</tr>
<tr>
<td>WMS Story 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate 2</td>
<td>0.101</td>
<td>-0.011</td>
<td>-0.537*</td>
<td>-0.279</td>
</tr>
<tr>
<td>WMS Story 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delayed</td>
<td>-0.167</td>
<td>-0.135</td>
<td>-0.347</td>
<td>-0.359</td>
</tr>
<tr>
<td>WMS Story 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delayed</td>
<td>0.094</td>
<td>-0.057</td>
<td>-0.398</td>
<td>-0.339</td>
</tr>
<tr>
<td>WMS Story</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recognition</td>
<td>0.189</td>
<td>0.210</td>
<td>-0.149</td>
<td>-0.041</td>
</tr>
<tr>
<td>WMS Pairs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediate</td>
<td>0.004</td>
<td>0.131</td>
<td>-0.102</td>
<td>0.084</td>
</tr>
<tr>
<td>WMS Pairs Delayed</td>
<td>0.003</td>
<td>0.022</td>
<td>-0.020</td>
<td>-0.082</td>
</tr>
<tr>
<td>WMS Pairs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recognition</td>
<td>0.056</td>
<td>-0.231</td>
<td>-0.420</td>
<td>-0.420</td>
</tr>
<tr>
<td>WMS Digit Span</td>
<td>-0.051</td>
<td>-0.007</td>
<td>-0.258</td>
<td>0.010</td>
</tr>
<tr>
<td>Stroop</td>
<td>0.280</td>
<td>-0.051</td>
<td>0.245</td>
<td>0.222</td>
</tr>
<tr>
<td>Category Fluency</td>
<td>-0.393</td>
<td>-0.264</td>
<td>-0.710†</td>
<td>-0.583*</td>
</tr>
<tr>
<td>HADS Anxiety</td>
<td>-0.482</td>
<td>-0.176</td>
<td>0.135</td>
<td>-0.121</td>
</tr>
<tr>
<td>HADS Depression</td>
<td>-0.187</td>
<td>-0.756§</td>
<td>-0.181</td>
<td>-0.391</td>
</tr>
<tr>
<td>SsNART</td>
<td>0.057</td>
<td>-0.214</td>
<td>-0.298</td>
<td>-0.205</td>
</tr>
<tr>
<td>SsLM</td>
<td>0.099</td>
<td>-0.009</td>
<td>-0.368</td>
<td>-0.319</td>
</tr>
</tbody>
</table>

All values are Spearman's $p$ coefficients. Strong correlation in bold. * - statistically significant correlation $p<0.05$, † - statistically significant correlation $p<0.01$, § - statistically significant correlation $p<0.001$
7.2.2 Analysis of practice effect

Analysis of the slopes of the fitted linear regression lines to the mean values of all recognition tasks measures from each week, showed that the slopes of all measures were not significantly different from horizontal line, except the $W_{Rec-D}$, $W_{Rec-P}$ and Omission Errors measures for the High performers group (see Table 7-10). All slopes showed slight decrease in performance over time.

Table 7-10: Analysis of practice effect - linear trends

<table>
<thead>
<tr>
<th>Task Measure</th>
<th>Group</th>
<th>$R^2$</th>
<th>F</th>
<th>Slope (b)</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_{Rec-I}$</td>
<td>Low</td>
<td>0.331</td>
<td>2.973</td>
<td>0.234</td>
<td>1.724</td>
<td>0.135</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.221</td>
<td>1.704</td>
<td>0.071</td>
<td>1.305</td>
<td>0.239</td>
</tr>
<tr>
<td>$W_{Rec-D}$</td>
<td>Low</td>
<td>0.093</td>
<td>0.615</td>
<td>0.086</td>
<td>0.784</td>
<td>0.462</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.583</td>
<td>8.400</td>
<td>-0.208</td>
<td>-2.898</td>
<td>0.027*</td>
</tr>
<tr>
<td>$W_{Rec-P}$</td>
<td>Low</td>
<td>0.131</td>
<td>0.905</td>
<td>-0.872</td>
<td>-0.952</td>
<td>0.378</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.813</td>
<td>26.142</td>
<td>-1.447</td>
<td>-0.113</td>
<td>0.002*</td>
</tr>
<tr>
<td>$S_{Rec-I}$</td>
<td>Low</td>
<td>0.097</td>
<td>0.641</td>
<td>-0.036</td>
<td>-0.801</td>
<td>0.454</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>$S_{Rec-D}$</td>
<td>Low</td>
<td>0.041</td>
<td>0.254</td>
<td>0.048</td>
<td>0.504</td>
<td>0.632</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.086</td>
<td>0.564</td>
<td>0.052</td>
<td>0.751</td>
<td>0.481</td>
</tr>
<tr>
<td>$S_{Rec-P}$</td>
<td>Low</td>
<td>0.099</td>
<td>0.659</td>
<td>0.451</td>
<td>0.811</td>
<td>0.448</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.100</td>
<td>0.669</td>
<td>0.271</td>
<td>0.818</td>
<td>0.445</td>
</tr>
<tr>
<td>Commission</td>
<td>Low</td>
<td>0.322</td>
<td>2.856</td>
<td>-0.103</td>
<td>-1.690</td>
<td>0.142</td>
</tr>
<tr>
<td>Errors</td>
<td>High</td>
<td>0.365</td>
<td>3.454</td>
<td>-0.210</td>
<td>-1.859</td>
<td>0.112</td>
</tr>
<tr>
<td>Omission Errors</td>
<td>Low</td>
<td>0.356</td>
<td>3.320</td>
<td>-0.055</td>
<td>-1.822</td>
<td>0.118</td>
</tr>
<tr>
<td>Errors</td>
<td>High</td>
<td>0.548</td>
<td>7.269</td>
<td>-0.110</td>
<td>-2.696</td>
<td>0.036*</td>
</tr>
<tr>
<td>SD_RT</td>
<td>Low</td>
<td>0.305</td>
<td>2.631</td>
<td>-3.296</td>
<td>-1.622</td>
<td>0.156</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.102</td>
<td>0.679</td>
<td>1.012</td>
<td>0.824</td>
<td>0.441</td>
</tr>
<tr>
<td>CoV_RT</td>
<td>Low</td>
<td>0.298</td>
<td>2.544</td>
<td>-0.006</td>
<td>-1.595</td>
<td>0.161</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.235</td>
<td>1.844</td>
<td>-0.003</td>
<td>-1.358</td>
<td>0.223</td>
</tr>
</tbody>
</table>

Low = Low performers, High = High performers
* - statistically significant slope of the linear regression line

To assess the magnitude of practice effect, Cohen’s $d$ coefficient was calculated from recognition tasks measures from each week. The results can be seen in Table 7-11.
Table 7-11: Magnitude of practice effect of the Word and Shape Recognition and SART tasks measures.

<table>
<thead>
<tr>
<th>Task Measure</th>
<th>Group</th>
<th>Week 1</th>
<th>Week 2</th>
<th>Week 3</th>
<th>Week 4</th>
<th>Week 5</th>
<th>Week 6</th>
<th>Week 7</th>
<th>Week 8</th>
<th>Week 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>WRec-I</td>
<td>Low</td>
<td>0.98†</td>
<td>-0.35</td>
<td>0.35*</td>
<td>-0.17</td>
<td>0.09</td>
<td>-0.36</td>
<td>0.65*</td>
<td>1.08†</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>-0.24</td>
<td>-0.21</td>
<td>-0.11</td>
<td>0.00</td>
<td>0.41*</td>
<td>0.11</td>
<td>0.24*</td>
<td>0.38*</td>
<td></td>
</tr>
<tr>
<td>WRec-D</td>
<td>Low</td>
<td>0.25*</td>
<td>-0.58</td>
<td>0.77†</td>
<td>-0.49</td>
<td>0.13</td>
<td>0.62*</td>
<td>-0.28</td>
<td>0.22*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>-0.18</td>
<td>-0.27</td>
<td>-0.15</td>
<td>-0.05</td>
<td>-0.28</td>
<td>0.35*</td>
<td>-0.05</td>
<td>-0.84</td>
<td></td>
</tr>
<tr>
<td>WRec-P</td>
<td>Low</td>
<td>-0.92</td>
<td>-0.36</td>
<td>0.55*</td>
<td>-0.57</td>
<td>0.17*</td>
<td>1.11†</td>
<td>-0.89</td>
<td>-1.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>-0.12</td>
<td>-0.21</td>
<td>-0.12</td>
<td>-0.03</td>
<td>-0.66</td>
<td>0.36*</td>
<td>-0.14</td>
<td>-1.09</td>
<td></td>
</tr>
<tr>
<td>SRec-I</td>
<td>Low</td>
<td>-0.25</td>
<td>0.41*</td>
<td>-0.32</td>
<td>0.07</td>
<td>0.22*</td>
<td>-0.24</td>
<td>-0.19</td>
<td>-0.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>-0.69</td>
<td>0.26*</td>
<td>-0.18</td>
<td>0.00</td>
<td>0.26*</td>
<td>0.09</td>
<td>-0.10</td>
<td>-0.41</td>
<td></td>
</tr>
<tr>
<td>SRec-D</td>
<td>Low</td>
<td>0.14</td>
<td>-0.05</td>
<td>0.13</td>
<td>0.06</td>
<td>-0.06</td>
<td>0.46*</td>
<td>-1.02</td>
<td>-0.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>-0.17</td>
<td>0.35</td>
<td>-0.64</td>
<td>0.34*</td>
<td>0.00</td>
<td>0.18*</td>
<td>0.10</td>
<td>0.17*</td>
<td></td>
</tr>
<tr>
<td>SRec-P</td>
<td>Low</td>
<td>0.37*</td>
<td>-0.46</td>
<td>0.43*</td>
<td>0.03</td>
<td>-0.38</td>
<td>0.84†</td>
<td>-0.90</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.31</td>
<td>0.21*</td>
<td>-0.64</td>
<td>0.45*</td>
<td>-0.23</td>
<td>0.13</td>
<td>0.16*</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>Commission</td>
<td>Low</td>
<td>-0.78</td>
<td>-1.17</td>
<td>0.30*</td>
<td>0.25*</td>
<td>0.00</td>
<td>0.00</td>
<td>0.19*</td>
<td>-1.53</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>-0.41</td>
<td>-0.23</td>
<td>-0.91</td>
<td>0.40*</td>
<td>0.57*</td>
<td>0.25*</td>
<td>-0.78</td>
<td>-1.03</td>
<td></td>
</tr>
<tr>
<td>Errors</td>
<td>Low</td>
<td>-0.49</td>
<td>0.43*</td>
<td>0.14</td>
<td>-0.66</td>
<td>0.76†</td>
<td>0.00</td>
<td>-0.50</td>
<td>-0.63</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>-0.29</td>
<td>-0.25</td>
<td>0.28*</td>
<td>-0.37</td>
<td>-0.50</td>
<td>0.66*</td>
<td>-0.47</td>
<td>-0.66</td>
<td></td>
</tr>
<tr>
<td>Omission</td>
<td>Low</td>
<td>0.26*</td>
<td>0.09</td>
<td>-0.57</td>
<td>-0.04</td>
<td>0.31*</td>
<td>-0.70</td>
<td>0.79†</td>
<td>-0.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.29*</td>
<td>-0.15</td>
<td>-0.22</td>
<td>0.34*</td>
<td>-0.37</td>
<td>0.51*</td>
<td>-0.17</td>
<td>0.22*</td>
<td></td>
</tr>
<tr>
<td>SD_RT</td>
<td>Low</td>
<td>-0.12</td>
<td>0.17*</td>
<td>-0.85</td>
<td>0.44*</td>
<td>0.41*</td>
<td>-0.77</td>
<td>0.77†</td>
<td>-0.48</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.20*</td>
<td>-0.25</td>
<td>-0.29</td>
<td>0.29*</td>
<td>-0.53</td>
<td>0.51*</td>
<td>-0.16</td>
<td>-0.32</td>
<td></td>
</tr>
</tbody>
</table>

Low = Low performers, High = High performers
All values are Cohen's d coefficients. Negative values show deterioration in time.
Unmarked values show minimal practice effect, * - moderate practice effect, † - large practice effect.

7.2.3 Test-retest reliability

Test-retest reliability of the recognition task measures was estimated using non-parametric Spearman's r rank correlation between each week and between Week 8 & Week 1 for each measure. The results can be seen in Table 7-12.
Table 7-12: Test-retest reliability of the Word and Shape Recognition and SART tasks measures.

<table>
<thead>
<tr>
<th>Task Measure</th>
<th>Correl. / Signif.</th>
<th>Week 1</th>
<th>Week 2</th>
<th>Week 3</th>
<th>Week 4</th>
<th>Week 5</th>
<th>Week 6</th>
<th>Week 7</th>
<th>Week 8</th>
<th>Week 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>WRec-I</td>
<td>p</td>
<td>0.134</td>
<td>0.177</td>
<td>0.633†</td>
<td>0.120</td>
<td>0.311</td>
<td>0.399</td>
<td>0.503</td>
<td>-0.042</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sig.</td>
<td>0.621</td>
<td>0.512</td>
<td>0.009*</td>
<td>0.657</td>
<td>0.241</td>
<td>0.199</td>
<td>0.047*</td>
<td>0.877</td>
<td></td>
</tr>
<tr>
<td>WRec-D</td>
<td>p</td>
<td>0.580</td>
<td>0.539</td>
<td>0.470</td>
<td>0.663†</td>
<td>0.307</td>
<td>0.339</td>
<td>0.626†</td>
<td>0.145</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sig.</td>
<td>0.018*</td>
<td>0.031*</td>
<td>0.066</td>
<td>0.005*</td>
<td>0.247</td>
<td>0.126</td>
<td>0.010*</td>
<td>0.592</td>
<td></td>
</tr>
<tr>
<td>WRec-P</td>
<td>p</td>
<td>0.338</td>
<td>0.529</td>
<td>0.347</td>
<td>0.545</td>
<td>0.086</td>
<td>0.294</td>
<td>0.532</td>
<td>0.447</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sig.</td>
<td>0.200</td>
<td>0.035*</td>
<td>0.188</td>
<td>0.029*</td>
<td>0.752</td>
<td>0.268</td>
<td>0.034*</td>
<td>0.083</td>
<td></td>
</tr>
<tr>
<td>SRec-I</td>
<td>p</td>
<td>0.166</td>
<td>0.118</td>
<td>0.447</td>
<td>0.534</td>
<td>0.443</td>
<td>0.469</td>
<td>0.724‡</td>
<td>0.443</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sig.</td>
<td>0.539</td>
<td>0.664</td>
<td>0.083</td>
<td>0.033</td>
<td>0.086</td>
<td>0.067</td>
<td>0.002*</td>
<td>0.094</td>
<td></td>
</tr>
<tr>
<td>SRec-D</td>
<td>p</td>
<td>0.230</td>
<td>0.157</td>
<td>0.700‡</td>
<td>0.320</td>
<td>0.238</td>
<td>0.810‡</td>
<td>0.667†</td>
<td>0.276</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sig.</td>
<td>0.392</td>
<td>0.560</td>
<td>0.003*</td>
<td>0.227</td>
<td>0.375</td>
<td>&lt;0.001*</td>
<td>0.005*</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>SRec-P</td>
<td>p</td>
<td>0.032</td>
<td>0.007</td>
<td>0.224</td>
<td>0.452</td>
<td>0.028</td>
<td>0.321</td>
<td>0.480</td>
<td>0.112</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sig.</td>
<td>0.906</td>
<td>0.980</td>
<td>0.405</td>
<td>0.079</td>
<td>0.917</td>
<td>0.226</td>
<td>0.060</td>
<td>0.681</td>
<td></td>
</tr>
<tr>
<td>Commission</td>
<td>p</td>
<td>0.432</td>
<td>0.265</td>
<td>0.045</td>
<td>0.241</td>
<td>0.394</td>
<td>0.620†</td>
<td>0.347</td>
<td>0.261</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sig.</td>
<td>0.094</td>
<td>0.321</td>
<td>0.869</td>
<td>0.369</td>
<td>0.131</td>
<td>0.010*</td>
<td>0.188</td>
<td>0.329</td>
<td></td>
</tr>
<tr>
<td>Omission</td>
<td>p</td>
<td>0.576</td>
<td>0.188</td>
<td>0.110</td>
<td>0.553</td>
<td>-0.098</td>
<td>-0.180</td>
<td>-0.123</td>
<td>0.553</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sig.</td>
<td>0.020*</td>
<td>0.487</td>
<td>0.686</td>
<td>0.026*</td>
<td>0.719</td>
<td>0.504</td>
<td>0.649</td>
<td>0.026*</td>
<td></td>
</tr>
<tr>
<td>SD_RT</td>
<td>p</td>
<td>0.312</td>
<td>0.756‡</td>
<td>0.403</td>
<td>0.650†</td>
<td>0.565</td>
<td>0.374</td>
<td>0.735‡</td>
<td>0.426</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sig.</td>
<td>0.240</td>
<td>0.001*</td>
<td>0.122</td>
<td>0.006*</td>
<td>0.023*</td>
<td>0.154</td>
<td>0.001*</td>
<td>0.099</td>
<td></td>
</tr>
<tr>
<td>CoV_RT</td>
<td>p</td>
<td>0.382</td>
<td>0.626†</td>
<td>0.294</td>
<td>0.606†</td>
<td>0.497</td>
<td>0.609‡</td>
<td>0.762‡</td>
<td>0.518</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sig.</td>
<td>0.144</td>
<td>0.009*</td>
<td>0.269</td>
<td>0.013*</td>
<td>0.050*</td>
<td>0.012*</td>
<td>0.001*</td>
<td>0.040*</td>
<td></td>
</tr>
</tbody>
</table>

p = Spearman’s p coefficient. Sig. = significance of the correlation (2-tailed).  
* - statistically significant correlation.  
Unmarked p values show low test-retest reliability, † - marginal reliability, ‡ - adequate reliability, †† - high reliability.

7.3 Discussion

The study presented in this chapter presented newly developed battery of online web-based tasks for monitoring of memory and attention, two critical elements of cognitive function. This battery of tasks is delivered to the participant over a website and allows for automated scoring of participant’s responses and generation of tasks scores. This results in substantial time saving for the clinician or researcher and allows more time to interpret the data for the specific participant.

Statistically significant differences were found in mean values of four recognition tasks measures (WRec-D, WRec-P, SRec-I, SRec-D) between the Low performers and High performers groups (see section 7.2). The Low performers group achieved lower mean task scores than the
High performers group on each week of testing, except for the WRec-P measure in Week 7 and the SRec-D measure in Week 4 & Week 7 where the Low performers achieved slightly better mean score. This supports the hypothesis of this study that the High performers group should outperform the Low performers group.

Both participants’ groups achieved relatively high score on the WRec-I task, which suggests that this task may not be enough cognitively challenging for the older adults. While the SRec-I and SRec-D mean scores for the Low performers is lower than for the High performers in accordance with the hypothesis, the percentage ratio of delayed to immediate correct answers (SRec-P) is similar for both groups. Due to these reasons, the WRec-I and SRec-P measures did not achieve statistically significant differences between the Low performers and High performers groups.

The High performers group achieved a lower mean number (mean difference of 1.14) of correct answers across all weeks on the Shape Recognition – Delayed task in comparison to the Word Recognition – Delayed task. This may support the results of previous research from Boyle et al. [353], in which the authors concluded that visual memory declines earlier in life than verbal memory.

Analysis of the Sustained Attention to Response Task (SART) results yielded one measure – Commission Errors – with statistically significant differences in mean values between participants’ groups. On all weeks, the Low performers group generated less Commission Errors than the High performers group, except for Week 8. The other three SART measures (Omission Errors, SD RT, CoV RT) did not achieve significant difference in mean values between the participants’ groups. Similarly to the Commission Errors measure, the Low performers group generated less Omission Errors than the High performers group across all weeks, except the Week 6. The performance of the two groups on the remaining two SART measures varied over the period of eight weeks.
7.3.1 Validity

Validating the Word Recognition, Shape Recognition and SART scores from Week 1 against the standard neuropsychological tests scores yielded strong correlation between

- \( WRec-I \) and WMS Story 1 Delayed (\( p = 0.570, p = 0.021 \)),
- \( WRec-P \) and HADS Depression (\( p = -0.584, p = 0.017 \)),
- \( SRec-D \) and WMS Story Recognition (\( p = -0.547, p = 0.028 \)),
- \( SRec-P \) and HADS Depression (\( p = -0.548, p = 0.028 \)),
- \( SART SD RT \) and Category Fluency (\( p = -0.540, p = 0.031 \)).

Validating the Word Recognition, Shape Recognition and SART scores from Week 2 against the standard neuropsychological tests scores yielded strong correlation between

- \( WRec-D \) and MMSE (\( p = 0.694, p = 0.003 \)),
- \( WRec-D \) and WMS Story 2 Immediate 2 (\( p = 0.533, p = 0.034 \)),
- \( WRec-D \) and WMS Story 2 Delayed (\( p = 0.521, p = 0.039 \)),
- \( WRec-D \) and WMS Story Recognition (\( p = 0.542, p = 0.030 \)),
- \( WRec-P \) and MMSE (\( p = 0.742, p = 0.001 \)),
- \( WRec-P \) and WMS Story 2 Immediate 2 (\( p = 0.587, p = 0.017 \)),
- \( WRec-P \) and WMS Story 2 Delayed (\( p = 0.571, p = 0.021 \)),
- \( WRec-P \) and WMS Story Recognition (\( p = 0.567, p = 0.022 \)),
- \( WRec-P \) and SsLM (\( p = 0.597, p = 0.015 \)),
- \( SART SD RT \) and WMS Story 2 Immediate 2 (\( p = -0.599, p = 0.014 \)),
- \( SART SD RT \) and Category Fluency (\( p = -0.527, p = 0.036 \)).

Validating the Word Recognition, Shape Recognition and SART scores using average scores from Week 1-8 against the standard neuropsychological tests scores yielded strong correlation between

- \( WRec-D \) and WMS Story 2 Immediate 2 (\( p = 0.578, p = 0.019 \)),
- \( WRec-D \) and WMS Story 2 Delayed (\( p = 0.591, p = 0.016 \)),
- \( WRec-D \) and SsLM (\( p = 0.582, p = 0.018 \)),
- \( WRec-P \) and MMSE (\( p = 0.610, p = 0.012 \)),
- \( WRec-P \) and WMS Story 2 Immediate 2 (\( p = 0.656, p = 0.006 \)),
- \( WRec-P \) and WMS Story 2 Delayed (\( p = 0.640, p = 0.008 \)),
- \( WRec-P \) and SsLM (\( p = 0.702, p = 0.002 \)).
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- $SRec-I$ and WMS Pairs Delayed ($p = 0.530, p = 0.035$),
- $SRec-P$ and MMSE ($p = 0.525, p = 0.037$),
- $SRec-P$ and HADS Depression ($p = -0.586, p = 0.017$),
- $SART$ Omission Errors and HADS Depression ($p = -0.756, p = 0.001$),
- $SART$ SD RT and WMS Story 2 Immediate 2 ($p = -0.537, p = 0.032$),
- $SART$ SD RT and Category Fluency ($p = -0.710, p = 0.002$),
- $SART$ CoV RT and Category Fluency ($p = -0.583, p = 0.018$).

7.3.2 Analysis of practice effect

Fitting linear regression lines to the mean values from all weeks of the recognition tasks and $SART$ measures, and subsequent analysis of significance of the regression lines’ slopes showed that three of the linear regression lines for the High performers group had slopes significantly different from horizontal line (see Section 7.2.1, Table 7-10). The $WRec-D$, $WRec-P$ and Omission Errors slopes showed slight decrease in performance of the High performers group over the period of eight weeks. The remaining 17 regression lines’ slopes were not statistically significant.

To further analyse the effect of practice on the results, Cohen’s $d$ coefficient was calculated for all measures between all adjacent weeks and between Week 8 and Week 1 for both participants’ groups separately (see section 7.2.1, Table 7-11) to assess the magnitude of practice effect. Out of the 96 Cohen’s $d$ coefficients (6 measures x 2 groups x 8 between weeks estimations) calculated for recognition tasks measures,

- 63 (i.e. 65.63%, Low – 31 (64.58%), High – 32 (66.67%)) coefficients showed minimal practice effect,
- 28 (29.17%, Low – 12 (25.00%), High – 16 (33.33%)) coefficients moderate practice effect, and
- five (5.21%, Low – 5 (10.42%), High – 0 (0.00%)) coefficients large practice effect.

Out of the 64 Cohen’s $d$ coefficients (4 measures x 2 groups x 8 between weeks estimations) calculated for $SART$ measures,
• 40 (62.50%, Low – 20 (62.50%), High – 20 (62.50%)) coefficients showed minimal practice effect,
• 21 (32.81%, Low – 9 (28.13%), High – 12 (37.50%)) coefficients moderate practice effect, and
• three (4.69%, Low – 3 (9.38%), High – 0 (0.00%)) coefficients large practice effect.

The minimal and moderate practice effect observed across nearly all measures over such short period of time (eight weeks) suggests that the performance on these tasks is not prone to improvement over time. Other studies reported in the literature have typically used longer intervals between two assessments, ranging from months to years [39, 336]. Employing longer intervals between assessments would further lower the magnitude of practice effect achieved in this study and potentially allow administering the battery at regular intervals over time.

As a part of on-going extension of this study, the participants will undertake the testing once every three months for the period of two years. This extension, known as Phase 2, will then give better insight on the practice effect size between two assessments over longer intervals of time.

Small sample size (eight individuals in each group) also may not be big enough to achieve adequate results of analysis of magnitude of practice effect. Increasing the sample size of both groups may provide more accurate estimates of practice effect.

As mentioned in the introduction of this chapter, the greatest practice effect in repeated memory assessment typically impacts the second assessment in a series of assessments [337, 340]. The only practice effect of $d = 0.98$ between Week 1 and Week 2 was found for the Word Recognition - Immediate (WRec-I) task for the Low performers group. All other tasks for both groups showed minimal or moderate practice effect between Week 1 and Week 2. Analysis of differences of the means of scores between Week 1 and Week 2 for each participants’ group approached significance ($p=0.054$, Student’s $t$-test) only for the WRec-I task for the Low performers group, in accordance with the Cohen’s $d$ measure.

The WRec-I task is the first task the participants encounter, thus the participants were not yet familiar with the testing environment, which may have an impact on the final score of this task. At the time when the participants perform the SRec-I task, the participants are already familiar with the task. Therefore the difference in means of SRec-I scores between Week 1 and Week 2 may be smaller than the difference in means of WRec-I scores between Week 1 and Week 2. This then reduce the effect of practice for SRec-I compared to WRec-I.
7.3.3 Test-retest reliability

To estimate test-retest reliability, Spearman's $p$ rank correlation coefficient was calculated from the recognition tasks and SART measurements for each two adjacent weeks and between Week 8 and Week 1 (see Section 7.2.3, Table 7-12). Out of the 80 correlation coefficients,

- 65 (81.25%) coefficients showed low test-retest reliability,
- ten (12.50%) coefficients marginal reliability,
- four (5.00%) coefficients adequate reliability, and
- one (1.25%) coefficient high reliability.

Low test-retest reliability scores may be due to factors, including participants' mood, fatigue, performance anxiety and others. Due to these tasks being undertaken at participants' homes, it is not possible to create the controlled environment that is created in clinics and therefore it is not possible to achieve standardized administration conditions. This may have further impact on the test-retest reliability scores. Similar to estimation of practice effect, the small sample size may not be adequate to achieve adequate test-retest reliability results. Therefore further studies with bigger cohorts would be desirable.

Additionally, tests used in populations with high response variability, such as older adults, may invariably yield low reliability coefficients despite the best efforts of test developers [68]. As this study employed cohort of older adults, this fact may have further negative impact on the test-retest reliability results.

Research has shown that some cognitive domains are more reliable than others. For example, measures of verbal comprehension and attention have been found to be more reliable than memory tests in cognitively normal older adults [354]. Dikmenet al. [355] suggested that the lower reliabilities in memory tests reflect the variable nature of human memory, as poor reliabilities for verbal memory have been observed for most tests [356, 357].

7.3.4 Future directions

Analysis of the mean measurement scores of the recognition tasks results revealed that the participants scored a high number of correct answers on both of the Word and Shape Recognition - Immediate and Delayed. Future revision of the Word Recognition task may revise the word stimuli employed. To make the tasks more cognitively challenging, it is proposed to normalize the length and to lower the range of normative frequencies of the word stimuli.
For the *Shape Recognition* task, some of the stimuli will be upgraded to embody more abstract form. Despite the fact that the shapes were created in a manner that would not evoke association with objects or words, the feedback from participants suggests that some of the shapes were associated with words or objects. These shapes require upgrading to ensure that the *Shape Recognition* task will only target non-verbal memory.

Making the recognition tasks more cognitively challenging may further increase the performance gap between *Low performers* and *High performers* groups, allowing for better discrimination between the two groups.
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Key points

- Developed novel battery of tasks for assessment of memory and attention remotely over a web-site allowing to undertake the testing at participant’s home.
- Developed novel tasks for word recognition and shape recognition memory assessment, which employ the same stimuli for every assessment avoiding the need for use of parallel forms.
- Automated scoring of tasks’ results providing substantial time saving for the researcher analysing the collected data.
- The remote administration method and automated scoring of tasks allow for massive scale deployments.
- Four out of six recognition tasks measures showed statistically significant differences between Low performers and High performers groups.
- Low performers group achieved worse performance on the recognition tasks than the High performers group in accordance with the hypothesis of the study.
- SART Commission Errors measure showed statistically significant differences between Low and High performers groups.
- 65.63% Cohen’s $d$ coefficients of recognition tasks measures and 62.50% of SART measures showed minimal practice effect over time.
- 29.17% Cohen’s $d$ coefficients of recognition tasks measures and 32.81% of SART measures showed moderate practice effect over time.
- Only 5.21% Cohen’s $d$ coefficients of recognition tasks measures and 4.69% of SART measures showed large practice effect over time.
- Analysis of validity yielded strong correlations between standard neuropsychological tests measures and two Word Recognition, two Shape Recognition, three SART measures.
7.4 Summary

This chapter answered the Research Questions 20 - 22 posed in Chapter 2, Section 2.18.4.

This chapter presented a study during which a novel battery of tasks for assessment of memory and attention was developed. This study demonstrated that the battery can be administered remotely over a dedicated website, allowing the testing to take place at participant's home. The remote administration method and automated scoring of tasks' results allow for deployment to very large scale cohorts at very low cost.

All tasks employ the same stimuli for every assessment and therefore overcome the complications with equivalency of specific items used in parallel forms tests. The small practice effect achieved, which may be further lowered by employing longer intervals between assessments, may potentially allow administration of the tasks at regular intervals over time. To confirm this assumption, testing over period longer than eight weeks while employing larger cohort of older adults is required.

The next chapter reviews comprehensively the findings of all the studies of this thesis. Future applications and directions of the research are also presented.
Chapter 8

Discussion

The overall objective of this thesis was to determine if changes in an individual's cognitive function may be objectively assessed by quantitative changes of their speech characteristics. From the elaborate list of research questions posed in Chapter 2 a series of methods were developed and a number of studies undertaken to address this objective.

8.1 Thesis aims

As speech is the focus of this research, the first target was to reliably extract temporal and acoustic features of speech from speech recordings acquired in real-life environments, while removing artefacts such as breath sounds and compensating for varying levels and sources of noise. A new algorithm for temporal features extraction from speech recordings was developed and presented in the Chapter 3. To achieve correct speech feature values that correspond with reality, the algorithm must correctly identify pauses and speech segments in the recording. The performance of the developed algorithm was assessed in Chapter 4, Section 4.2. Performance assessment of the algorithm on 20 real recordings was observed to achieve very good performance in speech and pause identification with overall accuracy of 97.29%, sensitivity of 93.52% and specificity of 98.37%. Therefore, the feature values from automated extraction of temporal features should closely correspond with real values.

A spoken utterance contains not only words that are produced to make syntactic and semantic sense, but also many insertions of non-speech artefacts, such as coughs, splutters and breath sounds. Therefore, the second specific research question objective to assess cognitive function in real-life (i.e. non-studio, without controlled conditions) environments was to assess if the removal of breath sounds from speech recordings prior to the speech
features extraction can improve the classification performance between healthy and impaired individuals. The impact of breath sounds detection and removal prior to the speech feature extraction improved the discrimination ability between healthy and impaired subjects (see Section 4.3). Employing the breath sounds detection and removal, an increase in all performance metrics of the classifier was achieved with the overall accuracy increasing by 6.7%, from 67.5% to 74.2%. The area under the ROC curve increased by 0.07, from 0.68 to 0.75. The sensitivity increased by 14.1%, from 55.7% to 69.8%. The removal of the breath sounds has been shown to be an important factor in the analysis of speech features in studies of impaired cognitive function. The results suggest that the duration of pauses is an indication of the cognitive load being experienced by the subject. While breath sounds may be considered a normal part of speech, they may also be elongated by subjects attempting to fill pauses while trying to manage the cognitive load imposed on them by the current task. It is for this reason that classing breaths as pauses leads to a more discriminative feature for analysis.

8.1.1 Speech characteristics in schizophrenia and their correlation to cognitive function

The population of older adults is not the only one affected with impairment in cognitive function. Psychiatric conditions, such as schizophrenia, are associated with cognitive disorders. The research question have asked if the status of individual's cognitive function correlates with speech features of individuals with/without schizophrenia extracted from recordings while reading loud a short text passage. This study found that the speech of patients with schizophrenia in comparison with healthy controls contains an increased number of pauses and also pauses of increased duration, which may reflect the impairment of cognitive function that is associated with schizophrenia. The Number of Pauses, Proportion of Recording in Silence and the Total Length of Pauses features were found to increase by 27%, 23% and 40% respectively for a patient group compared to a control group. Statistically significant differences were found in mean values between schizophrenics and healthy controls for all speech features, except the Total Length of Utterances and the Coefficient of Variation of Fundamental Frequency. The ability to discriminate between schizophrenics and healthy controls by a classifier trained with these speech features achieved classification accuracy of 75.6% (Sensitivity of 72.6%, Specificity of 78.6%). The pause related features were most significant in differentiating between schizophrenic and control group. Each of the clinical variables had a correlation of statistical significance ($p<0.05$) with at least one of the temporal speech features.
The speech characteristics may represent a complementary measure for the current methods of cognitive function assessment in schizophrenia. Speech may serve as an objective biomarker for schizophrenia, while allowing for remote monitoring, providing psychiatrists with up to date knowledge of cognitive function and insight into the suitability of the prescribed medication.

8.1.2 Changes in speech characteristics during ageing and their correlation to cognitive function

Six research questions investigated speech characteristics in cognitively healthy and impaired older adults in Chapter 5. The initial analysis investigated use of the speech features as a means of assessing cognitive function. This was carried out by calculating the correlation of speech features with cognitive measures. Speech features extracted from recordings of speech of reading loud a Text passage were found to correlate with measures of the gold-standard neuropsychological tests, in particular Mini-Mental State Examination (MMSE), and also Word Recall – Immediate and Delayed, and the Category Fluency task. Speech features extracted from recordings of the Picture Taboo task were found to correlate with MMSE and Digit Span task measures. These results demonstrate that the temporal and acoustic features extracted from speech can be employed to classify older adults in terms of their cognitive status. The higher number of Phoneme Rate features correlating with the MMSE group, than was the number of Temporal features, suggests that it is important to compensate for reading rate in studies of speech characteristics in cognitive impairment.

The classification analysis investigated the various combinations of speech features to achieve the best performance. Training the classifier with all speech features of the Text passage task yielded slightly higher accuracy (68.9%) in discriminating cognitively impaired and healthy subjects than was the accuracy (68.0%) of the classifier trained with all speech features of the Picture Taboo task. Training the classifier with temporal features of speech of both tasks yielded higher accuracy (72.2%) in discriminating cognitively impaired and healthy subjects than was the accuracy (63.2%) of the classifier trained with acoustic features of speech. Training the classifier with a combination of the speech features of the Text passage and the Picture Taboo tasks yielded 80.4% classification accuracy. The significant improvement in classification accuracy achieved when features from the two speech tasks are combined suggests that both tasks are important in the assessment of overall cognitive function, targeting different domains of cognitive function, specifically sustained attention and short-
term memory. This demonstrated the complexity of the cognitive processes employed during speech production.

The second study of Chapter 5 addressed the limitations of the Mini-Mental State Examination (MMSE) as a standalone test for cognitive function. Several cognitive tests with objective scoring protocols were employed in designing a Combined Cognitive Score (CCS). The impact of splitting the participant cohort into healthy and impaired groups based on their CCS score, instead of their MMSE score, was assessed. A classifier was trained employing speech features extracted from the Text passage and Picture Taboo task. Classification accuracy of the LDA classifier for subjects categorized by the CCS increased in comparison with MMSE categorization for both tasks. The CCS outperformed the classification based on MMSE categorisation alone. This is due to the fact that the elements making up the CCS are more targeted than the broad MMSE score.

The third study of Chapter 5 demonstrated the potential use of temporal features of speech for monitoring specific cognitive domain, i.e. memory, over time. Temporal speech features demonstrated potential to provide indicators of a subject’s memory state. Temporal speech features of recording of picture description tasks were found to correlate with the MMSE memory subscale. Employing speech features extracted from the Picture Description task, the classifier discriminated between the Low and High memory performers with an accuracy of 68%, sensitivity of 63% and specificity of 73%. Employing the features of the Picture Taboo task, the classifier discriminated between the two participant groups with an accuracy of 73%, sensitivity of 79%, and specificity of 67%. Participants generated shorter utterances and longer pauses during the Picture Taboo task compared to the Picture Description task. This may reflect the added cognitive load of the Picture Taboo task associated with not being able to use the two taboo words, which represent the key elements of the picture. The longer pauses can therefore be interpreted as time required for alternative word finding while maintaining control of the task.

To answer the last research question of Chapter 2, Section 2.18.2, a literature review on the definition of the minimum pause duration in studies investigating temporal features of speech was performed. Given the ambiguous definition of minimum pause duration and the dynamic nature of speech production [358], the last study of Chapter 5 readdresses the approach presented in the previous sections of this chapter (Sections 5.1 - 5.3), replacing the use of a static 250ms minimum pause duration with a dynamic threshold. Three sets of speech features were extracted from the recordings - static temporal features, dynamic
temporal features and distribution features. The Pause Mixing Proportion and Utterance Mean distribution parameters showed statistically significant differences between cognitively impaired and healthy group. The distribution parameters outperformed the temporal features in classifying the participants according to their level of cognitive function. The sensitivity of the classifier increased by 0.22% (to 64.20%), specificity by 6.33% (73.12%) and the overall accuracy by 3.27% (68.66%). Employing the dynamic temporal features in classification yielded a decrease in classifier performance in comparison to employing static temporal features. The sensitivity of the classifier decreased by 5.73% (to 58.25%), specificity by 1.10% (65.69%) and the accuracy by 3.42% (61.97%). Despite the dynamic threshold estimation yielding no improvement on traditional methods, this study did highlight the potential in pause and utterance duration distribution parameters in improving classification of older adults according to their cognitive function.

The findings of the studies into assessing cross-sectionally cognitive function highlight the advantage of using speech as a measure of cognitive function. The results suggest the potential for employing the temporal features of speech as a screening method for remote long-term monitoring of individual's cognitive function, allowing for early detection and prevention of cognitive decline. Speech features may provide objective measures of individual's cognitive function as opposed to the subjective gold-standard neuropsychological tests. The speech features developed and validated here may serve as a complementary method to the current methods of cognitive function assessment. An individual's baseline speech characteristics may be obtained and changes in these speech characteristics of that individual may serve as an indicator of onset of cognitive decline, effectively providing means for personalised medicine.

8.1.3 Remote assessment of cognitive function

While cross-sectional studies of cognitive function are important, longitudinal assessment of cognitive function represents a much more important method of detecting changes in an individual subject's cognitive function. Studies presented in Chapter 6 and Chapter 7 focused on development of tools that can employ speech characteristics for longitudinal assessment and monitoring of cognitive function. Current cognitive function assessments are associated with time requirements, monetary and administrative burden and it can be difficult for some to access the facilities of health care providers. To address these issues, an investigation of an automated remote telephone assessment of cognitive function was performed in Chapter 6.
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The first step was to assess whether speech features can be reliably extracted from recordings of speech acquired over a telephone where the acoustic quality of the signal is reduced. The study reported found that the temporal speech features can be reliably (overall accuracy of 93.2%, sensitivity of 97.3%, specificity of 89.5%) extracted from speech recordings with telephone quality speech. Comparing the speech features acquired in clinic and over a telephone, non-significant differences were demonstrated between the high-quality clinic recordings and the lower quality telephone recordings. The non-significant differences may be attributed to the natural intra-speaker variability over time. The results demonstrate that the telephone speech quality recordings can provide adequate speech features for cognitive function assessment as those extracted from recordings acquired in clinic.

To build on this development with regard to telephone quality speech, an automated Interactive Voice Response (IVR) application was developed. The IVR application developed allows deployment of clinically valid cognitive assessment tasks to large cohorts of older adults and may serve as a tool for repeated assessment of cognitive function. Long-term remote periodic assessment of cognitive function in older adults may enable the early identification of cognitive decline and facilitate early interventions that may reduce the impact of cognitive decline on an individual.

The use of the IVR technology for remote automated delivery of cognitive function assessment interviews has been demonstrated to be functional and well received by a population of 60 older adults. The majority of participants reported a positive experience with the automated IVR system and the majority (93.6%) of them would continue to take part in such cognitive assessment again. A protocol was designed that implemented effective recovery strategies for dealing with errors in individual task modules of the IVR application. This resulted in all participants successfully completing the IVR cognitive assessment interview.

The use of the IVR technology for remote automated delivery of cognitive function assessment interviews was found to be reliable. Including a face-to-face assessment before IVR assessment did not appear to increase the chances of completing the cognitive tasks. However, commencing an IVR assessment with a practice task, the score of which would not be measured, may provide some experience and confidence in using an IVR application for the participant.
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The positive experience of the older adults with the developed IVR application suggest that such systems may allow for non-invasive, remote, low-cost, population scale screening, while employing the existing infrastructure and technologies. This will enable pervasive, prevention-driven, personalized care for older adults.

Following the development of the automated IVR application for assessment of cognitive function in Chapter 6, the study presented in Chapter 7 addressed the research question whether an assessment of memory and attention can be delivered automatically over a website. A novel battery of tasks for memory and attention was developed. The battery can be delivered remotely from a dedicated website allowing to undertake the testing at participant’s home. This may enable large scale deployments at low cost and effectively resolve issues associated with current cognitive function assessment.

For this web-based assessment, novel tasks (Word Recognition and Shape Recognition tasks) for word recognition and shape recognition memory assessment were developed. Four out of six recognition tests measures showed statistically significant differences between Low and High memory performers groups. For a test of sustained attention (SART), Commission Errors measure showed statistically significant differences between Low and High memory performers groups. 65.63% Cohen’s $d$ coefficients of recognition tests measures and 62.50% of SART measures showed minimal practice effect over time. The advantage here is that employing the same stimuli for every assessment avoids the need for use of parallel forms. 29.17% Cohen’s $d$ coefficients of recognition tests measures and 32.81% of SART measures showed moderate practice effect over time. Only 5.21% Cohen’s $d$ coefficients of recognition tests measures and 4.69% of SART measures showed large practice effect over time. Analysis of validity yielded strong correlations between standard neuropsychological tests measures and two Word Recognition, two Shape Recognition and three SART measures. The results suggest that these tests, while employing the same stimuli over time, do not suffer from practice effect and may potentially be administered at regular intervals over time. To confirm this assumption, testing over a period of multiple months while employing a larger cohort of older adults is required.
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8.2 Future applications and directions

A number of extensions to this research can be considered.

8.2.1 Long-term monitoring of cognitive function employing speech

A multi-year long monitoring of cognitive function employing speech would allow for analysis of intra-speaker changes of speech characteristics, instead of analysis of inter-speaker changes in speech production. Employing intra-speaker analysis of speech changes over time for at risk older adults (MMSE < 27) would allow correlation of the changes in speech measures with the changes in cognitive functioning.

The developed Interactive Voice Response (IVR) system may be used for delivery of the speech task, such as the Text passage and Picture Taboo. These two speech tasks may also be included in an existing long-term study of older adults. The Irish Longitudinal Study on Ageing (TILDA) is a study of a cohort of over 8500 adults aged over 50 collecting physical, mental health and cognitive measures. The Text passage and Picture Taboo tasks may be employed to further study the influence of cognitive impairment on speech production over a period of several years. If included in the existing battery of neuropsychological tests, these two speech tasks would extend the existing battery of tasks by only a few minutes.

8.2.2 Intervention and treatment monitoring

The developed IVR system and the subsequent speech analysis may be employed as a biomarker in monitoring of suitability and effectiveness for cognitive impairment interventions and associated treatments through monitoring of speech characteristics. The analysis of remotely collected speech samples may complement current face to face neuropsychological assessments and provide more frequent assessment of the effects of intervention.

Dementia has multiple causes. Some are reversible and may be treated [359]. These reversible causes include, among others, the following:

- B1, B6, B12 vitamin deficiency,
- Endocrine disorders, e.g. hypothyroidism,
- Infections, e.g. AIDS, Syphilis
- Electrolytes imbalance
- Anaemia
If the progression from the causes of dementia is detected in its early stage, appropriate treatment may be selected and the progress of treatment may then be monitored objectively through changes in speech characteristics.

In the area of psychiatric cognitive disorders, such as schizophrenia and depression, the methods developed in this thesis may be employed in monitoring recovery from the psychiatric condition. The monitoring of the changes in speech characteristics would provide information on suitability and effectiveness of the selected treatment medication or behavioural change. Changes in fundamental frequency speech features have been employed in previous research to reflect the individual’s time course of recovery from depression [360]. Repetitive speech analysis has been also employed to determine the onset of action of antidepressants in depressive patients [361].

The developed IVR application may be modified and employed for assessment of other neurological disorders, such as Parkinson’s disease. Parkinson’s disease does not only affect limb movement but also voice generation. Dysphonia measures have been employed in the literature to discriminate between healthy subjects and subjects with Parkinson’s disease [362, 363]. Modifications of the current IVR system to deliver sustained phonation tasks for Parkinson’s disease assessment would be straightforward and have been reported previously [300, 301]. In combination with signal processing and classification algorithms may provide a fully-automated low cost assessment of Parkinson’s disease progress.

8.2.3 Existing speech data collections

The availability of digital media over the past two decades has resulted in considerable archived material and datasets. These have an important impact for research on cognitive function.

Similarly to the linguistic analysis of Ronald Regan’s speech prior to his diagnosis with Alzheimer’s disease and of Iris Murdoch’s published work [252], the methods developed in the studies presented in this thesis may also be applied to archived speech recordings of newsreaders, politicians, and others in the broadcast industry. Recordings of newsreaders may provide similar speech data than the Text passage task employed in studies of this thesis if a transcript of the news story can be obtained. Recordings of politicians and others in the broadcast industry may provide speech content for analysis of emotions through speech characteristics and mood through words employed [364].
8.2.4 Linguistic analysis

Following on the analysis of Ronald Regan's speeches and of Iris Murdoch's published work, linguistic properties of speech demonstrate potential to be employed in studies of impaired cognitive function. Linguistic analysis of autobiographies of nuns demonstrated that early-life (mean age of 22 years) idea density, obtained through essay writing, was significantly related with late-life cognitive function [365]. Low idea density has been associated with greater impairment in cognitive function. Low idea density also has been significantly associated with lower brain weight, higher degree of cerebral atrophy, more severe neurofibrillary pathology, and the likelihood of meeting neuropathologic criteria for Alzheimer's disease. Roughly 80% of nuns whose writing was measured as lacking in linguistic density went on to develop Alzheimer's disease in old age; meanwhile, of those whose writing was not lacking, only 10% later developed the disease [365].

Overall, findings of the Nun Study suggest "that traits in early, mid, and late life have strong relationships with the risk of Alzheimer's disease, as well as the mental and cognitive disabilities of old age" [366]. The Nun Study allowed investigation of a relatively homogeneous group (no drug use, little or no alcohol, similar housing and reproductive histories, etc.), minimizing the extraneous variables that may confound other similar research. A similar speech based study over the life course would be of enormous scientific benefit.

8.2.5 Influence of language on cognitive speech based measures

The developed methods presented in this thesis focused on the English language. These methods need to be assessed with other languages, to assess if the methods can be applied to other languages. Languages differ in speaking rate, rhythm, voicing onset times [367]. These factors need to be considered in the context of different languages.

Culture may have an effect on the speech tasks presented in this thesis. The image for the Picture Taboo and Picture Description tasks may need to be specifically selected to depict situations or environments related to the specific cultural group. Similarly, a suitable text for the Text passage task may need to be selected that would be similarly semantically simple in its content and emotionally neutral.

8.2.6 Other speech tasks

Additional speech tasks can be considered. One proposed tasks is for subjects to write a short paragraph on a specific theme using their own words and read it aloud afterwards. In this manner, the subjects employ vocabulary that they are familiar with. This approach would
also compensate for an effect of education as the text would not contain vocabulary the subject potentially may not use or understand. There are some factors to consider with this approach in terms of a comparison across subjects but the proposed self-generated text passage would provide a useful baseline for longitudinal monitoring of the subject.

8.2.7 Other classification methods

While the current aim of this research was to focus on features that were physiologically and cognitively relevant to the tasks, more sophisticated classifiers may be employed and their impact on the classification performance assessed. Such methods may include Quadratic discriminant analysis (QDA), Support vector machines (SVM), Neural networks (NN), and others.

8.2.8 Brain imaging methods

To further contribute to the hypothesis of using speech as a quantitative method in studies of cognitive impairment, the speech measures developed ideally need to be correlated with outcome measures of brain imaging methods such as electroencephalography (EEG) and functional Magnetic Resonance Imaging (fMRI). The high temporal resolution of EEG can provide more information about the time course of spoken word production. Several studies performed EEG acquisition during overt speech production [368]. In a picture naming task, Costa et al. [369] demonstrated that lexical access occurred around 200 ms after the onset of the picture. The same method may be employed to compare brain functioning of cognitively impaired and healthy individuals. Potential differences in the brain activation patterns between the cognitively impaired and healthy individuals correlating with the changes in speech characteristics would further confirm the hypothesis of employing speech in studies of cognitive function.

fMRI has made it possible to study the neurophysiological basis of language. fMRI was employed in areas such as speech recognition, parsing (lexical) semantic memory, sentence and discourse comprehension and production. Many studies employed fMRI to study speech production [370]. fMRI may be employed during speech tasks for comparison of cognitively impaired and healthy individuals.

While EEG provides high temporal resolution and fMRI provides high spatial resolution, both methods are susceptible to motion artefacts [371]. The speech tasks will need to be designed to overcome these limitations or methods for artefact removal, like Independent Component Analysis [372], will need to be employed.
The potential functional differences in speech production areas of the brain between cognitively impaired and healthy participants would contribute to the hypothesis of employing speech in studies of cognitive function.

8.2.9 Transcranial Magnetic Stimulation

Transcranial Magnetic Stimulation (TMS) is a powerful non-invasive method for brain stimulation, which allows us to interfere with speech and language processes in the brains of healthy participants. It provides new information on the neural and cognitive basis of language organization, studies of which were previously limited to patients with neurological impairment or to correlative functional imaging methods [373]. TMS provides a virtual lesion, the effects of which are brief and reversible. In addition to interfering with brain function, it can provide new correlates of brain function such as measures of cortical excitability. These measures may be more sensitive to brain function than measures of blood flow and electrical activity [373].

Applying high-frequency repetitive TMS (rTMS) [374] over brain language regions of healthy individuals, while disrupting the functions of these areas, may simulate cognitive impairment and its effects on speech production. This may give a better insight on how the cognitive impairment in older adults may affect speech production.

Low-frequency rTMS applied over Wernicke’s area has shown to increase the response times on a word-picture matching tasks [375]. This method could be applied to simulate cognitive impairment in healthy adults and its effects on information processing during reading or picture description task.

Single-Pulse TMS can be used to measure motor excitability during language tasks identifying functional links between language and motor system [376]. The differences in excitability of language brain areas between cognitively healthy and impaired may give an insight of effects of cognitive impairment on speech production.

Opposite to simulating cognitive impairment, TMS may be used to improve speech production performance of cognitively impaired individuals. TMS has shown to increase reaction times in a simple semantic task of visually presented words [377]. In a similar manner, it may be employed to attempt to improve the speech production. In a study of Naeser et al. [378], significant improvements on naming accuracy and reaction times were observed in aphasic individuals following TMS treatment. This improvement persisted for another two months for all individuals and eight months for one individual.
8.2.10 Brain modelling

Modelling of brain functions have recently received considerable attention when the European Union announced to provide 1 Billion euro in funding to a human brain modelling project, called the Human Brain Project [379]. Chapter 2, Section 2.12 of this thesis mentioned morphological changes in brains of cognitively impaired individuals, which includes the neuronal loss in brain areas of speech production. Brain modelling may be employed to simulate effects of these morphological changes on speech production.

8.2.11 Other aspects of cognitive function

Other aspects of cognitive function besides those involved in speech production may be investigated in the individuals with cognitive impairment. Motor impairment is an important aspect of cognitive decline in older adults. Kluger et al. [380] demonstrated that motor assessment may be comparably sensitive to standard neuropsychological tests of cognitive function in individuals affected by the earliest stages of Alzheimer’s disease. Writing is one of the skills of manual dexterity. Analysis of the subject’s writing properties, such as pen pressure, writing speed, may provide a window into the cognitive function of the subject.

Compared to standard neuropsychological tests, motor measures may enhance the identification of individuals at risk for cognitive impairment by utilizing methods that are less dependent on levels of education.

8.3 Conclusion

The research questions asked in this research have been answered over the course of ten studies. Speech features have been shown to discriminate between cognitively impaired and healthy individuals. Speech features may provide an objective measure as a biomarker of cognitive function and a complementary measure to existing neuropsychological assessments. This type of cognitive assessment may be administered remotely, thus resulting in a reduction in some of the financial and labour intensive burden affecting healthcare teams and healthcare providers.

Table 8-1 re-lists the research questions posed in Section 2.18 and points to sections where the research questions were addressed.

---

7 Manual dexterity is the ability to make coordinated hand and finger movements to grasp and manipulate objects. Manual dexterity includes muscular, skeletal, and neurological functions to produce small, precise movements.
## Chapter 8: Discussion

### Table 8-1: Status of the research questions

<table>
<thead>
<tr>
<th>#</th>
<th>Research Question</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Can the temporal and acoustic features of speech be extracted reliably from speech recordings taken in real life environments, while removing artefacts such as breath sounds and compensating for varying levels and sources of noise?</td>
<td>Addressed in Section 4.2.</td>
</tr>
<tr>
<td>2</td>
<td>Can the removal of breath sounds from speech recordings prior to temporal and acoustic features extraction improve the classification performance between cognitively healthy and cognitively impaired individuals?</td>
<td>Addressed in Section 4.3.</td>
</tr>
<tr>
<td>3</td>
<td>Does the status of individual’s cognitive function correlate with temporal features of speech of individuals with/without schizophrenia extracted from a recording of reading out loud of a short text passage?</td>
<td>Addressed in Section 4.1.</td>
</tr>
<tr>
<td>4</td>
<td>Does the status of individual’s cognitive function correlate with acoustic features of speech of individuals with/without schizophrenia extracted from a recording of reading out loud of a short text passage?</td>
<td>Addressed in Section 4.1.</td>
</tr>
<tr>
<td>5</td>
<td>Does the status of individual’s cognitive function correlate with temporal features of speech of older adults extracted from a recording of reading loud a short text passage?</td>
<td>Addressed in Section 5.1.</td>
</tr>
<tr>
<td>6</td>
<td>Does the status of individual’s cognitive function correlate with acoustic features of speech of older adults extracted from a recording of reading loud a short text passage?</td>
<td>Addressed in Section 5.1.</td>
</tr>
<tr>
<td>7</td>
<td>Does the status of individual’s cognitive function correlate with temporal features of speech of older adults extracted from a recording of a picture description task?</td>
<td>Addressed in Section 5.1.</td>
</tr>
<tr>
<td>8</td>
<td>Does the status of individual’s cognitive function correlate with acoustic features of speech of older adults extracted from a recording of a picture description task?</td>
<td>Addressed in Section 5.1.</td>
</tr>
<tr>
<td>9</td>
<td>Does the status of individual’s memory correlate with temporal features of speech of older adults extracted from a recording of a picture description tasks?</td>
<td>Addressed in Section 5.3.</td>
</tr>
<tr>
<td>10</td>
<td>Will the features extracted using dynamic pause threshold from speech recording of reading out loud of a short text passage increase the ability to discriminate between cognitively healthy and cognitively impaired older individuals?</td>
<td>Addressed in Section 5.4.</td>
</tr>
</tbody>
</table>
Table 8-1 cont.: Status of the research questions

<table>
<thead>
<tr>
<th>#</th>
<th>Research Question</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>Can the speech features be extracted reliably from recordings of speech acquired over a telephone?</td>
<td>Addressed in Section 6.1.</td>
</tr>
<tr>
<td>12</td>
<td>What is the protocol that will enable remote administration of clinical cognitive assessment over a telephone?</td>
<td>Addressed in Section 6.2.</td>
</tr>
<tr>
<td>13</td>
<td>What are the design requirements for both protocol and implementation for a remote, longitudinal assessment of cognitive function of older individuals?</td>
<td>Addressed in Section 6.2.</td>
</tr>
<tr>
<td>14</td>
<td>Can the cognitive assessment be fully automated for large scale deployments using existing telephone infrastructure?</td>
<td>Addressed in Section 6.2.</td>
</tr>
<tr>
<td>15</td>
<td>Can the analysis of remotely collected speech recordings provide equivalent information about cognitive function compared to labour intensive gold-standard cognitive assessment?</td>
<td>Addressed in Section 6.2.</td>
</tr>
<tr>
<td>16</td>
<td>Can speech be employed to identify changes in cognitive function over time?</td>
<td>Addressed in Section 6.2.</td>
</tr>
<tr>
<td>17</td>
<td>Do the results of a face-to-face cognitive assessment correlate with the results of automated cognitive assessment?</td>
<td>Addressed in Section 6.2.</td>
</tr>
<tr>
<td>18</td>
<td>Will the older individuals be comfortable using the automated cognitive assessment technology?</td>
<td>Addressed in Section 6.2.</td>
</tr>
<tr>
<td>19</td>
<td>Will the cost of remote cognitive assessment be lower than the cost of gold-standard cognitive assessment?</td>
<td>Addressed in Section 6.2.</td>
</tr>
<tr>
<td>20</td>
<td>Can an assessment of memory and attention be delivered automatically over a website?</td>
<td>Addressed in Section 7.</td>
</tr>
<tr>
<td>21</td>
<td>Can a battery of tasks for the assessment of memory and attention be administered at regular intervals over time without inducing a practice effect?</td>
<td>Addressed in Section 7.</td>
</tr>
<tr>
<td>22</td>
<td>Can a battery of tasks for the assessment of memory and attention employ the same stimuli over time without inducing a practice effect?</td>
<td>Addressed in Section 7.</td>
</tr>
</tbody>
</table>
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A.1 Heidi passage

The thing which attracted her most, however, was the waving and roaring of the three old fir trees on these windy days. She would run away repeatedly from whatever she might be doing, to listen to them, for nothing seemed so strange and wonderful to her as the deep mysterious sound in the tops of the trees. She would stand underneath them and look up, unable to tear herself away, looking and listening while they bowed and swayed and roared as the mighty wind rushed through them.

There was no longer now the warm bright sun that had shone all through the summer, so Heidi went to the cupboard and got out her shoes and stockings and dress, for it was growing colder every day, and when Heidi stood under the fir trees the wind blew through her as if she was a thin little leaf, but still she felt she could not stay indoors when she heard the branches waving outside.

Then it grew very cold, and Peter would come up early in the morning blowing on his fingers to keep them warm. But he soon left off coming, for one night there was a heavy fall of snow and the next morning the whole mountain was covered with it, and not a single little green leaf was to be seen anywhere upon it.

There was no Peter that day, and Heidi stood at the little window looking out in wonderment, for the snow was beginning again, and the thick flakes kept falling till the snow was up to the window, and still they continued to fall, and the snow grew higher, so that at last the window could not be opened, and she and her grandfather were shut up fast within the hut.

Heidi thought this was great fun and run from one window to the other to see what would happen next, and whether the snow was going to cover up the whole hut, so that they would have to light a lamp although it was broad daylight. But things did not get as bad as that, and the next day, the snow having ceased, the grandfather went out and shovelled away the snow round the house, and threw it into such great heaps that they looked like mountains standing at intervals on either side the hut.

And now the windows and door could be opened, and it was well it was so, for as Heidi and her grandfather were sitting one afternoon on their three-legged stools before the fire there came a great thump at the door, followed by several others, and then the door opened.
Appendix A: Supporting material

It was Peter, who had made all that noise knocking the snow off his shoes; he was still white all over with it, for he had had to fight his way through deep snowdrifts, and large lumps of snow that had frozen upon him still clung to his clothes. He had been determined, however, not to be beaten and to climb up to the hut, for it was a week now since he had seen Heidi.

"Good-evening," he said as he came in; then he went and placed himself as near the fire as he could without saying another word, but his whole face was beaming with pleasure at finding himself there. Heidi looked on in astonishment, for Peter was beginning to thaw all over with the warmth, so that he had the appearance of a trickling waterfall.

A.2 Picture Description

This section includes samples of images used in the Picture Description task.

Figure A-1: Image 1 of the Picture Description task.
Appendix A: Supporting material

Figure A-2: Image 2 of the Picture Description task.

Figure A-3: Image 2 of the Picture Description task.
Appendix A: Supporting material

A.3 Picture Taboo

This section includes samples of images used in the Picture Taboo task.

Figure A-4: Image 1 of the Picture Taboo task.

The subject is not allowed to use the two words displayed below the picture during the description of the picture.
Appendix A: Supporting material

Carve, Man

*Figure A-5: Image 2 of the Picture Taboo task.*

Stage, Play

*Figure A-6: Image 3 of the Picture Taboo task.*
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Figure A-7: Image 4 of the Picture Taboo task.

Proposal, Ring

Figure A-8: Image 5 of the Picture Taboo task.

Cheese