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Abstract

With the advent of the internet and digitisation of news and books, the volume of unstructured text has increased dramatically in recent years. This deluge of information is set to grow and come from new and unconventional sources. New and innovative techniques and tools for manipulating this data and making sense of it will become essential. The work in this thesis consists of a system that analyses the content of news, extracting a sentiment time series variable, and uses this variable in a time series modelling component to determine any inter-relationships between changes in the price of financial assets. Each component of the system attempts to remove human subjectivity from the modelling process to allow the system to compute a sentiment variable and investigate its statistical significance and explanatory power by employing several time series models. The system includes a number of processes and components to achieve this goal such as data harvesting, processing, text analysis, time series modelling, hypothesis testing, and visualisation. The work described in this thesis includes contributions to the area of text and content analysis, information retrieval, time series analysis, statistical and econometric modelling.

A number of methods studied in the literature have incorporated text data with financial analysis and prediction models. A review of some of the main studies and systems that have combined methods from each discipline is presented in Chapter 2. Chapter 3 describes the system developed in this thesis and its capabilities. The system is evaluated for different data inputs in Chapter 4, where the influence of different news types and sources is investigated for equity and commodity markets. The final chapter concludes the thesis by summarising the contributions and outlining future work.

This thesis represents a combination of work that contributes to the areas of content analysis and financial and statistical modelling. The main contribution of this thesis is in the implementation and evaluation of a system that incorporates methods from text analysis and time series modelling. The novelty of the system lies in the ability to compute a time series from text that acts as a proxy for sentiment that can be aggregated with financial time series data in a statistical model to estimate the impact of news on the financial asset. An evaluation of this system is presented where the explanatory power of the sentiment variable for financial returns is investigated. It is shown that the news source and text type play an important role when computing a proxy for sentiment that has statistically significant explanatory power for financial returns. The time varying influence of sentiment on financial returns is noted with a relationship made between economic business cycles and volatility. The system is evaluated using data from two financial markets, the equity and commodities markets, and in both instances it is found that a proxy for sentiment extracted from news has a statistically significant influence on financial returns.
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Introduction

1.1 Motivation and Background

It is natural to assume that decisions and opinions can be influenced by news found in printed, digitised and televised media, as well as by word of mouth. How news and the underlying information influences behaviour has become a topic of interest in social, economic, and computational studies. The flow of information and uncertainty in markets influences price discovery, price changes, volatility, the behaviour of market participants, and market stability. A complex relationship exists between news and markets where the arrival of news may change investors’ beliefs, update their knowledge of the market, and ultimately influence sentiment.

With advancements in the reach and speed of information, access to quantitative and qualitative information has become faster and inexpensive. Traditional news has evolved and become digitised and has a greater range of dissemination being published online through websites, blogs, and social media. With this increase in the channels of communication, investors in financial markets can now access information faster than ever before. News and reports are available in text format online and provided through vendors such as Reuters and Bloomberg. These news stories represent a wealth of information that is often not fully reflected in financial market data. Increased interest has been seen in the finance community to employ methods of text and content analysis to automatically analyse this information in the hope of adding explanatory information to traditional financial models. Combining methods from these two disciplines, that of text analysis and econometric analysis, has only in recent times garnered much attention [8] [42] [96], with systems being developed to automate this process and fully integrate the methods and data.
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processing tasks [23] [43] [88]. Creating a system to handle these vast amounts of news text and compute a model that can utilise this information poses an interesting challenge.

News articles are an important part of market information and are widely read by investors and market participants. The behaviour, opinions, and mood of some investors, often referred to as investor sentiment in the domain of behavioural finance, is said to be linked to the timing and publication of news. In recent times, studies in the domain of finance have turned to using text analysis to examine the content of news and to create a proxy for investor sentiment [42] [65] [66] [96] [97]. Text analysis has been used in a number of studies to extract information from a number of different text documents such as annual reports, company filings (10-Ks, 10-Qs), earnings reports, analyst reports, internet message boards, and social media. A theoretical model of investor sentiment may differ from what textual sentiment may represent. Investor sentiment might encompass subjective beliefs and behaviour. Text based sentiment may only represent how investors react to news and the text content. Only tentative assumptions can be made about the link between investor behaviour and sentiment summarised from news and text. Despite this, the quantification of this otherwise qualitative information gives a new and consistent complementary information source. The inclusion of textual sentiment in predictive models of returns and price gives an alternative approach to incorporating new information into traditional quantitative models.

Text and content analysis methods have been used to measure the tone of a text and the output of such methods and systems have been used in inferential and predictive models particularly in the domain of finance. Studies in the literature have used methods of text analysis, machine learning, econometrics, and statistical modelling in isolation. Fewer studies have created systems or approaches that have attempted to combine these methods together. Of the studies conducted and systems created to do both text analysis and statistical modelling, few if any have created a framework that can be generalised to allow the analysis of different text sources, types, financial, and time series data.

One of the present challenges lies in combining econometric and statistical methods with that of text and content analysis. A proxy for information derived from news whether evidence of investor sentiment or not, may highlight anomalies such as potential mispricing of an asset, agreement or disagreement in a market, or just a response of the market to news being released. A proxy for news sentiment can be beneficial and improve the explanatory power of a statistical model of a financial asset. The question then becomes how to analyse the content of news to produce a sentiment variable that has explanatory information and how this variable can be incorporated into a statistical model to determine the impact of news on the price, returns, or level of a financial asset.

The main objective of this thesis is the development and evaluation of a system that can perform these tasks, allowing for different data inputs and models to be used interchangeably and combined together. The system aims to combine methods from the area of text analysis and time series modelling to process and analyse the sentiment in different news text to determine
1.2 Key Conclusions

The focus of this thesis is on creating a computational solution and implementation for computing a proxy for information contained in news content and to evaluate the influence of this proxy on changes in financial markets. Typically, methods of text and sentiment analysis have been used in financial literature to generate this proxy from news. The studies and systems developed to perform this task start by choosing a financial market to analyse, with stocks and indices being the most widely studied. A method or system of summarising the sentiment in a chosen text collection is employed. The choice of data is often subjective and left to the justification of the investigator. This brings the discussion to the development of a system that can allow different data inputs and different models to be used interchangeably. A discussion of the merits of some of these approaches in the literature is given here, where the text analysis and data modelling approaches are reviewed (Chapter 2). This literature review informs and motivates the development of a system and the necessary functionality needed to carry out the processing and analysis tasks.

The system developed in this thesis encompasses an array of tasks including data harvesting and scraping, data processing and aggregation, content analysis, time series modelling, model diagnostics and hypothesis testing, and visualisation. The content analysis method and framework chosen for the implementation allows any text corpus and financial time series data to be collected and imported into the system to estimate the impact of news on financial returns. The system consists of two main components to perform this task, a content analysis component and a statistical modelling component. The first component allows text to be collected and structured into a time ordered corpus, the content of text can be analysed by importing a structured dictionary of terms or a word list of domain terms, which then produces a time series of sentiment. This is then passed to the statistical modelling component, which aligns and aggregates the sentiment with financial data that are retrieved from online data sources. A number of transformations are performed on the time series data which are then passed to a modelling component that performs regression based analysis and hypothesis testing among a relationship with movements in assets traded on financial markets. To fulfil this objective, functionality to process and collect a large volume of mostly unstructured data is required. These functions include harvesting of data from online sources for both financial time series data and text data in structured and unstructured formats. The text analysis method must be capable of structuring and ordering text in order to analyse the content and create a time series representation of the information extracted and to aggregate this with financial time series data. The aggregated time series data needs to be integrated into a statistical model and the inter-relationships between the variables estimated. This framework allows a system to compute a time series of sentiment extracted from a corpus of news and to use this variable in a statistical time series model to estimate changes in the price of a financial instrument.
other computations. The modelling component evaluates the sentiment variable produced by estimating the inter-relationship between the sentiment variable and financial returns using vector autoregression, a rolling regression model to evaluate the impact of sentiment in time, and a hypothesis test to determine the statistical significance of the sentiment variable and if it contains explanatory information for asset returns. The results can be output and saved, while a web based graphical user interface allows the time series data to be visualised. The system in its implementation facilitates a systematic way of extracting a sentiment variable from different news sources and incorporating this variable into a robust statistical estimation to help explain the movements of financial assets. By using the system to analyse the content of news, a new explanatory variable can be computed and used in traditional financial models (Chapter 3).

The system and underlying methods of text and statistical analysis are evaluated in a number of ways. Two case studies are presented in this thesis that evaluate the system’s functionality, modelling capabilities, and output by using data from two different financial markets and using news text from different online sources. The system is evaluated first for the stock market using the Dow Jones Industrial Average and news from authoritative publications. The second case study evaluates the system using data from the commodities market with the oil benchmark West Texas Intermediate Crude oil and news from authoritative publications and blogs. In each investigation the explanatory information in the sentiment variable computed by the system is evaluated. The influence that different text types, and various sources, has on the sentiment variable computed is also evaluated for each financial market in the two case studies. Financial markets and assets are known to be dynamic where the parameters of price distributions (mean, variance) and trends are known to change in time. The same could be true for the influence of the sentiment variable estimated from news by the system. This leads to an investigation into the dynamic time varying impact of the sentiment variable in time by using the system’s modelling component and a rolling window method implemented. Finally, a link is made between volatility in financial returns, the sentiment variable and news volume (Chapter 4).

The method used to generate the proxy for sentiment is evaluated for two financial asset classes in two separate case studies. The first case study is carried out on equity markets (using the Dow Jones Industrial Average) and the second for commodity markets (using West Texas Intermediate crude oil). The methods of content analysis are used to extract a sentiment time series, which is then combined with statistical methods drawn from econometrics and statistics to assess the statistical significance.

Initial findings show that negative sentiment extracted from a popular column in the Wall Street Journal, the *Abreast of the Market*, has explanatory power for returns of the Dow Jones Industrial Average index, a result that verified previous findings in the literature. An increase in negative sentiment is found to account for a 4.7 basis point decrease in returns for the Dow Jones Industrial Average. The results suggest that sentiment extracted from news plays a role in explaining changes in the Dow Jones returns. To assess if the source of text plays an important role on creating a proxy for sentiment from news, general business news from the Wall Street
Journal and a collection of text consisting of the *Lex* column from the Financial Times are used to create a proxy for sentiment. A small statistically significant impact is reported for general business news, while the *Lex* column, a similar agenda setting column to *Abreast of the Market*, has up to an 8.5 basis point negative impact on DJIA for negative sentiment extracted from the column. This result is evaluated for a different asset class using the commodity benchmark West Texas Intermediate crude oil and a corpus of oil related news from the Financial Times. The negative sentiment variable negatively impacts the West Texas Intermediate returns, with up to -8.5 basis points being explained by the leading significant coefficient for futures contracts and -9.4 for spot returns. Having determined the average effect of sentiment on different asset classes, the influence of sentiment over time is examined. It is found that the influence of sentiment on the asset classes also changes over time. Using a rolling regression model, it is found that 21% of time series models are significant for sentiment as an explanatory variable for DJIA returns. For commodities, sentiment is a good explanatory variable 13% of the time. These results are compared with the NBER business cycles of recession and expansionary periods finding sentiment has greater impact on WTI futures during recessionary periods (up to -17.3 basis points) than expansionary periods (-6.3 basis points). The evaluation of the content analysis method shows the influence that different text types have on computing the sentiment variable. Three text collections are used, the first consisting of crude oil related news from the Financial Times, the second a dedicated Oil and Gas news section in the Financial Times, and lastly an authoritative industry blog *The Oildrum*. The difference in explanatory information of the negative sentiment proxy extracted from each is evaluated. The general language dictionary, a resource necessary for content analysis, and its use with domain specific text (oil industry news) is also examined. The sentiment proxy is extracted from the domain text while considering potential misinterpretations made by the general language dictionary by using a glossary of domain words and phrases. A difference is seen for the crude oil related text collections from the Financial Times, while the explanatory power of the sentiment proxy from the Oildrum blogs is increased (4.83 basis point increase) for WTI returns.

The contributions of this thesis lay in the method and system implementation of these methods that are used to construct the sentiment proxy and evaluate its effectiveness as an explanatory variable in a statistical model. Previous authors have studied equity markets and text-based sentiment; fewer studies have looked outside this market when evaluating sentiment. This thesis evaluates the use of content analysis in equity markets in the first of the two case studies. The second case generalises the approach and applies it to a different market, that of commodities. Fewer studies have focused on commodity markets and sentiment from oil news. Results presented in this study verify and evaluate the method and system and find a similar significant impact of news sentiment on the returns of the crude oil benchmark. The use of a computational system allows the method described in this thesis to be generalised allowing any text input and financial data to be input, assessing the impact of news on financial returns.
1.3 Publications

The groundwork for this thesis was first published in Kelly and Ahmad [55] where a proxy for a weekly announcement was created. The change in price around the weekly announcement of crude oil inventory was sampled around the period of the announcement. This change was used as a proxy for the announcement and incorporated into a basic regression model as a perturbation, as was textual sentiment. The model demonstrated an increase in predictive power over using a typical time series dummy variable for the announcement time:


The method of constructing a time series for affect from text was also employed in:


Methods of econometrics, text analysis, and proxy determination have also been included in the following preprint article:


Event detection methods for time series and content analysis techniques were employed in:


A comparison and evaluation of financial and text based proxies was also presented in:


1.4 Thesis Structure

A review and discussion of the literature using text analysis methods with particular attention given to content analysis is presented first. Time series models used in this thesis are also described with their application in econometric models. Finally, studies and systems combining
methods of text analysis and financial analysis and prediction are then discussed (Chapter 2).

A detailed description of the system and its implementation is described in Chapter 3. The main components of the system, the text analysis component and the statistical modelling component and the necessary data harvesting and preprocessing functionality are described.

The system is then evaluated by conducting two case studies with text and time series data for two financial markets (Chapter 4). By employing statistical methods such as vector autoregression and hypothesis testing, the explanatory information of the sentiment variable computed by the system from the text corpus for the different financial assets is assessed. How this sentiment variable impacts financial returns is investigated in two financial markets, equities and commodity markets. The influence that different text types and text corpora have on the content analysis method are also evaluated by looking at the role different text sources and news article types play on the computation of the sentiment time series variable. Lastly, an investigation into the changing influence of sentiment over time and in different market conditions is examined for each financial market in the case studies.

The final chapter of the thesis summarises the work presented giving a brief discussion and commentary, concluding with future work (Chapter 5).
2

Background and Related Work

2.1 Introduction

The volume of textual data that has grown and become available through the internet in recent times has resulted in many industries being affected. With recent technological advances enabling better storage and retrieval of this information, industries have moved to take advantage of the increased availability of information in order to help inform decision-making and reveal insights. This is particularly true for the domain of finance where distilling the information in digitised text for use in quantitative models has seen increased interest in recent times. The following chapter explores the literature and methods of text analysis used to extract information from text and methods of statistical and time series analysis used to model financial data. The studies that are discussed are from areas such as text and content analysis, econometrics and time series analysis. Some studies covered also include systems and frameworks that draw on methods from both computer science and finance disciplines to build models and assess the impact of information on different classes of assets. One of the objectives of this literature review is to highlight and describe systems and approaches that combine methods of text analysis with statistical models using financial market data.

The literature reviewed in this chapter includes studies that were published on the subject of news and sentiment analysis in finance between the period of 1998 to 2015. More than half of the studies reviewed use sentiment and asset values on a daily time frequency, some vary between using intraday (three studies) and quarterly data (four studies). Sentiment is typically extracted from newspapers (Wall Street Journal) and from news wire sources (Dow Jones News
2.2. Text Analysis and Corpus creation

This section will discuss methods of text analysis with an emphasis on content analysis as this is the method that is used in this thesis. Text analysis systems are discussed briefly and their use in the literature. The construction of a corpus from a collection text and the implications that the choice of text can have for different studies is also reviewed.

Observing the frequency and repetition of terms in text is fundamental to content analysis. The conjecture made is that by counting the frequency of affect or sentiment terms in text, it may be possible to summarise the tone of a text and represent the sentiment present in the text. When examining text, the repetition of terms must be relied upon to provide consensus. Whether these terms represent any meaning or are well understood is an agreement that is intuitively understood by native speakers of a language [84].

\textit{Assessments by native speakers of relative acceptability largely correlate with their assessments of relative frequency. (Quirk et al., 1985) [84]}

Acceptability in this context is a wider concept applying to grammar, sentence, and term agreement. Using the frequency of terminology, a method can be created to link a knowledge
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base, in the form of a dictionary of defined terms, to a text document. Using this understanding
a computational method of extracting information from text can be created. This is a task
with many different aspects to address such as what resources to use and what text corpus to
construct for instance. Some of these issues will be discussed in greater detail in the following
sections of this chapter.

The opinions and behaviour of other agents play an important role when making a decision or
choice. This is particularly true when those decisions involve opportunity or valuable resources.
Opinions expressed by word-of-mouth are a powerful form of information that influences our
decisions and actions. Until recently, these opinions were not as easily expressed from one person
to another. With the advent of the Internet, in particular the social web, ideas and opinions
have never been so easily spread. Many tools now exist to quickly exchange and disseminate
ideas with everyone connected to the World Wide Web. This information can encapsulate facts
and opinions related to political campaigns, marketing campaigns, financial markets, products,
places, and individual people. This information, often freely available, is largely unstructured
and its interpretation has become of interest to the scientific community and business world
alike [64] [80]. Making news and text information machine readable and interpretable has
resulted in the fields of sentiment analysis, opinion mining, natural language processing, text
analysis, and content analysis.

One task of text analysis is the classification of positive and negative opinions from text.
Classifying reviews of products and movies has attained considerable attention [51] [100], where
determining the polarity or sentiment of the reviews is the intended outcome. One particular
critique of opinion mining for reviews is that the text is typically terse and discusses one topic,
the particular movie or product in the text. In a news article, opinions can become mixed or
may not even contain strong evocative sentiments. Issues such as whether a selection of text
are topical or relevant is less ambiguous with product or movie reviews than with general news.
These issues can be somewhat addressed by looking at the type of news article and sources
being used in a collection of text. This question has been considered in studies where text and
sentiment analysis programs have analysed a collection or corpus of text that is specific to a
particular topic [28] [51] [55]. This is a concern as a document may contain off-topic content
but contribute to the sentiment of the document.

Methods of text classification, popularised by the machine learning community, have been
used extensively in statistical based text analysis. Many of the methods of machine learning
require a corpus of annotated text that is used with a chosen algorithm or ensemble of algorithms
that can learn the affect of a term or text document. Techniques such as Naïve Bayes, maximum
entropy, support vector machines, latent semantic analysis, and latent dirichlet allocation, have
shown to perform well in specific scenarios with advantages and disadvantages to each approach
[14] [33] [49] [61] [75] [81]. Typically, classifiers depend on a large volume of text to act as a
training set for the algorithm to be able to identify the necessary features. A dependence on
a large volume of annotated text means the choice of text is important for a good training
set estimation. Typically classifiers will perform poorly outside of the context of the original training and testing set. Machine learning algorithms can perform well for specific tasks but may lack adaptability as supervision is needed to decide on the features and training sets. This remains a disadvantage to methods that rely on an annotated corpus and restricts the use to certain sources, while other sources may not readily have access to annotated data.

Concept based approaches to text analysis leverage ontologies or a knowledge base to perform analysis, example resources include WordNet [71], the affect related extension WordNet-Affect [93] and Sentiwordnet [37] have been popular choices in the literature. By using a knowledge base it may be possible to infer meaning and features associated with concepts contained in the text. Concept based methods rely on the syntax of text as they aim to detect sentiment that is more subtly expressed. The performance of this method relies greatly on the quality of the knowledge base. A detailed understanding of the concepts and knowledge of a particular domain and their relationships is required to allow the opinion mining system to perform adequately.

As new mediums and platforms of communication emerge, the availability and creation of data will increase, many using natural language as the intermediate form of communication. With the growth of social media and the web, filtering content, subjectivity detection, and in particular evaluating sources will become increasingly important and necessary for all forms of learning and analysis. More comprehensive knowledge bases will need to be combined with reasoning methods to ascertain better understanding. This will support a better understanding of natural language and opinions, turning unstructured data into machine readable formats, creating systems capable of handling complex knowledge tasks. New large scale computing paradigms will only aid these tasks in the future as better methods of aggregating and handling data will be combined with better resources and methods of learning.

### 2.2.1 Text Preprocessing

An analysis of a news article may reveal opinions, sentiment, or affect towards an entity or about a concept. In the work by Osgood et al. in *The Measurement of Meaning* [24], a concept is judged or measured based on a series of scales. By using these scales, a concept can be localised to a point of agreement, and as more than one dimension can exist, this point will be contained in what is described as a “semantic space”. Within this semantic space, direction and distance from the origin represent quality and intensity of meaning. When referring to a term, the direction can relate to polarity and the distance as a measure of how extreme the term is. Osgood et al. identify three dimensions in particular that can be attributed to meaning namely activity, potency, and evaluation. From the evaluation scale, polarity can be expressed by negativity and positivity, and using this insight it may be possible to describe a concept as being overall negative or positive in dimension.

Typical methods of text analysis and opinion mining look at different levels of granularity, these include:
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- Document level
- Sentence level
- Aspect Based
- Comparative sentiment analysis

Phrase level sentiment aims to diminish the problem of conflicting polarity on a document level. In the work by Turney [100], previously defined phrase chunks and terms are used to determine the opinion of a document. Sentence level analysis has also been examined by looking at the items in a fragment of text or sentence. Examining the subjectivity of sentences and phrases from an aggregate collection of opinions may better define the overall opinion of a document [85] [107]. Aspect level analysis consists of targeting certain entities and the polarity or sentiment related to them [51] [98].

Pang et al. originally looked at document level analysis and classified the overall polarity of the text [81]. This is a useful interpretation for movie and product reviews where the topic of the review is largely about the item in question [79]. The overall polarity of a document will likely be directly related to one topic. A document or news article by contrast may contain multiple opinions about various topics or entities and additional methods of segmentation or granularity of analysis, such as word level analysis, may be necessary to accurately filter and disambiguate opinions.

Looking at the word level of documents and locating key words in a text is very intuitive and accessible in implementation, and as such makes it a popular method of text analysis. Predefined affect categories in a dictionary such as positive, negative, or weak comprising of tagged terms or words are counted based on their presence in a piece of text and the affect or sentiment of the text is determined by the overall frequency of these categorised terms.

Word level analysis simplifies many of the assumptions of textual analysis. It is also a very transparent approach and economical in its process. Using keywords however does have some shortcomings and trade-offs as is the case for any approach taken. The reliance on affect or sentiment words being present only allows for a surface level interpretation. Many nuances of a language are missed and only the most obvious message is extracted. The underlying meaning can often be missed in certain cases where strong emotion is expressed but no keywords or affect terms are used. Additionally much of the analysis is dependent on the quality of the affect categories or dictionary being used. A lot of effort and research has been devoted to the generation and evaluation of dictionaries and lexicons using automated methods and legacy resources [48] [51] [77] [94] [101] [106] [108]. A difficulty comes in evaluating these resources however, as subjectivity still exists in the method. Many of these studies and approaches focus on the application of the automatically generated resources.

Efficient and effective methods of text processing and information retrieval are needed to manage the deluge of text and information now available. Identifying key terms is one of
the simplest and most effective methods of processing large volumes of information. Before performing even this level of processing, a data structure is needed to represent terms and their occurrence in text. This is apparent in nearly all the text analysis studies presented in this section. The construction of a vector space model is one data structure that can represent term occurrence in text. To conclude this section a brief summary and motivation for this representation and its relation to the bag-of-words model is described.

The vector space model (VSM) has many appealing properties despite its simplicity. The extraction of information from text requires far less effort than other approaches of text and semantic analysis. The VSM model is a widely used representative model involving tasks such as word similarity, query and document similarity, and semantic relatedness [69] [101] [102]. It also forms the basis for the bag-of-words model used frequently as a starting point in text analysis methods.

The bag-of-words model was first referenced by the linguist Zellig Harris in *Distributional Structure* [46]. The model begins with calculating the frequency of occurrence of each word without noting position, grammatical relevance, or part-of-speech initially. Using the frequency of these terms as features of the space, either a document or total words in all articles released in a day, the vector space model can be constructed and provides the basis for much of the text analysis work presented in this thesis.

In this thesis, the elements of the VSM that will be used relate to the frequency occurrence of a given word. It has been stated that a lexicon will represent the terms in question, categorised accordingly, with their frequency in either a document or during a specific time period being computed. The frequency of occurrence in all documents in a day is the interpretation that is used in this thesis and forms the time series of term frequency discussed in more details in Chapter 3. Due to the emphasis on term frequency in the work presented here, the specific VSM used will be referred to as a term vector. Representing text in this way is the starting point of text processing and then allows more complex methods of text analysis to be performed and built on this representation such as content analysis.

### 2.2.2 Content Analysis

Content analysis was considered a broad area of research where behaviour was examined by scholars in the areas of political science, law, anthropology, and history. The pioneering work of Harold Lasswell saw general categories for terms being defined and the development of quantitative indicators for such [57]. This formalism and move towards quantitative efforts meant the methods of content analysis could benefit from computational power.

The General Inquirer (GI) [92] system was built on the foundational work of Lasswell and others to produce a content analysis system employing dictionaries of categorised terms to measure affect and sentiment in content among other concepts. The system merged two dictionaries of terms the Harvard-IV-4 psychosocial dictionary and Lasswell dictionary [92]. The merged
dictionary formed the (original) 182 categories that were to be the basis of the GI dictionary used in the system. The GI system allowed users to count affect-laden words in text. From this it was then possible to create a quantitative measure of affect in a large volume of text more easily.

Content analysis and machine learning approaches have been the foundation for several systems that have been used widely and across different disciplines to perform a number of text analysis tasks. Many libraries exist that perform typical text processing tasks and classification. Bow [70], and its accompanying front end “Rainbow”, is one such system. This toolkit allows users to perform typical text preprocessing operations such as tokenisation, generate document and word vectors, make queries, perform Naïve Bayes classification, and calculate term frequency-inverse document frequency (tf-idf) scores. GATE (A general architecture for text engineering) is another open source system that performs text analysis and ontological investigation [25]. Modules in this system perform text analysis and classification with methods for part-of-speech tagging, ontology editing, and parse tree visualisation among others. A popular and widely used Python based platform for working with language and text data is the Natural Language Toolkit (NLTK). It contains interfaces to many lexical resources and known corpora in the text analysis community and has functions to perform classification, tokenisation, stemming, tagging, parsing, and semantic reasoning [10]. Although the UI is not as fully functional as the GI program or GATE, the API has provided a strong platform for commercial use and for the open source community to develop powerful applications.

Many studies have employed commercial and some publicly available machine learning systems in quantifying textual data and contribute to the literature on using text analysis systems with statistical and econometric models for financial data. One program in particular is the Thomson Reuters News Analytics (TRNA) system that acts as black box supplying quantified text and metadata relating to certain topics, events, or subjects to a user. Studies by Leinweber [59] and Mitra [72] have used the TRNA.

Systems have also incorporated non-dictionary based approaches with term frequency again acting as the feature extracted from text. An example of such a system is DICTION [47], which has been used to perform content analysis in finance [32]. A forthcoming study by Loughran and McDonald highlighted issues related to word misclassification with using DICTION for domain specific text [68].

The addition of a machine-readable lexical resource, in this case a “dictionary” of categorised terms, is necessary for the dictionary based approach to content analysis. Terminology is influenced by the topic or subject of discourse. The analysis of special subject languages by linguists has highlighted differences between term use in general and domain text. Computational linguistics has pushed terminology theory and analysis to being more application driven. By the observation of such applied work, new theoretical insights can be gained as well as the applied benefit. Terminology is related to the concepts that it is used to describe, and can represent the knowledge of a domain and stored as a lexicon [86]. The use of terminology to measure
qualitative information in text is used in this thesis to measure the tone of a text, creating a quantitative measure that can be used in statistical modelling to represent the text content.

Dictionary based content analysis relies on a given terminology categorised accordingly into a dictionary. One notable lexical resource is the GI dictionary previously described in this section. Some studies have looked at automatically generating these dictionaries and lexical resources. Turney has demonstrated methods of detecting semantic orientation of words by association with seed words determined to be definitely negative and positive [100]. Seed words have been used to expand a dictionary by associating additional words through semantic orientation, words that appear together in a similar context in text. This approach has been used with adjectives that acted as indicators of semantic orientation [48] [51] [94] [101] [106]. This method however still relies on some form of supervision by providing pre-tagged or pre-determined seed words.

Loughran and McDonald highlighted the potential for misclassification of terms using a word list that was more typical of general language text than domain specific text such as business news [66]. This conjecture was also considered in Li [62]. To address this potential issue Loughran and McDonald created a list of financial negative and positive words by examining the risk factors section of Form 10-Ks which reports possible failures and risks for a company. This word list has also been used in several studies where textual sentiment in finance and business was examined [42] [52] [65] [67]. These word lists were created by hand by the authors, include multiple tenses for words and have not been compiled in a way that would be consistent with a linguist's interpretation of a lexicon of terms. These differences mean this word list and others that have been compiled in financial literature without references to terminology construction, such as in Henry [50], may not have undergone as much scrutiny as a formally constructed dictionary such as the one included in the GI program.

A lexicon is an important resource for content analysis. Often they are created for a specific purpose. The GI dictionary was constructed from the original dictionaries by a team of researchers looking at the frequency of words in general language text and determining which words have polarity and would be regarded as terms. Terms were chosen to encompass and represent a concept rather than just one simple meaning. Whether a general purpose lexicon such as this is useful for a specific domain application has seen less attention in content analysis literature. Specialist and domain languages contain a variety of “named entities” and words that can act as key terms for a specialist domain. Often these terms can form a signature of the subject domain [1]. It has also been noted that “special languages have a higher rate of repetition of lexical items than general language texts” [87]. This may indicate that the frequency of the domain specific named entities can carry knowledge and meaning that may be valuable. Choosing a lexicon to best represent the specialist domain would ideally be done by using expert knowledge and opinion of the area. For domain news the frequency of terminology can be observed and used to filter for “good” terms or named entities. Published definitions of terms or glossaries of specialist words may assist in capturing the typical language of a domain. This is the main question asked by Loughran and McDonald [66] who show that word lists and
legacy dictionaries, such as the GI dictionary, may give different interpretations for domain text than for general language text. This leads to the question of whether including knowledge about domain terms and words can help in summarising affect and sentiment in a specialist language corpus.

The use of a domain word list with a general language dictionary to improve the content analysis method of specialist language text is a question that is investigated in this thesis. In the domain of finance and accounting, researchers have focused mainly on the negative and positive categories but in the vast majority of studies have not attempted to incorporate knowledge about the domain. The case studies presented in this thesis use the system developed by first using the GI dictionary as the basis of the content analysis approach, identifying sentiment in finance text using the negative category of the GI dictionary. Then the GI dictionary acting as a base dictionary is combined with a domain glossary of words to add more information about the context of certain GI terms for a domain text. The assumption is that by analysing domain text and including a glossary of words or terms about that domain from an expert or reputable source the count of affect frequency from the GI dictionary can be made more accurate.

Content analysis systems have been used to measure the tone of a text and this output has been used in inferential and predictive models for a number of uses, more notably to track the impact of news and improve price predictions of financial assets. Many of the studies reviewed here have drawn on methods of text analysis and econometrics separately and performed analysis in isolation. Fewer studies have attempted to combine these methods into a single system of analysis. Even fewer have attempted to generalise this implementation to allow analysis of different text sources, types, and financial data. It is the intention here to combine these functions into a system that can take any number of text and time series data input to analyse the impact of news on financial assets.

2.2.3 Constructing a Domain Corpus

A number of texts documents collected and organised in a systematic way is considered to be a corpus. When building a corpus of text, consideration must be given to developing a balanced, representative collection of information regarding a specialist area or topic. The British National Corpus (BNC) is a widely known and used corpus that is representative of contemporary English and is still primarily concerned with well-known authoritative publishers [1]. Statistical methods of text analysis and natural language processing start with building a corpus of text from known sources and structuring the text in such a way that it is machine readable. Additionally, an important aspect of this study and intended application of text analysis is the “time” element of the news or text. This is included in the machine-readable metadata when structuring the corpus documents. The date of publication of each text is important as a time series variable is constructed by the system presented in this thesis from the text corpus.

The information extracted from text can vary greatly depending on the source and type of
text used. It becomes difficult to find or construct a corpus of text that is representative of a specific topic. For instance, it can be assumed that the language used in research papers and journals will have terms that ordinarily will not occur in general language text with any large frequency [1]. However specialist terms may be widespread in the domain text. The approach of Manning in *Foundations of statistical natural language processing* [69] is that having more text for the purpose of training is more important than concerns of corpus balance, meaning using all the available text is often beneficial. Alternatively, applications in the area of finance have shown that by choosing authoritative sources, and relevant articles, the results will be more in tune with intuitive beliefs and also theoretical models of behaviour [42] [96]. The construction of language resources such as the British National Corpus (BNC) have also shown that corpus linguists prefer reputable sources [1]. Several studies have shown that topic relevant news about assets, companies, and financial markets can also influence predictability [17] [20] [80]. By employing computational methods to collect a large volume of text from a reputable source and organise the corpus in a diachronic manner these concerns can be addressed.

Previous studies in finance have focused their efforts on authoritative news publications, company filings and disclosures, internet messages, and in recent time’s social media. Social media in particular has acted as a new source of public information that has seen huge growth in the quantity of information being produced. Authors have sought to extract different meanings from the different information sources. In the domain of finance, authors have attempted to identify sentiment regarding market participants, analyst opinions, and public sentiment for markets, individual institutions and even economies. Company filings, annual reports, and earnings announcements have been used to examine sentiment expressed about a company [29] [52] [63] [66]. For corporate filings and earnings announcements, the information contained in these reports discusses the firm’s performance, its place in respective markets, and additional comments, which might reflect the sentiment of relevant events that would be of interest to the company. Corporate announcements and statements are usually released quarterly or on an annual basis. The lower frequency of announcements means a specific approach must be taken to assess the impact around the time of the release such as performing an event based study.

The use of informal sources of online messages and social media has also been prevalent in recent studies. The content and volume of messages boards have been shown to proxy for market behaviour [8] [27]. More recently with the advent of social media, great interest and emphasis has been put on looking at fluctuations, volume, and analysing content of social media and blogs [15] [76] [110]. Social media and many forms of online media tend to be unedited and unregulated. Due to this, the text data tends to be noisier, requires more effort in evaluating the messages and is harder to extract meaning from overall [56]. In the case of each source, strategies for monitoring, collecting, and understanding the nuances of the platform need to be considered.

News articles are typically published every day and are well structured typically being contained within a particular section or column of a newspaper or site and organised by topic.
Daily news articles from authoritative news sources have shown to give reliable results in financial literature when combined with content analysis based techniques to examine the text content [8] [26] [42] [96]. News and messages published sporadically throughout the day but are typically published every day. By aggregating all text published in a day to equal one daily observation, a daily time series of news sentiment can be constructed that is more consistent and evenly sampled in the number of observations in time than at higher time frequencies where the time of publication is less consistent. This is particularly beneficial for the regression based studies in the literature where consistent well-formed daily time series of news are aligned with daily price series allowing more parsimonious models to be estimated and relying on fewer assumptions for the model and data. Many of the studies in financial literature that incorporate text analysis methods use daily time series.

2.3 Data Modelling and Statistical Estimation

The text analysis methods used in the literature, particularly those in the domain of finance, have been presented in Section 2.2.2. Their relative advantages and disadvantages have been discussed as have issues surrounding corpus construction and using lexical resources. Using the results produced by the text analysis systems and methods it becomes the task to see how these new data can be related to financial variables and test hypothesis about the impact of sentiment on financial markets. The range of time series and econometric models is wide. In the following section time series models that have been used frequently in the literature are discussed and how they handle the idiosyncrasies of financial time series data. The objective is to use these models to combine financial variables with the output from the content analysis method of analysing text to relate the effects of news with financial markets.

2.3.1 Linear Regression

Linear models attempt to quantify the relationship between present values of a random variable with the present value given all available information. In financial time series analysis this random variable can include the returns or price of an asset. Considering the return of an asset $r_t$, a simple model will attempt to explain or capture the linear relationship of $r_t$ using information available before time $t$. This information typically begins with historical values of $r_t$ (linear regression) and can include additional random variables with useful information (multiple linear regression). Additional variables might contain information about the economic environment and market structure in which the assets value is determined. How these variables relate to each other plays an important role in model specification. Understanding how correlation and autocorrelation occurs is a basic tool for studying time series and as such is the building block of linear estimation for stationary series.

Often a marginally statistically significant autocorrelation is observed in financial returns
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This suggests that a previous return value $r_{t-1}$ may be useful in providing information about $r_t$. This can be summarised in a typical autoregressive equation:

$$r_t = \phi_0 + \phi_1 r_{t-1} + \varepsilon_t$$  \hspace{1cm} (2.1)

where

- $\phi_0 =$ the intercept value
- $\phi_1 =$ the regression coefficient of the previous return value
- $\varepsilon_t =$ the residual term assumed to have constant mean and variance

The model shown in Equation 2.1, demonstrates an autoregressive process of order one, which will be abbreviated as AR(1). The AR model is similar to the widely used simple linear regression model and is conditional on past observations, in this case returns. The AR model is used in financial literature to measure the persistence of dependence in a time series. Due to being weakly stationary, the mean and variance are finite and time invariant, and $|\phi_1| < 1$ is taken to be true for an AR series, $\phi_1$ measures this dependence. In the case of a simple linear regression model, the dependent coefficient value can assume any fixed real number.

For a model that is determined to be a good fit, the residuals will behave similarly to white noise. If some estimated coefficients are not very different from zero, then simplification of the model and removal of parameters may increase the accuracy of estimation. If the residuals of the autoregressive model exhibit serial correlation, then increasing the order of the model may help reduce this correlation in the residuals, increasing the accuracy of the estimation. Linear regression models have been the basis and starting point for a number of studies incorporating sentiment as a variable into an econometric model, these studies are discussed in more detail in Section 2.4.

2.3.2 Autoregression and Heteroskedasticity

The dependent variable of interest studied in the evaluation in Chapter 4 is the return of a financial asset. Variability in time can be seen in the returns series and summarised by calculating the variance and standard deviation of the series. Changes in the scale of the variance parameter over time, indicates heteroskedasticity in the series. In the pioneering work by Engle [36], a stochastic process is used to represent this variance in returns and is defined as having an unconditional mean of zero and conditional variance as a linear function of previous squared residuals from the model fit, the so-called autoregressive conditional heteroskedasticity (ARCH) model. The variance of returns is then conditional and dependent on information contained in previous returns.

The model shown in Equation 2.2 is a type of basic linear regression with dependent variable $r_t$ and independent variable $r_{t-1}$ demonstrating an autoregressive (AR) process. This representation, AR(1), determines $r_t$ to be centred around $\phi_0 + \phi r_{t-1}$ conditional on past returns, where
2.3. Data Modelling and Statistical Estimation

$r_t$ is not correlated with $r_{t-i}$ for $i > 1$. In real world cases the conditional expectation of $r_t$ is not determined exclusively by the previous period return. We can generalise the basic AR model to include additional lags up to order $p$ giving AR($p$) (Equation 2.2).

\[ r_t = \phi_0 + \phi_1 r_{t-1} + \cdots + \phi_p r_{t-p} + \varepsilon_t \]  
\[ (2.2) \]

where:
- $\phi_0$ = the intercept value
- $\phi_p$ = the regression coefficient of the previous t-p return value
- $\varepsilon_t$ = the residual term assumed to have constant mean and variance

Previous returns up to an order $p$ now jointly determine the expectation of $r_t$. This is the same approximation as a multiple linear regression model with lagged values of the independent variable being included in the model specification. The choice and order of $p$ has to be determined either empirically, using the autocorrelation function (ACF) and partial autocorrelation function (PACF) or by using some information criteria such as the Akaike information criterion (AIC) [3]. There has been much research in the area of order determination, often using the autocorrelation function or an information criteria. To use the partial autocorrelation function (PACF) for an AR($p$) series, the lags up to a statistically significant correlation period $p$ are chosen. Where the PACF is zero, at lag $p$ for instance, the cut off for an AR process can be found. Information criteria are also available to determine the lag order, the AIC is defined as:

\[ AIC(\ell) = \ln(\hat{\sigma}_\ell^2) + \frac{2\ell}{T} \]  
\[ (2.3) \]

where:
- $\hat{\sigma}_\ell^2$ = the maximum-likelihood estimate of the variance
- $T$ = the sample size
- $\ell$ = the lag order

The second term of the AIC equation acts as a penalty function for the number of parameters used. The AIC measures the goodness of fit of the model, taking the number of variables into account and estimated using the maximum likelihood. The Schwarz-Bayesian criterion (BIC) is another commonly used and reported statistic. BIC will often favour a shorter order than AIC but there is not strong evidence to suggest one measure is superior to another in application. Due to this, knowledge of the data being modelled and the problem being addressed, combined with the simple assumptions that result from this knowledge are the dominant factor in choosing lag order, this is particularly true of AR components [99].
2.3.3 VAR and Multivariate Modelling

Multivariate time series analysis involves methods for examining multiple series and is used extensively in econometrics and statistical analysis. A typical definition of a multivariate time series is one that is composed of multiple single series, these can be referred to as components. This leads to a representation of a number of series under one matrix. For autoregression based models, \( n \) number of lags of a series regressed upon itself are included, this is the basis for the vector autoregression (VAR) model [90]. The VAR model is a flexible and easy to use model for analysing multivariate time series. It is particularly useful for describing the dynamic behaviour between time series and frequently used in forecasting. A VAR(\( p \)) model often has multiple parameters resulting in many interactions and feedback between variables.

When considering two variables \( y_t \) and \( z_t \) if it is believed that one variable will be affected by past and current observations of the other variable a bivariate system (in the case of two variables) can be formed (Equation 2.4 and Equation 2.5) that will constitute a first-order vector autoregression model:

\[
y_t = \beta_{10} - \beta_{12} z_t + \gamma_{11} y_{t-1} + \gamma_{12} z_{t-1} + \varepsilon_{yt}
\]

\[
z_t = \beta_{20} - \beta_{21} y_t + \gamma_{21} y_{t-1} + \gamma_{22} z_{t-1} + \varepsilon_{zt}
\]

Where \( y_t \) and \( z_t \) are stationary and \( \varepsilon_{yt}, \varepsilon_{zt} \) approximate to white noise and are uncorrelated.

The system described by Equation 2.4 and Equation 2.5 allows the variables to affect each other. This system of equations can be transformed into a more compact form to obtain the standard form of the vector autoregression, Equation 2.7, derived from the definition in Equation 2.6.

\[
B x_t = \Gamma_0 + \Gamma_1 x_{t-1} + \epsilon_t
\]

where:

\[
B = \begin{bmatrix} 1 & b_{12} \\ b_{21} & 1 \end{bmatrix}
\]

\[
x_t = \begin{bmatrix} y_t \\ z_t \end{bmatrix}
\]

\[
\Gamma_0 = \begin{bmatrix} b_{10} \\ b_{20} \end{bmatrix}
\]

\[
\Gamma_1 = \begin{bmatrix} \gamma_{11} & \gamma_{12} \\ \gamma_{21} & \gamma_{22} \end{bmatrix}
\]

The standard form of the VAR model then becomes:
where:

\( A_0 = B^{-1} \Gamma_0 \)
\( A_1 = B^{-1} \Gamma_1 \)
\( e_t = B^{-1} \epsilon_t \)

The multivariate generalisation of the VAR model can finally be described as:

\[ x_t = A_0 + A_1 x_{t-1} + A_2 x_{t-2} + \ldots + A_p x_{t-p} + e_t \]  

(2.8)

where:

\( x_t \) = an (nx1) vector containing each of the n variables included in the VAR
\( A_0 \) = (nx1) vector of intercept terms
\( A_p \) = (nxn) matrix of coefficients
\( e_t \) = (nx1) vector of error terms

The aim of this method is to create a parsimonious model [90]. Sims’ approach to the multivariate VAR requires the inclusion of appropriate variables in the model and to choose a lag length [90]. The ultimate goal of this model is to uncover the inter-relationships between variables in the model rather than make short-term forecasts [34]. As the VAR Equation 2.8 contains predetermined variables and the error term is serially uncorrelated with constant variance, each equation in the VAR model can be estimated using ordinary least squares, as stated in Enders [34]. Tetlock in [96] specifies a VAR model incorporating sentiment and DJIA returns to observe any relationships between variables and uses ordinary least squares to estimate the equations as it is stated that this estimation provides consistent and asymptotically efficient estimates of the \( A \) matrix of coefficients as the right-hand-side variables are predetermined and are the same in each equation of the model. The VAR model is one of the models included in the modelling component of the system developed in this thesis as described in Chapter 3. The prevalent use of the VAR model in the literature, its ability to determine inter-relationships with other variables included in the model, and its relative ease of estimation make it a good choice for modelling the impact of sentiment on financial time series.

### 2.3.4 Volatility Modelling

The generalized autoregressive conditional heteroscedasticity (GARCH) model has been one of the most influential models in volatility analysis [16], providing a reliable method of computationally calculating volatility. With a particularly easy and robust method of estimation and the intuitive assumptions governing its construction, the GARCH model presents itself as a good choice for investigating the effects of volatility.
To construct the GARCH model a stochastic process is specified with zero mean and conditional variance. The conditional variance is specified by a linear function of previous squared residual of the stochastic process following an autoregressive process. If the stochastic process are financial returns then from the distribution of returns for a period $t$, a constant mean and time varying conditional variance can be computed. A lagged variance term can then be included, this generalises the mode giving the GARCH estimation. This model of volatility has proven to be difficult to outperform in many instances [95].

The definition of the GARCH model begins with the distribution of returns, conditional on previous observations for period $t$ defined as:

$$ r_t | r_{t-1}, r_{t-2}, \ldots \sim N(\mu, h_t) \quad (2.9) $$

where $\mu$ can be assumed to be constant and conditional variance $h_t$ is specified as:

$$ h_t = \omega + \alpha (r_{t-1} - \mu)^2 + \beta h_{t-1} \quad (2.10) $$

where:

- $h_t =$ the conditional variance
- $\alpha =$ the coefficient for the return residual
- $r_{t-1} =$ the previous return value
- $\mu =$ the mean of returns
- $\beta =$ coefficient for the previous variance

The four parameters are constrained as $\omega \geq 0, \alpha \geq 0, \beta \geq 0$. The GARCH model relies on one previous squared residual and conditional variance term, after the initial stage the model can be solved recursively. The model is stationary and well specified if $\alpha + \beta < 1$, which represents persistence, the rate at which a volatility effect will decay.

Several studies have looked at the effect that proxies for sentiment and information have on volatility. These studies looked at the effect that the arrival of information has on volatility [4], incorporating a sentiment index into the GARCH estimation directly [12], and using regression based analysis to relate text sentiment with volatility [8]. The GARCH model is used in the system implemented here to calculate volatility for the returns series (Chapter 3 Section 3.4.2). This estimation of volatility is used in the evaluation and testing of the system to assess any relationships with the sentiment variable.

### 2.4 Information and Financial Markets

The finance community has expressed increasing interest in sentiment analysis and text analysis methods in recent times as evident from the studies presented in this chapter thus far. Many studies in the finance community incorporate different theories and assumptions about
the impact of sentiment or its role in financial markets. Traditional beliefs held in finance of an efficient market with rational participants are not as definitive as first theorised. The strict idea of an efficient market, that all information is incorporated into price at all times, would lead investors to believe that news and exogenous information would have no impact on the markets, having already absorbed any and all possible innovations. The existence of speculative bubbles however, suggests that market participants are acting in a way that is devoid of information about the underlying value, exhibiting irrationality and making decisions based on emotional bias or assumptions and possibly overreacting to new information [89].

Financial analysts, particularly those engaged in fundamental analysis employ a number of data sources to make judgements on the true value of an asset. Data sources can include raw financial data such as price, exchange rates, or company earnings, market and industry reports or announcements, emergency and disaster events, geopolitical events, and government regulation. This information can be unstructured, qualitative in nature, and difficult to aggregate. Much of this information is reported in news and contained in text. As such, quantitative methods to measure and aggregate this qualitative information are appealing.

Information contained in news may influence market participants. This information may then provide some predictive insight into the reaction of investors and therefore market movements. The idea that there exists market participants trading on information, and those who trade on misinformation or stale information, described as noise, was discussed in the formative work by Fischer Black in *Noise* [11]. Black also highlights that noise is necessary for a market. Although noise may contribute to making a financial market imperfect, it supplies liquidity, of which those trading on information can take advantage of. As the number of noise traders trading increases, those trading on information must increase their position, taking on more risk. For liquidity to exist in a market, prices will become less efficient and as stated “markets are efficient almost all of the time” partly due to this. Black’s conjecture that investors with no access to insider information or who are misinformed for numerous reasons such as stale information or make decisions based on noise thinking it to be valid information. These market participants act irrationally with opposing traders being the rational traders using valid information.

The presence of noise traders in financial markets, although an accepted theory, has been somewhat overlooked when considering price formation and value estimation. Fama [38] has argued that irrational investors are met by rational investors in a market taking positions against them and correcting price, pushing it back to expected fundamental values. It is thus believed that noise traders cannot affect price too much and their effect will be transitory. The assumptions underlying the rational traders ability to exploit noise traders ignores the limits of arbitrage somewhat. Arbitragers are likely to have short horizons for trading and are somewhat risk averse. As such they are limited in the size of position they may take against noise traders and in liquidating the mispriced asset [30]. Noise trader risk is difficult to specify directly, however De long et al. [30] note that by looking at the effect of unpredictability of irrational behaviour on rational investors much can be learned about the impact and maybe facilitate
better risk management.

Tetlock makes the statement that despite the theory behind what sentiment in text represents, either based on liquidity and trading effects, or noise trader behaviour, the variable extracted from text can act as a proxy for anomalies such as investor sentiment or risk aversion [96]. However the interpretation, be it noise traders, effects of an inefficient market or the idiosyncrasies of trading, Tetlock demonstrates that information extracted from the content of news can have a statistically significant impact on the price of assets. The behavioural finance theories behind what the proxy for sentiment in text represents however provide interesting insights into what type of information is begin captured by using content analysis to summarise text into a quantitative value.

The use of proxies to represent information that is difficult to measure is not a new concept in financial or statistical analysis. One prominent example in finance is the US-based Michigan Consumer Sentiment Index (MSCI), which is a monthly report quoted extensively in U.S. financial and mainstream news media. A survey is issued with questions concerning personal finance, business conditions and purchasing power. The answers to the survey are collected and normalised to create a series\(^1\). Through the MSCI, consumers express their anticipation to changes in the economy by their personal opinion and sentiment. The MSCI then acts as a proxy for consumer sentiment. Some studies have stated that the results of the MSCI serve as a better forecast of US inflation rates when compared with complex econometric models [7]. Studies such as these show the benefit that proxy for hard to measure information can have.

Another example of a widely known and used proxy in finance is the VIX index, referred to as the “Index of fear”\(^2\) [105] and can act as a proxy for market volatility. Evidence has been presented about the useful forecasting ability of the VIX series [13]. It has been used in conjunction with other market indicators as a proxy for investor sentiment predicting possible reversals in the financial market.

Studies in finance have used different means to generate proxies for investor sentiment and alternative information, this has included the use of surveys, trading volume, order flow, dividend premiums, and implied volatility of options amongst others [9] with more recent studies relying on computational methods to analyse news and text content.

Several studies in finance have used proxies extracted from text data and news using text and content analysis methods. The content and activity of internet messages boards Yahoo! Finance and Raging Bull were investigated by Antweiler and Frank [8]. The objective was to see if useful financial information was contained in the message boards. The study addressed the predictability of returns and volatility using different interpretations of message content and the volume of messages. The study looks at the volume of messages posted and message bullishness (ratio of messages classified as buy or sell using a Naïve Bayes classifier) for their ability to predict returns. The financial returns examined are for 45 stocks that appear in the Dow Jones Industrial
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Average and an exchange-traded fund that mimics the S&P500. They employ correlation, contemporaneous regression, and panel regression models to determine the impact that news media has on stock returns and volatility. Their findings suggest that an increase in message volume could predict negative returns on tomorrow’s prices while an increase in bullishness is associated with an increase in contemporaneous returns but statistically insignificant in other cases. For message volume on stock returns the results suggest a unit increase (100% increase or double the number of messages) in the number of messages will result in a 0.2% decrease in stock price. This price change is small and it is noted that transactions costs would diminish the potential economic gain. Agreement in messages and any association with greater trade volume is also investigated. It is found that by conducting a contemporaneous regression, disagreement occurs with higher trading volume. This result supports theories of disagreement between market participants inducing trading, although the authors also note a reversal next day, the effect of message board activity predicting volume is a more significant effect than the reversal. Relating message posting volume to volatility is also examined. Measures of volatility used include realised volatility [6], GARCH [16], and Glosten-Jagannathan-Runkle (GJR) GARCH [44]. A relationship between message posting and volatility is found but the inclusion of trading volume sees a reduction in the predictive power of message volume. Despite this potential multicollinearity of variables, the effect of message board volume is not diminished. The disagreement factor’s effect is seen to be weak. This study demonstrates how online text and news can contain useful information in explaining changes in returns.

In Tetlock a study is undertaken where the content of news is used to predict movements in stock market activity [96]. The focus of the study is on the content of the *Abreast of the Market* column published daily in the Wall Street Journal (WSJ) and its ability to predict movement of the stock market index the Dow Jones Industrial Average (DJIA). Using the General Inquirer (GI) content analysis system, the content in the WSJ column is measured and a daily time series that acts as a proxy for investor sentiment is constructed. A pessimism metric, which relates to negative and pessimistic words in the column, is created by using principal components analysis to reduce the number of dimensions of the categories in the GI system occurring in the column. The negative and weak categories are also used in the analysis of the column as they occur in the GI system. Using a vector autoregression model, Tetlock shows the explanatory power the negative sentiment metric has on the movement of the returns of the Dow Jones Industrial Average.

One of the main results that Tetlock shows is that an increase in media pessimism robustly predicts a decrease of 8.1 basis points (1 basis point is equal to 0.01% change in price) in DJIA returns, with 4.4 and 6 basis points for the negative and weak categories respectively. This effect is then reversed over a trading week. High market trading volume, as measured by the New York Stock Exchange (NYSE), is predicted when pessimism is low or high. One of the final points highlighted by Tetlock is that low market returns predict high pessimism. Tetlock states that these findings support the idea that content may act as a proxy for investor sentiment. The
reversal of the effect of media pessimism and lack of long term effects suggest that the effect is not based on information or awareness of fundamental valuation. However despite previous studies, the ability of the pessimism metric to predict volatility is weak. This study demonstrates the impact that negative news can have on a major market index and how this effect can be represented using a proxy for the content of the text.

The influence of news text in financial markets is prevalent and the impact can be deciphered using the volume and content of news. In the work by Garcia [42], support is given to the results presented by Tetlock [96]. The study conducted by Garcia attempted to extend and verify previous claims of the impact of investor sentiment detected using a proxy from news computed using content analysis. This was done by using a corpus of news from the New York Times from 1905 to 2005, a substantially large increase in the sample size from previous studies. The corpus was built using two columns the Financial Market and Topics on Wall Street column which discussed stock market performance and industry news. A novel contribution of the study by Garcia is the use of the NBER business cycles data to proxy for recessionary periods in the economy. The media variables constructed consist of the counts of the financial negative and positive word lists from Loughran and McDonald [66] in each column. An OLS regression model is built with dummy variables to account for business cycles and control variables for time series anomalies. The main findings reiterate that of previous studies that news text helps predict market returns (DJIA), while during recessionary periods the impact of the negative sentiment is stronger but less significant than in expansionary periods. Garcia finds that by using the negative sentiment series extracted from the NYT columns, a one standard deviation change in negative words results in a 12 basis point impact on the DJIA during recessionary periods and 3.5 basis points during expansionary periods. In the study by Tetlock the time varying impact of sentiment is also noted but not as thoroughly investigated. A partial reversal is also noted which reinforces the idea of the impact being a non-informational event but that of investor sentiment and a reaction to news.

The conclusion drawn is that a proxy for information contained in news may have explanatory power for financial returns. As financial markets are dynamic demonstrating significant changes in the distribution parameters of financial data, it may be assumed that sentiment in some form plays a role. How to analyse and compute a proxy for text then becomes the concern for an investigator. Creating and implementation a system to collect, extract, measure sentiment and determine when and to what degree this proxy for information impacts returns is the central theme of the work presented in this thesis.

2.4.1 Data Processing in Finance

A wealth of data is becoming available with databases of financial data being released for free and an even larger volume of unstructured data being published on the internet. Although these data are available, issues can arise with the collection and aggregation of such information.
Problems such as conflicting, non-unique, and ambiguous variables surround data collection and definitions. Time zones, price quotes, and non-synchronous data can mean different time series of price data being retrieved from exchanges and brokers. It may not always be possible to accurately define and sample data but a good knowledge and description of the dataset is beneficial and contributes to competent model estimation. These are some of the considerations in data collection and aggregation.

Synchronisation is another issue in creating an adequate dataset. Many variables will be recorded according to different frequencies of observation. It is often not possible to interpolate these data. Seasonal effects and other time series components must also be considered when preprocessing has been performed. Collecting data from different sources is often a difficult task that burdens many studying in the area of econometrics and finance. Databases and vendors aim to relieve this fundamental problem of data curation. Platforms such as Tradestation and Bloomberg create standards to deliver data in raw formats that are clear and concise. In recent times, free online sources such as Quandl supply data in a standardised format from freely available authoritative sources such as the National Bureau of Economic Research (NBER), U.S. Energy Information Administration (EIA), and multiple exchanges worldwide. Automated systems can benefit greatly from these resources, integrating with data curation methods. It is a priority of such platforms to allow the easy and fast dissemination of data. Data processing methods implemented in the system in this thesis rely primarily on the Quandl database as the main source of financial data. The Quandl API allows easy integration with the statistical modelling component that will be described in more detail in Chapter 3.

Data from different sources can be difficult to aggregate, often due to formatting and coding errors. Specific platforms may have conventions in place for data, but aggregation and scaling may still be an issue. Arranging data in a uniform way is often the task of an external system or program. Statistical languages such as R are widely used and often the basis for developing statistical software for computing and visualisations. Complete systems such as RATS (Regression Analysis of Time Series), SPSS (Statistical Package for the Social Sciences), and Stata have also solved this issue without traditional programming experience. In recent times, the increasingly popular Pandas, a Python based software library built on top of the low level package NumPy, has provided very rich time series functionality. These systems and platforms solve the problem of data aggregation and the development of complex data structures to represent quantitative data with methods of alignment, grouping, merging, and additional manipulation. The chosen language for performing the statistical analysis in this thesis is R as there exists a wide variety of statistical libraries and visualisations. It is freely available with a general public license and has been used as the statistical engine integrated into many open source and commercial applications. For these reasons and its efficiency as a statistical language it was chosen for the implementation for the statistical methods and time series modelling in this thesis.
Table 2.1: A number of studies that have combined analysis of financial assets and text analysis methods. All studies use a bag-of-words approach to content analysis except those noted (*) which include triplets, OpinionFinder, classification, and Latent Dirichlet Allocation respectively to construct features.

<table>
<thead>
<tr>
<th>Author</th>
<th>Text type</th>
<th>Text Source</th>
<th>Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fung et al. (2003)</td>
<td>Company news</td>
<td>Reuters Market 3000 Extra</td>
<td>600,000 news articles</td>
</tr>
<tr>
<td>Antweiler, Frank (2004)</td>
<td>Online messages</td>
<td>Yahoo! Finance, Raging Bull, 1.5 million messages</td>
<td>Wall Street Journal</td>
</tr>
<tr>
<td>Das, Chen* (2007)</td>
<td>Online messages</td>
<td>Message boards</td>
<td>145,110 messages</td>
</tr>
<tr>
<td>Tetlock (2007)</td>
<td>Editorial Column</td>
<td>Wall Street Journal</td>
<td>4,000 days with news</td>
</tr>
<tr>
<td>Li (2010)</td>
<td>10-K and 10-Q filings</td>
<td>EDGAR</td>
<td>140,000 10-Q and K filings</td>
</tr>
<tr>
<td>Loughran, McDonald (2011)</td>
<td>10-K annual report</td>
<td>EDGAR</td>
<td>50,115 10-Ks</td>
</tr>
<tr>
<td>Bollen et al.* (2011)</td>
<td>Tweets</td>
<td>Twitter</td>
<td>9,853,498 messages</td>
</tr>
<tr>
<td>Jegadeesh, Wu (2012)</td>
<td>10-K annual report</td>
<td>EDGAR</td>
<td>45,860 reports</td>
</tr>
<tr>
<td>Yu et al. (2013)</td>
<td>Social Media, Blogs</td>
<td>Twitter, Google</td>
<td>52,746 messages</td>
</tr>
<tr>
<td>Jin et al.* (2013)</td>
<td>General news</td>
<td>Bloomberg</td>
<td>36,178,2 news articles</td>
</tr>
</tbody>
</table>
2.4.2 Text and Data Processing Systems in Finance

The use and creation of systems for the analysis of text and time series data in financial and computational literature has gained momentum in recent times. One of the present challenges is in combining econometric methods with that of content and sentiment analysis. Following from financial and behavioural theories of sentiment in markets the question is not whether investor sentiment plays a role in asset prices but how to measure it and incorporate this measure into additional information models [9]. Whether news media or information extracted from such is or is not a proxy for investor sentiment, noise trader behaviour, or market microstructure effects, it is still possible to obtain useful information contained in news that can be quantified and help inform decision making by explaining movements in financial markets.

Table 2.1 shows a number of studies that have used text analysis methods with statistical methods to assess the impact of information on financial instruments and indices. The studies presented in Table 2.1 show the contrasting text types, sources, and size of text collections used. The majority of studies are shown to have used formal news media from reputable sources such as the Wall Street Journal, Financial Times, Reuters, Bloomberg, Forbes, and Yahoo!Finance [41] [42] [53] [88] [96] [97] [109]. The type of text collected is often general news with only some consideration given to ensuring it is financial or business industry related. Message boards, social media platforms, and company earnings reports have also been used but to a lesser degree than news articles. The number of items varies due to different text types, such as news articles or online messages, and is related to the time frame of the sample and study. The choice of source and text type in the literature are seen to vary in more recent times as data has become more available, more sources have become available online.

The use of content and text analysis to create a proxy for information has resulted in the quantification of vast quantities of news and information. This somewhat new paradigm has meant analysts, policy makers, regulators, and market participants can create a proxy for qualitative information that may contain insights into investor sentiment or the beliefs and intentions of investors regarding investment risk, volatility, and future market movements [9] [21].

The type of information that the finance community has focused on includes company filings, news articles primarily from authoritative sources, and internet messages. The volume of news and timing of news releases are also of great interest to researchers. There exist many examples of studies that look at the timing of news and announcements and their potential impact on financial markets. The timing of the event is as much of interest as the actual content, and in many studies the content of the news shock is not analysed or addressed [5].

Work published in Kelly and Ahmad has shown that the inclusion of a variable that measured and accounted for the timing of a weekly oil inventory announcement improved a baseline autoregressive predictive model for West Tex Intermediate crude oil returns [55]. The baseline autoregression model was shown to be improved by including a proxy for news content and the oil inventory announcement.
2.4. Information and Financial Markets

The content, timing, and information contained in a collection of news or messages are a consideration when investigating the effect of sentiment. Following from the studies presented in Table 2.1, Table 2.2 shows the same studies and the choice of financial data and predictive and explanatory models used to assess the influence of news on financial data. Market indices, particularly the Dow Jones Industrial Average, are used frequently [8] [15] [27] [88] [96]. Firm level data has also been used [2]. A summary of the approaches taken in a number of influential studies that use content and financial modelling show some similarities in the approach of content analysis and financial modelling. Many of the models used to assess the impact of news are regression based while the majority of studies use word level features that are extracted from text using the bag-of-words model.

Schumaker et al. in [88] describe the AZFinText system that combines a financial news article prediction system and a sentiment analysis tool to make simple predictions for a trading system. The difficulty of using text based sentiment, or so called “artificial emotions”, for prediction is highlighted in Cabrera-Paniagua et al. where an autonomous system is developed to aid decision-making to inform a user about stock market movements [19]. This is again highlighted in [43] where a system is developed to combine various features of the news text, such as word count volume and sentiment analysis, with stock returns to improve stock purchase decisions. A feature selection method is proposed by Nassirtoussi et al. named Synchronous Targeted Feature-Reduction that weights semantic and sentiment text features extracted from the headlines of financial news to predict movements in currency pairs in the Forex market [73].

Many of the systems described in this literature review contain varying degrees of integration and automation. One disadvantage to many of the systems is a lack of automatic methods for data processing and modelling. The systems typically assess the impact of news on financial markets through price prediction. With financial and text data becoming more prevalent and freely available through open vendors like Quandl, these systems of analysis are better suited to adapt to this increase in data availability. Systems that can take advantage of these changing datasets and can assess the influence of information extracted from these data in a more autonomous manner will have many novel applications. If it from this observation that motivated the development of a system in this thesis. The system can take advantage of this open data and connect to these varying data sources and combining the analysis of these data with financial data in different quantitative models.
Table 2.2: A number of studies that have combined analysis of financial assets and text analysis methods. The data in each study is at a daily frequency except those notes (*) which include intraday (hourly), intraday (minute and hourly), annual and quarterly, intraday (20 minute), three day window around earnings announcements (**) respectively.

<table>
<thead>
<tr>
<th>Author</th>
<th>Financial Data</th>
<th>Numerical Method</th>
<th>Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fung et al. (2003) [41]</td>
<td>Stock prices</td>
<td>support vector machine (SVM)</td>
<td>1/10/2002-30/04/2003</td>
</tr>
<tr>
<td>Tetlock (2007) [96]</td>
<td>DJIA</td>
<td>VAR, OLS regression</td>
<td>01/01/1984-17/09/1999</td>
</tr>
<tr>
<td>Jin et al. (2013) [53]</td>
<td>Exchange rate</td>
<td>Linear Regression</td>
<td>1/01/2012-31/12/2012</td>
</tr>
<tr>
<td>Garcia (2013) [42]</td>
<td>DJIA</td>
<td>OLS regression</td>
<td>1905-2005</td>
</tr>
<tr>
<td>Liu and McConnell** (2013) [65]</td>
<td>Stock prices</td>
<td>Probit Regression, pooled OLS</td>
<td>01/01/1990-31/12/2010</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
This section has reviewed methods of text analysis that have been used in financial literature to generate explanatory variables for financial instruments from news and text data. Many of the studies and systems presented follow a similar structure of analysis and implementation. A market or application area is chosen typically stocks and indices are the most prevalent. A method of extracting information from text is then used, such as dictionary based methods and classification, while a number of different text sources are chosen. Often these choices are subjective and many of the studies do not present an investigation into more than one financial market or consider how different text types and sources will have on computing results. This brings the discussion to the development of a system that can allow different data inputs and uses different models interchangeably. Combining these methods into a system and implementing the necessary functionality to carry out the processing tasks is what has motivated the development of a system that is described in Chapter 3.

2.5 Conclusion

This chapter has presented an overview of literature from a cross section of studies in text analysis, statistical analysis, and econometric methods. The literature reviewed in this chapter has primarily described methods and systems of text analysis and financial analysis and their application to creating a proxy for information. The merits of and details of content analysis methods in finance have been discussed and how these methods have been used with more traditional statistical models of analysis in finance.

Studies in finance that have used content analysis methods have relied frequently on pre-existing systems to do text and content analysis (Table 2.1). Many of these studies have also relied on news from reputable and well known sources also. The information extracted from the various text collections has relied on separate modelling techniques to assess any relationship with financial markets. These studies have relied on regression techniques in some cases to aggregate and model the impact of sentiment and information proxies (Table 2.2). Other modelling techniques that have incorporated sentiment and information derived from news and have been described also. An important aspect to these studies is a reliance on systems to collect, aggregate, processes, and analyse. As many of the studies rely on methods from two separate disciplines a system to bring all the necessary functionality into a single pipeline means assessing the impact of news on financial markets can be estimated more efficiently and reliable.
3

Implementation

3.1 Introduction

In this chapter the implementation and development of a system for generating a time series of sentiment extracted from text and the incorporation of this variable in a statistical model with financial times series data is described. The text analysis and statistical methods implemented and models used draw from the literature presented in Chapter 2. The system contains two main components, the first performs text analysis and the second statistical modelling and follows the general outline:

• Collect, curate, and store unstructured text and financial data
• Apply information extraction methods to generate a time series of affect at different frequencies
• Aggregate and align affect and asset data
• Model affect time series with asset time series
• Determine relationships between affect time series and asset time series using hypothesis testing

The system combines different aspects of content analysis and quantitative modelling with that of data collection and aggregation tasks, ultimately ending in several model estimations. By employing computing paradigms this implementation allows different data sources to be input
into the system facilitating the analysis of different news topics and sources and any financial asset or market. The novelty of the system lies in its ability to examine any news source or text type and combine the output of the content analysis component with any financial time series data. While many studies and systems in the literature subjectively choose specific text and financial data the implementation and methods chosen here allow more data types to be input without close supervision. This allows the influence of different types of news and text in various financial markets to be assessed.

The following chapter will discuss how the methods were implemented with an emphasis on the technologies and resources used. One of the main objectives of the system was to create a work flow that allows two distinct disciplines, financial modelling and text analysis, to work together and secondly automate this process to allow the system to collect, aggregate, analyse, and present the results more efficiently than performing the tasks by hand. In the following section the prototype system is described, first a general overview is given and the two main components of the system the text analysis component and statistical modelling are described in detail.

### 3.2 System overview

The implementation consists of two main components: a corpus builder and text engine implemented in *Python* and the core statistical engine implemented in *R*. An overview of the system is seen in Figure 3.1.

The prototype system consists of two main components one of which performs text analysis and the other performs statistical modelling using methods drawn from econometrics and time series modelling. Both components are described in more detail in the following sections of this chapter. The text analysis and statistical components of the prototype conduct data harvesting and aggregation tasks. The text engine builds a corpus of text from specified sources, while the statistical component aggregates data from available financial data sources. Data are processed accordingly by each component before being aggregated together by a time ordered index creating the time series data. Any necessary transformations are applied and different model estimations are computed. After the models are estimated the results and output of the approximations are saved to a file and also output to the web GUI component, which is used as a visualisation tool. This system is evaluated in Chapter 4 where two case studies are described and examine the influence of different news types and sources for two different financial markets.

### 3.3 Text Analysis Component

The components implemented for the text analysis engine contain a number of functions for collecting, storing, aggregating, parsing, and analysing text. The overall architecture of the text analysis component and functions developed is shown in Figure 3.2 and is implemented in
3.3. Text Analysis Component

Figure 3.1: An overview of the system implementation consisting of the three main components facilitating text analysis, statistical modelling, and visualisation

Python. The main functionality is divided into two main components, the first component deals with the collecting, structuring, and aggregation of text documents from online news sources for the purpose of building a text corpus. The second component imports this corpus of text and performs content analysis using the bag-of-words model and a given dictionary of categorised terms. The output of this component is a time series of sentiment extracted from the corpus of text and is organised in time. This time series is then passed to the second part of the system which aggregates the time series output with financial data and performs the statistical modelling. The individual functions of the text analysis component are described in more detail in the following section (Section 3.3).

3.3.1 Text Preprocessing and Data Scraping

Collecting structured and unstructured digital text using a computational process means a large volume of text can be collected relatively easily. Using any accompanying metadata and structuring the text in a consistent manner, such as through a schema like XML or JSON, a corpus of text can be built and processed more efficiently than if left unstructured. If the time
of publication is stored in the metadata then the text can be filtered and stored chronologically. This is the essential starting point for the content analysis system and method implemented here for developing a time series variable. This time series variable computed by the system acts as a proxy for sentiment contained in the text. This functionality is illustrated in the text preprocessing section of the architecture diagram in Figure 3.2.

The system is capable of collecting text from different online sources including websites and blogs (Financial Times, Oildrum blog) and online databases and archives (Proquest, Lexis Nexis). Text from these sources are formatted and structured in the same way using XML to store metadata for each text document. Each text document contains XML tags to mark the date, source, title and body of text for each individual news article. An example of this scheme being used to structure a text document is shown in Figure 3.3. Each article collected was tagged according to the illustrated XML scheme and organised chronologically with other articles to form the text corpus.

Webscrapers were written to navigate and download news articles from the Financial Times (FT) and Oildrum blog websites. Each webscraper was written in Python and used the BeautifulSoup screen-scraping library, which contains an HTML and XML parser and builds on top of the urllib2 Python library for opening URLs and handling HTTP requests. The Oildrum blog has an archived news section where each article published on the blog was stored according to the date of publication. A URL to the archive page is given and allows the web scraper to connect to the site. Additional functions were written to allow the scraper to navigate the archive downloading news articles and storing the associated metadata. Each article collected was formatted in XML with the metadata describing the article title, text, time of publication, and source.
Another scraper was written to navigate the FT website to collect articles based on a given key word query and find the most up to date news published about a particular topic based on the query. The supplied keyword query can be used by the scraper to access the FT’s search function of the website’s archived news articles. The web scraper can then navigate the returned results collecting the news articles. The web scraper built for the FT allows news articles about a topic to be collected as soon as they are released, the scraper can be left to run continuously and check for newly released news articles. Due to licensing, permission may need to be sought through a service such as the Financial Times Developer Programme in order to allow this real-time data collection and scraping. For the online databases Proquest and Lexis Nexis, news articles can be downloaded in bulk by specifying a query, access to these databases was covered under an academic license. This process can also be automated using the web scrapers developed with the BeautifulSoup library and the screen scraping library Scrapy, also implemented in Python. More recently, both companies have opened access to their services using developer APIs but require special license agreements to use these services, as a result of this restriction an implementation to their APIs has not been implemented to date.
Once the text has been collected and structured using the XML scheme, it can then be stored in a time organised corpus and backed up in a database. Storing the text and structuring the corpus in this way allows articles to be quickly aggregated according to time and analysis to be performed more easily. Articles are organised in a diachronic manner in the corpus as much of their use is in the construction of a time series. The corpus of text can then be loaded into the content analysis component of the system.

3.3.2 Content Analysis for Domain Text

Content analysis is used in the text analysis component of the system to extract and measure information from the text corpus. The frequency of pre-categorised terms (negative or positive terms for instance), defined in the supplied dictionary, in a text can give an indication to the tone of the text and underlying sentiment. In some cases, in domain text for instance, the meaning of a term may change depending on the context. A term that is typically negative in a general language context may have another meaning in a domain text. To investigate this potential misinterpretation of terminology, a general language dictionary (the General Inquirer dictionary) is used in conjunction with a domain glossary (domain-specific lexica), how this is incorporated into the content analysis component is described in this section. An algorithm is presented in the following section that summarises this process and has been implemented in the system (Algorithm 1). The algorithm adapts the standard bag-of-words model of content analysis to account for domain words and phrases.

The content analysis component implemented in Python (Figure 3.2) follows a typical text processing pipeline and uses methods from the Natural Language Tool Kit (NLTK) API [10] to perform text processing tasks. The resources and tools in the NLTK API allow efficient text processing and analysis to be performed and is a fully open sourced API that can be incorporated or modified for use with other systems. From Figure 3.2 the first function of the content analysis method loads the text corpus and parses each news document using the inbuilt XML parser in Python. The text of the title and body of the news article are read and stored according to the date of publication that is specified in the article-datetime tag, which is the time of publication for the news article.

This text is then passed to the text processing function, which performs tokenisation using the RegexpTokenizer from the NLTK library and splits the strings into sub-strings using a regular expression. Tokens can be separated based on whitespace, line breaks, or by punctuation characters and other rules can be specified. Tokenisation allows the text to be split into tokens based on a separator, in this case whitespace is used, and returns a vector of terms for the document processed. Text normalisation is also performed which removes non-necessary characters. The removal of non-alphanumeric characters, additional white space, and symbols may be among the less complex tasks of normalisation. Normalisation that is performed here includes the removal of non-text characters and non-standard punctuation and setting the re-
sulting tokens to lower case. Additionally, text can be broken into different n-gram sequences at this stage of the processing. An n-gram sequence that is extracted from text can consist of elements such as syllables, characters, letters, or words. A single n-gram is often referred to as a unigram, with an n-gram of size two being a bigram.

The option to perform further pre-processing steps such as stemming is also available through functions implemented in the system. Stemming will reduce the inflections of words to their stem or root form but not necessarily the true or morphological root. It is possible then to investigate the effect that different word senses may have on the count of terms. A stemmer may be used on the raw text after tokenisation. Often the stem is not the actual root word but a stem which related words or derivatives can map to. A typical stemming algorithm will incorporate a set of stemming rules [78] [83]. The Porter stemming algorithm [83] also allows the removal of common morphological and inflexion endings from tokens and is used briefly in the evaluation of the system. The PorterStemmer function from the NLTK library is used and wrapped with helper functions in the system to allow stemming of text. Functions to perform part-of-speech tagging and removal of stopwords are also present but not used by default or evaluated here unless stated otherwise.

The frequency distribution of the words in the text can then be calculated by passing the tokenised document (word vector) to the next function. This has been implemented using the FreqDist class from the NLTK. This creates a Python dictionary object containing each word that has occurred and it’s frequency of occurrence in the tokenised document passed to the function. The frequency distribution of multiple words or sequences (n-gram sequences) occurring together (collocations) can also be computed using the bigram or trigram functions based on the FreqDist class or extended to a custom number of n-grams.

The frequency distribution of words is then passed to a dictionary lookup function that reads in a dictionary of categorised terms, the General Inquirer dictionary has been integrated as a default. This component can also incorporate more dictionaries or a glossary of domain terminology. The dictionary lookup function can query the word frequency distribution for the occurrence of terms from the dictionary. The count of each term can be aggregated with all terms in a category giving an overall frequency occurrence of a category in a text document. This count is then normalised by the total number of words occurring for that time period (in the case of a time series) or in the text document. This gives the relative frequency and is useful in that the score is less sensitive to unusual changes in news volume. The relative frequency can be defined by saying that for k number of w words in a category of a dictionary, the total frequency of their occurrence in a corpus of text D can be denoted as the summation of \( f(w^k_D) \). If we denote time as t, then the frequency of all words in a category of a dictionary that occur in all articles published during some time period (during one day for example) can be written as the sum of \( f(w^k_t) \). If the frequency of a word or token n that occurs in all articles published during a single time period is the sum of \( f(w^n_t) \), then the relative frequency of a category of terms from a dictionary is calculated as:
3.3. Text Analysis Component

Relative frequency = \[
\frac{\sum_{i=1}^{k} f(w^k_t)}{\sum_{i=1}^{n} f(w^n_t)}
\] (3.1)

where:

- \( n \) = the total number of tokens in all documents published during a time period
- \( k \) = the number of terms in the dictionary category
- \( f() \) = the frequency or count of a token
- \( t \) = the time period

The category that is predominately used and evaluated from the GI dictionary is the negative category. This category contains a unique list of 2,005 single word terms. It is the main sentiment or affect category studied in the domain of finance, primarily due to theories of overreaction from investors to negative news, the so-called asymmetric response to news.

Previous authors have cautioned that a misclassification of terms may occur when using a general language word list, such as that used in the General Inquirer, in a domain specific text such as finance and business news. Loughran and McDonald produced a financial negative and positive word list that they determined to be more accurate in identifying polarity in financial text [66].

The system is capable of accounting for domain words and phrases by incorporating a domain glossary with another base dictionary such as the GI dictionary, which is used by default. This can be beneficial when analysing domain text. A term such as “crude” categorised as negative in the GI word list, would be frequently used in oil related news, but usually to refer to “crude oil” and not interpreted as negative as in general language text. Terms can represent the knowledge of a domain and a glossary of domain terminology can be used to add knowledge when examining topic specific news or text. A domain glossary can then update a general language list of terms, such as the GI categories, and help refine term labelling.

To evaluate the system’s content analysis method for domain text, data from the commodities markets were chosen (Section 4.3). The system incorporates two domain glossaries for the oil industry these include the Platts\(^1\) glossary, and the Oil and Gas UK glossary\(^2\). These lists cover common terms and abbreviations from the oil and energy industries. Both sources are seen as being reputable; Platts is a leading source of information on energy markets and provider of benchmark prices, while Oil and Gas UK is the leading trade association for the UK’s oil and gas industry. The Platts glossary contains 704 words with expanded abbreviations, while the Oil and Gas UK glossary contains 133 words including expanded abbreviations. The count of affect terms will not be altered if GI negative and positive terms occur independently of the domain glossaries. If the term “crude” occurs separately from the compound term “crude oil”, the latter will not increase the negative word count but the former will still be accounted for.

\(^1\)www.platts.com/glossary
\(^2\)http://www.oilandgasuk.co.uk/glossary.cfm
3.3. Text Analysis Component

This method of disambiguation for specialist text has been incorporated into the dictionary lookup function (Figure 3.2) of the content analysis component. This procedure is summarised by Algorithm 1 and is implemented in the system so as to allow different dictionaries to be imported and used together.

Algorithm 1 Generate a time series of affect for a domain specific corpus

**Input:** Base dictionary \(C_m\) consisting of \(m\) number of \(C\) categories

Domain Dictionary \(C_s\) consisting of \(s\) number of \(C\) categories

Corpus of text documents \(D\) organised into \(n\) time periods

**Output:** Time series \(F_C = \{f_1, ..., f_n\}\) where \(f(n)\) is the sum of the word frequencies during time period \(n\) for category \(C\)

1: for \(i = 1\) to \(n\) do
2: \(w_i \leftarrow \text{Tokenise}(D_i)\)
3: for all \(C\) in \(C_m\) and \(C_s\) do
4: if \(w_i\) in \(C_m\) and \(C_s\) then
5: \(f(w_i^m) \leftarrow \text{Count}(w_i)\)
6: \(f^s_n \leftarrow \sum_{j=1}^{i} f(w_i^s)\)
7: end if
8: if \(w_i\) in \(C_m\) and not \(C_s\) then
9: \(f(w_i^m) \leftarrow \text{Count}(w_i)\)
10: \(f^m_i \leftarrow \sum_{j=1}^{i} f(w_i^m)\)
11: end if
12: if \(w_i\) in \(C_s\) and not \(C_m\) then
13: \(f(w_i^s) \leftarrow \text{Count}(w_i)\)
14: \(f^s_i \leftarrow \sum_{j=1}^{i} f(w_i^s)\)
15: end if
16: \(f_i \leftarrow \{f_i^s, f_i^m\}\)
17: end for
18: \(F_C \leftarrow \{f_1, ..., f_n\}\)
19: end for

In Algorithm 1 content analysis is performed on all documents that occur during a given time period. In testing and evaluation in Chapter 4 the daily frequency is chosen as financial data at this time frequency is freely available. Daily news articles can be more easily aggregated to this level to give a more consistent time series with less likelihood of missing observations. The input to Algorithm 1 consists of a dictionary and corpus of text. A general language dictionary is used, in the evaluation of the system and by default the GI dictionary is used, and becomes the base dictionary consisting of several categories of terms. A second dictionary or glossary of terms can be input also and used in conjunction with the base dictionary. This domain dictionary can account for potential misinterpretations of the base dictionary terminology for domain text.
3.3. Text Analysis Component

The corpus of text, another input, is organised in time. This is done by aggregating news and text published for a particular day for instance (for daily time frequency) and organising the aggregated articles by date. The dictionaries and text corpus are passed to the algorithm and for each day (for daily time frequency, any time frequency can be used) all news articles with a time stamp for that day are aggregated together and tokenised into n-gram length words (Algorithm 1 line 1,2). For each category in the supplied dictionaries the frequency of occurrence of terms in each category in the corpus is calculated (line 3 - 16). If a word from the corpus appears in both the base and specialist dictionary, then the specialist dictionary takes precedence and the count for the category in the specialist dictionary is increased (line 4 - 6). The frequency of occurrence for all the specialist dictionary words that occur in all articles that day is computed and added to the overall frequency for the corresponding category in the specialist dictionary (line 6). This function is used again if the word from a text appears exclusively in the specialist dictionary (line 12 - 14). If the token from the text only appears in the base dictionary then the frequency count is increased for this corresponding base dictionary category (line 8 - 10). The time series of term frequency for the category is computed and is the final total frequency score for that day (line 16). The daily frequency of a category is then aggregated into a time series and output by the algorithm (line 18).

When analysing general finance news, such as the Abreast of the Market column from the Wall Street Journal, just the GI dictionary is used to estimate negative sentiment from the text. While examining the oil related text corpora, both the GI dictionary and a glossary of oil words are used to summarise the negative sentiment in text taking into account potential miscounts and misinterpretations of domain terms and phrases. The frequencies of the terms from the dictionary category in the corpus are aggregated over a frequency of time. This frequency is for a day in the evaluation and use cases presented in Chapter 4. The overall frequency of the dictionary category appearing in all articles in the time frame (during the day) can then be divided by the total number of words that appeared in all articles published that day to get a count of the relative frequency. Normalising the absolute frequency count of the dictionary category in this way allows the volume of news to be taken into account so large increases in the volume of news that might occur may not impact the frequency score as much. The consistency of each text corpus is also typically checked to ensure that there are not a large number of days with no news. The final output is a time series of sentiment extracted from the text corpus and organised by time and can be passed on to the statistical analysis component of the system to estimate any inter-relationships with financial market data.

The resulting time series can be output in comma separated format and imported into an aggregator function in the statistical analysis component that is written in R. All software and libraries used are open source and have free software licenses. The Rocksteady Affect analysis system developed at Trinity College Dublin was used initially to confirm the results of the case studies presented in this thesis and to compare and evaluate the output of the implementation of the text analysis system described in this section. The output of the content analysis component
was found to be consistent across the two systems.

## 3.4 Statistical Analysis

After the specification and collection of data, exploring the individual data series is the starting point of exploratory data analysis. A univariate analysis of a series is typically carried out before a multivariate analysis is conducted. Exploring the stylised facts of a series can help verify the data and aid in constructing more complex models that provide useful information. For multivariate analysis, vector autoregression (VAR) is chosen as the model to determine any inter-relationships between variables in conjunction with rolling regression and hypothesis testing. The VAR model computed by the system is influenced by the literature and described in more detail in Chapter 2. The VAR model includes control variables that attempt to account for known market behaviour and anomalies such as volatility for instance. The system computes the VAR model giving an indication of the average impact of sentiment. The attributes of financial series are known to change in time and as such rolling methods are incorporated into the modelling component to assess how market changes can influence the results found. Hypothesis testing is also used to examine the statistical and explanatory information of the sentiment variable produced. The modelling component computes different statistical estimations in order to determine the statistical power and quantitative impact that news has on financial markets. In the following section the construction of the statistical analysis component is presented and how the system merges the output of the text analysis component with financial time series in order to assess the impact of news on financial markets.

![Figure 3.4: A system diagram of the Statistical processing component developed which performs data processing and modelling](image)

An overview of the statistical analysis component is shown in Figure 3.4. The functions and
models in this component were implemented in $R$. The main functions are divided into a data processing component and a modelling component. The data processing component performs the retrieval of financial data and aligns this with the imported results from the text analysis component. The modelling component runs different models to assess the impact that the sentiment variable will have on changes in the price of financial assets. These data and output are passed to a web based visualisation, the full output from the models is also saved to a file.

3.4.1 Data Processing

The first function of the data processing component retrieves financial data by wrapping the Quandl API to connect with their database and download queried data. The Quandl database collects and stores financial and economic data and provides an API for most major software languages. The data processing component also allows other time series data to be imported (such as data output from the Tradestation Trading Platform) with headers for each column and organised by date. The Zoo time series package in $R$ is used to process each of the time series and is also used in importing the sentiment time series from the text analysis component. This package is also used for several functions that merge and align the time series data. The data scraping component can be specified to select financial data using a given ticker symbol. Once a data call has been made to Quandl or another database the data downloaded into the $R$ environment is ordered and checked if a large number of missing values are present. The time series data are then passed to the aggregation component of the implementation. In this function different time series are collected, aggregated, and aligned according to date. All time series data are aligned to the financial time series (DJIA, WTI), this means weekends and public holidays are dropped as no trading happens on these days. Dates where data does not exist for any of the time series variables in the aggregated data matrix are dropped to ensure the best possible alignment of available data. Care is given to ensure the highest quality data are used from reputable sources and output from the text analysis to ensure sufficient news is collected to generate a time series without a large number of missing days. Daily data are used typically and in the evaluation of the system in Chapter 4 as this time frequency allows the best alignment of financial and news data.

All necessary transformations are performed using functions built with the $R$ base library. These transformations include calculating returns for financial price data, z-score values for sentiment, aggregating data to other (lower) time frequencies if required, or other transformations that may be necessary to create a stationary time series. All transformations used by the system for different models are also described in the evaluation of the system in Chapter 4.

The first function of the transformations component calculates financial returns from the price series of the downloaded financial data. The financial data downloaded will include several columns of time series data such as trading volume, or high and low price values for a time period. For a single observation the price quoted from an exchange is often the final price or
transaction price for that time period. For a daily price series, the price quoted for a particular
day will be the price at the end of that trading day. This close price is what is extracted
from the financial data and aggregated with the sentiment data. There are several methods of
calculating the returns from prices. Returns are used in statistical modelling for a number of
reasons including normalisation; where asset prices of unequal value can be transformed into a
metric that is comparable. There exist statistical properties of returns that make them more
amenable in statistical modelling such as being more numerically stable (constant mean, removal
of trends). The function takes the closing price time series and calculates returns as follows:

\[ r_t = \ln\left( \frac{P_t}{P_{t-1}} \right) \] (3.2)

For a period \( t \), the price of a financial instrument or index value at this time is \( P_t \). This
period \( t \) can consist of different time frequencies depending on what series is supplied such as
monthly, daily or intra-daily. Using a log of a series with differencing, a series will become a
percentage change between each period, obtaining the log will turn the absolute differences into
relative differences.

Another function in the transformations component calculates the z-score of a given time
series. This transformation is performed on the sentiment time series after aggregation with the
financial data. When using variables with different units of measurement, it is often necessary
to standardise the series in a similar way to help interpretation. For the sentiment time series,
which is comprised of the relative count of negative terms, it can be difficult to interpret any
relationships of this series with financial data. By calculating the z-score, the series is standard-
ised to have zero mean and unit variance, the distribution of the series is centred on zero. Any
results are thus interpreted as the change relative to the mean, results from a regression would
be interpreted as a unit change in the standard deviation, a function in the system calculates
the z-score for a time series using Equation 3.3.

\[ z = \frac{x - \mu}{\sigma} \] (3.3)

where:

- \( x \) = the time series or vector of data
- \( \mu \) = the unconditional average of \( x \)
- \( \sigma \) = the unconditional standard deviation

Model estimation using z-scores is beneficial when comparing values of different units. It is
however important to ensure the mean and variance do not vary considerably over the entire
sample set as the resulting z-score interpretation may be effected as a result. All sentiment series
used in the case studies and evaluation presented in Chapter 4 are transformed and interpreted
as z-scores.
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The last component of the data pipeline can work in conjunction with the transformations component, this component tests whether the time series are linear and stationary. Non-stationary data will often have trends or cycles occurring in the data which results in changes over time in central moment behaviour, changing mean, variance, and covariances. Due the presence of these patterns, it is often unpredictable and difficult to model these data with linear models. An awareness of the anomalies of the series will help in determining what transformations may be necessary to obtain a stationary series. For instance, by de-trending a series, a deterministic trend can be removed by simple subtraction that does not affect the observations of the series but instead may transform the process from non-stationary to a stationary one. This allows the transformations component to be informed by the stationarity tests.

To obtain a stationary series it is necessary to have time-invariant first and second moments, having constant mean and variance. Strict stationarity requires that the variable distribution be invariant in time. Weak stationarity assumes that the mean of $r_t$ and covariance between $r_t$ and $r_{t-l}$ is time invariant, where $l$ is an arbitrary integer. The augmented Dickey-Fuller test (ADF) is used to see if a time series has a unit root, with a negative value indicating the degree of rejection of the hypothesis that there is a unit root. This test is implemented using the \textit{adf.test} function from the \textit{tseries} package in \textit{R}.

3.4.2 Model Estimation

After data processing the time series data are passed to the model estimation component (Figure 3.4). In this component a vector autoregression, rolling regression, and hypothesis test are computed. The results and output of the models are stored and can be passed to an interactive GUI front end where some of the results are displayed. This is the final component of the system.

The processed time series are passed to a vector autoregression (VAR) model that estimates the model and regression coefficients for each of the included variables. The details of this model have been described previously in Section 2.3.3. The regression equation to be estimated can be specified prior to running the system. The system can update the data series and re-estimate and update the models periodically. In the VAR model estimation, a prior equation is supplied that is used in the evaluation of the system (Chapter 4) and has been drawn from the literature. These models and equations are described in more detail in the case studies in Chapter 4. These models rely on financial data, a sentiment time series, and additional control variables. The processing of financial data and construction of the sentiment time series has been discussed in the previous section. The model estimation component contains functions to generate the control variables that are included in the model, an example of these controls include a Monday and January dummy variable. A function in the model estimation component takes in the date index of the processed data and creates a dummy series for Monday and the month of January to be used in the model estimations.

The modelling component estimates linear autoregression models and lags of the dependent
and independent variables need to be included in the regression estimations. The order of the variables can be examined closely by using the autocorrelation functions and an information criteria such as AIC both of which are described in more detail in Section 2.3.2. The auto and partial correlation functions can be estimated using the base functions in R. Typically for the models estimated by the system five lags of the variables are included in the regression equation. This is to account for up to a week of trading data as specified in the literature and has motivated the evaluation of the system in Chapter 4.

An informal method of testing the changing impact of news can be performed using a rolling regression. An ordinary least squares, an hypothesis test, and a moving window function to sample input data at different times are the basis of the rolling regression model computed by the system. It is a simple solution as it does not impose any particular assumptions or structure on the changing attributes of the series. For a window of width $n$, a rolling linear regression model can be expressed as:

$$y_T^T = \phi_0 T + \phi_1 T x_T^T + \epsilon_T^T$$ (3.4)

where:

- $y_t$ = a single vector of observations
- $x_t$ = an explanatory variable
- $T$ = the number of windowed periods for the full sample set, where $n$ is the window length

Rolling window methods can be used to assess how consistent a model’s estimation is in time. If parameters change over the sample set, the rolling estimates will capture this instability. The modelling component will compute the regression model for each period $n$ and also computes the hypothesis test for the significance for the inclusion of sentiment in the model. The hypothesis test is described in more detail in the subsequent section (Section 3.4.3). The length of $n$ chosen is for 250 observations (250 days for daily data), which equates to a typical year of financial trading data. The output from the model includes a time series that includes the regression coefficient values and their accompanying p-values and a time series of binary values indicating the significance of the hypothesis test. The result of the hypothesis test is a time series graph that is output and shown in the evaluation of the system in Chapter 4.

### 3.4.3 Model Diagnostics

After the data have been processed and passed to the model estimation component the regression coefficients are computed along with the statistical significance value for each coefficient. Three parameters are output with each model estimation that describe how well fit the model is, the adjusted $R$-squared value that indicates the amount of variance explained by the model ($\bar{R}^2$), the result of the hypothesis test for the sentiment variable and whether it has explanatory information ($X^2$), and AIC values for each model so comparisons can be made between similar
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model fits. The AIC value is used as a comparison between similar models and shows if the addition of an extra independent variable helps the model specification. If the value is less after the inclusion of the independent variable relative to the initial model then it is considered a valid variable to include. The statistical significance (measure by the P-value) of this additional variable in the model can also support this conjecture.

The AIC is not indicative of much meaning by itself but is instead used when comparing one model to another, when two or more models attempt to explain the same data or variable. The addition of new variables and their explanatory power for a model can be seen in the AIC measure. Although it is difficult to compare the AIC value between distinctly different models, similar models can be compared using the AIC to determine the overall improvement of additional components or individual variables. A lower AIC value is often favoured when comparing multiple similar models. When considering the AIC value for a model \( i \) of a set of models, where the model with the minimum AIC value is \( \text{minAIC} \) the AIC values for all models in the set can be rescaled accordingly by computing \( \Delta_i = AIC_i - \text{minAIC} \). This value is computed by many standard statistical libraries that compute regression models and the parameter can be extracted and stored by the model estimation component.

The \( R^2 \) value is also computed to summarise the goodness of fit of a model. The adjusted r-squared is the ratio of the residual sum of squares (difference between observed and predicted or fitted values for the model) versus the total sum of squares (difference between the observations and mean of the data). The results output from the model estimations in the system component look at the adjusted r-squared value \( \bar{R}^2 \), which is the ratio of the variance of residuals to the variance of the data sample. The \( \bar{R}^2 \) for a model is defined as:

\[
\bar{R}^2 = 1 - \frac{VAR_{res}}{VAR_{total}}
\]  

(3.5)

where:

\( VAR_{res} = \) the variance of the residuals of the sample
\( VAR_{total} = \) the total variance of the dependent variable

This statistic can adjust for the number of variables being included in the model and is computed when performing the regression estimation. The modelling component will also extract and store this value from the results of the regression model.

Hypothesis testing is used in the system to determine the statistical significance of including the sentiment variable to the model to explain financial returns. The hypothesis test is used to examine whether one variable and its accompanying lags can be used to explain variation in another variable. This can be done by testing the statistical significance for a group of coefficients. The system evaluates the relationship between news sentiment and financial returns by testing the hypothesis that sentiment has statistical power in explaining variation in returns. The null hypothesis states that all coefficients of lagged variable of sentiment are equal to zero.
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The F-statistic is calculated and compared with a significance level or critical value. This significance level is often chosen to be equal to 0.01, 0.05, or 0.1. The chi-square statistics ($X^2$) can provide a quantitative measure of this relationship. This statistic measures the difference between the expected and observed values between variables.

The F-statistic is the ratio between the explained variability and is calculated as:

$$F = \frac{(RSS_0 - RSS_1)/(p_1 - p_0)}{RSS_1/(N - p_1 - 1)}$$  \hspace{1cm} (3.6)

where:

- $RSS = \text{the residual sum-of-squares fit for unrestricted model (1) and restricted (0)}$
- $p_1 = \text{number of parameters of the unrestricted model}$
- $p_0 = \text{number of parameters of the restricted model}$

The F-statistic measures the change in the residual sum-of-squares for an additional parameter or group of parameters in the unrestricted (larger) model versus the restricted (smaller) model. If the F-statistic is found to be greater than the critical value, then the null is rejected, the larger the value of the F-statistic than the more useful the variable under question is. For the modelling component this is tested on the sentiment variable and its inclusion in the model. The hypothesis test used by the system to evaluate the impact and significance of sentiment is defined as:

- $H_0(\text{Null}) : \beta_1 = \beta_2 = \ldots = \beta_n = 0$  \hspace{1cm} Sentiment does not impact returns
- $H_1 (\text{Alternative}): \beta_1 = \beta_2 = \ldots = \beta_n \neq 0$  \hspace{1cm} Sentiment does impact returns  \hspace{1cm} (3.7)

where:

- $\beta_n = \text{the coefficient value(s) estimated for the sentiment variable}$

The test implemented in the system presented uses the `linearHypothesis` function from the R package `CAR` (companion to applied regression). This function can carry out a Wald-test based comparison computing the F-statistic or asymptotic chi-squared statistic between the estimated regression model (the unrestricted model with sentiment) and a linearly restricted model without the sentiment variable. The chi-squared statistic ($X^2$) has been used in Tetlock [96] and is used by the system here to allow a comparison to the results in the literature.

Traditional OLS regression is based on the assumption that the series being modelled is stationary with no heteroskedasticity present. If heteroskedasticity is present, the coefficients of the regression will not be biased, but the estimate of the variance of the coefficients will be biased. The standard error in this case, calculated from the sample standard deviation of the dataset, will be a biased standard error and alter the statistical significance and any inference made from the regression coefficients computed. Heteroskedastic-consistent standard errors can be used to adjust the standard errors correcting for heteroskedasticity without affecting the
coefficient value. Heteroskedasticity and autocorrelation can be somewhat accounted for using adjusted standard errors and is frequently used in econometric modelling and when dealing with financial returns [42] [96]. Adjusted errors are used for all the regression estimations in the modelling component of the system. All regression results presented use Newey-West standard errors [74] to give a heteroskedasticity corrected covariance matrix in the model estimation. The {\it lmtest} package is a diagnostic package used for regression modelling and is used in the modelling component of the system to adjust the standard errors along with the {\it sandwich} package for econometric computing, which produces an adjusted estimate of the covariance matrix of the parameters of the regression model.

The output and results of the model component and data from the data processing component are saved to a file and passed to the final component of the system which creates an interactive visualisation of the results and is discussed in the next section.

### 3.4.4 Visualisation

The visualisation component is the final part of the system and consists of a GUI interface built in {\it R} using the {\it Shiny} package and allows a clean interface to be wrapped around the statistical analysis component of the prototype system. The GUI component is based on a JavaScript and HTML framework and allows the creation of a user interface with server side capabilities. All applications built using this framework use web based client side and server side design principle. Using the {\it Shiny} package a user interface script must be created that controls the layout and appearance of the application (client side). A server script must also be created to act as the controller of the application (server side). A final helpers script is also used with the server script to provide additional logic, data retrieval, and functions that are necessary for data and results preparation for the GUI. Much of the framework acts as a wrapper for {\it R} functions and scripts, where more detailed functionality can be specified and then mapped to the UI created. The goal of the {\it Shiny} framework is to allow users to showcase data analytic work with a minimum overhead of GUI design and deployment of a web application.

The web based framework makes deploying the system to a web server with a front-end possible and allowing the prototype to be more portable and work independently from a user or individual computer. Figure 3.5 shows the front-end that can be accessed from many popular browsers and hosted on {\it RStudio} server products. No native mobile support exists for the {\it Shiny} framework currently, although by hosting the application on a non {\it RStudio}/ {\it Shiny} server an application can be viewed through a mobile web browser. The panel of the left allows a user to input a ticker symbol and retrieve financial data from the {\it Quandl} database. The panel on the right displays the retrieved financial data and also the sentiment time series computed by the system.

The interface seen in Figure 3.5 allows a user to change and query the data at different time scales and to visualise the sentiment time series generated by the text analysis component.
3.4. Statistical Analysis

The visualisation relies on the `Quantmod` package in R to display the time series graphs using the `chartSeries` function for creating financial charts. The panel on the left allows a user to change the time frequency and add technical indicators, the results of which are then graphed on the time series plot. A custom indicator was created to process and display the results of the sentiment time series and was added to the front-end using the `addTA` function in Quantmod. This was done by creating two functions in the helpers script that take in the output from the text analysis component. To create the displayed sentiment time series, the z-score transformed sentiment time series was used and the absolute value of the sentiment series was computed. Observations from this series that were one standard deviation above (`HighNegativeSentiment()` function) and below (`LowNegativeSentiment()` function) the average sentiment for the sample period made up the high and low sentiment series seen in Figure 3.5. These time series charts can give an indication to the level of sentiment (negative sentiment in the example shown) in a news stream.

An analysis can also be run that computes a VAR model with the returns of the financial time series specified from the front end and the sentiment time series computed. The VAR model estimated by the system by default is defined and described in Section 4.2.2. The resulting regression coefficients that summarise the impact of negative sentiment on the financial returns and their statistical significance are tabulated and displayed as seen in Figure 3.6. From the figure the lagged negative sentiment variables are shown with the coefficient value estimated by
3.5 Conclusion

This chapter has described a system for generating a sentiment time series variable that can act as a proxy for information contained in text and news. The system uses this sentiment variable in a statistical model to determine any potential relationships with changes in the price of financial assets. The prototype system contains components that draw from two main disciplines namely that of text analysis and econometric and time series modelling. The novelty of the system lies in the model in basis points and the p-value for each of the coefficients.

![News Impact Analysis](image)

Figure 3.6: Resulting coefficients from robust regression analysis of negative sentiment extracted from the FT’s *Lex column* impacting DJIA returns

One of the main differences in this implementation and previous studies that have used content analysis with statistical modelling is in the automation of the processes needed to perform the final analysis. Where previous studies have had to collect and process text and financial data by hand, the system described in this chapter removes this burden from the user. By modularising much of the processes and creating functions to perform this work, the error from performing these tasks manually can be reduced. The automation of the data processing components and modularisation of these functions allows new inputs, both text and financial data, to quickly be added to the system facilitating an easier investigation into the relationship that different news topics and types can have on different financial assets in a number of distinct markets.
its ability to combine methods from these two different disciplines. The system implementation is a novel contribution to the areas of content analysis and time series modelling as it combines methods and functions from each area automating a number of processing and analysis tasks. Much of the system relies on data collections from online sources and databases, and can be used with any text or financial data in an unsupervised manner. To start the system initially a user specifies a number of inputs such as data sources. A dictionary is then supplied and the system can compute the impact of news on returns for any market given these data. Due to the efforts of companies such as Quandl more information is becoming more freely available. Systems such as the one presented in this chapter benefit from the growth of these resources and from the deluge of text data being published online. Methods of collection and aggregation are an essential foundation to building useful applications. The system presented does this by leveraging freely available data sources and open source tools, platforms, and programming languages. By combining these freely available resources, the system can use content analysis and statistical modelling to determine the impact of news on financial data. Configurations that use these available resources can benefit greatly from widespread deployment of new methods providing new opportunities and avenues for various research investigations.
4.1 Introduction

Chapter 3 describes the proposed system developed and combines methods of content analysis and statistical estimation with the necessary functionality to automatically collect and aggregate text and financial time series. These implementations allow the impact of sentiment on asset returns to be estimated. This framework allows any unstructured text collection or corpus to be input and combined with any dictionary or glossary of terms to perform content analysis producing a time series of sentiment. This output can be aggregated with a financial time series and any number of additional time series variables to estimate a multivariate model and hypothesis test to assess any potential relationships between the variables. The following chapter presents two case studies that use and evaluate the system by estimating the impact of different news types and sources on two financial instruments traded in different markets. The case studies evaluate the functionality of the system and its ability to import different inputs and estimate different statistical models. This allows an easy implementation to examine the intricacies that differences in text and news type, source, and timing will have in each model ultimately giving a better understanding of the role that news sentiment has on returns. The system is evaluated using different text sources and financial data, to see if differences or similarities exist in the results produced by the system.

An evaluation of the system was carried out using financial data from two different markets; the equity market using the Dow Jones Industrial Average (DJIA) and the commodities market using the price of West Texas Intermediate (WTI) crude oil. The DJIA has served as a
representation of market performance and is often seen as the most widely used and recognised market index. WTI is a grade of crude oil used in benchmarking the price of crude oil and was considered the main benchmark until recent times, when the price of Brent crude oil surpassed its market price. For both instruments, news is frequently published about their performance, with the implication of events often being reported as having a direct or indirect effect on these benchmarks. A number of news sources and text types are examined for both case studies. For the equities case study these include opinion columns *Abreast of the Market* (AOTM) published in the *Wall Street Journal* and the *Lex column* from *Financial Times* (FT). Different text types and genres are also input to the system to evaluate the potential differences that various text collections can have on the explanatory power of the sentiment variable produced by the system.

The second case study investigates changing the text type and source by using different sources including a corpus of crude oil related news sampled from all sections of the FT, articles from the *Oil & Gas* section of the FT, and message postings on the *Oildrum* blog. In this way the system is used to evaluate the differences that formal and informal news can have when constructing the sentiment proxy and its impact on returns. The oil commodities case study evaluates the content analysis method for domain text using and algorithm previously described in Chapter 3, Algorithm 1. The modelling component of the system and the different models implemented are evaluated in each case study. These include a VAR model to estimate the inter-relationships between sentiment, returns, and other market variables that might also act as a proxy for the same effects as the sentiment variable. A rolling regression model is also employed to examine the changing influence of sentiment in time. These are combined with an hypothesis test to estimate the statistical confidence in using the sentiment variable in order to explain changes in financial assets.

### 4.1.1 News and Financial Markets

Markets and the price of financial instruments change constantly and are said to be dynamic. This makes future predictions and the expectation of price changes difficult to surmise. Measuring price changes can be done by using time series analysis and modelling. Explaining why these price changes occur is difficult. Many interpretations and explanations for price change have been suggested, with varying degrees of success. Explanations include reactions to macroeconomic news, market speculation, and changes in investor sentiment. These interpretations, although they have been beneficial in explaining price changes, do not explain the entire process, often accounting for a small degree of change.

Researchers and analysts often use financial returns over prices in analysis for several reasons. The first is to produce a normalised series. In the long term, an asset’s price can change as the underlying value changes. These changes in value can result in long term price changes and trends. The assumptions regarding the distribution of financial returns such as assuming the mean is not significantly different from zero and is uncorrelated do not adversely impact model
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Many multidimensional statistical methods require variables to be measured in a comparable metric and assume independence in the distributions of the variables. The definition of returns used here is the log difference of prices discussed in previous chapters and implemented in the transformations component of the system (Section 3.4.1).

The log returns and additional variables used are all time series. All series used consist of observations in time with weekend and holidays removed. This is the case with financial data as at these times markets are not open and data are often not quoted for many instruments. All additional time series are merged with the financial time series. Daily time series for the financial data used were obtained from different exchanges (Table 4.1) but typically data was retrieved and updated through the Quandl database.

Table 4.1: Available financial data used for the presented case studies and the exchanges where data were collected.

<table>
<thead>
<tr>
<th>Returns</th>
<th>Source</th>
<th>Dates</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>DJIA Spot</td>
<td>NYSE</td>
<td>03/01/1989 - 31/12/2014</td>
<td>6506</td>
</tr>
<tr>
<td>DJIA Futures</td>
<td>CME</td>
<td>06/01/1998 - 24/05/2015</td>
<td>4357</td>
</tr>
<tr>
<td>WTI Spot</td>
<td>EIA</td>
<td>03/01/1989 - 31/12/2014</td>
<td>6506</td>
</tr>
<tr>
<td>WTI Futures</td>
<td>CME</td>
<td>03/01/1989 - 31/12/2014</td>
<td>6506</td>
</tr>
</tbody>
</table>

Transformations were performed on all series where necessary. This was done so as to create as close to a stationary or weakly stationary series as possible for each of the variables used. All series were tested for stationarity using the ADF test (Augmented Dickey-Fuller test) and every model incorporated adjusted standard errors to account for potential variance bias and heteroskedasticity. Newey-West adjusted standard errors were used for every regression model. Detailed descriptions of transformations calculated by the system have been previously described in Section 3.4.1 and further detail is give in the following sections where necessary.

4.1.2 The Impact of Sentiment on Financial Returns

For each case study the impact and explanatory power of the sentiment variable produced by the system is assessed. First a long-term VAR model is estimated with sentiment, then variations in text source and type are evaluated, a rolling regression model is then estimated to assess the impact of sentiment over time, and finally any relationships to volatility are investigated.

The equation for the VAR model for each case study is described in detail in each section. Using this model the average impact of sentiment is computed by the system. For each model the statistical significance of the coefficient computed is assessed and tabulated. One VAR model can be compared to similar model estimations using the AIC values as described in Section 2.3.2.

A hypothesis test is calculated by the system to test the statistical significance of the sentiment variable as an explanatory variable for asset returns. The hypothesis that is formulated
for each regression model estimated by the system has been defined in Equation 3.7. The hypothesis test is used to determine if there is a significant difference from the null hypothesis that sentiment does not impact returns and that the coefficients for sentiment are not significantly different from zero. The larger the chi-square value obtained from the hypothesis test then the greater the confidence in rejecting the null hypothesis. The value is compared to a chosen critical value (based on statistical confidence) and depends on the model computed. This gives more confidence towards sentiment being a statistically valid predictor of returns and rejecting the null hypothesis that it does not have an impact. This calculation is computed by the system using a hypothesis testing library in R (Section 3.4.3).

The adjusted-$R^2$ value is reported in several models to show the potential change in variance explained by each model. Low $R^2$ values are often typical when explaining returns [95] but important conclusions can still be made about how changes in an independent variable can be associated with changes in a dependent variable. A low value can be problematic however if a prediction is to be produced from the model as the prediction interval may not be precise enough to be useful. Precautions taken in the following model estimations to ensure results are not spurious and to address concerns of model uncertainty include: choosing variables based on previous justifications from the literature, ensuring the time series variables are consistent in the time period they represent, that outliers are not skewing results, and that the coefficients are individually or jointly significant.

Texts of different varieties: news reports and opinions, blogs, specialist news and chat messages, can contain information that is directly or indirectly related to one or more events. The texts comprise one or more types of data: (1) accurate reports of events; (2) predictions of future events or the reporting of events; (3) the exaggerated or censored versions of events; and (4) false accounts of events. Straight-forward reporting will simply reflect what happened and will be largely factual. Prediction of events or their reporting, may be factual, based for instance on a robust quantitative analysis, with some bias of analysts and a modicum of affect. Exaggerated or censored texts and false reporting has a very distant relationship with facts. This cline of texts is related to the text types given at the beginning of this section: News reportage, in principle, comprises accurate reports; editorials and the expert-written opinion columns that often comprise of predictions; blogs and comments may comprise of exaggerated or censored versions of events; and messaging services have been known to circulate false accounts which are not corrected or not verified. When looking for affect, it may be found in affect laden texts and less so in factual descriptions. Hence, previous authors who have analysed the content of news for affect have focused on opinion columns and messages [8] [42] [96]. Typically the choice of text has been a subjective choice particularity in financial literature. To test if text type and source has an influence on the sentiment variable that is generated by the system and evaluate its impact on returns, text collections consisting of different text types, such as formal or informal news, are scraped from different sources to assess potential variations in results from the content analysis method implemented.
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For the crude oil case study, a section is devoted to the linguistic element of the content analysis method by incorporating domain glossaries into the method, consisting of words and phrases used in the crude oil industry. This is done by using the algorithm described in Section 3.3.2 to assess how changes in the content analysis method can influence the construction of a proxy for news sentiment. The domain glossaries are used to augment the GI dictionary and a comparison is made between the impact of the sentiment proxy created with and without the domain glossaries and its influence on the crude oil benchmark.

All markets are susceptible to wild price fluctuations, being exposed to events that are inherently extreme such as natural disasters, political turmoil, business and economic crises. The parameters (mean, variance) of asset returns are known to vary in time and may relate to these market changing events. Changes in volatility and information processing in financial markets have been widely studied and also reflect these events. Such events are recorded, reported, and predicted in news publications and disseminated to market participants by means of news outlets. It is intuitive to think the effect of sentiment may also vary in time. To investigate this effect, the system employs a rolling regression model to examine the variation in the impact of sentiment and performs a hypothesis test to assess if sentiment is still a valid explanatory variable for financial returns. Market business cycles are also included as a variable in another regression based estimation and any relationship with the sentiment variable is assessed. The final section of each case study examines potential links of asset return volatility with that of the sentiment variable and news volume. Links between the sentiment variable and asset returns volatility are made for both the case studies evaluated in this chapter using a regression based analysis.

The work presented in this chapter contributes to content analysis and the application of statistical methods in finance and the evaluation of the system described in Chapter 3. The explanatory power of sentiment on a market index is verified with an alternative source of news corroborating the importance of news type and choice of source. Opinion based articles have an impact on a financial market that is often reversed, showing a transient reaction by market participants demonstrating no new information is actually being reported. The time varying influence of sentiment is noted, like many parameters of asset returns a change is noted across time. This system is successfully applied to another benchmark in a different financial market that of commodities, where different text corpora are collected and imported into the system, a sentiment proxy is generated and aggregated with time series data for the commodities market. The use of a proxy for information in news, regardless of its interpretation, is shown to vary in predictive power in time. The use of rolling statistical methods shows the performance and impact of sentiment in different periods. Alternate periods are shown to have varying levels of predictive capability for sentiment in explaining the changes in the market and price.
4.2 Equity and Sentiment

Data used in the following case study include the Dow Jones Industrial Average (DJIA) and news related to the equity market. The DJIA is a price-weighted average of 30 blue chip stocks considered influential industry companies. A widely followed index, it is considered one of the most influential indicators of stock market performance. The performance of the DJIA is influenced by numerous factors ranging from economic and corporate performance to worldwide political events, natural disasters, and economic conditions. The DJIA and equity market has been studied widely in financial literature. Its movements have been related to news about events occurring in equity markets. This makes the DJIA and accompanying news a good choice to evaluate the system described in Chapter 2.

4.2.1 Time Series and Text Data

4.2.1.1 Financial Time Series

The summary statistics and preliminary analysis of the DJIA are presented in this section. The time series plot of the DJIA close and trading volume is illustrated in Figure 4.1 and shows the overall movement of the market from 1989 to the end of 2014. The plot shows periods of growth and decline in the daily value of the DJIA. It is clear that the DJIA movement is dynamic and suggests that a number of factors may be influencing the level of the DJIA.

The summary statistics for the spot and futures DJIA series are shown in Table 4.2 where the time period is due to the availability of data collected by the system from the Quandl database.

From Table 4.2 the unconditional mean shows a low positive average return for both series. The standard deviation of returns is similar for futures and spot returns. This measure is the unconditional standard deviation and does not account for the changing variance that is characteristic of prices and returns. Despite this, the volatility between spot and futures should be similar. Skewness and kurtosis can give an indication to the shape of the returns distribution and its symmetry. The DJIA spot series sees a smaller negative skewness as compared to futures. For futures the period where data was available shows positive skewness. Excess kurtosis is seen for all series which is typical of financial returns. Both series suggest they are leptokurtic with long tails and a high peak, an observation that has been seen in all series of daily financial returns across asset classes [95].

Correlation of variables can measure the linear dependence with the autocorrelation function (ACF) measuring linear dependence of a variable with past values of itself. The ACF is important in characterising linear effects that may be present in a time series. The ACF of log returns of financial data are typically not significantly different from zero, this is evident from the presented ACF of the series in Table 4.2. In financial literature it is assumed that the returns of an asset are not predictable and have no autocorrelation. A small degree of correlation in returns can be seen. This slight correlation has been attributed in the literature to the calculation of
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Figure 4.1: (a) Dow Jones Industrial Average daily closing index value and (b) volume traded for the period 1989-01-03 to 2014-12-31 (n = 6508)

Table 4.2: Summary statistics for time series of returns for DJIA spot and futures returns. Where $\mu$ is the mean, $\sigma$ the standard deviation, $\delta$ skewness, and $\gamma$ kurtosis. Values (1) to (5) are values of the autocorrelation function for five lags. The number of observations is denoted as $n$

<table>
<thead>
<tr>
<th>Returns</th>
<th>$\mu(10^{-4})$</th>
<th>$\sigma(10^{-2})$</th>
<th>$\delta$</th>
<th>$\gamma$</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>Dates</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DJIA(S)</td>
<td>3.11</td>
<td>1.08</td>
<td>-0.21</td>
<td>8.47</td>
<td>-0.05</td>
<td>-0.04</td>
<td>0.02</td>
<td>-0.01</td>
<td>-0.05</td>
<td>03/01/1989 31/12/2014</td>
<td>6506</td>
</tr>
<tr>
<td>DJIA(F)</td>
<td>1.85</td>
<td>1.21</td>
<td>0.15</td>
<td>10.53</td>
<td>-0.07</td>
<td>-0.05</td>
<td>0.03</td>
<td>0.00</td>
<td>-0.04</td>
<td>06/01/1998 24/04/2015</td>
<td>4357</td>
</tr>
</tbody>
</table>
observed returns and issues surrounding how prices are determined in an exchange, such as non-synchronous trading or bid-ask bounce [95]. In an autoregressive (AR) based model the autoregressive component includes lagged variables of the dependent variable to account for these dynamics and potential multicollinearity. Although a high degree of dependence is not observed, the lagged variables account for the possibility that an observation is influenced by a previous one. The AR component allows multicollinearity to be reduced by accounting for dynamic patterns in the model by using lagged observations and no additional parameters, thereby creating a more parsimonious model. From the summary statistics presented here it is clear that the returns distribution for the DJIA has parameters that are typical of financial returns in general [95]. The DJIA index is chosen for further evaluation due to data availability and also to allow a comparison of the results produced by the system to results presented in the literature. The DJIA futures are not used in further evaluation in this chapter as less data is available overall from exchanges and online databases as compared to the spot data. This means results from the DJIA spot and futures series can not be reliably compared as the time and volume of data is different. This also means the results obtained from using the DJIA futures data cannot be easily compared with results from the literature.

4.2.1.2 Text Data

The Wall Street Journal (WSJ) is an accepted authoritative publication that reaches a wide audience and carries a column titled the Abreast of the Market (AOTM). The AOTM column is concerned with news regarding market activity, specifically large-capitalisation stocks quoted on the Dow Jones Industrial Average (DJIA). In the study by Tetlock [96], an attempt is made to predict daily returns with information extracted from this column. The conjecture is that information contained in the column is related to movement in the DJIA. By analysing the content of the column a time series of sentiment is created that acts as a proxy for investor sentiment that is then used to predict movements in DJIA returns.

The system developed here automatically collects a corpus of daily AOTM news columns spanning a period of twenty years (1989 - 2008). The WSJ newspaper archive on the Proquest digital database was used to create this text collection and build the corpus. In the period after 2008 the AOTM column is published less frequently in the WSJ (according to availability in the Proquest database), dropping to a weekly frequency. For this reason and to keep the sample set and daily observations consistent, the DJIA case study using the AOTM corpus is only extended to 2008. Work presented in the following case study initially verifies the results of Tetlock using a sample corpus consisting of the AOTM column from the WSJ for the period 1989 to 1999 but without the 1987 crash period. Tetlock accounts for this crash using a dummy variable, however this study omits this period and finds it does not impact results but its inclusion means results are skewed and difficult to replicate due to the influence of this single observation, a similar
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Influence and procedure has been noted and followed in previous studies [95]. This dataset is used to verify and evaluate previously published results from the literature (Section 4.2.2).

A corpus of general news text was collected from the WSJ to act as a benchmark and comparison with the results produced by the system using the AOTM. News in this corpus consisted of general business and economic news, sampled solely from the WSJ, and tagged as being either news articles or editorials. This sample has a wider range of business focused news than the AOTM column. By using these text collections the system evaluated the distinction between a corpus of specific, opinion based news and more general business related news and their potential for creating a sentiment variable that has explanatory information for financial markets.

The Financial Times (FT) is an international daily newspaper also concerned with business and economic news whose main rival is the Wall Street Journal. The print edition has an average daily readership of 2.2 million with the FT.com website having 4.5 million active users. The print edition combined with digital circulation has seen its distribution at the highest in its history\(^2\). This emphasises the reach and influence the Financial Times has through its readership, particularly through a digital medium. The Lex column is considered to be the agenda-setting column in the FT. It features analysis and opinions about global economics and finance. The Lex column is the most read and valued part of the FT and is a daily feature of the FT in much the same way AOTM features in the WSJ. This reputation, high readership, and highly sought after information suggests the content of the Lex column may contain valuable information that could be extracted with content analysis methods. A collection of articles from the Lex column was scraped from the FT online archive and compiled into a corpus by the system. The corpus spans a ten year period from 2005 to 2014 inclusive, consisting of over 20,000 news items according to availability. A summary of the text collections used are summarised in Table 4.3.

Table 4.3: Full sample of text collected for each corpora used in the equity market and sentiment evaluation.

<table>
<thead>
<tr>
<th>Text</th>
<th>Description</th>
<th>Article Tokens</th>
<th>Period</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opinion Column</td>
<td>Abreast of the Market column run in the WSJ</td>
<td>5,663,193</td>
<td>03/01/1989 31/12/2008</td>
<td>Editorial, Op-Ed</td>
</tr>
<tr>
<td>WSJ</td>
<td>Wall street journal text</td>
<td>32,982,341</td>
<td>03/01/1989 31/12/2008</td>
<td>Re-portage</td>
</tr>
<tr>
<td></td>
<td>labelled as articles and editorials from the Pro-quest database</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FT Lex Column</td>
<td>Only articles included in the Lex Column of FT</td>
<td>6,559,921</td>
<td>02/01/2005 07/11/2014</td>
<td>Editorial</td>
</tr>
</tbody>
</table>

\(^2\)http://www.theguardian.com/media/greenslade/2013/oct/30/financialtimes-mediabusiness
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4.2.1.3 Lexica

The use of a dictionary or lexicon is central to the method of content analysis implemented by the system. The GI dictionary is used by default in the system to summarise the tone of the news articles and also in the evaluation in this chapter. In the domain of finance and accounting, researchers who have used content analysis methods have focused mainly on summarising negativity and positivity in text (Table 4.4). The negative category is used here primarily to evaluate the capability of the system in extracting sentiment from text and assessing the relationship of this sentiment variable with returns.

Table 4.4: Lexical resources used in the market and commodities case studies.

<table>
<thead>
<tr>
<th>Word list Description</th>
<th>Tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>GI Negative Category contained in the General Inquirer dictionary constructed from the Harvard IV-4 dictionary, the Lasswell value dictionary.</td>
<td>2005</td>
</tr>
<tr>
<td>GI Positive Category contained in the General Inquirer dictionary constructed from the Harvard IV-4 dictionary, the Lasswell value dictionary.</td>
<td>1637</td>
</tr>
</tbody>
</table>

4.2.2 The Impact of Sentiment on Equities

This section examines the relationship between the sentiment variable generated from the Abreast of the Market column and the Dow Jones Industrial Average using a VAR model estimated by the system. The system computes the sentiment variable using the text analysis component and incorporates this into a VAR model with DJIA returns to estimate the average impact that the sentiment variable will have on returns. The VAR model estimated in the system is defined as in Equation 4.1, which follows from similar econometric models in the literature [42] [96].

\[
\begin{align*}
    r_t &= \phi_0 + L_5 r_{t-1} + Exog_{t-1} + L_5 BdNws_{t-1} + L_5 Vlm_{t-1} + \varepsilon_t \\
    \text{where:} & \\
    r_t &= \text{is the DJIA returns} \\
    Exog_{t-1} &= \text{matrix of exogenous variables, Monday and January Dummy} \\
    Vlm_{t-1} &= \text{is the log detrended trading volume} \\
    L_5 &= \text{is the back-shift operator producing five lags of the variable} \\
    \varepsilon_t &= \text{uncorrelated white-noise disturbances}
\end{align*}
\]
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Each of the financial time series was retrieved from Quandl or calculated by the system such as the sentiment variable and the dummy variables. A number of transformations were also performed to create a stationary or weak stationary series. Many of the transformations have been described in detail in Section 3.4.1, additional transformations are described here also. For the log detrended trading volume ($V_{lm}$), the log of the volume series is de-trended using a moving average of the log volume series for a period of 60 observations, days in the case of the daily time series. The market level trading volume is used in the form of the New York Stock Exchange (NYSE) group trading volume. To proxy for past volatility a residual series is derived from the returns series, in this case the daily returns of the Dow Jones. The residual is created by first demeaning the Dow Jones returns series, this residual value is then squared and a 60 day moving average of this squared residual is subtracted from the series to de-trend it. It is reported that a volatility index such as VIX (Chicago Board Options Exchange Market Volatility Index) can also be used instead of this volatility variable [96]. Dummy variables to account for the day-of-the-week effect and January effect are also included. The control variables and these transformations described have been drawn from models defined in the literature [22] [42] [96]. These variables were chosen so as to isolate the effect of sentiment. The conjecture is that each control variable (trading volume, volatility, and dummy variables) may also capture the effects of sentiment on returns. As such, they are included in the model to see if they proxy for the same information that the sentiment variable does.

The VAR estimation computed by the system will note the variation and inter-relationships between the variables. Firstly, the returns equation, with DJIA daily returns as the dependent variable, is assumed to have an error term $\varepsilon_t$ that is heteroskedastic across time. The assumption that the error terms are independent across the VAR equations allows each equation to be estimated using ordinary least squares (OLS) techniques. This is an interpretation that has been described in Enders [34] and followed in Tetlock [96].

The main output of the system for the VAR estimation is the coefficients of the sentiment variable defined in Equation 4.1 and the results of the hypothesis test for including the sentiment variable as a variable in the model for explaining changes in the DJIA returns. The computed coefficients of the sentiment variable describe any potential dependence that exists between the daily DJIA returns series and the sentiment proxy. The resulting coefficients for the sentiment variable can be examined both in magnitude and by their statistical significance to see the potential impact on returns. The coefficient values of the sentiment variables and statistical significance are tabulated by the modelling component of the system and can be displayed in this form as seen in Section 3.4.4. The result of the hypothesis test for the inclusion of sentiment as a useful explanatory variable ($\chi^2[\text{NegSent}]$) are also output by the modelling component. The adjusted-$R^2$ value is also reported ($\bar{R}^2$) for each model estimation to show the percentage of variance explained by the model. The AIC is also reported for each model so a comparison can be made between estimated models, in the case where the results for more than one model is presented, to show the change in the estimation due to the inclusion of additional variables.
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The system calculates these statistics in the modelling component and have been described in detail in the model diagnostics described in Section 3.4.3.

The results presented in Table 4.5 show the coefficient values for negative sentiment on DJIA returns computed by the system for Equation 4.1. This result summarises the effect that the negative sentiment variable has on the daily returns of the Dow Jones Industrial Average. The negative sentiment series \((\text{NegSent})\) is the standardised relative count of negative affect terms occurring daily in the column \(\text{Abreast of the market}\), categorised according to the GI affect dictionary. The negative sentiment series has been standardised to have zero mean and unit variance. The mean and variance of the sentiment series remain consistent over the sample series and results are not impacted by the standardisation. Standardising the data in this way allows the coefficient values of the regression to be interpreted as unit deviation changes in the distribution of negative terms occurring in the corpus of news. That is a one standard deviation (one unit) change in the frequency of negative sentiment will impact the returns by the coefficient amount estimated. These assumptions and interpretation hold and are true for all results incorporating the sentiment variable in the rest of this chapter.

Table 4.5: Coefficients for the sentiment proxy from Equation 4.1. The model was computed using data from 1989-01-03 to 1999-11-16 \((n = 2717)\). Coefficients are presented in basis points, one basis point equals a percentage point of 0.01%. The significance for each coefficient is given at 1% (Bold Italic), 5% (Bold) and 10% (Italic) levels. Newey-West adjusted standard errors are used to account for heteroskedasticity and autocorrelation of residuals.

| \(\text{NegSent}_{t-1}\) | \(-4.7\) | \(-4.4\) |
| \(\text{NegSent}_{t-2}\) | \(-1.1\) | 3.6 |
| \(\text{NegSent}_{t-3}\) | 1.4 | \(-2.4\) |
| \(\text{NegSent}_{t-4}\) | 5.3 | \(4.4\) |
| \(\text{NegSent}_{t-5}\) | 4.6 | 2.9 |

\(\chi^2[\text{NegSent}]\) 16.368 20.8

\(\text{AIC}\) -18017 -

\(\bar{R}^2\) 3% -

Table 4.5 shows the results computed by the system for Equation 4.1 and the results for the same equation as reported in Tetlock [96]. The results show a quantitatively similar relationship of negative sentiment with DJIA returns. A one standard deviation increase in the frequency of negative terms predicts a 4.7 basis points decrease in the Dow Jones returns on average. A reversal of this impact is also seen across the lagged variables. That is, the initial negative shock of the downward pressure on returns is temporary and is almost fully reversed. The fourth
and fifth lags are also statistically significant although positive in their influence on returns, supporting the idea of a reversal or return to mean for returns as stated in the literature [96]. The inclusion of the sentiment variable also gives a statistically significant chi-squared test \(\chi^2[\text{NegSent}] = 16.368\) supporting its contribution to the explanatory power of the model. Despite a low \(R^2\) value the significant coefficient values can represent changes in returns from a unit change in an independent variable holding other variables constant which still provides useful information regarding the impact of sentiment. More detail regarding the interpretation of the \(R^2\) value is in Section 4.1.2. All series are found to be stationary according to the ADF test with the variance bias and heteroskedasticity accounted for using Newey West adjusted standard errors (Appendix A, Section A.1).

The results from the literature that show the explanatory power of sentiment from news on market returns has been recreated by the system as shown in this section. The use of the system to compute these results highlights its ability to adequately collect and aggregate the necessary data and compute the models accurately. Although some discrepancy between the results presented in this thesis and the original work by Tetlock [96] exist, the differences are comparatively small. This may be partly due to issues of data aggregation or collecting the exact data in the original study, or details in the computation done by the GI program versus the content analysis component implemented here. Despite this, the similarity and verification of results show confidence in this system and serves as a successful evaluation of the method and implementation of the components of the system presented in Chapter 3.

4.2.2.1 Robustness of System Results

To test the robustness of the results presented in Table 4.5, a closer examination is made of the data samples and methods. First, the original data sample is extended. The initial sample set was selected so as to verify the influence that the sentiment proxy has on returns for the period of 1989 to 1999 keeping in line with the results in the literature and to test the functionality of the system, primarily the content analysis module and output from the model estimation. In the following section the data sample is extended to 2008 while the same VAR model is estimated using the same variables as defined by Equation 4.1. As the availability of the Abreast of the Market column decreases to weekly publications by the end of 2008, the study is extended to as far as there are daily observations. This ensures consistency in the dataset and a result that is more comparable to previous findings.

The results presented in Table 4.6 further corroborate the previous findings in Table 4.5 for the impact of the negative sentiment variable on returns. The results in the table show that by extending the sample set, the resulting coefficients of negative sentiment from the AOTM corpus are robust and statistically significant. Overall a slight decrease in the magnitude of the coefficients and statistical significance is observed. The hypothesis test for the inclusion of the negative sentiment as a causal variable is also still significant, although slightly reduced in
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Table 4.6: Coefficients for the sentiment proxy from Equation 4.1. AOTM uses negative sentiment extracted from the Abreast of the Market column. The model was built using data from 1989-01-03 to 2008-08-25 (n = 4761). Coefficients are presented in basis points, one basis point equals a percentage point of 0.01%. The significance for each coefficient is given at 1% (Bold Italic), 5% (Bold) and 10% (Italic) levels. Newey-West adjusted standard errors are used to account for heteroskedasticity and autocorrelation of residuals.

<table>
<thead>
<tr>
<th></th>
<th>AOTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>NegSent_{t-1}</td>
<td>-3.09</td>
</tr>
<tr>
<td>NegSent_{t-2}</td>
<td>-2.01</td>
</tr>
<tr>
<td>NegSent_{t-3}</td>
<td>2.20</td>
</tr>
<tr>
<td>NegSent_{t-4}</td>
<td>1.23</td>
</tr>
<tr>
<td>NegSent_{t-5}</td>
<td>3.51</td>
</tr>
</tbody>
</table>

$\chi^2[\text{NegSent}]$ | 11.82 |

A low $R^2$ value is noted as before due to the difficulty of explaining overall variation in returns. The consistency of results demonstrates that this model can be used by the system to continually update the news and financial time series data to compute the average impact of sentiment on returns.

A stemming algorithm was applied to the text corpus to examine the potential influence that changing morphology has on the sentiment variable produced by the content analysis component. This was done so as to assess any potential differences between the content analysis component of the system developed and the original GI program. These differences relate directly to the frequency count computed by the GI program and the system implemented here. Differences in the frequency of terms may be due to additional word senses possibly being detected in the General Inquirer program as terms have been hand annotated with additional information regarding their context of use and contain hand coded rules in the GI system code for disambiguating how terms may be used in a given piece of text. The use of a stemming algorithm provides an automated and consistent method of accounting for all term occurrences regardless of morphology or tense. The Porter stemmer implementation from the NLTK library has been used by the system as described in Section 3.3.2 to perform stemming on the text here.

Stemming the text increases the overall impact and significance of the coefficients (Table 4.7). The average number of negative terms per day is increased by using the stemmed version of text corpus. It may be seen from the results that with more word senses being found, the predictive power of the negative sentiment variable may increase. Although a higher number of terms are accounted for, the chance of error may also increase as some stemmed terms may not be related
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Table 4.7: Coefficients for the sentiment proxy from Equation 4.1. The Stemmed variable used a corpus of text that had been stemmed to account for more word senses. The model was built using data from 1989-01-03 to 1999-11-16 (n = 2717). Coefficients are presented in basis points, one basis point equals a percentage point of 0.01%. The significance for each coefficient is given at 1% (Bold Italic), 5% (Bold) and 10% (Italic) levels. Newey-West adjusted standard errors are used to account for heteroskedasticity and autocorrelation of residuals.

<table>
<thead>
<tr>
<th></th>
<th>AOTM (Non-Stemmed)</th>
<th>AOTM (Stemmed)</th>
<th>Tetlock [96]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{NegSent}_{t-1}$</td>
<td>-4.7</td>
<td>-6.1</td>
<td>-4.4</td>
</tr>
<tr>
<td>$\text{NegSent}_{t-2}$</td>
<td>-1.1</td>
<td>0.6</td>
<td>3.6</td>
</tr>
<tr>
<td>$\text{NegSent}_{t-3}$</td>
<td>1.4</td>
<td>-0.1</td>
<td>-2.4</td>
</tr>
<tr>
<td>$\text{NegSent}_{t-4}$</td>
<td>5.3</td>
<td>5.2</td>
<td>4.4</td>
</tr>
<tr>
<td>$\text{NegSent}_{t-5}$</td>
<td>4.6</td>
<td>4.6</td>
<td>2.9</td>
</tr>
<tr>
<td>$\chi^2[\text{NegSent}]$</td>
<td>16.368</td>
<td>21.856</td>
<td>20.8</td>
</tr>
<tr>
<td>$AIC$</td>
<td>-18017</td>
<td>-18023</td>
<td></td>
</tr>
<tr>
<td>$\bar{R}^2$</td>
<td>3%</td>
<td>3%</td>
<td></td>
</tr>
</tbody>
</table>

No noticeable difference is seen in the amount of variance explained by either model as seen in the $\bar{R}^2$ values. As it is difficult to ascertain the accuracy of the method in terms of semantic meaning and to allow the results of this evaluation to be compared to those in the literature, the unstemmed text collection is used in the evaluation of the system in this chapter.

The influence of negative sentiment derived from text on financial returns is apparent. Information extracted from the content of relevant news holds explanatory power for DJIA returns. This finding gives support for using a proxy for sentiment as an explanatory variable for returns. This proxy should be created from a collection of topic relevant text. The results presented in this section also verify the system and its ability to collect, aggregate, and analyse the text and financial data computing the impact of news on returns.

4.2.2.2 Summary

The information contained in the news is likely to be already known to the market and as such, incorporated into prices. This is intuitive as articles and columns are written at the end of a trading day before being published. Despite assumptions of whether information is known to the market or not, a response is still noted from the market from the release of news in the Wall Street Journal, detected with statistical confidence in the change in returns and can be captured using the negative sentiment variable from news. Results using the positive sentiment proxy show no significance. Theories have suggested this result may relate to markets responding
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more strongly to negative news than positive. The results are not reported and no significance was shown for the positive sentiment proxy influencing DJIA returns. Positive sentiment was estimated from the corpus in the same way as negative sentiment using the GI dictionary and computing the impact from the system’s modelling component. The conclusion then suggests that negative sentiment does have a significant, although temporary, impact of up to -4 basis points on the future of the Dow Jones Industrial Average returns that is subsequently corrected for. The results show a positive evaluation of the system and its ability to collect and aggregate text and financial time series data and compute a model to determine any potential relationships between the variables with a high degree of statistical confidence as seen from the individual coefficient values, their statistical significance, and the hypothesis tests carried out.

4.2.3 News Genre Variation and Equity Returns

The content of the *Abreast of the Market* column is seen to have some useful information for explaining the movements of DJIA returns. Whether this is specific to the source or type of news is examined in the following section. To perform this investigation, a more general sample of news was collected from the Wall Street Journal and a corpus constructed using the system as before. The potential influence that the genre of text can have is also assessed by examining another well received column from a rival reputable source; the Financial Times. The *Lex* column is a widely read agenda setting column for the FT. The same VAR model is estimated as in the preceding section (Equation 4.1) but two models are estimated one using the sentiment variable computed from the WSJ general business news corpus and the other from the FT *Lex* column corpus.

4.2.3.1 Text type comparison

Many of the studies in finance that have used content analysis methods to generate sentiment have used exclusively used opinion columns from major publications [96] [42]. To evaluate if a difference exists between using an opinion column and general news articles from a major publication, two different corpora were compiled to test if sentiment extracted from either has higher explanatory power for returns. The content from the AOTM column as a proxy for sentiment is compared to the content of general news from the WSJ. Texts were collected from across the WSJ that had been tagged as news articles and editorials. In this way, content from a wider range of articles published by the WSJ is examined to see if they will give similar or different result than using the AOTM column alone to generate sentiment. Table 4.8 compares this hypothesis by comparing the negative sentiment variable computed from WSJ business news and the AOTM column.

It is seen that the coefficients for negative sentiment in the WSJ corpus are smaller in magnitude (-3.6 for the first lag) and not as statistically significant as for the AOTM column (-4.7 at 95% confidence). The hypothesis test also shows no significance for the inclusion of
Table 4.8: Coefficients for the sentiment proxy from Equation 4.1. AOTM uses negative sentiment extracted from the *Abreast of the Market* column, and *WSJ* consists of news articles and editorials sampled from all sections of the Wall Street Journal. The model was built using data from 1989-01-03 to 1999-11-16 (n = 2624). Coefficients are presented in basis points, one basis point equals a percentage point of 0.01%. The significance for each coefficient is given at 1% (Bold Italic), 5% (Bold) and 10% (Italic) levels. Newey-West adjusted standard errors are used to account for heteroskedasticity and autocorrelation of residuals.

<table>
<thead>
<tr>
<th></th>
<th>AOTM</th>
<th>WSJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$NegSent_{t-1}$</td>
<td>-4.70</td>
<td>-3.60</td>
</tr>
<tr>
<td>$NegSent_{t-2}$</td>
<td>-1.10</td>
<td>-0.62</td>
</tr>
<tr>
<td>$NegSent_{t-3}$</td>
<td>1.40</td>
<td>-1.64</td>
</tr>
<tr>
<td>$NegSent_{t-4}$</td>
<td>5.30</td>
<td>3.69</td>
</tr>
<tr>
<td>$NegSent_{t-5}$</td>
<td>4.60</td>
<td>1.57</td>
</tr>
<tr>
<td>$\chi^2[NegSent]$</td>
<td>16.37</td>
<td>7.31</td>
</tr>
<tr>
<td>AIC</td>
<td>-18017</td>
<td>-17396</td>
</tr>
<tr>
<td>$\bar{R}^2$</td>
<td>3%</td>
<td>2.9%</td>
</tr>
</tbody>
</table>

the general news *WSJ* negative sentiment variable with a $\chi^2[NegSent]$ value of 7.31 versus 16.36 for the VAR model using the AOTM data. The $\bar{R}^2$ value decreases marginally by 0.1% when using the WSJ corpus. Tentative conclusions can be drawn from these results. From casual observation of the sample text from each corpus, it is seen that news in the *WSJ* business corpus contains more general news reporting on a number of diverse topics, while the AOTM column corpus is specific to equity markets and DJIA companies. Using the *WSJ* general business news corpus a sentiment variable with more noise is produced by the system. The result highlights the importance of choosing a relevant and valid corpus of text when computing a proxy for the content of news from the system.

As before, this time period sample is extended from the period of 1984 - 1999 through to 2008. The system estimates the same model as before using Equation 4.1 changing the sentiment variable in each case.

The results of the negative sentiment variable computed from the AOTM corpus show a slight decrease in the magnitude and significance of the coefficient values for sentiment but still remain statistically significant. The hypothesis test also remains significant (11.81 at 95% confidence), rejecting the null hypothesis that sentiment does not contribute to the explanatory power of the model. The hypothesis tests looks at the joint significance of the sentiment as a predictor for returns as outlined in Section 4.1.2. The *WSJ* however, shows no significant coefficients and the hypothesis test is not significant, indicating the null hypothesis cannot be confidently rejected and suggests that the *WSJ* negative sentiment proxy does not add to the explanatory power of
Table 4.9: Coefficients for the sentiment proxy from Equation 4.1. Negative sentiment was computed from the Abreast of the Market column, and WSJ uses the news articles and editorials corpus. The model was built using data from 1989-01-03 to 2008-08-25 (n = 4761). Coefficients are presented in basis points, one basis point equals a percentage point of 0.01%. The significance for each coefficient is given at 1% (Bold Italic), 5% (Bold) and 10% (Italic) levels. Newey-West adjusted standard errors are used to account for heteroskedasticity and autocorrelation of residuals.

<table>
<thead>
<tr>
<th></th>
<th>AOTM</th>
<th>WSJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{NegSent}_{t-1}$</td>
<td>-3.09</td>
<td>-1.91</td>
</tr>
<tr>
<td>$\text{NegSent}_{t-2}$</td>
<td>-2.01</td>
<td>0.83</td>
</tr>
<tr>
<td>$\text{NegSent}_{t-3}$</td>
<td>2.20</td>
<td>-2.01</td>
</tr>
<tr>
<td>$\text{NegSent}_{t-4}$</td>
<td>1.23</td>
<td>2.77</td>
</tr>
<tr>
<td>$\text{NegSent}_{t-5}$</td>
<td>3.51</td>
<td>1.86</td>
</tr>
</tbody>
</table>

$\chi^2[\text{NegSent}]$ | 11.82 | 7.50 |

$AIC$ | -30737 | -29740.5 |

$R^2$ | 2% | 2% |

the model. Results remain insignificant for the negative sentiment proxy extracted from general WSJ news (Table 4.9). The magnitude of the coefficients for negative sentiment decreases in each case but more so for the WSJ business news corpus.

4.2.3.2 Dow Jones Industrial Average and The Lex Column

The $\text{Lex}$ column corpus consists of text collected from the FT summarised in Section 4.2.1.2. The $\text{Lex}$ column is a daily feature of the FT and contains opinions and analysis of global economic news. It has been shown that the choice of text from reputable sources can have an effect on the explanatory information of the sentiment variable as seen in the previous section. By using a collection of $\text{Lex}$ column articles scrapped from the FT archive, the influence that an agenda setting and opinion based news column has on the DJIA returns can be further evaluated by the system.

A model is computed by the system as before using a VAR model defined by Equation 4.1, with a proxy for negative sentiment being generated from the FT $\text{Lex}$ column corpus. DJIA returns are again used to evaluate the impact of the sentiment variable produced. The sample period is from 2005 to 2014 inclusive. This period was chosen due to availability of the $\text{Lex}$ column news articles, where articles were downloaded from the online archive and have an availability of ten years. Articles obtained from other news databases (Proquest, Lexis Nexis) have no explicit labelling for the $\text{Lex}$ column articles. To ensure consistency in the text corpus,
only articles that were available from the FT website were used. The system used a web scraper to collect all available Lex column articles using a query and the online search function that returned only articles from that section of the publication.

Table 4.10: Coefficients for the independent variables computed from Equation 4.1. Negative sentiment was computed from the FT Lex column for the period of 2005-01-03 to 2014-11-07 (n = 2409). Coefficients are presented in basis points, one basis point equals a percentage point of 0.01%. The significance for each coefficient is given at 1% (Bold Italic), 5% (Bold) and 10% (Italic) levels. Newey-West adjusted standard errors are used to account for heteroskedasticity and autocorrelation of residuals.

<table>
<thead>
<tr>
<th></th>
<th>DJIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>2.1 2.1 2.0 0.7 1.5</td>
</tr>
<tr>
<td>$r_{t-1}$</td>
<td>-14.2 -14.3 -14.2 2.0 -2.1</td>
</tr>
<tr>
<td>$r_{t-2}$</td>
<td>-7.7  -7.9  -7.5  3.0  2.9</td>
</tr>
<tr>
<td>$r_{t-3}$</td>
<td>4.4   4.4   4.9   9.4   9.4</td>
</tr>
<tr>
<td>$r_{t-4}$</td>
<td>-2.3  -2.5  -2.3   6.3   6.2</td>
</tr>
<tr>
<td>$r_{t-5}$</td>
<td>-6.6  -6.7  -6.4  -8.1  -8.1</td>
</tr>
<tr>
<td>$NegSent_{t-1}$</td>
<td>-8.2  -8.4  -8.5  -8.5</td>
</tr>
<tr>
<td>$NegSent_{t-2}$</td>
<td>5.3   5.3  5.1  5.1</td>
</tr>
<tr>
<td>$NegSent_{t-3}$</td>
<td>0.0   0.0  0.0  0.0</td>
</tr>
<tr>
<td>$NegSent_{t-4}$</td>
<td>0.7   0.7  1.0  1.1</td>
</tr>
<tr>
<td>$NegSent_{t-5}$</td>
<td>-1.5  -1.6  -1.3  -1.3</td>
</tr>
<tr>
<td>$Vlm_{t-1}$</td>
<td>10.4  0.3  0.8</td>
</tr>
<tr>
<td>$Vlm_{t-2}$</td>
<td>8.5  6.7  6.8</td>
</tr>
<tr>
<td>$Vlm_{t-3}$</td>
<td>0.0  1.8  1.6</td>
</tr>
<tr>
<td>$Vlm_{t-4}$</td>
<td>-7.0 -4.9 -5.2</td>
</tr>
<tr>
<td>$Vlm_{t-5}$</td>
<td>12.3 18.9 18.3</td>
</tr>
<tr>
<td>$vx_{t-1}$</td>
<td>8.5  8.5</td>
</tr>
<tr>
<td>$vx_{t-2}$</td>
<td>-0.8 -0.8</td>
</tr>
<tr>
<td>$vx_{t-3}$</td>
<td>-3.7 -3.6</td>
</tr>
<tr>
<td>$vx_{t-4}$</td>
<td>2.5  2.5</td>
</tr>
<tr>
<td>$vx_{t-5}$</td>
<td>-6.5 -6.5</td>
</tr>
<tr>
<td>$mons$</td>
<td>0.2</td>
</tr>
<tr>
<td>$jans$</td>
<td>-7.6</td>
</tr>
</tbody>
</table>

$\chi^2[\text{NegSent}]$  | 13.86  14.06  14.21  14.17  |
$AIC$                        | -14532 -14536 -14529 -14548 -14545  |
$\bar{R}^2$                  |  2.1%  2.4%  2.3%  3.3%  3.3%  |
The output from the system for estimating the model defined by Equation 4.1 has been tabulated in Table 4.10. A basic VAR model was estimated initially by the system with each additional independent variable being added incrementally and the system then re-estimates the VAR model until finally computing the complete model specified by Equation 4.1. This was done so as to note any potential changes or if confounding effects appear in the negative sentiment variable and control variables. The proxy for negative sentiment shows a statistically significant (at the 99% level) coefficient for the first lag of 8.5 basis points. The null hypothesis is also rejected with the chi-squared statistic giving a value of 14.17 for the full model estimation, indicating sentiment to be a useful explanatory variable to include in the VAR model to explain returns. The statistic is computed by the system and takes into account the number of variables of the model when computing the significance. The inclusion of sentiment is shown to increase the explanatory power of the model overall with the $\bar{R}^2$ increasing with the inclusion of sentiment. Although the value is not largely significant it does indicate that slightly more variance is being explained. The impact of the negative sentiment variable is seen to almost reverse over the lagged variables with a strong positive second lag impact. This effect is similar to the transient effect of news sentiment from the AOTM column seen in previous results and reported in Tetlock [96]. As the VAR model is built incrementally it can be seen that the statistical significance of the coefficients and chi-squared test remain statistically significant for the sentiment variable with little confounding impact from other variables. This has been suggested in the literature as a justification for isolating the impact of sentiment. The sentiment variable computed by the system acts as a good proxy for new information not captured by the other control variables in the model. A proxy for positive sentiment was also computed by the system from the Lex column corpus but no statistically significant impact on DJIA returns was found. The results of this section support the hypothesis that the type of news text plays an important role when constructing a proxy for sentiment.

4.2.3.3 Summary

The choice of text plays a significant role in creating a proxy for information from news. In this section an evaluation of the system was presented where different text types from different sources were used to compute different sentiment variables. These variables were input into a VAR estimation to determine the inter-relationships with DJIA returns. The Lex column and Abreast of the Market column are both well-read and respected daily features in two authoritative publications. They both discuss market level news and the implication of events to financial markets and business as a whole. In particular they contain opinions and analyses and are agenda setting columns for the WSJ and FT. A negative impact on DJIA returns of up to 4.7 basis points for the AOTM and 8.5 for the Lex column can be accounted for when an increase in negative news occurs. Results for the positive sentiment proxy do not show any statistical significance, which follows results reported in the literature [96]. This result is reversed across
the five lags of the sentiment variable, suggesting the impact is transitory, a response to negative news that is corrected by the market.

The choice of news is of concern when constructing such a proxy, where readership, authority, timing of the news release, and the type of news all play a role in its impact. Larger samples of news, such as the WSJ general news corpus, which was used as a benchmark, may induce too much noise to extract a useful proxy for sentiment from text. Although it is difficult to collect a representative collection of text, an awareness of the source, genre, and topic of news can greatly increase the validity of results and quality of sentiment variable produced by the system.

4.2.4 Time Varying Effects

The moments of asset returns are known to change with time. Changes in variance have been linked with market disagreement and information processing among other theories. Changes in average returns have been linked to, and predicted by, specific days of the week, times of the year, scheduled announcements and periodic releases of information. According to traditional theories of market efficiency, anomalies such as the weekend or Monday effect once identified should disappear as their presence is common knowledge. This is also true if data mining is the result of such anomalies, although this does not appear to be the case. Changes in the distribution of returns of an asset can see changes in skewness and kurtosis if sampled in different time periods, however it is difficult to fully explain why the average returns and volatility change in time. It is important to be aware of these effects when estimating a model that incorporates returns. Although predicting price from these events and anomalies is difficult, an awareness of these effects on prices can help give a better understanding of why instruments and markets behave as they do. This awareness can better inform model building. How time variance can influence sentiment and the computation of the sentiment variable by the system is evaluated in Section 4.2.4.2.

In the following section the time varying impact of the sentiment variable is evaluated. This includes examining the changing influence and explanatory power that the sentiment variable can have on returns. It is intuitive to believe that investor or market sentiment changes in time and the response of market participants to news and information changes. The explanatory power of the sentiment variable and its changing influence on returns is the subject of study in this section and is investigated by employing a different model specification in the system developed. The modelling component of the system performs a rolling regression estimation for the input data and estimates a VAR and hypothesis test for each sub-sample period of the rolling window regression.

In the following section a method of measuring the statistical significance of the sentiment variable in time is presented using a moving window method of regression. The changing explanatory power of the sentiment variable is examined with regard to business cycles changes
using data from the National Bureau of Economic Research (NBER). Finally, a summary of the findings and comments on the evaluation of the systems rolling regression estimation is given.

### 4.2.4.1 Measuring Time Variance

Market timing has a large influence on how information is processed and absorbed. Previous studies in finance have shown that overpricing can occur during market peaks, and underpricing during market troughs. A glut of good or bad news can influence a pricing mechanism causing prices to deviate from fundamentals, irrational exuberance in the case of market booms, and panicked short selling in market turmoil. The predictability of sentiment may change depending on the mood or conditions of the financial market. This can be related to expansionary or recessionary economic periods. Previous studies have indicated that news content has greater impact and predictive capabilities during recessions than expansions before factoring in peoples heightened response to negative news or asymmetric response to information [42]. Sampling data at different periods in time is somewhat common place to test the consistency of results in different business cycles in finance. Work on rolling window methods for sentiment and financial data has been less common [2] [82] [97] [109]. Due to the computational approach taken here, a rolling window can be estimated relatively easily and is chosen so a more thorough investigation can be carried out on how the influence of sentiment on returns can change in time.

It is intuitive to believe that a proxy for investor sentiment or simply the content of news and market reaction to it can vary in time due to changes in business cycle, state of the economy, or public opinion. Studies in finance have noted the changing parameters of financial markets and how they alter the predictability of a model. To investigate this hypothesis a rolling regression method has been implemented in the system, which generates a series of VAR models each using 250 observations of the daily time series data. The window size (n = 250) was chosen to represent a trading year [2].

The modelling component of the system takes in the sentiment variable and financial data and computes a VAR and hypothesis test for each window of data (time period is for 250 days). The hypothesis test is run for sentiment explaining returns and alternatively for returns explaining sentiment to evaluate if returns can be related to sentiment. The resulting significance of the hypothesis test is reported for each period estimated. The window is moved one day forward each time and the VAR and hypothesis test are re-estimated. The output gives n – 250 number of models and results. A time series is created to show the significance of the sentiment variable as an explanatory variable (the hypothesis test) for returns and vice versa. The time series plot shows an attributed value of one for a chi-squared test that computes a result that was significant at the 90% level and a value of two for models that compute a statistically significant hypothesis test at the 95% and 99% level. The percentage of these models that return a statistically significant hypothesis test are tabulated and presented in this section.

The impact of text based sentiment has also been linked to changes in business cycles [42].
To evaluate this conjecture, the system estimates a VAR model that incorporates information about business cycle effects. A model is computed that factors in economic business cycles using data scrapped from the National Bureau of Economic Research\(^3\) (NBER). A recession, or period of contraction, is defined by the NBER as a significant decline in economic activity and lasting a substantial period of time (number of months) and is visible in macroeconomic measures such as GDP, real income, and employment. Between an economy’s peak of economic activity and trough is considered a recession while the subsequent period from the trough to the next peak is an expansionary period. These data are compiled and available freely for use, a time series has previously been compiled by the Federal Reserve Economic Data (FRED) database\(^4\).

To estimate the effect of sentiment during a recession, a model was constructed to include a dummy variable for the NBER business cycles, following from Garcia [42], estimating the impact of the negative sentiment variable for each business cycle (Equation 4.2).

\[
 r_t = \phi_0 + \sum_{i=1}^{5} \phi_{1,i} r_{t-i} + (1 - D_t) \sum_{i=1}^{5} \phi_{1,2} s_{t-i} + (D_t) \sum_{i=1}^{5} \phi_{2,2} s_{t-i} + \varepsilon_t
\]

where:

- \( r_t \) = is the financial returns
- \( D_t \) = is the dummy variable indicating recession or expansion periods
- \( s_t \) = is the sentiment variable
- \( \varepsilon_t \) = uncorrelated white-noise disturbances

In summary two models are implemented that incorporated information about time variance in financial data and are estimated and computed by the system: one using a rolling window to assess the differences in model estimation of sentiment and returns, the second incorporating NBER business cycles into the regression model used as before to determine potential links of sentiment with recessionary or expansionary periods in the business cycle.

### 4.2.4.2 The Varying Impact of Sentiment in Equity Markets

In this section the system is used to assess the time varying influence of the sentiment variable on returns using the modelling component of the system. Three rolling regression models are computed by the system to assess differences in the statistical power of the sentiment variable computed from the three different text collections presented in this case study thus far. These include computing the negative sentiment variable from the WSJ AOTM column, WSJ business news, and the FT *Lex* column. The results in this section show three figures displaying the time series of the statistical significance of the hypothesis test for the inclusion of the negative sentiment variable in the model. Table 4.11 shows the number of significant models as a percentage of all models estimated in the rolling regression.

---

\(^3\)http://www.nber.org/cycles.html

\(^4\)http://research.stlouisfed.org/fred2/series/USRECP
Table 4.11: Rolling VAR (250 day window) model specified in Equation 4.1 for the period 1989-01-03 to 2008-08-25 (n = 4539). The significance is measured as the hypothesis test for the inclusion of the exogenous variable. The table shows the VAR estimation with columns as the independent variable and rows the dependent variable. The result shows the number of significant models as a percentage of total models estimated for the time period.

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Returns</th>
<th>AOTM column</th>
<th>WSJ</th>
<th>Lex column</th>
</tr>
</thead>
<tbody>
<tr>
<td>Returns</td>
<td>-</td>
<td>94%</td>
<td>16%</td>
<td>19%</td>
</tr>
<tr>
<td>AOTM column</td>
<td>21%</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>WSJ</td>
<td>15%</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Lex column</td>
<td>13%</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The results of the rolling regression show differences in the statistical confidence of the sentiment proxy in time and across variables. The negative sentiment variable is not always statistically significant in explaining changes in returns. The results tabulated in Table 4.11 show the percentage of all models that have a statistically significant hypothesis test. These models reject the null hypothesis and indicate that sentiment has statistical explanatory power for returns. The sentiment variable computed from the AOTM column corpus has a higher number of significant models than the WSJ journal at 21% and 16% of models respectively. The Lex column sees 19% of models as significant for the inclusion of the negative sentiment proxy. As it is a rolling VAR model, the relationship of returns on the negative sentiment proxy is also examined. Returns are a very strong predictor of the negative sentiment for the Abreast of the Market column, and less so for the more general WSJ business news corpus. For the Lex column, returns are seen to predict sentiment even less than sentiment can predict returns. In the case of the strong predictive power of returns on AOTM, this relation could be due to the fact that the column is written before the end of the day, but those writing the column may be influenced by the market mood and movements at the time of writing. The AOTM column is also better able to predict returns, using the negative proxy derived from the column, 5% more models show significance for the inclusion of sentiment as an explanatory variable (Table 4.11). A similar observation is given in Antweiler and Frank [8] where market news and articles report on market movements that have occurred with the news containing information about the markets that has already transpired, this is reflected in their media proxy.
Figure 4.2: Rolling VAR (250 day window) model with DJIA returns and negative sentiment for the period 1989-01-03 to 2008-08-25 (n = 4539). Negative sentiment predicts DJIA returns (a) and returns predicting negative sentiment (b). The negative sentiment proxy was derived from the AOTM column corpus. The significance is measured as the hypothesis test for the inclusion of the exogenous variable. A value of one shows significance at the 90% level and a value of two for 95% and 99%.
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Figure 4.3: Rolling VAR (250 day window) model with DJIA returns and negative sentiment for the period 1989-01-03 to 2008-08-25 (n = 4539). Negative sentiment predicts DJIA returns (a) and returns predicting negative sentiment (b). The negative sentiment proxy was derived from the WSJ general news corpus. The significance is measured as the hypothesis test for the inclusion of the exogenous variable. A value of one shows significance at the 90% level and a value of two for 95% and 99%.
Figure 4.4: Rolling VAR (250 day window) model with DJIA returns and negative sentiment for the period 2006-01-03 to 2014-11-07 (n = 2164). Negative sentiment predicts DJIA returns (a) and returns predicting negative sentiment (b). The negative sentiment proxy was derived from the FT Lex column corpus. The significance is measured as the hypothesis test for the inclusion of the exogenous variable. A value of one shows significance at the 90% level and a value of two for 95% and 99%.

Figure 4.2, Figure 4.3, and Figure 4.4 all show the changing significance of the sentiment variable in time. The results of the hypothesis test are passed through an “if” statement to check the level of significance returns for each model in time. The result is a time series that is seen in the preceding figures (Figure 4.2, Figure 4.3, Figure 4.4). The time series of the statistical significance of the hypothesis test computed by the system shows that the explanatory power of sentiment can vary in time. The changing influence of sentiment is apparent from the number of models that tested significant for sentiment as a useful explanatory variable. Models which do not compute a statistically significant hypothesis test for sentiment explaining returns are not invalidated due to the inclusion of sentiment but the case of sentiment as a useful explanatory
variable in the model is not as strong.

4.2.4.3 Business Cycles and Sentiment in Equity Markets

This section evaluates the results of computing sentiment with the business cycle model described in Equation 4.2. The sample period for this evaluation is from 1989 to 2008 incorporating the negative sentiment proxy from the AOTM text collection. As only one recessionary period occurs during the period that the *Lex* column sample set covers, only the AOTM text corpus is used by the system in this estimation.

Equation 4.2 contains two dummy variables for recessionary and expansionary periods. Three recessionary periods are recognized during the period of the data sample. The first recessionary period begins in January 1990 continuing to March 1991, the second period begins February 2001 to November 2001 with the last period from January 2008 lasting until the end of the data sample. The periods around the recessionary periods are considered to be expansionary periods.

Table 4.12: Coefficients for the negative sentiment variable computed from Equation 4.2. Negative sentiment was computed from the AOTM column for the period of 1989-01-03 to 2008-08-25 (n = 4789). Coefficients are presented in basis points, one basis point equals a percentage point of 0.01%. The significance for each coefficient is given at 1% (Bold Italic), 5% (Bold) and 10% (Italic) levels. Newey-West adjusted standard errors are used to account for heteroskedasticity and autocorrelation of residuals.

<table>
<thead>
<tr>
<th></th>
<th>Recession</th>
<th>Expansion</th>
</tr>
</thead>
<tbody>
<tr>
<td>$NegSent_{t-1}$</td>
<td>3.59</td>
<td>-3.81</td>
</tr>
<tr>
<td>$NegSent_{t-2}$</td>
<td>-2.61</td>
<td>-2.03</td>
</tr>
<tr>
<td>$NegSent_{t-3}$</td>
<td>-3.36</td>
<td>2.76</td>
</tr>
<tr>
<td>$NegSent_{t-4}$</td>
<td>5.33</td>
<td>0.66</td>
</tr>
<tr>
<td>$NegSent_{t-5}$</td>
<td>1.88</td>
<td>3.87</td>
</tr>
<tr>
<td>$\chi^2[\text{NegSent}]$</td>
<td>2.719</td>
<td>13.878</td>
</tr>
<tr>
<td>$AIC$</td>
<td>-30706.14</td>
<td>-30706.14</td>
</tr>
<tr>
<td>$R^2$</td>
<td>1.69%</td>
<td>1.69%</td>
</tr>
</tbody>
</table>

The model described by Equation 4.2, drawn from [42], incorporates both recessionary and expansionary periods by using a dummy variable to indicate the period and is computed using all data from the sample period. This allows any change in the effect of sentiment on returns in each period to be seen. The coefficients computed from the model for the negative sentiment variable during recessionary periods and expansionary periods are presented in Table 4.12. It can be seen that there is an increased effect of negative sentiment during expansionary periods than recessionary periods. The coefficient value for the sentiment variable is negative during
expansionary periods with a magnitude of 3.81 basis points. The chi-squared test statistic is also significant for this period (13.878). The coefficients for sentiment during the recessionary period are not significant. For this sample period the negative sentiment variable is seen to be more confidently associated with expansionary periods as the individual coefficient and hypothesis test statistical significance is stronger. The coefficient significance and magnitude of the sentiment variable are quantitatively similar to previous results and evaluations.

4.2.4.4 Summary

The assumptions governing returns and the movement of price in financial markets provide a foundation to construct more complex analysis and modelling. However limitations to these assumptions, such as the changing parameters that govern the distribution of returns are well-known and documented. These are important considerations when examining potential inter-relationships between variables. The preliminary results presented here build on the fact that financial markets and returns are dynamic. This leaves additional and unusual market forces open to interpretation and explanation, some of which may be explained by using hard to quantify information. This leads to the construction of a proxy for sentiment contained in news and assessing its explanatory power on the movement of asset returns. A rolling regression has been implemented in the system to examine how the contribution of negative sentiment as an explanatory variable varies in time on financial returns. The output computed by the system has been tabulated and the results of the hypothesis test represented graphically in time. The system developed allows these models to estimate the average effect that the sentiment variable has on returns and also examine how this effect changes over time. The results and output are more easily organised and visualised for interpretation by using the system (time series graph of hypothesis test significance). Models that are not significant according to the hypothesis test are not invalidated due to the inclusion of sentiment but the case of sentiment as a useful explanatory variable in the model is not as strong. In these cases returns may behave as they are assumed to and market conditions acting according to theoretical models in finance. Negative sentiment is also shown to have greater impact during expansionary periods rather than recessionary periods with the impact on returns still remaining negative. The results of this section support the idea that sentiment does have explanatory power but changes in time as do all parameters of asset returns and financial markets.

4.2.5 Equity Market Volatility and Sentiment

Some authors have made the conjecture that information contained in news may proxy for investor sentiment and this in turn can influence the behaviour of market participants [8] [96] [42]. This behaviour might induce volatility in financial markets. The volume and arrival of news impacting volatility of financial instruments has been the focus of study for a number of authors. A response to news can be detected in returns and also volatility. Some studies have noted
that a market’s response to sentiment, or release of information, is different for returns and volatility [72]. In this section, the relationship between news volume, the content of news in the form of the affect proxy, and volatility of DJIA returns are examined.

4.2.5.1 Modelling Volatility

Volatility is examined using DJIA returns and the trading volume of the index. The sentiment proxy generated from the Lex column text corpus, and also the daily news volume for this corpus are used as independent variables. The Lex column is used with the GI negative category to construct the negative sentiment variable as before. The sentiment series is again standardised to have zero mean and unit variance. Trading volume is also used by the system to investigate any relationships with volatility. The trading volume for DJIA is used and transformed in the data processing component of the system by taking the log detrended (using a 60 day moving average) trading volume, the same transformation as used in Equation 4.1 throughout this section. The last variable used is the news flow, which is the number of articles published each day from the Lex column text corpus. The sample series is for the period from 2005 to 2014 in accordance with availability of the Lex column articles. The Lex column corpus is chosen here as opposed to the AOTM column as the news volume varies more on a daily basis with more than one article on different days, while the AOTM news volume is constant at one article being published a day.

A regression model is computed with the volatility series as the dependent variable to see if any relationship exists between volatility, the sentiment variable and news volume. Trading volume is included to act as a comparison for these news proxies and as a control variable for potential confounding effects as the literature has stated that a strong relationship is seen between trading volume and volatility. The volatility series is computed in the modelling component of the system using a GARCH(1,1) model, which outputs a daily time series of the conditional standard deviation and is used as the dependent variable in the regression. The trading volume, news volume, negative sentiment, and one previous lag of volatility are then regressed with the volatility to determine the predictive impact. This is an adaptation of a specification for a news impact function outlined in Andersen et al., [6] and implemented by Antweiler and Frank [8]. The estimation is described by the system using Equation 4.3. By using news content and volume it is possible to see if any explanatory power or relationship of these variables exists for volatility. The volatility regression Equation 4.3 is specified as follows:

\[ v_t = \phi_0 + \phi_1 v_{t-1} + \phi_2 vl_{t-1} + \phi_3 s_{t-1} + \phi_4 svl_{t-1} + \epsilon_t \]  

(4.3)

where:

- \( v_t \) = is a previous lag of volatility
- \( vl_{t-1} \) = is the log detrended trading volume
- \( s_t \) = is the sentiment variable
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\[ svlm_t = \text{the news volume} \]
\[ \varepsilon_t = \text{uncorrelated white-noise disturbances} \]

4.2.5.2 Volatility Regression

The resulting coefficients for estimating Equation 4.3 are presented in Table 4.13. The system computes the model and the influence of news volume and negative sentiment on volatility of DJIA returns. All independent variables have been standardised and are reported in basis points. All variables are also stationary at the 99% level, the results of the ADF test are statistically significant and reject the null hypothesis of non-stationarity (Appendix A, Section A.1, Table A.2).

Table 4.13: Coefficients estimated for Equation 4.3 for the period 2005-01-05 to 2014-11-07 (n = 2411). Coefficients are presented in basis points, one basis point equals a percentage point of 0.01%. The significance for each coefficient is given at 1% (Bold Italic), 5% (Bold) and 10% (Italic) levels. Newey-West adjusted standard errors are used to account for heteroskedasticity and autocorrelation of residuals.

<table>
<thead>
<tr>
<th></th>
<th>DJIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_{t-1} )</td>
<td>4228.6</td>
</tr>
<tr>
<td>( vlm_{t-1} )</td>
<td>206.6</td>
</tr>
<tr>
<td>( s_{t-1} )</td>
<td>29.3</td>
</tr>
<tr>
<td>( svlm_{t-1} )</td>
<td>35.2</td>
</tr>
<tr>
<td>( AIC )</td>
<td>-5937.8</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>97%</td>
</tr>
</tbody>
</table>

DJIA trading volume, and the lagged volatility are seen to have a large significant impact on volatility (Table 4.13). Trading volume is seen to have 206.6 basis points influence on returns. The literature and studies of volatility have stated that the trading volume of an asset is closely related to its volatility. Previous lags of volatility are also significant and have a high impact of 4228.6 basis points. Since the volatility estimation relies on the conditional values of variance a large significant impact is expected in this case, as a large \( R^2 \) value is also expected as much of the variance is accounted for by this term. A statistically reliable impact of news volume and negative sentiment is seen on DJIA volatility. News volume is shown to have explanatory power for volatility, an increase in the volume of news will mean an increase in volatility, with an associated 35 basis point impact. A similar result is found in Antweiler and Frank [8] when using message board volume to predict raw volatility, however their negative sentiment metric “disagreement” does not forecast volatility. This is in contrast to the result found here where
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an increase in negative sentiment leads to increased volatility of 29 basis points. Overall the results show tentative links between news volume, sentiment, and volatility.

4.2.6 Summary

The preceding section has evaluated the implementation of the system described in Chapter 3 by using financial data from the equity market and text data collected from the Wall Street Journal and the Financial Times. The results presented in this section are the output of system for determining the influence of news sentiment on equity markets by using the DJIA returns. A number of different sentiment variables are computed and passed through several models. The first VAR model looks at the average effect of negative sentiment on returns. Results for varying the text type and source as an input to the system are also presented. Following from the knowledge of changing parameters in returns and financial data, the changing impact of sentiment is also investigated. The last section of the case study sees news sentiment being linked with DJIA volatility.

The initial result and evaluation find that negative sentiment does have a significant, although temporary, impact on the returns of the market index, the DJIA. It was found that this result corroborates previous studies that suggest news sentiment has a statistically significant, albeit economically small, influence on returns. The average impact of a negative sentiment proxy on next day returns of the DJIA is apparent whether a corpus from the Abreast of the Market column in the WSJ or the Lex column from the FT is used (Table 4.14).

By extending the sample set of the study from ten years to twenty years of AOTM new articles, it is found that the impact that negative sentiment extracted from the column has on DJIA returns remains statistically significant. This result is investigated further by changing the text source and the genre of text. This was done by comparing the output of the system and changes in the models estimated when using different text corpora as an input; a general sample of business news from the WSJ and the FT Lex column. The development of a system to collect, aggregate, and compute the VAR model defined in Equation 4.1 allows different inputs to be quickly assessed and to remove subjectivity and potential error introduced by investigators. The system automates many of the processes of this method for computing a sentiment variable and incorporating it with financial returns in a statistical model. The evaluation of the system presented in this section show its ability to recompute results reported in the literature and are shown to be consistent with different text inputs.

The changing impact of sentiment through time is also investigated by employing the rolling window functions implemented by the system and business cycle data. It was that negative sentiment correlated more with expansionary rather than recessionary periods. Negative sentiment is seen to have less impact in terms of magnitude but remains statistically significant. Overall, returns are seen to have a strong predictive impact on sentiment. Returns will usually impact or relate to sentiment while sentiment will only sometimes impacts returns and will not be as
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Table 4.14: Coefficients for the sentiment proxy from Equation 4.1. Negative sentiment was computed from the Abreast of the Market column in the Wall Street Journal (AOTM), and *Lex column* uses negative sentiment extracted from the *Lex* column in the Financial times. The model was built using data from 1989-01-03 to 1999-11-16 (n = 2717). Sentiment extracted from the FT *Lex* column was for the period of 2005-01-03 to 2014-11-07 (n = 2409).

<table>
<thead>
<tr>
<th></th>
<th>AOTM</th>
<th>Lex</th>
</tr>
</thead>
<tbody>
<tr>
<td>$NegSent_{t-1}$</td>
<td>-4.70</td>
<td>-8.5</td>
</tr>
<tr>
<td>$NegSent_{t-2}$</td>
<td>-1.10</td>
<td>5.1</td>
</tr>
<tr>
<td>$NegSent_{t-3}$</td>
<td>1.40</td>
<td>0.0</td>
</tr>
<tr>
<td>$NegSent_{t-4}$</td>
<td>5.30</td>
<td>1.1</td>
</tr>
<tr>
<td>$NegSent_{t-5}$</td>
<td>4.60</td>
<td>-1.3</td>
</tr>
</tbody>
</table>

$\chi^2[\text{NegSent}]$ 16.37 14.17
$\bar{R}^2$ 3% 3.3%

frequent. The day a news story is published discussion and opinions will follow along with analysis and verification of facts. The day of a particular event, online vendors and social media will have already disseminated the story, publication of these events by authoritative publications such as WSJ or FT will often come later with more discussion and opinions of the events. This is a conjecture assumed by Antweiler and Frank [8] who use message board volume to predict news stories published in the WSJ. It can be assumed from this that some of the information will have been absorbed into price already and may explain why returns are able to predict news sentiment more frequently, aside from the more well-known theory of market efficiency.

The last section of this case study has presented the results of sentiment and its relation to volatility. The regression model presented suggests sentiment and news volume can be related to market volatility. Results from this section suggest a potential avenue for future work of relating news sentiment with existing models of information processing and market volatility.

The system’s framework allows a number of models to be estimated while also varying data input. Due to the models chosen for implementation, that of content analysis and VAR based models, less supervision is need to train or run the system to produce the output. The sentiment variable extracted from text is shown to have a statistically significant effect that may evolve over time depending on market conditions and volatility. The components of the system allow more models and datasets to be easily implemented and evaluated. As a result of this, the system is used on a different market and using different text data to assess whether sentiment extracted from domain text plays a role in explaining price change in the commodity market. Using the benchmark commodity West Texas Intermediate crude oil and a proxy derived from crude oil related news and sources, the system is used to aggregate and process the necessary data and estimate the impact of sentiment on commodity returns and looks at several different
model constructions to do so. The results and evaluation of which are presented in the following section.

4.3 Commodities and Sentiment

Many industries are dependent on the oil industry its influence is pervasive in many financial markets. Large movements in commodity markets have been connected to a variety of events ranging from geopolitical issues to natural disasters. The price of oil has seen extreme peaks and falls ranging from $140 a barrel to $30 in 2008 during the market downturn, and events have seen the industry benchmark change between West Texas Intermediate (WTI) and Brent crude oil. This has attracted a large number of investors to the oil commodities market and consequentially the news industry and publications have sought to cover the events that influence the price and demand for oil. This suggests that the performance of the oil benchmark (WTI) may tentatively be linked to news reporting.

The financialisation of commodity trading has meant an increase in the number of market participants in the operation of commodity markets. Due to this increased participation, the nature of information that drives commodity price formation has changed. Investors have increased trading in commodities for the purpose of portfolio diversification. Studies have shown the average returns in commodity futures are the same as equities but are negatively correlated with equities and bonds, demonstrating their usefulness for diversification [45]. Due to this financialisation in commodity markets and increased participation, increased irrational behaviour may occur from new or uninformed traders, who may make decisions on future price movements independently of supply and demand fundamentals. These distortions open the commodity market to the whims of speculation and influential news events.

Oil is and will remain for some time one of the main fuel sources of the global market. Its presence is a dominating asset in investment, influencing economic policy, development, and other financial markets. For these reasons the commodities market is a compelling one to examine the influence of news and evaluating the system’s ability to collect and estimate the impact of news on changes in the market. By collecting data from the commodities market and news text about the oil industry and market, the system can reaffirm and evaluate the results computed for the equity market news and financial indices case study presented previously.

Section 4.3.1.1 presents a case study and evaluation that will follow a similar line of investigation as the previous evaluation on equity markets. Using the capabilities of the system described in Chapter 3, text and news articles describing the commodities market are collected along with commodity market financial data. Several models are then estimated and the results output. These models include a VAR estimation as before to calculate the average impact of the sentiment variable computed on WTI returns (Section 4.3.2). The influence of domain text and corpus construction is then evaluated with some attention given to domain terminology and the content analysis method implemented (Section 4.3.3). The changing influence of sentiment over
time in the oil commodity market and the rolling window methods implemented by the system are evaluated in Section 4.3.4. The final section of the chapter, Section 4.3.5, then discusses the relationship between WTI volatility and the sentiment variable and news volume.

4.3.1 Time Series and Text Data

4.3.1.1 Financial Time Series

The summary statistics and preliminary analysis of the WTI crude oil series are presented in this section. The time series plot of the WTI close and trading volume is illustrated in Figure 4.5 and shows the overall movement of the market from 1989 to the end of 2014. The plot shows periods of growth and decline in the daily value of the WTI.

Figure 4.5: (a) WTI futures closing price in dollars and (b) volume of contracts traded (b) for the period 1989-01-03 to 2014-12-31 (n = 6508)
The 2008 market crash had a wide impact on the price of oil where the level of trading prior to this was at a peak. Commodity markets experience similar market trends to the global business market and are influenced by global economic health and business cycles but are also subject to their own market forces. These forces, such as geo-political events, can directly influence the supply and demand for oil, are reported in news and reflected in the price trends seen.

Many financial instruments and assets have spot and futures prices which are highly correlated, making it difficult if not impossible to arbitrage profits. The WTI spot price represents the price of oil per barrel at any one time. The spot price also acts as the underlying commodity for pricing of the oil futures contracts. A futures contract is an agreement between participants to buy or sell an asset for a price agreed upon now at a quoted futures price, with delivery of the asset and full payment to be made at a later date. Hedgers and speculators typically trade in futures, while the latter typically does not wish to incur the cost of delivery or storage as is the case with crude oil. In some instances the futures price can exceed the spot price, making delivery of the asset now cheaper, the market is said to be in contango in this case. The converse of this is backwardation. The implication of these effects means contracts with different delivery times can be traded at different prices. Continuous contracts transition from one to another extending the delivery time, typically by one month in the case of front month contracts. Methods of smoothing adjustment can solve any numerical pricing errors from the roll-over of contracts. Front month contracts have the smallest spread between the futures price and the spot price on the underlying commodity as it has the closest expiration date. The method of price adjustment and roll over are often performed retrospectively by a data provider or exchange. The Stevens Continuous Futures premium dataset available through Quandl\(^5\) was used as the default dataset by the system in the following evaluation to retrieve WTI futures data. The roll date of the contract is chosen as the first day of the delivery month or the expiry date if it occurs before this date. Gaps in price between contracts are smoothed using a weighted average over a period of five days where the price weighting changes over the course of the five days. The idiosyncrasies of the futures markets can be minimised using the criteria outlined above. The strong relationship (correlation) between spot and futures would suggest results from the impact of other independent variables would be similar.

Table 4.15 shows the summary statistics for the WTI spot and futures returns. The daily returns series is shown to have a small unconditional average and similar standard deviation between the two series. Both series show excess kurtosis and negative skewness. These attributes are typical of the shape of returns \(^95\). Little to no serial correlation is seen in either case.

A number of explanations from the market microstructure have been suggested to explain differences in spot and futures prices. Transactions and the cost of trading, bid-ask bounce, and the presence of noise traders among speculators in the futures market have been proposed. The results of the stylised facts show little obvious difference in the results of WTI spot and futures when examined for the same sample period. The unconditional mean shows a low positive

\(^5\)https://www.quandl.com/data/SCF
Table 4.15: Summary statistics for time series of WTI spot(S) and futures(F) returns where \( \mu \) is the mean, \( \sigma \) the standard deviation, \( \delta \) skewness, and \( \gamma \) kurtosis. Values (1) to (5) are values of the autocorrelation function for five lags. The number of observations is denoted as \( n \).

<table>
<thead>
<tr>
<th>Returns</th>
<th>( \mu \left( \times 10^{-4} \right) )</th>
<th>( \sigma \left( \times 10^{-2} \right) )</th>
<th>( \delta )</th>
<th>( \gamma ) (1)</th>
<th>( \gamma ) (2)</th>
<th>( \gamma ) (3)</th>
<th>( \gamma ) (4)</th>
<th>( \gamma ) (5)</th>
<th>Dates</th>
<th>( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>WTI(S)</td>
<td>2.06</td>
<td>2.41</td>
<td>-0.19</td>
<td>5.99</td>
<td>-0.01</td>
<td>-0.04</td>
<td>0.00</td>
<td>-0.04</td>
<td>03/01/1989</td>
<td>6506</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>31/12/2014</td>
<td></td>
</tr>
<tr>
<td>WTI(F)</td>
<td>2.08</td>
<td>2.33</td>
<td>-0.20</td>
<td>5.36</td>
<td>-0.02</td>
<td>-0.04</td>
<td>0.00</td>
<td>-0.01</td>
<td>03/01/1989</td>
<td>6506</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>31/12/2014</td>
<td></td>
</tr>
</tbody>
</table>

average return. The unconditional standard deviations for both series are similar. Volatility between spot and futures should be similar. Some theories suggest the standard deviation should increase as the delivery time approaches, however no evidence of this was found in Taylor [95] when examining commodities.

### 4.3.1.2 Domain Text

The choice of text has been paramount in studies examining the influence of text based information and financial instruments on markets. The first case study presented in this thesis follows similar studies in the literature and focuses on the influence of news sentiment in the equity market using a market index (Section 4.2.2). The second case study presented in this section extends this line of investigation to look at the influence of sentiment in the commodities market, an area that has seen less attention in the literature. The case study in this section evaluates the system and methods for data aggregation and modelling using text and time series data from a different financial market. Table 4.16 shows the three corpora that were collected using the web scrapers in the system. Two text corpora were constructed from the Financial Times (FT) using news articles that were tagged as being relevant for the topic of crude oil and oil industry news. The last corpus was scraped from an online archive for a specialist blog, the Oildrum blog, that discusses the crude oil industry and catered for those trading in the oil market. The number of articles collected by the system, the number of words parsed in each text collection, the sample period used, and type of text contained in the corpus are summarised in Table 4.16.

A section of the Financial Times newspaper is dedicated to energy news and industry analysis. Three subsections exist for Mining, Utilities, and Oil and Gas. The Oil & Gas section consists of industry analysis and news, reporting on many facets of the oil industry such as the performance of the oil benchmarks and oil companies, exploration, supply and demand, and geopolitical analysis. A corpus of articles from this section of the FT was collected to determine the impact of industry news on the movement of the crude oil benchmark WTI. The articles were collected directly from the Financial Times online archive ensuring the correct time of publication and validity of the accompanying metadata.
Another text corpus was collected by sampling across the entire Financial Times newspaper using the keyword “crude oil”. Although some repetition exists between this corpus and the *Oil & Gas* corpus, the articles were sampled from all sections of the FT newspaper. As such this corpus is determined to be more general capturing as many mentions as possible, increasing the sample while still having relevance. The articles contained in this corpus will vary from columnists providing commentary and analysis of the oil markets, news articles and overviews reporting events in the market, to the FT blog discussing commodity news. This corpus of text allows a comparison to the *Oil & Gas* corpus where the predictive power of topic specific industry news in a section of the FT and a more general news corpus of with mentions of industry news can be examined. Using sentiment from the *Oil & Gas* section of FT, it is possible to see how industry news and company performance will influence the price of WTI. General news about crude oil may only include passing reference to the industry, market, products, or companies.

The last corpus collected consists of blogs scrapped from the *Oildrum* archive. The Oildrum blog ran from March 2005 to September 2013 and discussed industry analysis and the impact of energy on society as a whole. Established by a professor of political science (prof. Kyle Saunders) and a professor of mining engineering (prof. David Summers), an editorial board of respected contributors from industry and academia provided insight into direct and indirect events that would influence the oil and energy industry. The subject matter of posts ranged from distant projections to predictions and potential events that would influence the oil and energy industry from a wide range of news sources, snippets, and direct quotes. These were published in the Drumbeat posts on the Oildrum blog. This text collection would be considered informal media as opposed to formal media from major news sources like the FT. Using this corpus a comparison can be made between the different influences that formal and informal media have on the creation and explanatory power of the news proxy for commodity assets.

From Table 4.16 the volume of news is greatest for the FT all crude oil news corpus and may contain some articles that are already in the *Oil & Gas* corpus. This is apparent as the FT all news corpus can be considered as increasing the sample size of the *Oil & Gas* corpus. The corpora collected from the Financial Times have similar article lengths and word counts. The average number of articles per day is higher for the more general sample corpus. The Oildrum blogs are more varied, most being snippets and comments from those involved in the industry. As the daily relative frequency of negative terms is being used, the variation across each corpus is reduced allowing for a comparison between the corpora. The sentiment score is again computed by the system using the relative frequency of negative terms in the corpus. By doing this, changes in news volume, article length, and differences across corpora are better accounted for and are less impacted by gluts of news, sudden increases of news volume. These gluts are when a group of stories are published in a short space of time, although the volume of news will increase the frequency of negativity may not increase but relatively stay the same, this may skew results and should be taken into consideration.

---

6http://www.theoildrum.com/special/archives
### Table 4.16: Full sample of text collected for each corpora used in the commodities market study.

<table>
<thead>
<tr>
<th>Text</th>
<th>Description</th>
<th>Articles</th>
<th>Tokens</th>
<th>Period</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>FT All News (key:</td>
<td>Sampled across the entire FT newspaper using the key word &quot;crude oil&quot;</td>
<td>23,157</td>
<td>12,252,484</td>
<td>04/01/2000</td>
<td>Reportage,</td>
</tr>
<tr>
<td>Crude oil)</td>
<td></td>
<td></td>
<td></td>
<td>08/12/2014</td>
<td>Editorial</td>
</tr>
<tr>
<td>FT Specialist news</td>
<td>Only articles included in the Oil &amp; Gas section of FT</td>
<td>7,859</td>
<td>4,397,120</td>
<td>31/01/2008</td>
<td>Reportage</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>03/11/2014</td>
<td></td>
</tr>
<tr>
<td>Oildrum Blogs</td>
<td>Snippets, quotations, and excerpts excerpts featured as posts and commentary on the Oildrum blog archives</td>
<td>80766</td>
<td>5,838,633</td>
<td>26/01/2007</td>
<td>Blogs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>01/09/2013</td>
<td></td>
</tr>
</tbody>
</table>

### 4.3.1.3 Lexica

Authors have cautioned that a misclassification of terms may occur due to word lists, such as that used in the General Inquirer, not being fit for analysing domain specific text such as finance and business news. Filtering the GI negative and positive word lists using domain terminology for the oil industry may help reduce misclassification for domain level polarity. A method and implementation of accounting for domain terms was described in Section 3.3.2. This implementation allows the content analysis method to account for $n$-gram level domain phrases and words aiding classification by adding information about the context of terms used in the domain text. The method used to calculate the relative frequency of negative sentiment in domain text was summarised in Algorithm 1 in Chapter 3.

Filtering the GI negative and positive terms lists using domain terminology, words, or phrases for the oil industry may help reduce misinterpretations when determining whether a term is negative or positive in the context of oil specific news. The content analysis component of the system presented in Chapter 4 uses an implementation of Algorithm 1 and is evaluated in this case study (Section 4.3.3) by incorporating two glossaries of domain words and phrases with the GI dictionary. The first of the two oil glossaries used is from Platts\(^7\) and includes common terms and abbreviations from the oil and energy industries. The glossary contains 704 terms with expanded abbreviations. This glossary is used to account for domain words that occur in oil related news that may be misinterpreted as negative terms by the GI dictionary. As an example, it is seen that 15 terms from the GI negative category occur in the Platts glossary, and

\(^7\)www.platts.com/glossary
24 GI positive terms from the GI dictionary also occur as words and in phrases in the Platts glossary. These terms include “sour gas”, “open outcry”, “dirty power”, “availability factor”, “prime mover”, and “power purchase agreement”. The count of negative and positive words will not be altered if GI negative and positive terms occur independently of phrases from the domain glossaries. If the term “crude” occurs separately from the compound term “crude oil”, the latter will not increase the negative word count but the former will still be accounted for in the negative term count. A glossary of words from the Oil and Gas UK is also added to the Platts glossary to add more domain phrases, a summary of the word lists, tokens and detail description of these lexica are shown in Table 4.17. These are combined with the GI dictionary which acts as the base dictionary computing the frequency of negative terms.

Table 4.17: Lexical resources used in the market and commodities case studies.

<table>
<thead>
<tr>
<th>Word list</th>
<th>Description</th>
<th>Tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platts</td>
<td>Glossary from Platts who provide information and price and estimation on industry benchmarks in the physical energy markets</td>
<td>704</td>
</tr>
<tr>
<td>Oil and Gas UK</td>
<td>Glossary from the Oil &amp; Gas UK a leading representative body for the UK offshore oil and gas industry</td>
<td>126</td>
</tr>
</tbody>
</table>

4.3.2 The Impact of Sentiment on Commodities

The relationship between the sentiment variable generated from crude oil industry news collected by the system from the Financial Times on the returns of WTI futures is examined in this section. The system computes the sentiment variable as before using the content analysis method and uses a VAR model to estimate the average impact the sentiment variable will have on the returns (Equation 4.4). WTI futures are chosen as the dependent variable as market participants and traders will typically trade futures contracts not the physical commodity which spot prices represent and requires physical storage after purchase. Market conditions specific to the futures market, such as contango and backwardation outlined before in Section 4.3.1.1, are adjusted for by data providers retrospectively by using price adjustment mechanisms. The WTI futures price is used in the following regression study. The model defined by Equation

The VAR model estimated by the system to show the inter-relationships between sentiment and returns is described in Equation 4.4 with additional independent variables included, acting as control variables, to account for potential variables that may proxy for the same information as the sentiment variable. This is a similar model and interpretation as defined in the evaluation presented in the previous section (Equation 4.1). As before, the system estimates a baseline AR
model consisting of just financial returns and incrementally adds the independent variables to assess if the addition of any of the variables interacts or has a confounding effect with the sentiment variable. The VAR model used in this section is defined as:

\[ r_t = \phi_0 + \sum_{i=1}^{5} \phi_{i,1} r_{t-i} + \sum_{i=1}^{5} \phi_{i,2} s_{t-i} + \sum_{i=1}^{5} \phi_{i,3} v_{t-i} + \sum_{i=1}^{5} \phi_{i,4} o_{t-i} + \sum_{i=1}^{5} \phi_{i,5} Exog_t + \varepsilon_t \]  

(4.4)

where:

- \( r_t \) is the WTI returns
- \( s_t \) is the affect proxy
- \( v_t \) is the log detrended trading volume
- \( o_t \) is VIX returns
- \( Exog_t \) is the matrix of exogenous variables
- \( \varepsilon_t \) is uncorrelated white-noise disturbances

The affect proxy \( s_t \) is again the negative sentiment extracted from the text collection that is imported to the system. To highlight this in the results that follow \( NegSent \) is used as the label when reporting the coefficients values computed for the sentiment variable. Although this estimation resembles the model in the previous evaluation (Equation 4.1), the variables used differ while presentation and interpretation of the estimated coefficients and model remain the same (basis points for model coefficients and model diagnostics are the same). Each of the financial time series were retrieved from Quandl or calculated by the system such as the sentiment variable and the dummy variables. The transformations for each variable have been described in more detail in Section 3.4.1 and further elaborated in Section 4.2.2. The trading volume for WTI is included (\( v_t \)). The VIX index is used for the volatility measure (\( o_t \)). This index acts as a market level volatility measure, which is a widely used and popular measure of volatility. VIX measures expected volatility of the S&P500 index over the coming thirty days. The OVX (Oil VIX) would be a better proxy, being specific to commodity markets, however due to data availability does not suit some of the data samples chosen here, this series begins from 2007 onwards. A dummy variable is included for the day of the week (Monday), and month of January to account for potential weekend and business cycle effects. These control variables attempt to account for seasonal effects. Five lags of the control variables are included where specified to account for roughly a week of trading. Previous values of returns (five lags) are also included this is to account for larger than expected past return values.

News was collected from 2000 to 2014 as summarised in Table 4.16, where articles were sampled from the Financial Times that were tagged as being relevant for the term crude oil. This corpus was imported into the system and the negative sentiment variable was calculated from the text by using a combination of the GI dictionary and refining it using the oil glossary from Platts and Oil and Gas UK as described by Algorithm 1 in Chapter 3. The negative category
from the GI acts as a base dictionary. The word lists in the glossaries are used to ensure the negative category from GI is not counting words or phrases that are considered domain specific phrases or words and therefore may have no specific negativity or polarity associated with it. The relative frequency of negative sentiment is computed and passed as the sentiment variable to the modelling component of the system. The results of the VAR model and impact of sentiment are shown in Table 4.18.

Table 4.18 shows the results computed by the system for estimating Equation 4.4. The model is estimated incrementally as before with each independent variable being added and the model re-estimated to observe possible confounding effects with sentiment. The result shows that negative sentiment has a negative relationship with WTI futures returns accounting for an 8 basis point impact on returns on average for the period of the sample set. Much of the impact of sentiment is dispersed during the week, across the lag values. As previous studies have shown, the timing of news plays a role in the predictability and usefulness of sentiment derived from news content. Agenda setting columns such as the Abreast of the Market and the FT’s Lex column typically have timely and succinct information and are often self-contained. Articles in the oil related text corpus used in the evaluation in this section contain news and commentary about events that are on-going and follow these events accordingly. The inclusion of the sentiment variable gives a statistically significant chi-squared test \( \chi^2[\text{NegSent}] = 14.322 \) supporting its contribution to the explanatory power of the model. The adjusted \( R^2 \) value \( \bar{R}^2 \) is also seen to increase marginally with the inclusion of the sentiment variable explaining more variance in returns (0.6% increase).

4.3.2.1 Robustness of System Results

To test the robustness of the results computed by the system presented in Table 4.18 and if any difference in using WTI futures or spot returns as the dependent variable exists, an evaluation is made using the WTI spot series as input to the system with the sentiment variable computed as in the previous section. Similarities in the summary statistic and correlations would suggest the impact of sentiment on WTI futures and spot returns would be similar. To test this and the robustness of the coefficients for the negative sentiment, the model defined by Equation 4.4 is estimated again with WTI spot returns as the dependent variable.
4.3. Commodities and Sentiment

Table 4.18: Coefficients for the independent variables computed from Equation 4.4. Negative sentiment was computed from the FT crude oil corpus for the period of 2000-01-04 to 2014-12-08 (n = 3553). Coefficients are presented in basis points, one basis point equals a percentage point of 0.01%. The significance for each coefficient is given at 1% (Bold Italic), 5% (Bold) and 10% (Italic) levels. Newey-West adjusted standard errors are used to account for heteroskedasticity and autocorrelation of residuals.

<table>
<thead>
<tr>
<th>WTI</th>
<th>Intercept</th>
<th>1.6</th>
<th>1.7</th>
<th>1.6</th>
<th>1.6</th>
<th>3.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{t-1}$</td>
<td>-5.2</td>
<td>-6.0</td>
<td>-6.2</td>
<td>-8.4</td>
<td>-8.4</td>
<td></td>
</tr>
<tr>
<td>$r_{t-2}$</td>
<td>-1.3</td>
<td>-2.0</td>
<td>-2.1</td>
<td>-1.9</td>
<td>-1.9</td>
<td></td>
</tr>
<tr>
<td>$r_{t-3}$</td>
<td>4.2</td>
<td>3.2</td>
<td>3.0</td>
<td>4.7</td>
<td>4.4</td>
<td></td>
</tr>
<tr>
<td>$r_{t-4}$</td>
<td>-3.0</td>
<td>-4.2</td>
<td>-4.4</td>
<td>-3.7</td>
<td>-3.9</td>
<td></td>
</tr>
<tr>
<td>$r_{t-5}$</td>
<td>-7.8</td>
<td>-8.8</td>
<td>-9.1</td>
<td>-8.7</td>
<td>-8.9</td>
<td></td>
</tr>
<tr>
<td>$NegSent_{t-1}$</td>
<td>-2.1</td>
<td>-2.3</td>
<td>-2.9</td>
<td>-2.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$NegSent_{t-2}$</td>
<td>-8.5</td>
<td>-8.6</td>
<td>-8.5</td>
<td>-8.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$NegSent_{t-3}$</td>
<td>-8.5</td>
<td>-8.6</td>
<td>-8.0</td>
<td>-7.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$NegSent_{t-4}$</td>
<td>-6.0</td>
<td>-6.1</td>
<td>-5.7</td>
<td>-5.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$NegSent_{t-5}$</td>
<td>1.0</td>
<td>1.0</td>
<td>0.9</td>
<td>0.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{t-1}$</td>
<td>-1.5</td>
<td>-1.3</td>
<td>-1.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{t-2}$</td>
<td>-0.8</td>
<td>-1.8</td>
<td>-1.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{t-3}$</td>
<td>-5.3</td>
<td>-5.6</td>
<td>-5.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{t-4}$</td>
<td>-3.2</td>
<td>-3.2</td>
<td>-3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{t-5}$</td>
<td>1.8</td>
<td>1.5</td>
<td>1.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$o_{t-1}$</td>
<td>-12.9</td>
<td>-13.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$o_{t-2}$</td>
<td>-6.5</td>
<td>-6.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$o_{t-3}$</td>
<td>7.3</td>
<td>7.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$o_{t-4}$</td>
<td>4.6</td>
<td>4.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$o_{t-5}$</td>
<td>3.2</td>
<td>3.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$mons$</td>
<td>-16.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$jans$</td>
<td>17.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$\chi^2[NegSent] = 14.9 \ 15.231 \ 14.479 \ 14.322$

$AIC = -16525 \ -16530 \ -16524 \ -16532 \ -16532$

$R^2 = 0.1\% \ 0.3\% \ 0.3\% \ 0.7\% \ 0.7\%$
### Table 4.19: Coefficients for the independent variables computed from Equation 4.4 with WTI spot returns as the dependent variable. Negative sentiment was computed from the FT crude oil corpus for the period of 2000-01-04 to 2014-12-08 (n = 3553). Coefficients are presented in basis points, one basis point equals a percentage point of 0.01%. The significance for each coefficient is given at 1% (Bold Italic), 5% (Bold) and 10% (Italic) levels. Newey-West adjusted standard errors are used to account for heteroskedasticity and autocorrelation of residuals.

<table>
<thead>
<tr>
<th></th>
<th>Intercept</th>
<th>1.0</th>
<th>1.0</th>
<th>1.3</th>
<th>1.3</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{t-1}$</td>
<td>-9.0</td>
<td>-9.9</td>
<td>-10.0</td>
<td>-12.1</td>
<td>-12.1</td>
<td></td>
</tr>
<tr>
<td>$r_{t-2}$</td>
<td>0.9</td>
<td>0.0</td>
<td>-0.1</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>$r_{t-3}$</td>
<td>12.0</td>
<td>10.9</td>
<td><strong>10.8</strong></td>
<td><strong>12.7</strong></td>
<td><strong>12.4</strong></td>
<td></td>
</tr>
<tr>
<td>$r_{t-4}$</td>
<td>-4.4</td>
<td>-5.5</td>
<td>-5.6</td>
<td>-5.2</td>
<td>-5.4</td>
<td></td>
</tr>
<tr>
<td>$r_{t-5}$</td>
<td>-9.3</td>
<td>-10.1</td>
<td>-10.3</td>
<td>-10.2</td>
<td>-10.3</td>
<td></td>
</tr>
<tr>
<td>$\text{NegSent}_{t-1}$</td>
<td>-5.1</td>
<td>-5.3</td>
<td>-5.9</td>
<td>-5.9</td>
<td>-5.9</td>
<td></td>
</tr>
<tr>
<td>$\text{NegSent}_{t-2}$</td>
<td><strong>-9.5</strong></td>
<td><strong>-9.6</strong></td>
<td><strong>-9.5</strong></td>
<td><strong>-9.4</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{NegSent}_{t-3}$</td>
<td><strong>-9.0</strong></td>
<td><strong>-9.0</strong></td>
<td>-8.4</td>
<td>-8.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{NegSent}_{t-4}$</td>
<td>-1.9</td>
<td>-2.0</td>
<td>-1.7</td>
<td>-1.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{NegSent}_{t-5}$</td>
<td>0.7</td>
<td>0.7</td>
<td>0.6</td>
<td>0.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{t-1}$</td>
<td>-10.0</td>
<td>-9.6</td>
<td>-10.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{t-2}$</td>
<td>8.0</td>
<td>5.4</td>
<td>6.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{t-3}$</td>
<td>-9.0</td>
<td>-9.2</td>
<td>-8.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{t-4}$</td>
<td>-14.2</td>
<td>-13.5</td>
<td>-14.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{t-5}$</td>
<td>1.5</td>
<td>0.2</td>
<td>-0.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$o_{t-1}$</td>
<td>-12.3</td>
<td>-12.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$o_{t-2}$</td>
<td>-6.6</td>
<td>-6.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$o_{t-3}$</td>
<td>8.9</td>
<td>8.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$o_{t-4}$</td>
<td>4.2</td>
<td>4.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$o_{t-5}$</td>
<td>0.3</td>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{mons}$</td>
<td>-16.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{jans}$</td>
<td>17.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| $\chi^2[\text{NegSent}]$ | **15.261** | **15.551** | **15.124** | **14.9** |
| $AIC$ | -16338 | -16343 | -16337 | -16344 | -16344.0 |
| Adjusted $-\bar{R}^2$ | 0.4% | 0.7% | 0.7% | 1.0% | 1.1% |
Table 4.19 shows the results computed by the system for estimating Equation 4.4 with WTI spot returns. On average a one standard deviation change in negative sentiment will result in a 9.5 and 9 basis point impact on returns for the second and third lagged period. The impact of sentiment is again dispersed across the five lags. The inclusion of the sentiment variable gives a statistically significant result for the hypothesis test ($\chi^2[\text{NegSent}] = 14.9$) supporting its contribution to the explanatory power of the model. The coefficients computed by the system highlight the link that the negative sentiment variable has on the movement of the WTI series. Overall it suggests there is information contained in relevant news text that can be summarised using content analysis and the system framework presented in Chapter 3. The sentiment variable produced has explanatory information that can help explain price changes in the oil commodities market, with no obvious difference existing between spot or futures commodities market. All series used are found to be stationary according to the ADF test (Appendix B, Section B.1, Table B.1)

Large outliers can have adverse effects on statistical approximations that do not use robust methods. Large tails are typical in financial data and can often contain meaningful information, with event studies sometimes focusing on large infrequent changes that may otherwise be considered outliers. Due to this, robust statistical methods are often required to check the consistency of results. Returns and negative sentiment can be winsorised to assess whether a few individual outliers are influencing results or if results are robust to their presence. A simple trimming method can remove any outliers according to criteria such as removing values in the 1% of either tail of a distribution. A more reliable method that keeps the number of observations consistent would be to weight observations in a similar method of how outliers would be re-weighted in some advanced regression models. The median absolute deviation is calculated for the sample data set. Any observations that are found to be a number of standard deviations from this central median point (3 or 5 standard deviations) can be pulled closer to the center of the distribution.

Two VAR models are computed by the system and compared to show the impact of winsorising the returns and negative sentiment data. In the transformations component of the system the returns and sentiment series are winsorised so that observations that are in the 1% most extreme ends of distributions are omitted, the tails of the distributions for returns and sentiment. The results are shown in Table 4.20. Winsorising the data does not adversely impact the significance or magnitude of the negative sentiment proxy. A slight decrease is seen in the magnitude of the leading coefficient of negative sentiment, while the second significant coefficient is no longer considered significant. The inclusion of the sentiment variable and chi-squared test ($\chi^2[\text{NegSent}] = 10.94$) is still significant supporting its contribution to the explanatory power of the model.
Table 4.20: Coefficients for negative sentiment on winsorised and non-winsorised WTI returns. The model estimated is a VAR(5) with WTI returns and negative sentiment. Negative sentiment was computed from the FT crude oil corpus for the period of 2000-01-04 to 2014-12-08 (n = 3553). Coefficients are presented in basis points, one basis point equals a percentage point of 0.01%. The significance for each coefficient is given at 1% (Bold Italic), 5% (Bold) and 10% (Italic) levels. Newey-West adjusted standard errors are used to account for heteroskedasticity and autocorrelation of residuals.

<table>
<thead>
<tr>
<th></th>
<th>Returns</th>
<th>Winsorised Returns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.65</td>
<td>2.95</td>
</tr>
<tr>
<td>$r_1$</td>
<td>-5.99</td>
<td>-5.05</td>
</tr>
<tr>
<td>$r_2$</td>
<td>-2.01</td>
<td>0.17</td>
</tr>
<tr>
<td>$r_3$</td>
<td>3.19</td>
<td>3.74</td>
</tr>
<tr>
<td>$r_4$</td>
<td>-4.18</td>
<td>-0.86</td>
</tr>
<tr>
<td>$r_5$</td>
<td>-8.83</td>
<td>-5.14</td>
</tr>
<tr>
<td>$\text{NegSent}_1$</td>
<td>-2.13</td>
<td>-1.27</td>
</tr>
<tr>
<td>$\text{NegSent}_2$</td>
<td><strong>-8.53</strong></td>
<td>-7.31</td>
</tr>
<tr>
<td>$\text{NegSent}_3$</td>
<td>-8.49</td>
<td>-5.43</td>
</tr>
<tr>
<td>$\text{NegSent}_4$</td>
<td>-6.02</td>
<td>-5.88</td>
</tr>
<tr>
<td>$\text{NegSent}_5$</td>
<td>0.95</td>
<td>-0.08</td>
</tr>
<tr>
<td>$\chi^2[\text{NegSent}]$</td>
<td><strong>14.9</strong></td>
<td>10.94</td>
</tr>
<tr>
<td>AIC</td>
<td>-16530</td>
<td>-17295</td>
</tr>
<tr>
<td>$\bar{R}^2$</td>
<td>0.3%</td>
<td>0.2%</td>
</tr>
</tbody>
</table>

**4.3.2.2 Summary**

The results and models computed by the system indicate that the negative sentiment variable has explanatory power for the returns of a financial asset. The control variables in the model estimated show little to no confounding relationship with the sentiment proxy. This indicates that the sentiment proxy is a potentially unique explanatory variable for financial returns in the commodity markets. One potential consideration of the results presented in this section may concern the economic theory underlying the model used to explain the changes in the WTI prices. The model computed by the system relies less on economic theories surrounding commodity price movements and variables that influence commodity markets but instead attempts to determine if the sentiment variable computed by the system has statistical power for explaining changes in the price of a commodity asset. As previous studies in economics and information systems have shown, many inputs, model permutations, and exogenous effects have been used to define the fluctuations of oil prices with little significance or explanatory contribution to the model [39].
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Despite this, the contribution of a proxy variable, particularly in a VAR framework, has explanatory power. This is particularly true for individual coefficient effects. Sentiment is shown to be robust in its effect and statistically significant. Hypothesis tests conducted also verify that the negative sentiment variable computed by the system from oil related news is a statistically valid variable for explaining changes in returns in the commodity market. For the data sample collected by the system, it is seen that negative sentiment expressed in news has a delayed effect on daily returns. This result addresses the hypothesis of whether sentiment derived from text influences other asset classes and illustrates a good evaluation of the system.

4.3.3 News Genre Variation and Domain Text

Having shown the importance that the type of news has on the creation of the sentiment variable by the system in the previous case study (Section 4.2.3), this investigation is extended further to look at the influence that different text types and genres can have on results computed by the system.

The previous section has shown an evaluation of the system described in Chapter 3 and its ability to compute a sentiment variable for a different financial market using different data and domain news. In this section variation in the news source is examined by using different text corpora as inputs and computing the average impact of the sentiment variable produced using the VAR model as in the preceding section. To perform this evaluation different news types are compared. This is done by comparing a corpus of formal news (Financial Times) to a corpus of informal news (Oildrum blogs). The three corpora used were described in Table 4.16. Articles for these text collections were chosen so the content would be domain specific, discussing topics relevant for the oil industry and commodities market. Within an authoritative news source, a comparison is made between the sentiment variable produced from a general sample of relevant news and a proxy produced from a smaller more restricted sample containing only a specific section of the newspaper. The Oildrum blog corpus allows a comparison to be made between the negative sentiment variable produced by the system from formal news versus informal news.

Another possible difference may exist in the dictionary used to summarise the tone of the news articles. This difference is in the interpretation of what would be considered negative and positive terms in a domain text. A word list or lexicon that contains domain knowledge may more accurately represent or extract information from text that is domain or topic specific. The evaluation in this section also examines differences in the sentiment variable computed by the system using just the GI dictionary and the combined GI dictionary and domain glossary. As before, the negative category from the GI dictionary is used and filtered using the oil glossaries; the Platts glossary and the Oil and Gas UK glossary. This evaluation looks at how the sentiment variable produced by the Algorithm 1 implemented in the content analysis component of the system can differ depending on whether domain terminology is taken into account.

In the following section, an investigation is made into how the choice of text and type of news
can influence the construction of the sentiment proxy for commodity markets. Two collections of
text are built from the Financial Times according to different sampling methods. Both corpora
are domain specific, both contain news articles that are topical and related to the oil industry.
The last text collection was obtained from the *Olddrum* blog archive. A different text source
and type, this collection allows an examination into the influence blogs and informal news may
have on creating a proxy for sentiment. Lastly how sentiment is extracted from domain text is
considered in more depth. As some terms may be misinterpreted with respect to specialist areas
of discussion, how the sentiment proxy is constructed when domain terminology is considered is
also investigated.

### 4.3.3.1 Evaluation of Text Type and Lexica

To evaluate the text type, the three different oil related text collections are imported into the
system and used first in conjunction with the GI negative word list and then with the filtered
version of this word list using the domain terminology as outlined in Algorithm 1 in Chapter 3.
This evaluation compares how differences in text type and lexica can influence the explanatory
power of the sentiment variable produced by the system for the WTI benchmark. The results in
Table 4.21 show the coefficient values computed from Equation 4.4 for the negative sentiment
variable computed using the GI dictionary and the GI dictionary filtered with the oil glossaries.

<table>
<thead>
<tr>
<th>NegSent</th>
<th>FT Crude</th>
<th>Oil Gas</th>
<th>Oil Drum</th>
<th>FT Crude</th>
<th>Oil Gas</th>
<th>Oil Drum</th>
</tr>
</thead>
<tbody>
<tr>
<td>NegSent$_{t-1}$</td>
<td>1.92</td>
<td>-1.00</td>
<td>13.46</td>
<td>2.80</td>
<td>-2.89</td>
<td>4.48</td>
</tr>
<tr>
<td>NegSent$_{t-2}$</td>
<td>-0.04</td>
<td>-2.65</td>
<td>-2.35</td>
<td>-0.25</td>
<td>-0.11</td>
<td>-8.08</td>
</tr>
<tr>
<td>NegSent$_{t-3}$</td>
<td>-1.08</td>
<td>4.06</td>
<td>-14.33</td>
<td>-2.22</td>
<td>3.11</td>
<td>-20.26</td>
</tr>
<tr>
<td>NegSent$_{t-4}$</td>
<td>-2.89</td>
<td>-3.73</td>
<td>-2.03</td>
<td>-5.25</td>
<td>-1.19</td>
<td>-1.74</td>
</tr>
<tr>
<td>NegSent$_{t-5}$</td>
<td><strong>-8.82</strong></td>
<td><strong>-8.72</strong></td>
<td><strong>-20.26</strong></td>
<td><strong>-7.85</strong></td>
<td><strong>-7.83</strong></td>
<td><strong>-21.51</strong></td>
</tr>
</tbody>
</table>

$\chi^2[\text{NegSent}]$ | 10.1 | 9.4 | 5.9 | 8.8 | 4.6 | 9.3 |
$AIC$ | 4605.2 | 4074.4 | 2484.7 | 4606.5 | 4079.3 | 2481.2 |
$\bar{R}^2$ | 1.3% | 1.4% | 1.7% | 1.2% | 0.9% | 2.1% |
Table 4.21 shows the results computed by the system for estimating Equation 4.4 with WTI future returns and the negative sentiment variable computed using the GI dictionary and the combined GI dictionary and oil glossaries. Using the oil glossaries in conjunction with the GI dictionary sees a marginal decrease in significance and magnitude of the coefficients for the negative sentiment variable computed from the FT crude oil and Oil & Gas corpus. The use of the oil glossary has a more noticeable difference when computing the sentiment variable from the Oildrum blogs, where an increase in the significance and magnitude of the sentiment coefficients is seen. The hypothesis test for the inclusion of sentiment also changes to be significant.

By using the oil glossary and computing the relative frequency of negative sentiment using Algorithm 1, a decrease in the frequency of negative terms is seen. For the FT crude oil corpus the frequency of negative terms decreases by 24% (from 113556 to 85795), for the Oil & Gas corpus an 18% decrease occurs (106095 to 87174) and the Oil drum blogs sees the smallest decrease in negative sentiment at 16% (169904 to 143357).

News published in authoritative newspapers is written to be understood by a wide audience as the readership is large and varied. It is seen that the GI negative category combined with the domain glossary slightly decreases the impact that the negative sentiment series has on predicting WTI returns. The statistical significance and overall explanatory power of the sentiment variable computed using the negative category with domain word lists decreases. For the Oildrum blogs, the coefficient for the negative sentiment variable increases as does its statistical significance after filtering for domain terms and phrases. This may be due to the higher number of domain specific phrases and words being present in the Oildrum postings. Typically the blog posts on the Oildrum tend to be more specialist discussing aspects of the industry in greater depth, using more domain specific words and language.

When examining the influence of news on asset returns, it is clear that the choice of text genre and topic plays an important role in the corpus construction and the usefulness of the sentiment variable computed from this text. The use of a glossary containing domain phrases and words is useful when examining informal news, but makes less of a contribution for formal news and major publications where reaching a wider audience and readership is more important, the text as a result contains less domain specific terminology.

### 4.3.3.2 Summary

This section has examined how varying the news type and lexica can influence the sentiment variable computed by the system. It was found that the negative category from the GI dictionary works adequately and is not adversely impacted by misinterpretations of domain phrases and words deemed to be negative according to the GI dictionary using the content analysis method implemented. A difference is seen however when using a corpus of informal domain specific news. This may be due to articles that occur in the Financial Times being written to appeal to a wide audience whereas posts that appear on the Oildrum blog discuss details of the oil industry.
and commodity market typically using more domain specific language. Improvements can be made to a basic dictionary based method of content analysis by using the algorithm described in Section 3.3.2 Algorithm 1 when analysis text that contains domain terminology. The basic negative category from the GI dictionary however may be the most reliable choice as its simple implementation means fewer assumptions and lexical resources are required for the method and results are more easily interpreted and replicated.

4.3.4 Time Varying Effects

The time varying impact of the sentiment variable computed by the system is investigated for the commodity market case study in the same way as before using a rolling regression estimation and hypothesis test defined in Section 4.2.4.1. The rolling regression model incorporates WTI returns and negative sentiment defined in Equation 4.4. The corpus of text used as the input to the system in this evaluation is the FT crude oil corpus as it is the longest time series sample of the oil related corpora collected by the system and allows more observations to be used than the other data sets.

To compare the output and results of the rolling regression model of WTI returns and the sentiment variable, an additional two other rolling regression models are computed by the system with two other key variables included in each model. One additional rolling regression model incorporates news volume from the FT crude oil corpus. The news volume from this corpus fluctuates from day-to-day and may contain explanatory information for WTI returns, this hypothesis is evaluated by the system in this section. Another rolling regression model tests the hypothesis that WTI trading volume has explanatory power for WTI returns. Trading volume is chosen here as typically it is used as a proxy for market sentiment and acts as a comparison for the negative sentiment variable to see if any explanatory information is contained in trading volume.

Three rolling regression models are computed to assess differences in statistical power of negative sentiment, WTI trading volume, and the news volume of the FT crude oil corpus. The results in this section show three figures representing the statistical significance of the hypothesis tests for the inclusion of three variables. Table 4.22 shows the number of statistically significant hypothesis tests as a percentage of all models estimated for the rolling regressions.
Table 4.22: Rolling VAR (250 day window) model specified in Equation 4.4 for the period 2001-01-10 to 2014-12-08 (n = 3303). The significance is measured as the hypothesis test for the inclusion of the exogenous variable. The table shows the VAR estimation with columns as the independent variable and rows the dependent variable. The result shows the number of significant models as a percentage of total models estimated for the time period.

<table>
<thead>
<tr>
<th>Statistically Significant models</th>
<th>Returns</th>
<th>Negative Sentiment</th>
<th>News Volume</th>
<th>Volume Traded</th>
</tr>
</thead>
<tbody>
<tr>
<td>Returns</td>
<td>-</td>
<td>23%</td>
<td>21%</td>
<td>3%</td>
</tr>
<tr>
<td>Negative Sentiment</td>
<td>13%</td>
<td>-</td>
<td>10%</td>
<td>8%</td>
</tr>
<tr>
<td>News Volume</td>
<td>17%</td>
<td>13%</td>
<td>-</td>
<td>22%</td>
</tr>
<tr>
<td>Volume Traded</td>
<td>27%</td>
<td>16%</td>
<td>24%</td>
<td>-</td>
</tr>
</tbody>
</table>

The results of the rolling regression show differences in the explanatory power of the sentiment variable, news volume, and trading volume over time. The negative sentiment variable is not always statistically significant in predicting returns. The sentiment proxy is seen to reject the null hypothesis and contribute as a statistically significant explanatory variable 13% of time as seen from the results in Table 4.22. News volume more frequently impacts returns and a strong relationship is seen between news volume and trading volume. News volume is seen to impact trading volume, which in turn has the highest number of significant models for predicting returns. Returns predict negative sentiment more than news volume and perform poorly when predicting trading volume. The time series plots were computed by the system as described before (Section 4.2.4), where a value of one represents a hypothesis test that was significant at the 90% level and a value of two for 95% and 99%. The results are displayed in Figure 4.6, Figure 4.7, and Figure 4.8.
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Figure 4.6: Rolling VAR (250 day window) model with WTI futures returns and negative sentiment for the period 2001-01-19 to 2014-10-31 (n = 3267). Negative sentiment predicts WTI returns (a) and returns predicting negative sentiment (b). The negative sentiment proxy was derived from the FT crude oil corpus. The significance is measured as the hypothesis test for the inclusion of the exogenous variable. A value of one shows significance at the 90% level and a value of two for 95% and 99%.
Figure 4.7: Rolling VAR (250 day window) model with WTI futures returns and news volume for the period 2001-01-19 to 2014-10-31 (n = 3267). Negative sentiment predicts WTI returns (a) and returns predicting negative sentiment (b). The news volume was derived from the FT crude oil corpus. The significance is measured as the hypothesis test for the inclusion of the exogenous variable. A value of one shows significance at the 90% level and a value of two for 95% and 99%.
4.3. Commodities and Sentiment

Figure 4.8: Rolling VAR (250 day window) model with WTI futures returns and WTI trading volume for the period 2001-01-19 to 2014-10-31 (n = 3267). Negative sentiment predicts WTI returns (a) and returns predicting negative sentiment (b). The significance is measured as the hypothesis test for the inclusion of the exogenous variable. A value of one shows significance at the 90% level and a value of two for 95% and 99%.

The results reiterate the changing influence of sentiment on returns in time seen in the equity market case study in Section 4.2.4. The average impact of negative sentiment is shown to have the greatest statistical significance and robustness while the rolling regression results suggest the predictive power of sentiment, news volume, and trading volume changes in time. The use of the rolling regression models highlights the changing impact of sentiment, whether this is due to market enthusiasm, volatility, or other anomalies and events remains to be investigated fully. This section has demonstrated a similar evaluation of the system and the time varying modelling component using different data with a result being computed that corroborates the results of the previous evaluation (Section 4.2.4).
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4.3.4.1 Business Cycles and Sentiment in Commodity Markets

This section evaluates the results of computing sentiment with the business cycle model described in Equation 4.2 for the commodities market. Results in the previous case study used the system to compute a model that showed a link between negative sentiment and the changing business cycles. To examine this link for the commodity market a model is estimated as before where the returns \( r_t \) series is for WTI future returns. The sample period is from 2000 to 2014 incorporating negative sentiment from the FT crude oil corpus.

Equation 4.2 contains two dummy variables for recessionary and expansionary periods. Two recessionary periods are recognised during the period of the sampled data used in this evaluation. The first recessionary period begins in April 2001 continuing to November 2001 and the second period begins on January 2008 and lasting until June 2009.

Table 4.23: Coefficients for the negative sentiment variable computed from Equation 4.2. Negative sentiment was computed from the FT crude oil corpus for the period of 2000-01-04 to 2014-12-08 (n = 3553). Coefficients are presented in basis points, one basis point equals a percentage point of 0.01%. The significance for each coefficient is given at 1% (Bold Italic), 5% (Bold) and 10% (Italic) levels. Newey-West adjusted standard errors are used to account for heteroskedasticity and autocorrelation of residuals.

<table>
<thead>
<tr>
<th></th>
<th>Recession</th>
<th>Expansion</th>
</tr>
</thead>
<tbody>
<tr>
<td>( NegSent_{t-1} )</td>
<td>2.8</td>
<td>-4.0</td>
</tr>
<tr>
<td>( NegSent_{t-2} )</td>
<td>-11.9</td>
<td>-4.7</td>
</tr>
<tr>
<td>( NegSent_{t-3} )</td>
<td>-17.3</td>
<td>-2.4</td>
</tr>
<tr>
<td>( NegSent_{t-4} )</td>
<td>-0.2</td>
<td>-6.3</td>
</tr>
<tr>
<td>( NegSent_{t-5} )</td>
<td>6.0</td>
<td>-1.1</td>
</tr>
</tbody>
</table>

\( \chi^2[\text{NegSent}] \) 30.37 7.25

\( AIC \) -16505 -16505

\( \bar{R}^2 \) 1.2% 1.2%

The coefficients computed for the negative sentiment variable during recessionary periods and expansionary periods are presented in Table 4.23. An increase in the impact of negative sentiment is noted during recessionary periods than in expansionary periods. Although different from the effect seen for the equity market case study, this result corroborates the study by Garcia [42], where a media proxy (ratio of negative and positive sentiment) is found to predict 12 basis points in recessionary periods versus 3 basis points in expansionary periods for DJIA returns. The impact of sentiment is greater in recessions than during periods of expansion. The effect of negativity is dispersed across the lags of the sentiment variable. The negative sentiment variable has a greater impact on WTI returns with no evidence of a reversal over the five lags.
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The hypothesis test shows the significance for the inclusion of the sentiment variable during the recessionary period (30.37 at 99% confidence) but does not demonstrate a high degree of confidence for its explanatory power during expansions (7.25 with less than 90% confidence). The results presented in Table 4.23 attests to the conjecture that news content is more readily absorbed in downward business cycles than in more exuberant times.

4.3.4.2 Summary

The result of using a moving window and the determination of different business cycles indicates that the effect of the sentiment proxy varies through time for the commodities market. Financial markets are seen to be irrational and rational, deviating from fundamentals and adhering to modern financial principles at different times. Due to this, the significance of some variables may change in time, methods of detecting when these changes will appear and assessing the impact of variables will greatly improve the explanatory power of models of financial returns. By using a moving window method it is possible to avoid some time series anomalies and certain market conditions. By observing the results of different models in time as computed by the system, results have shown that business cycles and the state of the market as a whole can change the impact that the sentiment variable can have on returns. The business cycles data was incorporated from the NBER and it was found that negative sentiment is more heavily correlated with recessionary periods than expansionary periods. The results computed by the system for the changing influence of the sentiment variable on returns in time are similar and comparable to those presented in the previous case study.

4.3.5 Commodity Market Volatility and Sentiment

The behaviour of investors to sentiment may induce market volatility in the commodity markets the same as in other financial markets. The evaluation of the sentiment variable and equity market volatility was estimated by the system and results presented in Section 4.2.5 and showed tentative links between sentiment and equity market volatility (Section 4.2.5.1). In this section the relationship between sentiment and commodity market volatility is examined following the same method and estimating the same model as defined by Equation 4.3 using WTI returns and the negative sentiment variable from the FT crude oil corpus.

WTI returns are used to calculate volatility, negative sentiment and the daily news volume computed from the FT crude oil corpus, and WTI trading volume are incorporated as independent variables into the regression model. The volatility series is computed by the system as the log of the conditional standard deviation calculated using a GARCH(1,1) \( v_t \) model. The independent variables in the regression include the log detrended trading volume of WTI returns \( v_{lmt} \), the negative sentiment variable derived from the FT crude oil corpus \( s_t \), and news flow which is the number of articles published per day in the FT crude oil corpus \( s_{vlmt} \). All variables are stationary at the 99% level according to the Augmented Dickey Fuller (ADF)
4.3. Commodities and Sentiment

test (Appendix B, Section B.1, Table B.2). The transformations and model have been described are described in more detail in Section 4.2.5.1.

Table 4.24: Coefficients estimated for Equation 4.3 for the period 2000-01-06 to 2014-11-19 (n = 3535). Coefficients are presented in basis points, one basis point equals a percentage point of 0.01%. The significance for each coefficient is given at 1% (Bold Italic), 5% (Bold) and 10% (Italic) levels. Newey-West adjusted standard errors are used to account for heteroskedasticity and autocorrelation of residuals.

<table>
<thead>
<tr>
<th>WTI</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{t-1}$</td>
<td>3303.5</td>
</tr>
<tr>
<td>$v_{lm_{t-1}}$</td>
<td>47.0</td>
</tr>
<tr>
<td>$s_{t-1}$</td>
<td>11.4</td>
</tr>
<tr>
<td>$s_{v lm_{t-1}}$</td>
<td>11.5</td>
</tr>
</tbody>
</table>

Table 4.24) shows the results computed by the system for estimating Equation 4.3 with WTI returns. WTI trading volume and previous day volatility are seen to have a significant impact. As the volatility estimation relies on the conditional values of variance, a large significant impact is expected with a large adjusted r-squared value ($\bar{R}^2$) as much of the variance is explained or already accounted for with this term. No statistically reliable result is seen for news volume or negative sentiment on WTI returns. Despite this news volume is again shown to predict next day volatility where an increase in the volume of news will result in an increase in volatility. Results are smaller in magnitude when compared to the standardised results of previous day volatility and trading volume.

The system computes a similar magnitude for the impact of news volume and sentiment on WTI volatility. However the statistical confidence for each of the coefficient values is low in each case. News volume is noted as having a larger impact on volatility than sentiment alone as reported in Antweiler and Frank [8]. Although one news type was studied in this case, the volatility regression for WTI may benefit from further investigation into the type of news used to create the news proxy.

4.3.6 Summary

The preceding section has evaluated the implementation of the system described in Chapter 3 by using financial data from the commodity market and domain text collected from the Financial Times and the Oildrum blogs. Changes in WTI price is used to evaluate the influence and relationship of the sentiment variable computed on commodities. If is found that negative
sentiment also plays a role in commodity markets, with the negative sentiment variable predicting up to an -8.5 and -9.5 basis point change in WTI futures and spot returns respectively. A cumulative impact of -16.4 and -17.6 basis points is seen across all lags of the sentiment variable that is only marginally reversed across the five lags. An evaluation of the content analysis method has been presented with the differences in computing the sentiment variable from formal and informal media compared. The results of using different text types and genres to create a proxy were shown, with consideration given to improving a general language dictionary with domain terminology. The time varying impact of negative sentiment on WTI returns was examined with similar results to the previous equity market case study being found. Sentiment is seen to only sometimes predict returns as computed using the rolling regression model from the system's modelling component. Results incorporating business cycle effects show negative sentiment to have a much stronger impact on WTI returns in recessionary periods (up to -17.3 basis points) than expansionary periods corroborating results from the literature of news absorption and market timing. Lastly, conclusions about the interaction between sentiment and volatility are drawn.

4.4 Conclusion

In this chapter an evaluation of the system described in Chapter 3 as been presented and illustrates how the content analysis and modelling components of the system have combined methods from two disciplines to compute a sentiment variable that has statistically significant explanatory power for determining changes in financial assets. As compared to previous studies, the system removes much of the burden on data collection, constructing a time ordered corpus of text, performing text analysis and computing a time series of sentiment, aggregating and aligning this output with automatically retrieved financial time series data, and finally estimating a statistical model to determine inter-relationships between variables. This has been illustrated by the case studies presented here using different text and time series data for two different financial markets. Using the system the differences that the choice of text data, choice of financial instrument, and choice of model have on results has been investigated and evaluated throughout this chapter.

For the text analysis component of the system, the choice of news and text plays a vital role in determining the statistical confidence of the sentiment variable computed in both financial markets. Agenda-setting columns such as the Abreast of the market in the WSJ and the Lex column in the FT are a good source of information that can reflect and influence investor sentiment. Sources that are respected, having a good reputation with investors, high readership, are well established and can be useful when it comes to creating a proxy for investor sentiment. Market specific news also plays a more substantial role in explaining movements for financial instruments. Industry specific news can act help create a better proxy for predicting changes in instruments in a particular market. News about oil production, policy, and the strength of the
industry acts as a better proxy for market or investor sentiment specific to an asset class such as commodities for instance. Differences are also drawn between informal and formal news. While both have predictive power for asset returns, the difference lies in the degree of explanatory power. Overall the importance in the choice of news in creating a valid proxy for news is evident as evaluated by the different text corpora used by the system.

The algorithm used by the content analysis component showed some differences when including a domain lexical resource with that of a general language dictionary. A glossary of oil industry words from a reputable source Platts and Oil and Gas UK was seen to aid the content analysis capabilities of the system. Words and phrases in the domain glossary typically carry no sentiment bearing terms, referring mainly to industry specific words. The use of domain specific terminology provided an easily adaptable solution for the dictionary based approach. A reduction in the frequency of negativity was seen when extracting sentiment from domain text. This marginally affected the impact of the negative sentiment variable on WTI futures returns. The predictive impact of the sentiment variable from informal domain news was seen to increase while little change was noted for formal media.

In the models computed by the systems, measures of negative sentiment had a stronger relationship with DJIA and WTI futures returns than positive sentiment measures from the same text corpora. Theories from behavioural finance suggest that the effect of sentiment is asymmetric [54]. Market pessimism seen in investor behaviour is also believed to add doubts to the abilities of rational investors to arbitrage and thereby correct market inefficiencies [18]. Studies involving textual sentiment have corroborated the higher correlation of returns with negative words [96] [40]. The results of each case study show an asymmetric response of news on the returns of each asset class, where negative sentiment is a better and more statistically significant explanatory variable for returns. This is in support of the original behavioural model proposed of noise traders and irrational behaviour in financial markets [31].

Differences in the impact of sentiment on returns over time are noted for equity and commodity markets. From computing the rolling VAR models and hypothesis test of sentiment and returns in both case studies, returns are seen to have a higher frequency of predicting sentiment than sentiment has on predicting returns. Large shocks in returns and prices in markets will usually impact investor sentiment and are often then reported in news, while shocks in sentiment will only sometimes impact returns and prices, even if covered in the news. The system found the statistical confidence of the sentiment variable to vary in time for explaining changes in returns in both markets. A VAR model that incorporated business cycle information also showed the explanatory power of the sentiment variable to change in time. A greater impact and absorption of news during economic downturns was seen in the case of the commodities market, corroborating previous studies [42]. The system demonstrated that the interaction between the DJIA and commodities market and the content of news media changes through time. Sentiment impacts returns periodically, while returns impact sentiment much more frequently. The parameters of returns distributions change through time as does the impact of sentiment.
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The capability of the system to be updated each day with new data scrapped from the various data sources also showed the benefit of a computational systems approach.

The impact of information and news has been considered intertwined with volatility in financial markets. With news arrivals clustering in the same way volatility does. Increased variance in a market has been interpreted as new or difficult to process information. This would indicate that news would closely correlate to changes in variance. The DJIA series is shown to have higher volatility than the WTI series, as evident from the results of the baseline GARCH(1,1) model. A number of explanations can be cited for this, one in particular is the regulation of oil markets. One would expect sentiment to have less impact in the oil markets than the equities. Tight restrictions and control, regulation, and the fact that commodities are tied to a physical quantity may mean they more closely reflect fundamentals. Equities are more favoured by the public and as such may be more susceptible to speculation. Although evidence has been given to this conjecture, the text derived proxy presented here shows a marginal relationship to typical volatility estimation and demonstrates a promising avenue for future examination.

The information extracted from news and text by the system whether it acts as a proxy for investor sentiment, market sentiment, noise trader activity, differences in transaction costs, or liquidity effects, has been demonstrated to have explanatory power for returns. Rarely would this information derived from news and text be considered new information but instead would be information that is already known. The type of news and text supplied to the system influences the explanatory power of the sentiment variable produced. Opinion columns are seen to predict an initial response that is quickly reversed in subsequent returns with no lasting or long term effects being observed. Typically, news will be about future events, opinions of these events, and the implications for the business industry, response to this information has been said to be that of noise traders, where the proxy extracted from text is a representation of investor sentiment.

The system implementation evaluated in this chapter provides a platform on which to process text corpora of different topics and subject matter while using the same algorithm and can be augmented with different dictionaries or word lists as inputs. The output from the content analysis component can be merged and aligned with any financial time series data, which can also be retrieved from a number of database and online sources. Several statistical models can be estimated to evaluate the impact and statistical significance of the sentiment variable on changes of a financial instrument. The work in this chapter has provided a thorough evaluation of the system implemented and described in Chapter 3. The system demonstrates a number of automated tasks as a result, including text and time series collection, data processing and aggregation, model estimation, and visualisation. The system removes these burdens from an investigator allowing a result to be computed for the influence of a news source on any financial asset outputting a result and interpretation that can be processed by an investigator more easily and efficiently.
Conclusion

The influence that news media and announcements have on financial markets is well known. Having been thoroughly investigated in the literature, attempts to incorporate their effects have been numerous and vary widely. In more recent times, methods drawn from content analysis and machine learning have become popular as a way to measure the content of news in finance. It has been proposed that the tone of news can be estimated by counting the number of affect terms that occur in an article. The tone estimated from news has been shown to predict financial returns. The predictability of news on financial markets has been mostly interpreted in two ways in financial literature; news reports on information that has not been fully incorporated into price and markets, or news influences the attitudes and beliefs of investors prompting a response. Studies in finance that have studied the content and tone of text have ranged from news articles and social media to earnings releases and corporate disclosures. The literature and research studies using news and textual sentiment have been growing steadily. The application of text analysis methods to financial modelling has been diverse. The work presented in this thesis has also contributed to this growing area of study.

The main objective of this thesis has been to develop and evaluate a system that can be used to compute a time series of sentiment from a corpus of news and to use this variable in a statistical time series model to the returns of a financial instrument. The system has successfully integrated a number of functions to achieve this objective. For the system implementation it was necessary to have functions that could harvest and scrape data from online sources, perform data processing and aggregation, content analysis, and time series modelling. The framework and implementation of the system can take different text sources and financial time series data
5.1 Contributions

There exists a wide range of approaches to modelling financial time series and predicting changes in financial markets. Methods for text analysis and analysing news text are also numerous. A large body of literature exists that has attempted to combine methods from each discipline. Chapter 2 gives an overview of content analysis methods as applied to finance and financial
modelling. Many of the studies have focused on a particular news type or market both of which are chosen subjectively. Some studies describe a framework or system that is catered towards analysing a particular source of news or text for a financial instrument.

The main contribution of this thesis is in the development of a system that can compute a sentiment time series from a collection of news articles or time annotated text. This sentiment variable can then be aggregated with a financial time series in a statistical model to examine any inter-relationship between news and financial markets. The system framework described in Chapter 3 allows any text corpus to be input and time series to be imported as well. The domain independent approach allows different data sets to be used with the system. The system allows different news types to be used to estimate the sentiment variable and the influence of news in different financial markets. This allows a less subjective analysis to be carried but also facilitates an investigation into the relationship between different text types and time series data. The system and underlying framework allows a number of functions to be carried out to perform this task such as:

Collect and scrape text and financial data from different sources, constructing a corpus in XML for text data and retrieving time series data.

Compute a sentiment time series using a component that performs content analysis by importing the structured text corpus and a general language and domain dictionary or word list.

Estimate time series models and hypothesis tests to investigate the explanatory power of the sentiment variable with the financial time series data.

Output and store the results of the estimations and visualise the results.

The system is evaluated using different data inputs and estimates the impact that different news sources and types have on changes in the price of assets for two financial markets. This evaluation takes the form of two case studies in Chapter 4. By using the system, human intervention is kept to a minimum. The burden of data collection, analysis, and interpretation are removed from a user reducing the chance of error in estimation.

The case studies presented in Chapter 4 evaluate the implementation for the system and methods used to construct the sentiment proxy from news text. To examine any inter-relationships between financial markets and the sentiment variable, a number of time series models are estimated in the modelling component of the system to examine the impact of news on returns. A VAR specification is estimated with control variables that account for market anomalies and seasonality. These control variables account for past market returns, the effects of trading volume, volatility, and the weekend and January effects. The control variables are an attempt to isolate the effect of sentiment by including variables that may also account for the same information. The impact of sentiment is seen to be consistent as the VAR model is estimated by the system incrementally including the control variables one at a time to see if any confounding effects with the sentiment variable are seen. In the case of the DJIA, results show a -4.7 basis point impact on DJIA returns from a one standard deviation change (increase) in negative sentiment from
5.1. Contributions

the WSJ *Abreast of the Market* column. General news from the WSJ does not have the same predictive power suggesting that the choice of news is an important factor in constructing the news proxy. This result is robust, remaining statistically significant after extending the data set in time.

To check the influence that news type and source have on this result another agenda-setting column, the FT *Lex* column is used to generate the negative sentiment proxy. It is seen that negative sentiment extracted from the *Lex* column has a larger but similar negative impact on DJIA returns at -8.5 basis points. The results show the average impact of sentiment on DJIA returns and the ability of the system to compute a sentiment variable that is statistically significant and has explanatory information for changes in financial returns. A rolling regression model is also estimated by the modelling component of the system, which is used to assess the explanatory power of sentiment in time. Applying this method to DJIA returns and using the negative sentiment proxy as an independent variable, it is found that returns predict sentiment on more occasions than sentiment predicts returns. News will often report and reflect on events that have occurred and influence markets. The information will have already have been incorporated into price while publications report on events retrospectively. Using the rolling regression model, sentiment is seen to benefit the explanatory power of the model for returns some 21% of the time. The average impact of negative sentiment is associated more with expansionary periods for DJIA returns than recessionary times but its magnitude in expansionary periods (-3.81 basis points) is similar to the average effect over the entire period (-4.7 basis points) without accounting for business cycle effects.

The system uses data from a different financial market that of commodities along with domain news to further investigate the results computed in the first case study. The oil market draws a lot of attention from media where news ranging from geo-political events to natural disasters are reported and their subsequent effects on oil commented upon. Oil is a fundamental product that many industries are dependent on and influences the world economy. With high levels of regulation and frequent announcements, the oil commodity market is an information rich market. The algorithm implemented in the content analysis component of the system aids in the computation of the sentiment proxy by incorporating domain terms and phrases. The sentiment variable computed is used in the modelling component to estimate the influence that a proxy for domain news has on West Texas Intermediate crude oil. The average impact of negative sentiment extracted from oil related news in the Financial Times shows the proxy can account for up to a -8.5 basis point change in WTI futures returns and up to -9.4 basis points for WTI spot returns. The impact of the negative sentiment proxy is dispersed across the five lags of the sentiment variable, with a cumulative (statistically significant) influence of -16.4 and -17.6 basis points for WTI futures and spot returns respectively.

The influence that different text types has on computing the sentiment variable is evaluated by using different text corpora as an input to the system. These text corpora include oil specific news and oil blogs. Using these corpora the difference that formal and informal news has on the
sentiment variables construction can be investigated. By using three different text collections, the change in the resulting coefficients and model incorporating the sentiment variable with returns for each corpus was evaluated. The negative category of the General Inquirer dictionary was shown to perform adequately for constructing a proxy from formal news; the Financial Times crude oil corpus. Filtering this word list with a domain glossary was shown to create a proxy that predicted a higher impact from negative sentiment for domain related informal news; the Oildrum blogs. This latter investigation formed the basis of evaluating the content analysis component and algorithm described in Chapter 3 Section 3.3.2.

The time varying influence of the sentiment variable produced by the system with the commodities financial data was also evaluated. The influence and statistical significance of sentiment was seen to again vary in time, with negative sentiment only sometimes predicting WTI future returns. The results incorporating the business cycles show that negative sentiment has a stronger impact in commodity markets during recessionary periods (up to -17.3 basis points) than expansionary periods. This result is more in line with previous studies by Garcia [42] who suggest investor sentiment and the reaction of market participants to news is greater during economic recessions than expansions.

The system utilises open source tools and freely available datasets. Financial data in particular has seen an increase in availability in recent times with vendors such as Quandl adopting new business models to freely supply high quality data with limited restrictions. The increased data availability, the continued growth of the internet, and pervasiveness of open source technology has meant the volume of data being created and released is increasingly rapidly. With new tools and frameworks being proposed, applications and systems such as the one developed here that utilises a multitude of resources and data sources to perform novel data analysis will benefit greatly.

5.2 Limitations

One limitation of the work presented here relates to whether news text is indicative of real information for financial markets. This brings into question the content analysis based approach of extracting a meaningful measure of sentiment from text. The assumption of the method is that affect and the tone of a text can be summarised by counting the frequency that special pre-tagged terms from a lexicon appear in a text. In the work presented in this thesis it is assumed that a meaningful and well-structured dictionary is used in the content analysis method, this would include the GI dictionary and terminology work done by Stone et al. [92]. Whether these terms are still interpreted as their initial interpretation or their use has changed through time is a consideration for the validity of the GI program and of content analysis methods using this dictionary. Machine learning approaches allow a new model to be trained and updated as new text becomes available. By choosing a representative tagged corpus, a model can learn the most up to date usage of terms and phrases. This approach however, is not as linguistically
motivated. The choice of negativity is no longer in the hands of experts but instead at the choice of the experimenter or defined by a tagged sample. Neither approach is completely objective or convenient but this does not detract from the usefulness of the application.

The application of content analysis methods to the domain of finance adds another assumption that this is a useful approach to create a new explanatory variable that can be used in financial and time series models. Those reading the news are influenced by the content and sentiment contained within the text and that their perceptions and actions are influenced as a result, which is then reflected in market movements. Once the text has been analysed, the output is combined with a quantitative model to examine the relationship of market participants to news. Regression analysis is one the most widely used method in financial literature and time series analysis with analysts identifying relationships among variables and testing hypotheses. The goal of this analysis is to identify which variables have an impact on the dependent variable and to assess the strength of the relationship. The evaluation in Chapter 4 looked at how strong and statistically confident the independent variables effects were on the dependent variable, which was reflected in the $t$-statistics and generalised with the $p$-values of the computed coefficients. The relationship, described as the average effect, looked at a unit increase in the independent variables implying the coefficient value increase in the dependent variable on average. This is an acceptable method for revealing the importance and relevance of independent variables of interest [91]. This allows the results to be represented and the importance of the findings to be expressed. A relationship between variables can be characterised using regression. However, prediction on the back of these results can reveal the limits of such models. Variability exists around the effects and results determined. This needs to be communicated in the reported results. The system architecture and evaluation described in Chapter 3 addressed this issue somewhat by allowing for different models to be used interchangeably. The modelling relies on describing explanatory links between the proxies for news media and changes in returns. VAR, hypothesis tests, and rolling window methods are all employed by the modelling component to assess the statistical significance and the explanatory power of the sentiment variable in a number of ways. Less emphasis is put on forecasting future values of the dependent variable. Nevertheless, the literature gives evidence that linear models are suitable and a common method to examining potential effects between variables. Much of the recent and popular literature that forms the basis of this study has utilised such models. Using parsimonious models and verifying results in a robust manner creates a firm foundation to then explore using different models to examine the dynamics in the data. The development of the system allows different models to be quickly substituted and can form the basis of future work and evaluation.

5.3 Future Work

Having described the contributions of this thesis, potential future work is now presented. The contributions of this thesis include a system that has successfully been evaluated and shown that
news text has a measurable influence on financial returns. Evidence is given for the time-varying effect of the sentiment variable on returns also. Although additional data (information about the business cycle) and statistical methods (rolling regression) are used in conjunction with the regression methods to show this varying effect, further investigation would be necessary into answering why sentiment predictability changes in certain periods. Some evidence is given to support the idea that information is absorbed differently according to business cycles. The state of economy plays a role in the response of investor sentiment and influence of news media. The content of news and period of reporting may also be linked to the response seen in the news proxy. Additional studies focusing on the relationship between the response of financial markets and sentiment from text may help to understand the complexity of this relationship.

Using time series models that can distinguish between the short-term and long-term effects of sentiment computed from news text would be an interesting avenue of research. The use of structural VAR to investigate the contributions presented here, in particular looking at the increased amount of variance being explained with the news media proxies, would help in corroborating the relationship suggested between variables and the short and long-term impact of sentiment on financial returns.

Investigating additional models and their performance would address issues of model uncertainty. The system’s components and framework allow a forecasting model to be incorporated. This implementation could draw more on machine learning techniques to quickly assess the performance of the sentiment variable and how it varies in different estimations. With the increasing availability of tools, applications, architectures, and software libraries, a multitude of models and their performance can be evaluated with relative ease. As larger volumes of new and diverse data become available ways of addressing model uncertainty will be needed [103]. The framework of the system described in Chapter 3 would allow the issue of model uncertainty to be more easily addressed than would otherwise have been achieved before.

5.4 Summary

This chapter has summarised the main body of work in this thesis, potential limitations and shortcomings of the approach, and avenues for future research. The system developed and described in this work combines a number of methods from text analysis, financial time series analysis and econometrics. The text analysis component is used to collect, aggregate and compute sentiment from the content of news and text from different sources and of varying text type. The extracted sentiment variable has been linked to the movement of a market index (DJIA) and a benchmark for the commodities market (WTI). This has shown the flexibility of the system and its ability to estimate the relationship between sentiment and financial returns using different data and models. The results corroborate the literature; negative sentiment extracted from an agenda setting column impacts returns, negative sentiment is more statistically significant and has a greater impact than positive sentiment suggesting an asymmetric impact
for market indices and commodities from news media. The time varying impact of sentiment and relation to volatility highlight the complexity and depth of application of textual sentiment in financial markets. The future work also presents areas of potential investigation. The usefulness of a proxy for information extracted from text and news media using a computational approach is apparent, with a multitude of new avenues of research and applications yet to be investigated.

Computers are involved in most economic transactions and account for the majority of trades executed in financial markets. With the deluge of information set to grow and come from new and unconventional sources, techniques and tools for manipulating this data, making sense of it, and acting upon it will become essential. As new problems arise with the quantity of data and methods of making sense of it, so too will the opportunities. It is the intent that the work presented in this thesis has contributed to making sense of this information in new and unconventional ways and that the techniques, methods, and system presented will aid in understanding the role of textual sentiment in finance.
Appendix: Case Studies - Equities and Sentiment

A.1 Diagnostic Tests

Table A.1: Results for Augmented DickeyFuller test for stationarity up to five lags. DJIA, Negative sentiment, volume, and volatility relate to the time series used in the market sentiment section. Abreast of the market uses time series from 1989-01-03 to 2008-08-25 (n = 4789). The Lex columns is for the period 2005-01-030 to 07-11-2014 (n = 2409) the VIX index is used as the volatility measure. All time series are tested using short (5-lags) and long(order determined by AIC) lag order

<table>
<thead>
<tr>
<th></th>
<th>Aotm</th>
<th>Lex</th>
</tr>
</thead>
<tbody>
<tr>
<td>DJIA</td>
<td>-30.41</td>
<td>-21.43</td>
</tr>
<tr>
<td>Negative</td>
<td>-22.45</td>
<td>-15.52</td>
</tr>
<tr>
<td>Volume</td>
<td>-24.4</td>
<td>-16.4</td>
</tr>
<tr>
<td>Volatility</td>
<td>-26.1</td>
<td>-23.77</td>
</tr>
</tbody>
</table>
Table A.2: Results for Augmented Dickey-Fuller test for stationarity up to five lags. Volatility $v_t$ is a log of the conditional standard deviation from a GARCH(1,1) for DJIA returns. Volume $vlm_t$ is the trading volume of each instrument, $s_t$ is the sentiment proxy from the Lex column for the DJIA column, news flow $svlm_t$ is the number of articles per day. The period includes 2005-01-05 to 2014-11-07 ($n = 2411$). Coefficients are presented in basis points, one basis point equals a percentage point of 0.01%. The significance for each coefficient is given at 1% (Bold Italic), 5% (Bold) and 10% (Italic) levels. Newey-West adjusted standard errors are used to account for heteroskedasticity and autocorrelation of residuals.

<table>
<thead>
<tr>
<th></th>
<th>ADF with 5 Lags</th>
</tr>
</thead>
<tbody>
<tr>
<td>DJIA returns</td>
<td></td>
</tr>
<tr>
<td>$v_t$</td>
<td>-21.43</td>
</tr>
<tr>
<td>$vlm_t$</td>
<td>-16.40</td>
</tr>
<tr>
<td>$s_t$</td>
<td>-15.52</td>
</tr>
<tr>
<td>$svlm_t$</td>
<td>-6.96</td>
</tr>
</tbody>
</table>
Appendix: Case Studies - Commodities and Sentiment

B.1 Diagnostic Tests

Table B.1: Results for Augmented Dickey Fuller test for stationarity up to five lags. WTI futures, Negative sentiment, volume, and volatility relate to the time series used in the commodity sentiment section. All time series are tested using short (5-lags) and long (order determined by AIC) lag order

<table>
<thead>
<tr>
<th></th>
<th>ADF with 5 Lags</th>
</tr>
</thead>
<tbody>
<tr>
<td>FT oil corpus</td>
<td>-25.525</td>
</tr>
<tr>
<td>WTI futures</td>
<td>-25.09</td>
</tr>
<tr>
<td>Negative</td>
<td>-18.399</td>
</tr>
<tr>
<td>Volume</td>
<td>-25.09</td>
</tr>
<tr>
<td>Vix</td>
<td>-28.196</td>
</tr>
</tbody>
</table>
Table B.2: Results for Augmented Dickey-Fuller test for stationarity up to five lags. Volatility $v_t$ is a log of the conditional standard deviation from a GARCH(1,1) for WTI futures. Volume $vlm_t$ is the trading volume of each instrument, $s_t$ is the sentiment variable from the FT crude oil corpus, news flow $svlm_t$ is the number of articles per day. The period if for 2000-01-06 to 2014-11-19 consisting of 3535 observations. Coefficients are presented in basis points, one basis point equals a percentage point of 0.01%. The significance for each coefficient is given at 1% (Bold Italic), 5% (Bold) and 10% (Italic) levels. Newey-West adjusted standard errors are used to account for heteroskedasticity and autocorrelation of residuals.

<table>
<thead>
<tr>
<th></th>
<th>ADF with 5 Lags</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v$</td>
<td>-4.4266</td>
</tr>
<tr>
<td>$vlm$</td>
<td>-24.886</td>
</tr>
<tr>
<td>$s_t$</td>
<td>-18.578</td>
</tr>
<tr>
<td>$svlm$</td>
<td>-13.334</td>
</tr>
</tbody>
</table>
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