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Summary

The increasing growth of multimodal material creates, nowadays, a renewed interest

in innovative approaches to information extraction from meetings and multiparty con-

versations; those approaches make use of various multimodal sources such as video,

audio and resulting transcripts from which information can be derived to produce a

richer semantic analysis of the social interaction.

Social interactions are co-constructed by a combination of contextual and linguis-

tic aspects. However, while the social context of interaction has previously been con-

sidered in relation to the emotional level of communication, fewer studies have been

devoted to exploring the relationship between the context and the linguistic level of

interactions.

This thesis proposes a novel view of context in communication, exploring its ef-

fect on the discourse structure, independently of the a�ective and emotional spheres of

communication. I explore the in�uence of two concepts of context on human-human

communication: the social context (ensemble of the social signals exchanged by the par-

ticipants) and the situational context (situation in which the conversation takes place),

and show the extent to which both, social and situational contexts, have a discourse
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function. In both cases, results show that the information carried by their timing can

be exploited in the detection of discourse events.
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CHAPTER 1

Introduction

1.1 Multimodal and multifunctional interactions

Participation in dialogue is a complex activity that involves sharing and understanding

information at many levels, as well as performing actions for pursuing a certain goal.1

Dialogue participants constantly ‘evaluate whether and how they can (and/or wish to)

continue, perceive, understand and react to each other intentions’, [Allwood et al., 1997,

pp. 20]. They share information about the processing of each other’s messages, elicit

feedback, manage the use of time, take turns, and monitor contact and attention. These

actions are performed in a continuous social interplay constituted by something more

than just words [Argyle, 1983]. Participants in a conversation express themselves with

verbal and non-verbal signals in a dance of mutual exchanges, shared with each oth-

ers at a well de�ned timing.

The results of this interplay are multifunctional and multimodal dialogue utter-

1Go�man [1974] had raised the point that mere co-presence invokes a reaction. A natural question is
if this reaction is a conscious or re�ective. In this thesis only conscious reactions are considered.
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1.1. MULTIMODAL AND MULTIFUNCTIONAL INTERACTIONS

ances. They are multifunctional [Bunt, 2011] because they communicate both linguistic

and a�ective states, and multimodal because participants use all available modalities

in order to get their messages across. Besides speech, face-to-face interactions incor-

porate gestures, facial expressions, head orientation, posture, touch and many other

signals. While participants create the interaction, they shape it by using modalities

other than the lexical content (tone, intonation, gazes, gestures, etc.) and a complete

dialogue model has to take into account the contribution of each of these modalities, as

well as their integration. An in-depth investigation of a multidimensional approach to

the complexity of natural human dialogue having communicative functions in several

dimensions has been reported by Petukhova and Bunt [2009]. The multidimensional

view of an interaction embraces a multimodal nature where participants use several

types of signals (verbal vocalizations, non verbal vocalizations, gestures, gazes, etc.)

to deliver both propositional content (words, sentence, utterances, etc.) and a�ective

states.

As detailed in Chapter 2, many researchers have shown interest in the analysis of

conversational interactions from several points of views. Computational linguists have

investigated the nature of discourse in conversations, elaborating novel discourse the-

ories, ([Grosz and Sidner, 1986; Poesio and Traum, 1997] among others), and dialogue

models [Bunt, 1999]; conversational analysts have explored conversational structures

and dynamics [Sacks et al., 1974; Sacks, 1995; Scheglo�, 2007]; sociologists have con-

sidered conversations as forms of language in interactions [Gumperz and Hymes, 1972;

Go�man, 1967, 2008]; others have explored the relation between non-linguistic events

and the emotional states they might evoke [Schuller and Batliner, 2013].

In this wide range of disciplines, the linguistic content has usually been regarded in

relation to the semantic function of the conversation as conveying the message, while

the non-linguistic content has been studied more in relation to the emotional state

of the conversations2. In other words, there is a separation between the semantic
2The dichotomy semantic/emotional, is here used to distinguished the propositional function of the
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framework/content (words, dialogue utterances, lexical item, linguistic content) and

the social framework/context (intonation, hesitation, laughter, gazes, gestures, etc.)

where the former has been conceived as the semantic channel, while the latter as the

social channel. Although, non-linguistic signals are certain source of information on

feelings, mental states and personality, in this thesis, it is argued that there is space for

an integrated view, where content and context are integrated and contribute at the

same time to the semantic and emotional level of the conversations.

In line with Petukhova and Bunt [2009], I consider conversations as multidimen-

sional constructs, where the same signal can play di�erent roles and contributes to

both the semantic and the emotional level of the conversations. Therefore, I investigate

whether signals belonging to the contextual sphere (for example laughter, overlaps, si-

lences, locations, characteristics of the speaker, time of the day), as well as delivering

emotional information, are also used by participants as a means to structure the infor-

mation �ow of the conversation.

1.2 Content and Context: real world scenario

To clarify the concept of content and context integration, consider the following sce-

narios. Student A and student B are talking in the classroom, complaining about the

di�culties of the exam they have just taken.

Scenario 1: A, who is facing the door, sees the Professor entering the room and whis-

pers: “the Professor is here, let’s change topic", to invite B to change the topic.

Scenario 2: A, who is facing the door, sees the Professor entering the room and says

loudly: Good morning Professor Y, to invite B to change the topic.

conversation from the series of paralinguistic signals that enrich the propositional content with a�ective
functions. However, a clari�cation over this terminology to distinguished these levels of the conversation
is needed. Current work is focusing on discussing this terminology.
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Scenario 3: A, who is facing the door, sees the Professor entering the room; he coughs

and directs a quick gaze towards B, to invite him to change the topic.

These three scenarios represent a common situations in our everyday lives. How-

ever they di�er in the strategies used by the participants to convey information. Com-

mon alternatives are used to deliver the same underlying piece of information: B, the

professor is here, let’s change topic. In the �rst case, the linguistic channel is used in

a direct way (“let’s change the topic"). However the lower intensity (whispers) marks

this utterance as di�erent from normal, and the listener will give it special attention. In

the second case, there is a sudden change of topic, emphasized by a change of intensity

(loudly). No evident linguistic information is used to convey the message. In the third,

the same message is delivered in an even more subtle way, by means of non-linguistic

signals such as coughs and gaze. No linguistic content is uttered by A, however the

timing of the non-linguistic content conveys the indirect meaning: B, the professor is

here, let’s change topic. From scenario one to scenario three, progressively less linguis-

tic/semantic information is used, while non-linguistic signals become more and more

important in delivering the message.

1.3 Main concepts

In section 1.1, I presented the main concepts that will be key in this work: content, con-

text. The �rst represents the propositional content of a conversation, semantic frame-

work, while the second, the contextual framework. In this section I provide a brief

overview of these two concepts, which are discussed in-depth in Chapter 2.

1.3.1 Content

By content I here refer to the propositional content (words, sentences, conversational

turns, etc.). In other words the lexical elements of the conversations’ transcripts.

4
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Referring to the six elements according to which verbal communication is exchanged

[Jakobson, 1961], the content corresponds to the message exchanged between sender

and receiver, as shown in Fig. 1.1. More generally, the message is sent from n partic-

ipants (where n can be, in principle, inde�nitely large)3 to a groups of receivers as in

[Harrah, 1984].

Figure 1.1 – Jakobson’s six factors for e�ective communication.

Speci�cally, in this work I refer to the content of a conversation as the set of mes-

sages (box number 2 in �g. 1.1) exchanged by senders and receivers (the participants

of the conversation) throughout the course of the conversation in a continuous co-

construction of meaning and interaction.

1.3.2 Context

By context of the conversation I refer to the set of non-linguistic verbal signals shared

by the participants and the ensemble of situation, background and situated information

in which the conversations takes place. Aware of the challenges posed by the concept

of context, this thesis de�nes and restricts the analysis to two kinds of contexts in line

with two di�erent perspectives of context in conversation: context as social interaction

(called social context) and context as situation called situational context.4. With this

distinction, I intent to make a �rst step towards a taxonomy of the di�erent de�nitions

of context.
3Although, with n greater than 5, one could imagine a lecture type conversation.
4This can be seen in line with the Jakobson’s context box (box number 1 in �g. 1.1), de�ned as the

other verbal signs in the message, and the world in which the message takes place.
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Social context is the ensemble of non-linguistic verbal signals exchanged by the

participants during the conversation. Situational context is the the ensemble of situ-

ated information deriving from the environment in which the conversation takes place

(location, time of the day, time of the week, but also the relationship between partici-

pants, dominance, purpose of the conversation, etc.). An important distinction between

these two kinds of context is timing: while social context is expressed by signals that

are transient and unfold during the conversation, a more permanent information is

expressed at the situational level (location, gender, etc.)5

Chapter 2 discusses how the �rst de�nition is an elaboration of the conversational

analysts’ concept of context as the social interactions unfolding within a conversation,

and the second an elaboration of critical discourse analysts’ concept of context as the

environmental conditions in which a conversation takes place. For further insights I

refer to Chapter 2.

1.4 Content and Context: an integrated view

While the conversation unfolds, participants exchange their speech utterances and ges-

tures, gazes, non-linguistic vocalizations. Observing a human-human conversation as

an external observer, one can distinguish two levels in the background: the proposi-

tional message exchanged and the context. As previously noted, the context is re�ected

in two di�erent forms 1) the social interaction among the participants and 2) the envi-

ronmental situation in which this takes place. An attempt to provide a visualization of

this structure is made in Fig. 1.2.

In this view the three elements (propositional content, social context and situa-

tional context) are integrated in a unique interplay from which the conversation is con-

structed. The integration of these elements informs what an external observer would

5Time of the day is listed among the situational signals. However the time of the day has a di�erent
granularity from the time in milliseconds that unfolds during the conversation, hence we can assume that
time of the day remains constant during the conversation.
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Social interactions 

Spk1 
Spk2 
Spk3 

<laugh>	
pause	
gap	


Hi there my name is	
 John	
Hi	


Propositional content 

Situational context 

Context 

Content 

location	
 time of the day	
 day of the week	


Figure 1.2 – Visualization of the conversation �ow with content, social context and situ-
ational context viewed from an external observer. The arrows represents the time unfold-
ing during the conversation. The three intertwined lines represents the contribution of
the three speakers (spk1,spk2,spk3) who co-construct the conversation by fusing the three
levels: propositional content (orange) and the social and situational context (blue).

view as the ‘meaning’ of the conversation: he would note not just the propositional con-

tent of the utterances but also the social impact, fusing this information in an unique

message. This view is a generalization of the work of Healey and Vogel [1997] where

an investigation of the dialogue’s meaning according to the participants and an ex-

ternal observer is studied. While there, only the propositional content is taken into

account, here it is argued that the observer’s meaning is given by the propositional and

the contextual level.

In this perspective, the usual distinction between propositional content having a

semantic function and non-linguistic content having a social function leads the way to

a novel view in which those levels contribute to both functions. In other words, the

multifunctionality of a dialogue utterance is not conveyed through distinct modalities,

but several modalities contribute to di�erent functions.

This view brings to examine the conversation from a di�erent perspective than the

traditional syntax, semantics, pragmatics distinction, which allows to concentrate the

analysis from the perspective of an external observer.
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While the focus of attention, i.e. distinguish the part of the context that the partic-

ipant directs their attention to, is an important research topic for cognitive processing,

in this thesis I consider only the conversation as it can be interpreted from an external

observer, without considering the perception that the participants of the conversation

have from an internal point of view. In line with this, I choose in this work, to study

only observable signals rather than those signals which are more prone to interpreta-

tion (like goals and intentions).6

1.5 Motivation and contributions

The increasing growth of multimodal material has brought to innovative approaches

to information extraction from meetings and multiparty conversations. One way to

make information from multimodal sources more accessible is to perform some sort

of structural segmentation of the conversation.

Information retrieval or speech recognition (by means of a more precise indexing

of documents), as well as in speech summarization and topic detection tasks, to cite a

few, bene�t from segmenting the discourse according into di�erent types of units (for

example topic, event segmentation). While many works have provided segmentation

methodologies for semi-structured, scripted forms of interaction (such as broadcast

news), less e�orts have been applied to solving the problem of segmentation of sponta-

neous conversations. Understanding the structure of spontaneous conversations is the

focus of several disciplines such as Conversational Analysis, Interactional Linguistics,

Computational Linguistics as well as Human-Computer Interaction and Human-Robot

Interaction. All these disciplines have investigated conversational structure from dif-

ferent points of view: segmentations based on the pure linguistic exchange (what has

been talked about), segmentation based on the speaker’s role inside the group of partic-

6Similarly, the speaker’s individual goals and purposes are not considered in this thesis, as they belong
to the individual sphere of the participant. Intuitively, they could also form another level of context, an
intentional context, which is left to future studies.
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ipants and segmentation based on the moment of the interaction (opening vs closing

vs body). However, to the best of my knowledge, it is still not clear how diverse co-

existing modalities that participants use in spontaneous communication co-participate

to de�ne the structure of the conversation, and how those di�erent modalities can pro-

vide information on the structural segmentation. While the content of the conversation

remains the main indicator and cue for determining the semantically coherent parts of

the interaction, contextual factors may also provide useful information.

This thesis shows how social signals and situational information convey a discourse

value that can be exploited to derive information about the structure of the conversa-

tion.

The main contributions of this thesis are:

i) analyzing the interaction of context and content in spontaneous conversation.

ii) exploring the existence of a discourse function of context (social and situational)

in two ways:

1ii) Context as social interactions. I explore whether the social aspect of the

conversation (the social context) has a discourse value. In other words, whether speak-

ers use non-linguistic verbal signals to structure the conversation (discourse function

of social context).

2ii) Context as situation. I explore whether situational aspects (e.g. location,

time, speaker relation, etc.) in�uence the way speakers structure a conversation (discourse

function of situational context).

1.6 Objectives and Research Lines

The �rst objective of this thesis is to understand how propositional content, social in-

teractions and situational context fuse together and co-participate in structuring the

discourse. The second objective is to investigate whether and how elements belonging

to the social level and elements belonging to the situational level provide information

9
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about the conversation’s structure. To investigate this, I consider two research lines

(hereafter RL) exploring the contribution of:

RL1: social context on topic segmentation;

RL2: situational context on event segmentation.

1.6.1 RL1: Social context and topic segmentation

The �rst research line investigates whether social context provides useful information

on the presence of topic boundaries. One of the ways of determining the structure

of a conversation is �nding the boundaries between fragments of conversation about

the same topic. This topic segmentation task has been widely explored in Computa-

tional Linguistics and related �elds, in particular regarding broadcast news. However,

it remains a challenging task when it is related to spontaneous conversations for two

reasons. Firstly, the de�nition of topic in spontaneous conversation is less sharp than

in broadcast news and, secondly, the noisy nature of the data poses challenging hurdles

to pure linguistic based segmentation techniques. In Chapter 2 an extended overview

of the state of the art covering topic de�nition and di�erent topic segmentation algo-

rithms is provided. Chapter 4 investigates whether a correlation exists between social

interactions, speci�cally a subset of social signals (laughter, overlaps, backchannels,

silences) and topic changes. It will be shown how signi�cant correlations are found

between these non-linguistic vocalizations and the topic boundaries.

1.6.2 RL2: Situational context and event segmentation.

The second research line investigates whether situational context provide useful infor-

mation for event segmentation. Another way to determine the structure of a conver-

sation is to segment events in conversation. Speci�cally, I refer in this thesis to the

segmentation between relevant and non-relevant events in the sense of noteworthi-

ness (de�ning noteworthy as worthy to be annotated/remembered). With this in mind,

10
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I investigate whether information about the situation in which the conversation takes

place (location, time, relation among participants, etc) is relevant to the detection of

relevant/noteworthy information. Chapter 5 presents an analysis of the correlation

between situational information and relevant chunks of conversations, and shows that

the use of situational information improves the performance in automatically detecting

relevant events from conversations.

1.7 Applications

Multimodal natural-language based dialogue systems are increasingly becoming feasi-

ble and attractive human-machine interfaces. Such interfaces o�er a model of interac-

tion that has certain similarities with natural human communication, since they use a

range of input and output modalities which people normally employ in communica-

tion, such as speech, gesture, gaze direction and facial expressions. One of the direc-

tions underpinning natural language interfaces is the incorporation of multimodality

into virtual environments, for example embodied arti�cial conversational agents. The

design of dialogue systems that exhibit interactive behavior may be expected to bene�t

from a good understanding of human dialogue behavior and from the incorporation

of social mechanisms that are key in human communication. This thesis proposes a

novel view of the contextual aspects of communication, exploring their relationship

with the discourse structure, rather than with the a�ective and emotional sphere of

communication. When it is socially appropriate to laugh, to interrupt, to maintain a

long silence, are all pieces of information that can improve the social intelligence and

responsiveness of arti�cial agents. In Chapter 6, I discuss in more depth the possible

applications that could bene�t from the know-how emerging from this research.
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1.8 Detailed outline

Chapter 1 provides an overview of the thesis, by describing the main objectives, mo-

tivations and research questions. A high level description of the mechanisms of human-

human interactions is given and the focus of this work is described. How three levels

(propositional content, social interactions and situational context), intertwining, in�u-

ence the discourse structure, as well as how they contribute to delivering the message

of a conversation, will be the focus of the thesis. In Section 1.6, two complementary

research lines are presented: RL1: investigation of the correlation between social con-

text and topic segmentation; RL2: the correlation among situational context and event

segmentation. Finally in Section 1.8, a short description of each chapter’s content is

provided.

Chapter 2 provides a description of the background behind the analyses of social

interactions. First, an historical background of the di�erent disciplines which have

considered human-human interactions is given. Secondly, two main concepts (content

and context) and the theoretical debate behind them are discussed. Finally, I describe

the state of the art for the two lines of research that are the focus of this thesis: RL1 and

RL2. An overview of the de�nition of topic together with the working de�nition in this

thesis is provided, and the current state of the art of topic segmentation is described.

While many approaches to topic segmentation are provided, a methodology that makes

an explicit and intentional use of social signals has not been explored yet. A description

of related work regarding event detection, in particular noteworthy events, is provided.

Chapter 3 provides a description of the data explored in this thesis, consisting of

three corpora: the AMI corpus, the TableTalk and the Callnotes corpus. The three

corpora represent an increasing spectrum of spontaneity from AMI to Callnotes, being

the AMI the more controlled scenario and Callnotes the more un-controlled one.
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Chapter 4 provides the analysis related to RL1 and investigates the discourse func-

tion of social signals. The relation between social signals and a discourse phenomenon

such as topic changes is explored, investigating whether social signals have a discourse

function in addition to their social function. Di�erent analyses that investigate the tem-

poral dynamics of laughter, backchannels, silences and overlaps, are described, �nding

a relation between topic changes and a decrease of social signals. Speci�cally, it is found

that immediately after a topic change there is a signi�cant drop in social activity, de-

�ned as interactional entropy.

Chapter 5 provides the analysis related to RL2 and investigates whether and how

situational signals in�uence the prediction of events in social interactions. The focus

is on noteworthy events, de�ned as events worth remembering, and the relation be-

tween situational information and the distribution of noteworthy events in telephone

conversations. I propose two analyses: a correlation analysis and a classi�cation anal-

ysis. A correlation between situational signals and noteworthy events emerges from

both the analyses. I conclude, therefore, that situational signals are correlated with the

distribution of noteworthy events.

Chapter 6 This Chapter summarizes the main �ndings of the thesis, and presents

several applications that would bene�t from such �ndings. Finally potential directions

for future work are discussed.
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1.9. SUMMARY

1.9 Summary

This chapter provides an overview of the thesis, describing the main objectives, moti-

vations and research questions. A high level description of the mechanisms of human-

human interactions has been given and the interest of this work has been described

in the relation of the social context and the situational context of conversation with

the discourse structure. How these three levels (content, social context and situational

context) intertwine and in�uence the discourse structure and the way in which they

contribute to construct the message of a conversation is main focus of the thesis. Two

complementary research lines have been presented: RL1: investigation of the corre-

lation between social context and topic segmentation; RL2: the correlation between

situational context and event segmentation. In the next Chapter, I provide an overview

of the state of the art relevant as background to this thesis.
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CHAPTER 2

State of the Art

2.1 Introduction

In this chapter, an overview of the historical background behind the analysis of social

interactions is provided. The chapter is structured in three parts. The �rst focuses on

the historical background of the di�erent disciplines which have considered the analy-

sis of human-human interactions; the aim of the section is to o�er an overview of the

historical context and of the academic discussion on the topic, rather that analyzing

in detail the historical connections among the di�erent thinkers. In the second part,

a discussion of the two main concepts of this thesis in their historical framework is

presented: an overview of the state of the art on discourse theory is provided in order

to situate the study of content, then, the de�nition of context and the numerous inter-

pretations provided by di�erent research lines (conversational analysis, interactional

sociolinguistics) is presented. As anticipated in Chapter 1, this thesis follows two re-

search lines, aiming at answering di�erent, though related, research questions: RL1,
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2.2. HISTORICAL BACKGROUND

the analysis of social signals and topic changes and RL2 the analysis of situational

signals and event detection; in the third part of this literature review, I focus on these

two directions; in relation to RL1 I explore the di�erent approaches to the de�nition

of topic and the state of the art techniques for topic segmentation, and in relation to

RL2 I report the current state of the art on event detection, discourse summarization

and in particular noteworthiness detection.

2.2 Historical Background

Social interactions, in particular human-human conversations have been the focus of

interest of many di�erent research �elds, from anthropology, linguistics and ethnomethod-

ology to conversational analysis and interactional sociolinguistics.

2.2.1 Etnomethodology

The interest in the analysis of conversations and human-human interactions grounds

its roots in sociology, particularly in the work of the american sociologist ethnomethod-

ologist Gar�nkel [1967] who inaugurates the study of everyday life as a research �eld

in its own right, moving on from the post World-War-II sociological conception that

everyday lives were too random to support systematic analysis.

With the term ethnomethodology, Gar�nkel refers to the study of methods which

societies use to establish an internal social order. Looking at the day-to-day experiences

of people, in their daily interactions, ethnomethodology explores the social orders that

societies are able to create through natural language, considered the main form of social

interaction which allows mutual understanding, mutual engagement, in other words

that leads to a social order. Gar�nkel also suggests that the knowledge of a member of

a group is never de-contextualized; rather knowledge and action are deeply linked and

constitutive of each other. The fact that participants are aware of the surrounding cir-

cumstances provides for the stable organization of their activities; this understanding
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2.2. HISTORICAL BACKGROUND

emerges from a continuos mutual language exchange and interpretation. His sociolog-

ical research represents the premises for a novel view of conversations as part of social

interactions and has in�uenced both interactional sociolinguistic and conversational

analysis contributions.

2.2.2 Interactional sociolinguistics and ethnography of communica-

tion

The interest of examining linguistic exchanges as part of social life emerges from the

work of the linguist anthropologist Gumperz and the sociologist Go�man [Gumperz,

2008]. Go�man describes how language is situated in particular circumstances of so-

cial life and how it re�ects and adds meaning and structure to those circumstances.

Although a clear border between di�erent currents is not well established, and it is be-

yond of the scope of this thesis to provide one, the work of Gumperz, Hymes and Go�-

man [Gumperz and Hymes, 1972; Go�man, 1967, 2008] comprises the body of research

that has been known as interactional sociolinguistics, as the research line focusing on

language in its social context, the language used in interaction by closely observing a

‘speech event’ in a particular community. In the words of Gumperz [2008, pp. 215] :

Interactional sociolinguistics is an approach to discourse analysis that has

its origin in the search for replicate methods of qualitative analysis that

account for our ability to interpret what participants intend to convey in

everyday communicative practice.

In this, it is evident the in�uence of the ethnography of communication approach

[Hymes, 1964] who fosters the study of social interactions by concentrating on the situ-

ation in which the conversation takes place. More recently interactional sociolinguistic

has been continued by Goodwin [1981]; Tannen [1989]; Schi�rin [1994]. As shown in

section 2.3.2.2, the concept of situational context and of situational signals exploited in

this work is built on the interactional sociolinguistic concept of talk in situation.
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2.2.3 Conversational Analysis

Conversational analysis (CA) is the �eld of research which focuses its attention on so-

cial interactions. According to Heritage [2008], CA inherits from Go�man the concept

of talk-in-interaction, and from Gar�nkel the idea that conversations are ethnomethods,

de�ned as methods used to assess social order. However, the main focus of CA is on

identifying the internal order of social interactions, namely conversations. This �eld

of study emerged from the work of Harvey Sacks, in collaboration with Emanuel Sche-

glo� and Gail Je�erson, in the early sixties. The �rst approach to conversational anal-

ysis emerged from the privately circulated lectures of Sacks [1995], followed by early

publications in sociological journals [Scheglo�, 1968; Scheglo� and Sacks, 1973]. For

this reason, the �eld became visible to sociologists as a continuation of Gar�nkel’s eth-

nomethodology work. While sociologists like Gar�nkel were interested in the study of

social order per se, in CA, researchers are interested in exploring the social order within

human-human interactions. The structure and the unwritten laws (turn taking, over-

lapping, etc.) which rule human-human conversations are, thus, the focus of interest of

conversational analysts. Sacks, Scheglo� and Je�erson introduced a novel methodol-

ogy in the analysis of social interactions, that consists of data collection (recording and

transcription of conversations) and a rigorous study of the rules implicit in such tran-

scriptions, such as the turn taking algorithm, the opening/closing pattern, etc. Heritage

[1984, pp. 241] points out the main assumptions which form the basis of conversational

analysis:

1) interactions are structurally organized (see the turn organization in Sacks et al.

[1974]);

2) contributions to interaction are contextually oriented (participants are aware of

the situation);

3) the �rst two properties make it possible for conversations to provide a social

order.
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Conversational analysts explore the structure of conversations by looking at rules,

patterns, common behaviors in the empirical conduct of speakers. This thesis is framed

within the context of conversational analysis, in its aim of understanding the conversa-

tions’ structure and organization that the participants create by intertwining di�erent

modalities during social interaction.

2.2.4 What is a conversation?

Despite being the center of analysis of many research �elds, de�ning a conversation

is not an easy task. Goodwin [1981] starts his Conversational organization: Interaction

between speakers and hearers by trying to de�ne what a conversation is. He refers to

Go�man [1976] who discusses two di�erent approaches to the de�nition of conversa-

tion: casual talk in everyday setting or the equivalent of spoken interaction. However,

Goodwin notices how conversation is also a special case of what Go�man [2008] had

previously de�ned focused interaction as the kind of interaction that occurs when per-

sons gather close together and openly cooperate to sustain a single focus of attention.

This is in contrast with unfocused attention created by mere co-presence of partici-

pants. Go�man also notices that, though the conversation is de�ned in terms of talk,

it can include behaviors other than talk, linguistic and non-linguistic behaviors, verbal

and non-verbal.

2.2.5 Verbal vs non-verbal and linguistic vs non-linguistic events in

conversations

In social interactions, a distinction between verbal and non-verbal signals has to be

made and requires an in-depth re�ection. Verbal signals refer to everything expressed

through the audio channel (words, laughs, backchannels where audible, coughs), while

non-verbal signals refer to all the other signals (facial expressions, gestures, postures,

gazes, etc.). Within these categories, a further classi�cation is necessary, as both verbal

19
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and non-verbal signals can be linguistic and non-linguistic. Linguistic verbal signals are

the sounds participants utter with an intentional linguistic meaning (e.g. at a syntactic

level: the words), non-linguistic signals are the sounds participants emit which do not

have a linguistic value (e.g. a sneeze).

Similarly, non-verbal signals can be linguistic (such as gestures having an inten-

tional linguistic meaning, e.g. those used in substitution of words) or non-linguistic (

such as a gesture or a posture which does not convey any linguistic meaning) [McNeill,

2008]. These four categories play a crucial role in the overall meaning of the interaction

and clarity regarding their de�nition is therefore necessary. However, many di�erent

names have been used. Schuller and Batliner [2013] talking about non-linguistic signals

refers to paralinguistics, intended as everything that belongs to the acoustic channel

(viz verbal), and extra-linguistics,intended as everything belonging to the non acoustic

signals (viz non-linguistic non-verbal signals).

[...] de�ning paralinguistics as the discipline dealing with those phenom-

ena that are modulated onto or embedded into the verbal message, be this

in acoustics (vocal, non-verbal phenomena) or in linguistics (connotations

of single units or of bunches of units). Thus, I restrict the term to every-

thing that can be found in the speech signal, e.g., in telephone speech or

in audio recordings, which cannot be described only in strictly phonetic

and/or linguistic terms. [Schuller and Batliner, 2013, pp. 5]

In this thesis I consistently use the terminology: (non-) linguistic and (non-) ver-

bal, to refer to these four categories. However, a di�erentiation between verbal, non-

verbal and linguistic, non-linguistic is not always easy. As noted by Rosch [1975, 1999]

a fringe example is constituted by �lled pauses, that, although always considered as

verbal non-linguistic phenomena, normally follow the phonotactics of the native lan-

guage, and cannot be placed everywhere. They respect thus, linguistic rules, and they

are considered as words in automatic speech recognition.
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The di�culty in marking an exact boundary between linguistic and non-linguistic

signals is a fertile ground in which the following hypothesis can be explored. If verbal

non-linguistic signals follow linguistic rules as well as phonotactic rules of the language

of the speaker, they also might follow discourse/syntactic rules (e.g. laughter to mark a

topic change, longer pauses to mark a topic change, gazes to mark relevant parts of the

conversation). Thus, the boundary between linguistic and non-linguistic elements of a

conversation can be considered as a blurred demarcation line. In Chapter 4, I investigate

the discourse function of non-linguistic verbal signals, showing how they do play a role

at the discourse level.

2.3 Historical background of content, social context and

timing

In this section I provide an overview of the theoretical background behind two main

concepts of this work: content and context.

2.3.1 De�nition of content

Van Dijk [1977], de�ne discourse as :

[...]utterances of natural language may be theoretically reconstructed as

sequences of sentences, in which morpho-ponological, syntactic and se-

mantic properties of a sentence are accounted for in relation to this of

other sentences of the sequence. [...] The sequence is also been studied

in its own right, viz as discourse. [Van Dijk, 1977, pp. IV]

In the recent years, there has been a wide interest in discourse analysis, and more

recently in discourse analysis of speech, particularly at how discourse emerges beyond

the sentence, how humans are able to create coherent discourse by combining pieces of

information, how topics �ow within a discourse, etc. As noted by Schi�rin [1994], one
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can distinguish two main trends in discourse analysis, the formalist approach, that

looks at discourse as language beyond the sentence level (but still structured), and the

functional onewhich deals with actual language use (and takes utterances as the basic

unit). In the �rst case, there has been a primary interest in understanding the structure

of the conversation and how sentences (or speech production) are connected in order

to create a coherent discourse. Many theories have been developed to understand the

discourse structure,1 such as Hobbs [1985] the Rhetorical Structure theory by William

and Thompson [1988], the Grosz & Sidner theory [Sidner and Grosz, 1986], the DRT

on a more formal semantic level [Kamp et al., 2011].

With respect to the use of language, many works have been conducted in psy-

cholinguistics and sociolinguistics in order to better understand discourse production,

comprehension and acquisition.2 Anthropology, the study of rhetoric, sociology and

literary scholarship, have also produced interesting works related to the analysis of dis-

course. Anthropology has paid attention within the �eld of ethnography of speaking

analyzing discourse types in di�erent cultures and societies [Maranda, 1972; Van Dijk,

1977]. Finally, social psychology has examined the e�ect of discourse and its content

in relation to beliefs and behaviors of individuals in society in the frameworks of mass

media messages [Hovland, 1966; Van Dijk, 1977].

One of the methods of analyzing the discourse structure is by segmenting it into

coherent fragments, but degrees of freedom in the de�nition of coherence can lead

to di�erent fragmentations. A reasonable fragmentation would segment the discourse

into topically coherent segments, by detecting topic changes. In Chapter 4, withinRL1,

I discuss whether and how social context generated by non-linguistic verbal signals (viz

social signals) has a discourse function in marking topic changes, and can therefore aid

in their prediction.3 Another method of analyzing discourse is by detecting relevant

1For a wider overview please refer to Ghosh et al. [2012].
2For an overview over this literature refer to Balota and Marsh [2004]
3The fuzzy de�nition of topics is discussed in section 2.4.1.
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events. In Chapter 5, within RL2, I investigate whether and how situational context

(where, when, between who the conversation takes place) in�uences the way partic-

ipants structure the discourse, and whether it could thus help with the detection of

relevant noteworthy events.

2.3.2 De�nition of context

Context is a multifaceted concept that has been studied across di�erent research disci-

plines, including computer science (in particular with arti�cial intelligence) cognitive

science, linguistics, philosophy, psychology, and organizational sciences [Adomavicius

and Tuzhilin, 2005]. Each discipline tends to narrow down the standard dictionary def-

inition of context to conditions or circumstances which a�ect something, [McKechnie,

1983]. Therefore, there exist many de�nitions of context even within speci�c sub�elds

of these disciplines. Bazire and Brézillon [2005] present and examine one-hundred and

�fty di�erent de�nitions of context from di�erent �elds.

In linguistics, the relation between language and context has been a key concept

both in pragmatics and in ethnographic studies [Goodwin, 2003], and scholars in the

last twenty years have led towards a more dialogically conceived notion of contextu-

ally situated talks. The attention devoted towards context started with anthropological

linguists in the mid sixties4, when scholars began to consider languages in the social

context as a form of social engagement. Similarly, Ochs and Schie�elin [2001], have

shown how the process of language acquisition in children has to be considered as lan-

guage socialization, as it is not only learning a language, but learning a set of social

rules within the language. Language, thus, has often been studied in context, or to say:

in a situated discourse. In this framework, as stated by Duranti [1999, page 2]:

Providing a formal de�nition of a concept can lead to important analytic

insights. [...] However it might not be possible at the present time to give a

4See Section 2.2.2 for further details.
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single precise technical de�nition of context, and eventually I might have

to accept that such a de�nition might not be possible.

While there is a general consensus regarding the importance of context in linguistics,

researchers often disagree on what should be considered as context. In fact, the way in

which context is treated, distinguishes di�erent research traditions [Tracy, 1998]. Con-

versational analysts, for example, consider context those elements that belong to the

sequential unfolding of the interaction (Section 2.3.2.1), and believe that other factors

like gender, social background, location, political context, should only be taken in con-

sideration if they are made relevant within the interaction. Critical discourse analysts,

on the other hand, argue that it is the connection between social background, location,

time, gender/political/cultural aspects, and the linguistic interaction that needs to be

examined most explicity (Section 2.3.2.2).

From a di�erent point of view, context has also been a key notion within the context-

aware computing literature. In an early work, Schilit and Theimer [1994] de�ne context

as location and the identity of nearby people and objects. Only several years later Dey

moved from a de�nition-by-example to a more abstract de�nition [Dey, 2001, pp. 3]:

Context is any information that can be used to characterize the situation of

an entity. An entity is a person, place, or object that is considered relevant

to the interaction between a user and an application

This is probably the �rst de�nition to be broadly adopted within the computational

sciences. Dourish [2004] further analyzes the de�nition of context in computational

environments, distinguishing two main views of context: representational and inter-

actional. The representational view separates context from action. In some sense con-

text de�nes an action and provides some form of information about it. This view also

assumes that context could be de�ned before an action and has a single interpretation

across various activities. On the opposite hand, the interactional view de�nes context as
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a relational property. Moreover, the scope of the context is de�ned dynamically, there-

fore no enumeration of contextual conditions is possible beforehand. Dourish [2004]

explains that context arises from the activity, it is actively produced, maintained and

enacted in the course of the activity at hand. In many context aware computation sys-

tems (eg. recommendation systems) the representational view is adopted. Contextual

conditions are enumerated beforehand by a system architect or expert of the domain.

This provides a much simpler and computationally feasible approach, compared to the

interactional view.

A parallelism emerges. The conversational analysis perspective on context is mod-

eled by the interactional view, as it better represents the dynamic nature of the interac-

tion. The context emerges dynamically from the interaction among participants, hence,

no prior enumeration of the contextual information is possible. On the other hand, the

Critical Discourse analysis perspective �nds a good �t with the representational view,

as the environmental aspects are separated by the action (in this case the conversation)

itself, but provide information about it.

On the basis of this linguistic/anthropologic discussion, as well as on the computa-

tional literature, lie the two interpretations of context de�ned here: the social context

(closer to the conversational analysis de�nition) of signals exchanged by participant

during the interaction, and the situational context as the ensemble of geospatial, tem-

poral, social, political, cultural settings in which the interaction takes place (closer to

the critical discourse analysts de�nition.). In detail:

Social context is the ensemble of the social signals exchanged by participants, where

by social signals I refer to non-linguistic signals (laughter, gaze, head movements, ges-

tures, backchannels, hesitations, etc.) performed during the interaction. The timing of

social context is the discourse timing in a continuous unfolding of events. Social signals

are described in Section 2.3.2.1.
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Situational context is the ensemble of the environmental conditions in which the

conversation takes place (location,time, relation between participants, gender, age, so-

ciopolitical conditions etc.). These signals re�ect the social situation, the environment

in which the conversation takes place as in the interpretation of context made by in-

teractional sociolinguists and critical discourse analysts. Situational signals will be de-

scribed in 2.3.2.2.

Relating with Dourish [2004]’s distinction, the social context is represented in an

interactional sense, while the situational context is represented in a representational

sense. In Chapter 4 and 5, subsets of social signals and of possible situational informa-

tion are considered.

2.3.2.1 Social Context through Social Signals

Conversational analysts consider context as the set of signals evoked in the sequential

unfolding of the conversation, these non-linguistic signals (both verbal and non-verbal)

that participants exchange in interactions. The study of both verbal and non-verbal

non-linguistic signals has been of interest to many research �elds during the years, such

as pragmatics, ethnography of communication, linguistic anthropology, sociology of

language, sociolinguistics. Recently it has also attracted the interest of a new research

line which goes under the name of social signal processing, that de�nes the novel

concepts of social signals, or behavioral signals.

Social Signal Processing refers to social signals as the verbal and non-verbal non-

linguistic signals exchanged in communication (for example: laughs and coughs, as

well as gazes, gestures etc). The �eld �nds an early predecessor in Malinowski [1947],

who, for the �rst time, used the term phatic communication in linguistics, referring to

those expressions which are expressed to construct a social bond with the interlocutor.

The �rst main introduction to pragmatics is provided by Levinson [1983], but only Mey

[2001] introduces, for the �rst time, social aspects to the study of pragmatics. In 2007,

26



2.3. HISTORICAL BACKGROUND OF CONTENT, SOCIAL CONTEXT AND TIMING

Pentland [2007] describes the use of social signals to better understand human-human

interactions. He does not provide a de�nition of social signals, but intuitively refers

to the gestures, facial expressions, gazes, vocal prosody etc, that participants exchange

during an interaction. Pentland distinguishes between two signaling frameworks in

which social interactions have been addressed. The �rst comes from cognitive psychol-

ogy and focuses on emotions: people perceive others’ emotions through stereotypes

facial expressions, tone of voice etc, so social signals can be useful in understanding

participants’ emotions. However, participants are able to hide their emotions, so their

measurement is not easy. The second framework comes from linguistics and treats so-

cial interactions, where vocal prosody and gestures are features of the linguistic chan-

nel. Pentland argues that an alternative computational framework is social signaling

in which social signals are used to convey participants’ intentions and attitudes. This

is di�erent from the linguistic case because it considers purely non-linguistic elements

of conversation, and is di�erent from the emotional one in that it does not relate to the

inner emotion of the speaker, but to the intention that the participant wants to convey.

Pentland’s distinction between emotions, considered as inner feelings, and attitudes,

considered as the intentions that the speaker wants to convey (which is not necessarily

his inner feeling), has been exploited in Madzlan et al. [2014b,a].

Pentland [2007, pp. 108]’s words present of social signals as contributing to the

understanding of a conversation at the same level as the discourse:

Social signaling is what you perceive when observing a conversation in

an unfamiliar language and �nd that you can still see someone taking the

charge of a conversation or establishing a friendly conversation.

A systematic overview of what has then become a proper research �eld known as

Social Signal Processing (SSP) is given by Vinciarelli [2009] and by Pantic et al. [2011].

Social signal processing is here de�ned as a technological domain that aims to provide

computers with the ability to sense and understand human social signals. During so-
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cial interactions, non-linguistic behaviors convey information for each of the involved

individuals and determine the nature and the quality of the social relations. This is

achieved by means of a wide range of behavioral cues that are displayed and perceived

almost unconsciously. Vinciarelli [2009] provides a taxonomy of behavioral cues and

their related social signals. In particular, the author lists: physical appearance, gesture

and posture, face and eye behaviors, vocal behavior, space and environment. Table 2.1

lists the signals related to each category.5

Behavioral cue Social signals

Physical Appearance
Height
Attractiveness
Body shape

Gesture and Posture
Hand gesture
Posture
Walking

Face and Eye Behavior
Facial expression
Gaze Behavior
Focus of attention

Vocal Behavior
Prosody
Turn Taking
Vocal outburst
Silence

Space and environment Distance
Seating arrangements

Table 2.1 – Behavioral cues Vinciarelli [2009] - reduced table.

In this work, the term social signals will be used hereafter to indicate the verbal

non-linguistic phenomena that, in my hypothesis, can have a function at the discourse

(hence, in fact, linguistic) level. I direct the reader to Chapter 4 for a deeper description

of the signals analyzed in this work.

2.3.2.2 Situational Context through: Situational Signals

Tracy [1998] describes a view of context at a more extended level, namely as the so-
5The original table presented in [Vinciarelli, 2009] presents the behavioral cues in relation with the

related social behaviors and technologies.
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cial/political/cultural situation in which the conversation takes place.

Once again, an early predecessor is Malinowski, who [Malinowski, 1947, pp. 306]

introduces the concept of context in situation, indicating the conditions under which a

language is spoken. From an anthropological perspective, in the seventies, Gumperz

and Hymes [1972] propose that in order to understand a culture, it is necessary to pay

attention to the speech events. It is thus stated that, from social interactions, it is possible

to understand not only grammatical competence, but also insights on the cultural and

social context in which the conversation is settled. Interesting is the SPEAKING grid by

Hymes [1972] an acronym to help analyst to remember the key elements to take into

consideration in analyzing speech events: Setting, Participants, Ends (as goals), Ac-

tions, Key (as manner and tone) and Instrumentalities (as channel of communication

used), social and cultural Norms of the interaction, and the Genre (as text type) of the

text. Later on, Kendon [1990] introduces the idea of context as the (back)ground against

which a text becomes interpreted. However, this background is a quite fuzzy concept,

that fosters the discussion in many directions [Kendon, 1990; Duranti and Goodwin,

1992]. These works underline three key concerns, that can be summarized as follows:

�rstly, they recognize a recurrent methodological problem in determining at what level

to de�ne the situation one studies; secondly, they underline the existence of an increas-

ingly complex understanding of context; thirdly, they stress the important role played

by the discussion of context in understanding the relation among language structure,

social organization and culture [Duranti and Goodwin, 1992]. Others have tried to put

order in the context de�nition using layers; Fetzer [2004] distinguishes a linguistic con-

text (genre, intonation), social context (participants, roles, situations), socio-cultural

context (organizational dimensions) and cognitive context (memory, prior knowledge,

mental representations).

Finally, it is worth reporting the concept of situations in Natural Language Seman-

tics [Barwise and Perry, 1981; Kratzer, 2014]. Situation semantics was developed as an
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alternative to possible worlds semantics. In situation semantics, linguistic expressions

are evaluated with respect to partial, rather than complete, worlds, in other words with

respect to a situation. The scope of an expression is restricted to a particular domain,

or situation.

In this works situational context is studies through situational signals. These in-

clude, for example: the gender of the participants (if known); the location in which the

conversation takes place (outdoor/indoor or the exact geo-spatial location if known);

the number of the participants, the time of the call, the day of the call, the relation

among the participants in a telephone conversation belong to the situational context.

In Chapter 5, this de�nition is used to explore to what extent the situational context

in�uences the conversation structure.

2.4 State of the art of topic segmentation and event seg-

mentation

The following section presents the background on which the research lines RL1 and

RL2 (described in Section 1.6) are based. In relation toRL1, this section provides an in-

depth analysis of the de�nition of topic over time, related to the �eld of study (Section

2.4.1) and it provides a de�nition of topic in social interactions as applied in this thesis.

Thus, in Section 2.4.3, an overview of the state of the art of discourse segmentation

is provided. In relation to RL2 an overview of discourse noteworthiness detection

studies is addressed in Section 2.4.4.

2.4.1 De�nition of Topic

There are few terms in linguistics that have been as problematic as topic, and few terms

have had such an in�uence in a wide range of disciplines from linguistics, to arti�cial

intelligence, text analysis, discourse analysis, etc. Di�erent disciplines have approached

the problem from various perspectives, tackling the concept of topic at di�erent levels,
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exploiting a wide variety of phenomena such as referentiality, predication, information

structure [Sornicola, 2006]. The aim of this section is to give a structured description

of the di�erent theories and di�erent de�nitions of topic, developing a conceptual map

which would facilitate a de�nition of topic that better suits our framework.

2.4.1.1 Beyond an intuitive notion of topic

Fragments of a discourse or conversations are the working material and source of in-

terest for any discourse or conversational analysts. To determine those fragments of

conversation a segmentation process is implicitly necessary. Although segmenting a

conversation on some form of coherence is an essential step for structuring the conver-

sation or the discourse, it is di�cult to decide what constitutes a satisfactory unit for

the analysis. The type of decision that is typically made is to rely on an intuitive notion

of topic. Participants stop talking about X, and start talking about Y. This notion of

topic is merely an arbitrary way to unify a chunk of text or discourse as being about

something, and the next chunk about something else. An in-depth formalization of

the concept of aboutness is provided by Ginzburg [1995a], who assesses an extensive

theory of aboutness by introducing a semantic theory of questions.

2.4.1.2 Topic and discourse analysis

In the notion of topic one can distinguish sentence topic, what is predicated about an

entity in a sentence and discourse topic, what a part of a discourse is about, [Van Dijk,

1981], with respect to the unit under consideration. An early de�nition of topic was

provided by Hockett [1958, pp. 201] in the context of American Structuralism and can

be recalled in terms of topic opposed to comment, ie. as what is being talked about

opposed to what is being said about what is being talked about. This de�nes

topicality in terms of aboutness. The same line is followed by Lambrecht [1994], whose

de�nition of topic as about is a milestone in the entire discussion on topicality.
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A referent is interpreted as the topic of a proposition if in a given situa-

tion the proposition is construed to be about this referent, i.e. as express-

ing information which is relevant to and which increases the addresses’s

knowledge of this referent. [Lambrecht, 1994, pp. 131]

In his contribution, Lambrecht states that for an element to be referred to as topic

it has to be referential, Topic-of a proposition, where the proposition is what is talked

about (the comment). In this view, the existence of topic is strictly related to the exis-

tence of comment. In many approaches, a correspondence, even if not an exact corre-

lation, has been assumed between Topic-Comment and Subject-Predicate, [Lambrecht,

1994; Strawson, 1974]. Yet this association is problematic, as together with obvious

similarities, sentence topics can be expressed in di�erent ways; for example in di�er-

ent syntactic movements, such as passivisation, left dislocation and special syntactic

construction. E.g. 2.4.1-a and 2.4.1-b.

2.4.1-a The new president (subj+topic) has been strongly criticized for his foreign policy.

2.4.1-b The people (subj) criticized the new president (topic) for his foreign policy.

2.4.1-c For his foreign policy (topic), the the new president(subj) was criticized

Sornicola [2006] underlines the di�erences between those two concepts as belonging

to distinct levels of analysis: the couple Topic-Comment anchored to the pragmatic

dimension and the pair Subject-Predicate to the syntactic one. An example, given by

Sornicola [2006]:

2.4.1-c John loves the sea.

2.4.1-d S[NP[John] VP[V[loves]] [NP[Det[the] NP[sea]].

2.4.1-e As for John, I am telling you, John loves the sea.

32



2.4. STATE OF THE ART OF TOPIC SEGMENTATION AND EVENT SEGMENTATION

The simple utterance in Ex:2.4.1-c can be described at the syntactic level as in

Ex:2.4.1-d (John being the subject), or at an informal pragmatic level as in Ex:2.4.2-e

(John being the topic, and ‘John loves the sea’ being what I say about the topic). Topic-

Comment belongs to the pragmatic level, even if there may be a connection with the

syntactic level. In other words one cannot state the equivalence topic == subject, but

can exploit this connection in the particular syntactic cases in which the relation holds.

Also interesting is the de�nition by Chafe [1976] who represents topic in terms

of temporal and spatial frame of a sentence. In this view, topic is a unit which sets a

spatial, temporal, or individual framework for the main predication (i.e. the comment),

and which is partly integrated into the sentence structure. In other words, the topic

is a set of domain and context speci�c constraints for the comment. This view is

of particular interest, and anticipates, at a sentence level, notions that will be made

explicit at the conversational level.

What the topics appear to do is limit the applicability of the main predica-

tion to a certain restricted domain. . . . The topic sets a spatial, temporal,

or individual framework within which the main predication holds.[Chafe,

1976, 464]

The de�nition given by Chafe underlines that topic (even sentence topic) can be consid-

ered as a discourse notion, that serves to de�ne the center of attention of the sentence

(Chafes’s functional role of the topic). Finally, Grobet [2002] de�nes topic as an anchor

between discourse units. Her de�nition lies at the micro level of the sentence, but it

strictly relates with the discourse level. In both Chafe’s and Grobet’s de�nitions, the

notion of topic emerges at the sentence level, for �nding a more complete realization

at the discourse level.

At the discourse level, topic has been the center of attention of both discourse theo-

ries and conversational theories. In discourse analysis, many have tackled the problem

of topic and content representation of a text. The �rst approach to discourse topic is
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the one by Keenan [1976]. This study introduces the concept of discourse topic empha-

sizing the fact that discourse topic is not a simple NP, but a proposition about which

some claim has been made. Focusing on children’s speech, they de�ne the topic in

terms of question of immediate concern expressed by a sentence. Their implication is

that for each fragment of a discourse there must be an idea which represents the entire

topic of the fragment. Brown and Yule [1983] introduce the notion of topic framework,

that makes a characterization of a topic on the base of the context. A topic framework

can be described as a the set of features required to answer the question what is the

text talking about and it depends on both the speaker/writer and on the hearer/reader

(what the hearer/reader knows about the speaker/writer). In fact, their notion of topic

framework is related to why the speaker said what he/she said in a particular context

and to a particular hearer. Finally, Givón [1983] analyzes the notion of topic and com-

ment and the information structures of the discourse taking into account the coherence

among multiple sentences of the discourse. Givón believes that the de�nition of topic

as an atomic singular and discrete unit at the sentence level (the so-called micro topic)

should be replaced by a model that represents the topic of multi-sentence paragraphs

and their continuity through the text.

The notion of discourse topic in the framework of discourse analysis implies taking

into account the notion of sentence topic (what is the sentence about) and the continuity

of this topic in a coherent discourse. In all previous approaches, the sense of aboutness,

formalized in Ginzburg [1995a,b], plays a main role in the de�nition of topic, but its

meaning is enriched in the context of text coherence: topic is referred to as a chunk of

text which shows coherence in term of aboutness, where coherence on “what we are

talking about", can be obtained in di�erent ways. Halliday and Hasan [1976] talk about

cohesion in English as a means to coherence. According to their view, lexical cohesion

is created by the use of lexically cohesive relations (repetition of the same word, the

use of a synonym for a word, the use of a superordinate for a word and the use of
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collocations). Building on this concept, Morris and Hirst [1991] showed that the lexical

chains in a text tend to re�ect the discourse structure of that text. That is, the pattern of

topics and subtopics in a document is similar to the pattern of occurrences of di�erent

elements of the lexical chains in that document. In this sense topic can be seen as

emerging from a metaphorical chain lexical elements that evolve throughout the text.6

Finally, it is worth noticing the distinction underlined in [Jokinen and Wilcock, 2006]

between topic of a conversation, in the Ginzburg’s sense of aboutness, and newsby, as

the new information about the topic.

2.4.1.3 Topic and conversational analysis

In conversations, the concept of topic presents di�erent challenges. First of all topics

are constructed by interaction between participants. Topics are constructed, not pre-

existent, and things a participant wanted to say may not get said because the topic

�ow has taken a di�erent direction from that of our previous intervention. Here the

attention on a possible sentence topic has given way to that of the speaker’s topic, and

then to the notion of the mutual construction of a discourse topic in conversation by

two or more participants (Chafe [1997] among others). In Sacks’ words:

Talking topically doesn’t consist in blocks of talk about a topic. When you

present a topic you can be assured that others will try to talk topically with

what you’ve talked about, but you can’t be sure that the topic you intended

was the topic they will talk to.[Sacks, 1995, pp. 762]

Sacks [1995] underlines how topicality in spontaneous conversations involves both

a cognitive and an interactive process. It is not something predetermined and already

known to the participants in the conversation, but an achievement worked out by their

mutual negotiation of the topic. The focus on interaction is visible in a shift from the
6The concept of lexical chains will in�uence also one of the �rst topic segmentation algorithm [Hearst,

1997].
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what perspective to the how perspective: topic is not only represented in terms of

aboutness, but also in how it is manifested and signaled.

To conclude this Section, in Fig. 2.1, a �gurative conceptual framework of the de�-

nition of topic is provided.7

2.4.2 Working de�nition of topic in this study

As emerged from the discussion in the previous sections, topic is a complex term whose

de�nition has been tackled by many scholars.

In this work, I consider topic in conversational interactions, taking from Sacks

[1995] and his de�nition of topicality which establishes the importance of the context,

situation and timing together with aboutness. Sacks [1995] underlines how topicality

in spontaneous conversations involves both a cognitive and an interactive process. A

topic is not something predetermined and already known by the speakers, but it is an

achievement worked out by their mutual negotiation. A shift from the what perspec-

tive to the how perspective occurs: topic is not only represented in terms of aboutness,

but also in how it is manifested and signaled. In fact, moving from a discourse to a con-

versational perspective, interaction and timing become two fundamental notions that

help construct the de�nition of topic, together with aboutness. What we are talking

about is not su�cient anymore, but, the topic of a discourse will be determined by the

conjunction of what we are talking about together with when and how.

A topic is hence the result not only of the aboutness, what the participants are

talking about, but also of the interaction among the participants. In what follows, I

provide an example of spontaneous conversation where the situational and the social

context play a role at the content level, changing the course of the conversation and

the topic.

Speaker A and Speaker B are talking about X. Speaker B sneezes and Speaker A,

after the social politeness formula (bless you), stops talking about X to assess the health
7The Figure is at the end of this chapter.
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condition of Speaker A, with a sentence like: are you ok? are you getting a cold?, or

shall I close the windows? Speaker B accepts the new topic, updating Speaker A about

his/her recent cold. In other words, in conversations, di�erently from texts, both the

content and the interaction among participants contributes to the co-construction of

the conversation, intended as the co-construction of the sequential topic of the con-

versation. In this case the trigger signaling a topic change is a non-linguistic verbal

event. When and how the sneeze happens, in�uence the evolution of the conversation.

Therefore, for the present work, I have considered topics as: chunks of conversation

showing coherence in sense of aboutness and social context. In other words, for

a chunk of conversation to belong to the same topic, it is not su�cient to talk about

the same thing, but it is necessary that no external break is present. By external break I

intend a break in the conversation due by an external event, than trigger the conversa-

tion towards a new topic (such as a new person joining, something breaking, a sneeze

occurring such that it changes the �ow of the conversation with the the assessment of

the physical condition of one of the participants). In Section 4.2, I will show how the

datasets used in this thesis re�ect this de�nition.

2.4.3 Discourse segmentation

From a methodological point of view, the simplest answer to the question: what is topic?

is the subject of a conversation. Sometimes this answer is extremely clear. In a newspaper

each article could be seen as tackling a di�erent topic, as well as in meetings, each item

in the agenda could be represented as a di�erent topic, [Purver, 2011]. However, some-

times, this is not so clear. If one considers a meeting with a single agenda item, then the

subject of the meeting will be broadly topically coherent, but, during the meeting there

may be di�erent phases that represent di�erent activities (presentations, round table

and decision making, etc.). Those activities represent a di�erent way to topically seg-

ment the meeting, referring to a paralinguistic level (pragmatic in this case) more than
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a linguistic level (that would involve the concept of aboutness, described above). This

is a completely di�erent point of view, but it is also a way of fragmenting the discourse

which goes under the de�nition of discourse segmentation. In terms of Passonneau

and Litman [1997], these di�erent activities are di�erent intentions of the conversation.

Including these as one topically coherent segment or treating them as separate units

is an open question, probably depending on the application purpose. Gruenstein et al.

[2005] pointed out the di�culties of de�ning topic among annotators by asking anno-

tators to mark topic shifts in the ICSI Meeting Corpus, [Shriberg et al., 2004]. Results of

this research show that segmentation can be a hard task also for humans, in particular

when the subject of the conversation is not constrained and the discourse structure is

not well de�ned (Kappa agreement among two annotators around 44.6 - 46.5%). On the

other hand it appears in [Banerjee and Rudnicky, 2006] that agreement improves if the

annotators are familiar with the topic of the conversation.

Three main approaches can be distinguished in topic segmentation algorithms: 1)

content based approaches, 2) boundary-detection based approaches, and 3) a combina-

tion of the two. In the �rst case, the aim is to detect a change in the lexical content, in

the second, it is to identify cues of the boundary among two topics.

2.4.3.1 Content based approaches

Approaches based on changes of content rely on the fact that people talk about dif-

ferent topics in di�erent ways: they use di�erent words, and refer to di�erent things.

Discussing a particular set of concepts, people will use words relevant to those con-

cepts; and discussion on particular entities, objects or places will involve a relevant set

of names and related referring expressions. These notions are based on the work of

Halliday and Hasan [1976]. Repeated mentions of the same concepts will therefore be

associated with repeated reference, whether by using the same words or phrases or by

using co-referent or anaphoric terms [Morris and Hirst, 1991]. Conversely, a change
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in topic will be associated with the introduction of new vocabulary. Hence the vocab-

ulary (and/or the set of referring expressions) used in a text of conversation remains

relatively constant during the discussion of each topic, but changes markedly when we

move between topics. Regions with relatively small changes should then correspond to

topic segments, with large changes at the segment boundaries. The same may be true

for features of the non-linguistic content, depending on the domain: in multi-party dia-

logue one may �nd that di�erent speakers are more or less active during the discussion

of di�erent topics, or that some particular gestures are typical of inter or intra topic

segments [Eisenstein et al., 2008].

In this framework, lexical cohesion has been the most exploited measure: Hearst

[1997] introduces a metric to measure the di�erence in lexical cohesion between neigh-

boring sections, where this would indicate a new topic. Reynar [1994] used clustering

to group together neighboring sentences which appear very similar to each other until

he builds up a set of topic clusters which cover the whole discourse. In all those meth-

ods, topics are associated with content and therefore characterized by a particular set

of words, concepts and referents. The above mentioned algorithms make use of the

notion of aboutness. If this is a reasonable assumption for text based situations, the

case of speech may be di�erent.

In all these works, in fact, the discourse segmentation has been in�uenced by the

text segmentation literature, and dialogues have been considered as pure text. While

this relation may hold for broadcast news or controlled speech, it is more di�cult to

use the same parallelism in dialogue segmentation where the interactional level plays

a fundamental role. Weinstein [2009] adapts the measure of similarity of Hearst [1997]

for speech, analyzing a corpus of monologues and song lyrics, but he does not take into

consideration the interactional level.

In addition to purely lexical based techniques, many have used content based meth-

ods, exploiting other forms of content with combinations of feature: conversational
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features such as vocalization, dialogue structure, Galley et al. [2003], video features,

Dielmann and Renals [2007] or speakers role, Hsueh and Moore [2007]. An interesting

recent approach by Luz [2012] exploits very simple and robust content-free information

for detecting topic boundaries that the authors annotated in medical meetings. He uses

a Naive Bayes classi�er, trained to manually annotated corpus and exploiting pauses,

individual vocalizations and group vocalizations.

2.4.3.2 Boundary detection based approaches

The second main approach to topic segmentation exploits distinctive features of topic

boundaries. When switching from one topic to another, speakers tend to signal this

shift. There are various cue words and phrases (discourse markers) that directly provide

clues about discourse structure, Grosz and Sidner [1986], Hirschberg and Grosz [1992].

In certain domains there can be very speci�c cues, eg. mentions of the next item on

the agenda in formal meetings, and reporters’ name and network identi�er in news

broadcasts. Boundary detection methods have also exploited some prosodic features:

before moving to a new segment, it is common to pause for longer than usual, as well as

when starting a new segment, speakers then tend to speed up, speak louder and pause

less [Passonneau and Litman, 1997].

2.4.4 Event segmentation: the case of noteworthy events

In RL2, the aim is to investigate how the situation in which the conversation takes

place can in�uence and, therefore, help to understand, the structure of the discourse

itself, what is important, which events are worthy to extract. In Chapter 5, I concen-

trate on the relation between situational factors and the detection of relevant events,

where relevant is here considered as noteworthy (worthy to take note of). Extracting

relevant events from a discourse, as well as from a conversation, is the �rst step to-

wards creating a summary of the discourse itself. In fact event detection, in this case
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noteworthy event detection, can be considered as a particular case of discourse sum-

marization: the aim is to summarize the conversation maintaining only the chunks that

the participants wishes to recall. The task is thus preserving information that may be

worth annotating for later recall. Although related, the main distinction between au-

tomatic summarization and detection of noteworthy information lays in the notion of

relevance. The aim is �ltering pieces of information that the user considers noteworthy.

The concept of relevant in noteworthiness detection does not include informative frag-

ments of content, which would be part of a summary, unless those fragments are also

worth remembering for future recall. To the best of my knowledge not many scholars

have investigated the possibility as well as the necessary knowledge for automatically

detecting noteworthy elements in a conversation. The reason might be that judging

which pieces of information are noteworthy is a very subjective task. Galley [2006]

investigates inter annotator agreement in summarization and �nds that a low inter an-

notator agreement is one of the challenges of meeting summarization. Di�erent people

have di�erent ideas on what should go into a summary of the same meeting. If this is

true for summarization, it might be true also for noteworthiness detection. In fact,

di�erent persons might have di�erent ideas on which notes should be taken from the

same conversation, depending on what they are more afraid to forget, on what they

consider more relevant. A low inter annotator agreement in meeting noteworthiness

detection, in fact, has been shown to be a main challenge also in noteworthiness dis-

covery by Banerjee and Rudnicky [2009]. Banerjee et al. investigate the feasibility of

discovering noteworthy chunks in meetings, exploring if a notes-suggestion task can

be accomplished by a human being. To this aim they investigate whether it is possi-

ble for a human to identify noteworthy utterances in a meeting such that: (a) For at

least some fraction of the suggestions, one or more meeting participants agree that

the suggested notes should indeed be included into their notes, and (b) The fraction of

suggested notes that meeting participants �nd noteworthy is high enough that, over a
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sequence of meetings, the meeting participants do not learn to simply ignore the sug-

gestions. To answer this question they conduct a pilot Wizard of Oz study where a

human Wizard was asked to listen to the conversation in a meeting and to suggest to

participants chunks to be inserted in their notes. In order to imitate the condition of an

automatic system, the Wizard could only suggest sentences as they resulted from the

automatic transcription of the meeting (without summarizing them). In addition, since

the system would have had no understanding of the content of the meeting, they chose

a Wizard who had no-prior knowledge of the content of the meeting. The experiment

was conducted by the same Wizard over nine meetings, and the results report a Wiz-

ard’s Precision of 0.35 and Recall of 0.41 over the manual annotations of the participants

of the meeting. In [Banerjee and Rudnicky, 2008], the same authors apply techniques

developed in extractive meeting summarization for automatically identifying notewor-

thy information from meetings. Towards this end, they have recorded sequences of

weekly project meetings where participants take notes and manually detect those ut-

terances in the meeting that are most closely related to these notes, and label them as

noteworthy. As a consequence, every utterance in the meeting sequence is labeled as

either noteworthy or not. They extract several lexical features such as n- grams, term

frequency and inverse document frequency and information about who has uttered the

current and next utterance. They use this dataset to train a Decision Tree classi�er and

they achieve precision of 0.15, recall of 0.12 and f-measure of 0.14.

To the best of my knowledge [Banerjee and Rudnicky, 2008] is the closest prior

work in noteworthiness detection, which shows the challenges of the noteworthiness

detection task in meetings. Conversations, in particular telephone conversations, present

even more challenges such as: noisy environments, noisy transcriptions. However, they

also present an ensemble of situational information that could bring an interesting or-

thogonal knowledge with respect to the lexical one used by Banerjee and Rudnicky

[2008]. In Chapter 5, I investigate how situational signals such as location, time of the
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day, time of the week, gender of the speaker, can provide a strong contribution to the

detection of noteworthy events.
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2.5 Summary

This Chapter provides a description of the background behind the analyses of social

interactions. First, an historical background of the di�erent disciplines which have

considered human-human interactions has been given. Secondly, the three main con-

cepts (content, context and timing) and the theoretical discussions behind them have

been discussed. Finally I have described the state of the art of the two lines of research

that are the focus of this thesis: RL1 and RL2. De�nitions of topic and the current

state of the art of topic segmentation has also been described. While many approaches

to topic segmentation have been provided, a methodology that makes explicit and in-

tentional use of social signals has not been explored yet. The next Chapter describes

the three datasets analyzed in this thesis.
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Figure 2.1 – Conceptual Map of the approach to topic in the Literature.
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CHAPTER 3

A spectrum of dialogue corpora

In this Chapter I present the three datasets used to carry out the analyses of this thesis.

Collections of multimodal interactions cover a wide spectrum of verbal, non-verbal

and social phenomena. However, the majority of current resources do not address all

aspects of social interactions at once, but focus on the investigation of speci�c contexts

and settings; for example some datasets represent informal spontaneous interactions

and other task based situations.

Aware of the wide range of the di�erent "speech-exchange systems” [Sacks et al.,

1974], in this work I consider three datasets that represent three di�erent speech ex-

change systems, investigating the correlation between the content and the context of

a conversation in di�erent scenarios:

• working/task-based scenario;

• spontaneous chit-chat;

• telephone spontaneous conversations.
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The working-task based scenario is represented by the AMI (Augmented Multi-party

Interaction) Meeting Corpus [Mccowan et al., 2005], a collection of meetings recorded

in an in-vitro experiment at the University of Edinburgh. The spontaneous conversa-

tion dataset is represented by the TableTalk corpus, a collection of three days’ chats

among friends, over co�ee. The telephone conversations are represented by the Call-

notes corpus Carrascal et al. [2012], a collection of real users’ phone calls, collected

within a project conducted by Telefonica Research.1

3.1 AMI corpus

3.1.1 General information on the corpus

The AMI (Augmented Multi-party Interaction) Meeting Corpus is a multi-modal data

set consisting of 100 hours of meeting recordings [Mccowan et al., 2005]. The dataset

is derived from real meetings, as well as scenario-driven meetings designed to elicit

several realistic human behaviors. The recordings use a range of signals synchronized

to a common timeline. These include close-talking and far-�eld microphones, individ-

ual and room-view video cameras, and output from a slide projector and an electronic

whiteboard. During the meetings, the participants also had special pens available to

them that recorded what was written. The meetings were conducted in English us-

ing three di�erent rooms with di�erent acoustic properties, and included mostly non-

native speakers.

The AMI corpus comprises scenario based meetings and natural meetings, where

the former are task based conversations, while the latter are free chats over di�erent

topics (usually working discussions among speech researchers). Part of the richness

of a corpus stands in the annotation provided on the data. The AMI Meeting Corpus

1The AMI corpus is available under Creative Commons Attribution ShareAlike Licence, the
TableTalk is freely available at http://sspnet.eu/2010/02/freetalk/. The Callnotes cor-
pus is not publicly available, but it was available to this study by reason of a collaboration with Telefonica
Research.
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includes manually produced orthographic transcriptions for each speaker, with word-

level timing. In addition to this, it also contains a wide range of other annotations, not

just for linguistic phenomena but also detailing behaviors in other modalities. These

include dialogue acts; topic segmentation; summaries of the meeting (for abstractive

summarization); named entities; the types of head gesture, hand gesture, and gaze di-

rection that are most related to communicative intention; movement around the room;

emotional state; and where heads are located on the video frames. All these annotations

are provided for the scenario based meetings, while some are missing for the natural

meetings.

3.1.2 Scenario Based meetings

The majority of the corpus has been collected by having participants playing di�erent

roles in a �ctitious design team that takes a new project from kick-o� to completion

over the course of a day. Participants were recruited within the University of Edin-

burgh students, researchers or other professionals. The day starts with training for the

participants about what is involved in the roles they have been assigned (industrial

designer, interface designer, marketing, or project manager) and then contains four

meetings, plus individual work to prepare for them and to report on what happened.

Their work also includes web pages, email, text processing, and slide presentations,

and all these data are provided together with the recording, transcripts and annotation

of the corpus. Although the controlled-scenario clearly reduces the spontaneity of the

discussion, it provides other advantages, such as the possibility of detecting the out-

come of the meetings, in terms of success rate, as well as �ner control of the behavioral

dynamics of the di�erent roles. On the other hand, there is no guarantee that the par-

ticipants are engaged in the task/conversation and that the outcomes are comparable

with a spontaneous interaction.

The scenario is played over 4 meetings of around 20 min. The participants play
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Figure 3.1 – AMI screenshot - © AMI website: https://www.idiap.ch/dataset/ami/ (URL
last veri�ed on May 2015).

the roles of employees in an electronics company and they have to develop a new type

of television remote control. They are told they are joining a design team whose task,

over a day of individual work and group meetings, is to develop a prototype of the new

remote control. Each scenario maintains the same participants playing the role of the

interface designer, the project manager, the marketer and the industrial designer, and is

composed of a kick o� meeting, a functional design meeting, a concept design meeting

and a detailed design meeting. The participants were chosen not to be expert in the

role they were given and not to be familiar with each other.

3.1.3 The AMI corpus in this study

The analyses in this thesis are based only on the scenario based meetings recorded in

Edinburgh (ES meetings) which represent a total of 60 meetings out of 138. However

only the 57 having topic annotations were selected. The analyses are based on the tran-

scription and annotation of the dataset Version 0.2, for a total of 717239 word tokens.

Conversations are all in English, but participants are not all English native speakers (91

of 187 are English native speakers, the rest is divided among 27 other nationalities2).

2Arabic, Czech, Dutch, English, Estonian, Finnish, French, German, Greek, Hindi, Italian, Konkani,
Malayalam, Mandarin, Persian, Polish, Portuguese, Russian, Spanish, Swedish, Swiss, Tamil, Telugu, Viet-
namese, Wolof, Romanian.
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The meetings have an average length of 29.3 minutes (standard deviation 9 minutes)

and 5509 turns ( median 5740, standard deviation 2113.6).

AMI transcription provides annotation of start and end times at the word level and

transcriptions of many nonverbal outbursts under the label of vocalsounds. Table 3.1

reports the list of all the vocalsounds annotated and their frequency in the considered

meetings.

As one can see, in the subset of AMI here analyzed, there are 3687 instances of

laughter, 294 of coughs and 2623 others, which represents the underspeci�ed label. In

addition to this, to the purpose of this thesis other information has been extracted at

the utterance level, speci�cally: overlaps, silences, lexical and nonlexical backchannels.

In this work I consider lexical backchannels and non-lexical backchannels, the former

being a series of standard backchannels such as yeah, yep, right, alright, the latter being

Mm-hmm, ah ah, uhm, uuhm. Table 3.2 shows the frequency of laughter, overlaps,

silences, backchannels in the corpus.

3.1.4 Problems in AMI annotation and solutions proposed

As noted in Gilmartin et al. [2013a], AMI presents some peculiarities regarding the

laughter annotation: these include, missing end times or end time equal to zero, start

time equal to zero, end time smaller than start time. However these cases appear to

be quite rare in the dataset. In particular, over the 57 Edinburgh meetings with topic

annotation (used in this corpus) there are:

• 22 laughs with a negative duration

• 17 vocal sounds (not laughter) with negative duration

Since, over a total amount of 3687 laughs and 2623 other vocal sounds these cases

amount to a very small percentage (0.6%), the rows corresponding to such events have

been removed from the analysis. Since the timing annotation in AMI is at the word

level, the nearby elements of the dialogue were not a�ected by this.
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Vocalsound Frequency
clicking-noises 1
clicks-�ngers 1
cough 294
do-d–do-sounds-imitating-whistling 1
fricative-exhalation-indicating-displeasure 1
fricative-noise 1
hums 1
imitates-background-typing-sound 1
imitates-rigorous-unidenti�ed-sound 1
laugh 3687
loud-exhale 5
makes-buzzing-sound 1
makes-clicking-sounds-with-tongue 1
makes-machine-noises 1
makes-straining-sound 1
makes-tapping-sounds 1
makes-tutting-sounds 1
nasal-sound 1
other 2623
random-noise 1
random-sound 1
rhythmic-exhalation 1
sound-imitating-an-alarm 1
sound-imitating-devouring-something 1
sound-imitating-pager 1
sound-imitating-vibration 1
sound-imitating-zapping 1
sound-indicating-fatigue 1
sounds-imitating-joystick 1
sounds-imitating-machine-noises 1
sounds-imitating-winding-up 1
stammering-sound 1
vocal-noise 4
weird-noises 1
whispers 1
whistling 5
yawn 1

Table 3.1 – Types of vocalsounds annotated in AMI
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Signal Freq.
Laugh 3687
Overlaps 44016
Silences 21992
Lexical Backchannels 6577
Non lexical Backchannels 3470

Table 3.2 – Frequencies of social signals in the considered AMI corpus

3.2 TableTalk

3.2.1 General information on TableTalk

TableTalk3 is a corpus of free �owing natural conversations, recorded at the Advanced

Telecommunication Research Labs in Japan. It is a multi-modal corpus of conversations

among �ve individuals [Campbell, 2009; Jokinen, 2009b]. In order to collect as natural

data as possible, neither topics of discussion nor activities were restricted in advance.

The recordings were made in an informal setting over co�ee, by three female (Aus-

tralian, Finnish, and Japanese) and two male (Belgian and British) participants. The

recordings are carried out over three sessions, of di�erent lengths ranging from 35’

to 1h and 30’, recorded on consecutive days. The conversations are fully transcribed

and segmented for topic, and also annotated for a�ective states of participants and for

gesture and postural communicative functions using MUMIN [Allwood et al., 2007].

TableTalk has been analyzed in terms of engagement and laughter [Bonin et al.,

2012a,c; Gilmartin et al., 2013a,b], lexical accommodation [Vogel and Behan, 2012], ges-

tures and gaze [Jokinen, 2010, 2009a].

3.2.2 The TableTalk corpus in this study

In this thesis, the analyses are based on transcripts of the entire corpus: about 3h 30,

31523 tokens and 5980 turns. Speci�cally day one lasts 34.33 minutes, day two 82 min-

3Freely available at: http://sspnet.eu/2010/02/freetalk.
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utes and day three 83 minutes. In this case the entire corpus has been used, as the entire

corpus presented topic annotation. Transcriptions have been carried on by non-native

labelers, and the timings at the utterance level have been marked. Backchannels can be

retrieved from the transcription as they have been transcribed as Mm-mm, yeah, yep

as well as laughter, that have been marked with the convention @w. In addition, to the

purpose of the analysis in this dissertation, overlapping utterances and silences have

been extracted.

Figure 3.2 – TableTalk screenshot.

Table 3.3 reports the frequency of these signals within TableTalk.

Signal Freq.
Laugh 680
Overlaps 1423
Silences 1750
Lexical Backchannels 861
Non lexical Backchannels 607

Table 3.3 – General Figures of TableTalk

3.3 Topic annotation in TableTalk and AMI

The choice of these two corpora is due to the following reasons: they represent two

examples of task based (AMI) and spontaneous (TableTalk) corpora, and they are pro-
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vided with topic annotation. AMI provides the annotation of top-topics and subtopics.

Top-level topics refer to topics whose content re�ects the main meeting structure, while

subtopics re�ects small digressions inside the core topics.

In TableTalk, topics have been annotated manually by two labelers with no distinc-

tion is made between core topics and subtopics.

For the following analysis in this thesis, I rely on the annotation provided with the

corpora, focusing on the core topic segmentation of AMI, as more similar to the coarse

grain topic segmentation presented in TableTalk, and in line with the de�nition of topic

provided in Chapter 2.

However, the AMI annotation of topics presents some gaps between di�erent top-

ics, since there are words that are not included in a particular topic. Speci�cally, analyz-

ing the dataset, it emerged how the annotators seemed to have a clear idea on when a

topic would start, but, not about when a topic would end. In particular in the chitchats,

transitions among topics present a gray zone of turns belonging nor to the previous

neither to the second topic. Since in my analysis, topics are to be considered as con-

tiguous, I apply, on the entire dataset, the assumption that words outside a topic belong

to the previous contiguous topic. This is in line with the fact that it is more clear when

a topic starts rather than when a topic ends. Therefore, if there is topic A, followed by

topic B, and the end of topic A is marked before the start of topic B, leaving out some

turns, the end of topic A is extended in order to include those turns.

In particular a word belongs to the topic if it:

• is fully included in the topic

• starts before the topic and ends within the topic

• starts within the topic and ends after the topic

• starts after the end of a topic but ends before the start of the next topic
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3.4 The Callnotes Corpus

3.4.1 General information on the Callnotes corpus

The last dataset analyzed in this dissertation is the so-called Callnotes corpus. Such

corpus is the result of a human-computer interaction research conducted by Telefon-

ica research and described by [Carrascal et al., 2012]. The corpus is constituted by

cellphone conversations of Spanish speakers. In the study of Carrascal et al. [2012],

a large sample of mobile phone conversations was recorded and semi-automatically

transcribed, as participants were given the opportunity to revise the automatic tran-

scriptions during the annotation phase. The calls were recorded from real everyday

conversations that the participants were making during a set period of time from their

cellphones. Participants were recruited among people who had o�ered to participate

to the experiment and they could choose whether to use the default calling application

of their phone or the callnote application. By choosing the callnotes application they

knew that their call would have been recorded and transcribed, but, as reward they

were getting the call for free. A message warning that the call was being recorded was

played both on the caller and the receiver side. After the call the participant could log

in to a web system, see their list of calls and delete the calls they they did not want to

share for the study. The study spanned for 64 days, in which 796 mobile phone conver-

sations from 62 volunteering subjects (20 female) were recorded. All the participants

were Spanish native speakers, having an average age of 31.5 years (s=7.52, min=20,

max=51). Hence, all conversations were recorded and transcribed in Spanish.

In addition to the call, also metadata about the call (e.g. duration, date, time) was

stored along with the actual conversation and its transcript. Finally, participants were

asked to annotate and provide contextual information about the call. They have to an-

notate the parts of their calls that they would like to take a note of: i.e. relevant or

noteworthy fragments of conversations. To this end, they used the Web interface to

access their calls and highlighted with the mouse the parts of the transcript that they
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considered to be worth keeping for future reference. The participants were asked to

�ll out a questionnaire after annotating each call, which was used to collect contextual

information, including: location of the call (at work, at home, while commuting, while

doing shopping, while exercising), and category of the call (discussing a topic, taking

an appointment, giving/receiving information, asking a favor, social). Finally partic-

ipants were presented a series of contextual questions related to each phone call: 1)

Relationship with callee; 2) Who was with the caller at the time of the call; 3) Loca-

tion of the caller at the time of the call; 4) Objective of the call; 5) Level of importance

of the call; 6) Level of importance of the notes; and 7) General questions about sound

and transcription quality. Due to the sensitivity of the data collected the dataset is not

publicly available, and it is part of this work as result of a collaboration with Telefonica

Research.

3.4.2 The Callnotes corpus in this study

The original conversation collection consisted of a total of 796 conversations, of an av-

erage length of 178 seconds (sd= 384 sec.). This original set was pre-�ltered to exclude

calls with problems in the transcript (e.g. empty transcript, only one speaker audible,

etc). Out of the entire corpus a subset was �nally selected of 659 conversations. Even if

participants annotate only chunks of conversations, they usually tended to annotated

entire turns, or the 70% (in number of word tokens) of a turn. For this reason the turn

has been chosen as the unit of analysis. This dataset comprises 22,474 turns, with an

average of 34.10 (sd= 45) turns per conversation. From these, only 671 are annotated

as relevant (2.98%), which represent an average of 1.02 turns (sd= 1.803) per call.

Table 3.4 provides the general information on the dataset.
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A SPECTRUM OF SPONTANEITY

Turns Annotated Turns
# Calls Total avg. per call Total Fraction

659 22,4 34.1 (sd = 45) 671 2.9%

Table 3.4 – General statistics on the Callnotes dataset.

3.5 Characteristics of the three corpora:

a spectrum of spontaneity

The three corpora analyzed in this thesis represent a wide range of human speech ex-

change systems, speci�cally, they show a increase in their spontaneity. One can say, in

fact, that from the AMI to the Callnotes corpus passing through TableTalk, the interac-

tions range from task based scenario to a spontaneous/into the wild scenario. The AMI

corpus represents a key resource for the study of meetings, and task-based speech ex-

change systems;4 nevertheless, according to the corpus designers, in two thirds of the

dataset the participants are engaged in the task, while in one third of the conversations

they are captured in free conversations. However, even if speakers enter in their role

and act without a prede�ned script, they are still within a prede�ned scenario in which

they are working, not just chatting.

The TableTalk corpus is an example of spontaneous multiparty conversation cor-

pora. It represents the second degree of spontaneity in the scale from AMI to Callnotes.

The natural setting over a co�ee, around a table try to reproduce the most natural situ-

ation for a free chat. The freedom of the speakers of talking about anything guarantees

spontaneity in the conversation, and may also bring to the situation in which the topic

naturally exhausts, that is less likely when the participants have to accomplish tasks.

However, the participants are still within an unnatural setting surrounded by cameras

and microphones.

The Callnotes corpus overcomes this issue. There are no microphones, or cameras

(in fact there is no video signal recorded in the dataset), but participants are chatting
4In this study only the task-based meetings in AMI are considered; cfr. 3.1.
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from their usual cellphone. From a linguistic and conversational point of view this cor-

pus represents a rare example of real free and spontaneous conversation. Although

some could argue that the speaker’s awareness of being recorded could in�uence their

spontaneity, it is also true that the speakers could talk from their phone in daily situa-

tions, without the use of external devices, microphones, cameras, or other non-natural

settings. The natural setting, and the fact that the participants �nd themselves in dif-

ferent situations and context (di�erently from what happens in the previous corpora)

make this corpus a good datasets for the study of our RL2, the interaction between

conversations and situational context. On the other hand, a �xed situational context,

but a variable social context makes AMI and TableTalk good dataset for the study of

RL1, allowing also to explore the di�erence between task based and non-tasked based

conversations.

Despite the e�ort made in this thesis to cover speech exchange systems of di�erent

nature, it is worth noting that the range of spoken interactions humans engage in is

enormous. It is not certain if a generalization from di�erent speech exchange systems

is possible, since it is not known, at present, whether even basic mechanisms such as

turn-taking, vary with the type of interaction. In other words, it is not clear whether

observations made over certain data generalize to the entire range of human interaction

and, if yes, to what extent [Bonin et al., 2014b]. The best e�ort stands in analyzing

individually speech exchange systems and proceed with careful generalizations. To

this extent, not being possible to investigate all possible speech exchange systems, in

this work I consider three di�erent kinds of interactions and report results over these.

3.6 Summary

This chapter provides an overview of the datasets analyzed in this thesis, consisting

of data selected from three corpora: the AMI corpus, the TableTalk and the Callnotes

corpus. While TableTalk and AMI are investigated in Chapter 4 to address RL1, the

59



3.6. SUMMARY

Callnotes corpus is the focus of Chapter 5 to address RL2. TableTalk and AMI provide

a �ne annotation of the social signals and an uniform situational context for all the con-

versations, in Callnotes the situational context varies within the dataset. The three cor-

pora represent also an increasing climax of spontaneity from AMI to Callnotes: where

AMI is the more controlled scenario, while Callnotes the more un-controlled one.
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CHAPTER 4

Social Context and topic segmentation

4.1 Social Context within the conversation

This chapter focuses on the research line RL1 presented in Chapter 1: investigating

whether social signals can be considered not only from an a�ective, but also from a

linguistic point of view as signals with a speci�c discourse function. In order to answer

this question I explore the correlation between social signals and a speci�c type of

discourse event: the topic change. I investigate whether a relationship exists between

four di�erent classes of social signals (laughter, overlaps, silences, backchannels) and

topic changes.1

This chapter is organized as follows: in section 4.2 I recall the working de�nition of

topic used in the work at hand as de�ned in 2.4.1; in section 4.3 I describe social signals

that are taken in consideration and in section 4.4 the methodology used to explore the

distribution of these signals in meeting and in spontaneous conversations. In section

1Part of the analyses and results of this Chapter have been published in [Bonin et al., 2012c, 2014a;
Gilmartin et al., 2013a,b; Bonin et al., 2014d, 2015] and is reported here with co-authors’ permission.
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4.7, I provide a deeper study of laughter, which accounted as an interesting social event

with a speci�c behavior in relation to topic changes.

4.2 Topic de�nition and annotations for this study

As discussed in Chapter 2, topic is a complex term whose de�nition has been reconsid-

ered by several scholars. Some have examined topic at the sentence level, some at the

discourse level. De�nitions of topic has developed from considering only the coherence

among consecutive sentences, to the mutual negotiation of a topic in a conversation as

in Conversational analysis. Also, a narrative perspective of topic has been given, as the

topical situation in which events of a story take place. Those are all further discussed in

Chapter 2. In this work, I refer to the de�nition of topic provided in 2.4.1, which refers

to topic as chunk of conversation showing coherence in sense of aboutness and

social context.

I rely on the annotation of topic change as made in the two corpora described in

Section 3.1 and Section 3.2, and this choice is meant to avoid circularity in the present

work and to base my analyses on an external and objective ground truth rather than

on a personal annotation of topic. In addition this provides me with results comparable

with other works. The annotation used re�ects the de�nition of topic used in this

thesis. In fact, in both AMI and TableTalk topics are not only indicated by changes in

the conversation’s content, but also by events occurring during the conversation (i.e.

a new person joining, or something breaking). To better explain this, I report here the

annotation speci�cations of the AMI and TableTalk corpora.

In the AMI corpus a list of topics in the scenario meeting is identi�ed and comprises

content related topics and social related topics, such as chitchat, openings of the meeting,

and closing of the meeting. The content related topic are associated with the di�erent

parts of the meeting evolution (for example discussion of a design), while the social

related content are relate to the social events. I report here the description of the topic
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chitchat, from the AMI topic segmentation guidelines [Weiqun Xu and Karaiskos, 2005,

pp. 4]:

Sometimes during a meeting the participants just chat aimlessly, usually

about social matters. This especially happens after the microphones have

been switched on but before the beginning of the meeting proper, and again

at the end. It can also happen in the middle of a meeting, for instance,

when a projector breaks, or simply if someone drags the group o�-topic.

When this happens, divide the meeting so that these areas form their own

segments, but label them with the special topic description, chitchat.

Interestingly, the authors report a real world scenario (as when the projector breaks)

to describe a moment of social interaction, which has to be marked as a chitchat topic.

Although in AMI a primary role is played by content-related topics sometimes the social

context shifts the conversation towards social chitchats; the example reported by the

authors is, in fact, a real world event like the projector breaking, a social event that has

the potential to shift the topic of the conversation from the task to a social chitchat.

TableTalk presents a di�erent situation. Content-related and social-related aspects

of a conversation are intertwined as the corpus consists of a completely free conver-

sation. The conversation can change drastically from a discussion of almonds to some

co�ee dropped on the table, in relation to the social activity which emerges. Annota-

tors have marked every change in the content (about). When a social event (dropping

co�ee) causes a topic change (i.s. water-proof devices) this is also marked as a topic

change.

Topic changes (hereafter: T ) are the annotated time points where topic shifts in

conversation.
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4.3 Social signals analyzed in this study

Five di�erent categories of social signals are described: changes in physical appearance,

gesture and posture, face and eye behavior, linguistic and non-linguistic vocalizations

and space and environment. The non-linguistic vocalizations, also known as vocal

outbursts, include non-verbal sounds such as laughing, sobbing, crying, whispering,

groaning, and similar, but not necessarily accompanying words,

Relying on the classi�cation of Vinciarelli et al. [2008], the non-linguistic vocaliza-

tions include prosody, turn taking, silences and vocal outbursts. In the current work, I

take in consideration vocal outburst such as laughs, and backchannels (lexical and non-

lexical), and silences. In addition, I examine the dynamics of overlap as the complement

of a silence.2 Gesture and postures lie outside the scope of this thesis. However it is

worth reminding how pointing gestures have been shown playing a role in structuring

the information �ow of a conversation in Jokinen [2010].

In the rest of this section, I will address each of the signals in detail.

4.3.1 Laughter

While laughter has long being studied as the vocalization of mirth, in this work I start

from the hypothesis that sometimes laughter can have a di�erent function, unrelated

to the presence of a joke or a mirthful event. Bea and Marijuán [2003] studied the char-

acteristics of controlled and uncontrolled laughter noticing a di�erence in the internal

structure of the laughter: controlled laughter does not exhibit random structure but

repetitions; uncontrolled spontaneous laughter has been found to have random inter-

nal structure.

Laughter can be understood as a joint activity: one interlocutor may laugh alone, or

a number may join the laughter. Previous authors [Holt, 2011] have described laughter

as an action which may be independent from the presence of humor. In this context,
2When two consecutive utterances are not separated by a silence, they might be in the situation of a

no-gap-no-overlap or overlap case.
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laughter has been seen as a highly ordered phenomenon, internally and externally. In

this sense, it is also relevant to explore the timing of laughter with respect to other

elements of interaction in dialog, such as topic changes. While the timing of mirthful

laughter is e�ectively random, given the distribution of potential triggers, the timing

of non-mirthful laughter might be related to the conversation’s structure.

The hypothesis is that when laughter functions as a social signal, its timing is

structured and conveys information about the underlying discourse structure. Previ-

ous works have explored other non-verbal features that can be predictive of discourse

structure [Luz, 2012]. Luz [2012] investigates the potential of non-verbal signals such

as silences (between two speakers’ vocalizations as well as within the same speaker’s

turn) and overlaps in predicting topic changes in meetings. Results show that pauses

and overlaps on their own are good estimators of the topic structure of meetings’ con-

versation, reaching performance comparable with lexically-based methods.

4.3.2 Silences and Overlaps

Silences have long been studied in conversational analysis and they play a fundamental

role in vocal behavior [Zellner, 1994]. Linguists �rst showed interest in silence from

two di�erent perspective: �rst, from a functional perspective [Jensen, 1973], under the

in�uence of philosophy and literature; then from an acoustic perspective, and only by

this route was silence introduced as a subject of study. In the acoustic paradigm si-

lence developed along two paths. One was the chronometric analysis of speech, where

quantitative chronometric data on speech rates were collected to show the ratios of

speech to non-speech, etc., in isolation or in relation to personality variables, as early

as Chapple [1939]; Goldman-Eisler [1958]. Something (speech) and nothing (the spaces,

or the silences, between words) were counted. Such studies produced quantitative pre-

dictions, such as the constant ratio between vocalization and silence in spontaneous

speech Crown and Feldstein [1991]. The second path was discourse analysis. Sacks
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et al. [1974] perceive silences as the interactive locus of turn-taking, allocating the

�oor, during discourse. More recently silence has also been studied as an important

part of interaction. Three kinds of silences have been distinguished: hesitation silence,

psycholinguistic silence, and interactive silence [Richmond et al., 1991]. The �rst arises

when a speaker is hesitant in completing a sentence. It is mainly an intra-speaker si-

lence. Psycholinguistic silences take place when the speaker needs time to encode or

decode the speech, in particular at the beginning of a turn, when the participants need

to think about how to respond, or of what he is going to say. Interactive silences are

the silences due to turn taking: one participants is paying attention to the other’s con-

tribution by listening in silence. Recent works [Heldner and Edlund, 2010] have distin-

guished two kinds of silence: gaps and pauses, where gaps are the silences between two

speakers’ contributions and pauses are the silences within the same speaker turn; I do

not consider this distinction between gaps or pauses, I consider silence every timespan

in the conversation reported as a lack of a vocal event (linguistic or non-linguistic) by

any of the participants.

To the purpose of this analysis, I extract silences from the transcripts, calculating

the silence intercourses between the end of an utterance and the beginning of the fol-

lowing utterance. No threshold is applied, every span of time between the end of an

utterance and the beginning of a new one is considered a silence. While there is no gen-

eral agreement on the threshold above which one should regard a period of no vocal

activity to constitute a silence [Sellen, 1995; Luz, 2009], in this approach the determina-

tion of a silence is provided by the segmentation in utterances given in the annotation.

Finally, no distinction between gaps or silences is done.

I start from the hypothesis that silence is more frequent in interactive moments

of a conversation, characterized by shorter turns and higher number of exchanges. In

fact, while in these situations there will be both gaps and pauses, in a monologue (or

monologue-like part of a conversation) only pauses should be expected.
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In the same context I consider overlaps. Many have looked at overlaps as indica-

tors of con�icts, disputes or dominance display [Smith-Lovin and Brody, 1989]. In this

work I intend to look at overlap as a natural event occurring in dynamic conversations.

In this view, a generalization is proposed: while in many cases overlaps might repre-

sent the escalation of a con�ict situation, in general they are a natural phenomenon of

spontaneous interaction, which indicate a high level of interaction in the conversation.3

To conclude, one can imagine the conversation as possessing di�erent degrees of

social interaction. At the very bottom of the scale, low interaction, there will be mo-

ments dominated by a single speaker where few silences and few overlaps will happen.

At the very top of the scale there will be high interactional moments characterized by

many speakers interlacing their contributions with a higher probability of overlaps.

4.3.3 Backchannels

I consider lexical backchannels and non-lexical backchannels, the former being lexical-

ized chunks such as yeah, yep etc., the latter being non-lexicalized vocalizations such

as Mm-hmm, ah ah etc. Other types of backchannels, as in Cerrato [2007] are not con-

sidered to the extent of this thesis. I investigate the two separately to explore potential

di�erent behaviors.

4.4 Methodology

In order to better understand the dynamics of the subset of social signals considered in

relation to topic changes, four di�erent analyses have been conducted.

Analysis 1 First of all the topics are divided into topic transition and topic continu-

ation segments, in order to analyze the distribution of laughter, silences, overlaps and

backchannels (lexicalized and non-lexicalized) among those. Operational models of
3De�ning a taxonomy of overlaps, and studying the acoustic features of di�erent kinds of overlaps lies

outside the scope of this dissertation, but represents an interesting research line to follow up.
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topic continuation segments and topic transition segments are then constructed, call-

ing the former wi segments, and the latter wo segments.4 These are de�ned as follows

(see Fig. 4.1):

• wi segments: the central half of each topic

• wo segments: the �nal quarter of one topic and �rst quarter of the next topic

By construction, wi segments represent the core of a topic and have topic cores

within them, while wo (without) segments do not contain the core of a topic, but do

contain a transition between two topics. Both are de�ned in relation to the duration of

a sequential pair of topics, not as absolute durations. Although arbitrary, this decom-

position of conversational �ow into segments of topic-core talk and topic transitions

has face validity, in the sense the term is used in psychology to indicate that the objects

used operationally relate naturally to the corresponding theoretical constructs. The wi

segments model topic continuation and the wo segments topic transitions.

wo	   wi	  

Time 

Topic	  A Topic	  B 

Topic change 

wi	  wo	   wo	  

Figure 4.1 – Topic continuum and topic transition segmentation

Analysis 2 and 3 I analyze the �rst and second halves of a topic (called wf and ws)

and, consequently the �rst, second and third thirds (called w1, w2, w3). Fig. 4.2 and

Fig. 4.3 illustrate of the topic segmentation in the two cases.

Analysis 4 Having a general idea of the signal distributions within the topic change,

I then consider the extremes: topic termination and topic beginning. In this case an
4Part of this analysis has been published in [Bonin et al., 2012c] and it is reported here with the co-

authors’ consensus.
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wf   ws 
wf
 ws 

Time 

Topic1 

Figure 4.2 – First and second half of a topic

w1   w3 

Topic1 

 w2 

Time 

Figure 4.3 – First, second and third parts of a topic

operational model for topic termination and topic beginning is provided. As in the

work of Gilmartin et al. [2013a] a threshold of �fteen seconds around topic changes is

chosen as a demarkation point for topic terminations as well as for topic beginnings’

segments, which are de�ned as follows:

• wt - topic termination segment: from topic change minus 15 seconds and topic

change

• wb - topic beginnings segments: from topic change to topic change plus 15 sec-

onds

Gilmartin et al. [2013a] counted the frequency of laughter, shared laughter, and solo

laughter into 5-second bins at T minus multiples of 5 seconds (T-5, T-10, T- 15, T-20)

in order to look at the laughter trend near topic termination. A meaningful threshold

emerges (T-15 seconds) where a change in the laughter trend (amount of laughter in-

creasing signi�cantly with respect to T-20) is visible. Hence, the threshold of T s -15

seconds and T + 15 seconds is considered.

Figure 4.4 provides a visualization of this fourth scenario.
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wb   

Topic1 

wt   wb   wt   

Figure 4.4 – Topic beginnings and topic terminations

4.5 Social Signals Timing

In this section I report the results of the statistical tests conducted over the di�erent

distributions in AMI and TableTalk. I refer to the topic change as a point in time, de-

noted T . In order to compare di�erent distributions, I use nonparametric measures due

to the non-normality of the studied variables. In particular I use the Wilcoxon Test

[Bauer, 1972].5 Histograms in Fig. 4.5 and 4.6, which show the distribution of laughter

in analysis 1 and of overlaps in analysis 2, are representative of all the distributions that

will be analyzed.
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Figure 4.5 – Distribution of laughter
in Analysis 1 -wi segments.
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Figure 4.6 – Distribution of overlaps
in Analysis 2 - wf segments.

In order to tackle the multiple comparison problem, I apply the Bonferroni cor-

5 The two tailed Wilcoxon test is also know as the Mann-Whitney test.
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rection to all the tests, dividing the critical value by the number of tests. Therefore, I

used the formula p < 0.05/n, being n the number of conducted test (usually n = 2).

In addition, I report, when a signi�cant di�erence is found, the e�ect size of the non-

parametric test used, calculated as the statistic value (z− value) over the square root

of N , with N= the number of observations [Pallant, 2007]; I report, hereafter, Cohen’s

scale, that de�nes small e�ect sizes with r = 0.2, medium e�ect sizes with r = 0.5, and

large e�ect sizes r ≥ 0.8 [Cohen, 1988]. In each of the following analyses my attention

will be on the di�erences in the distribution of the amount of social signals in several

segments of the conversation.

One could consider the amount of social signals as a measure of the interaction

level among the participants, which I call interactional entropy de�ned as:

The interactional entropy of a segment x is here de�ned as the number of

occurrences of social signals in x.

4.5.1 Analysis 1: topic continuation vs topic transition

I explore the distribution of the signals described in Section 4.3 among topic continu-

ation and topic beginnings over all the conversations of AMI and TableTalk. Table 4.1

and Table 4.2 provide an overview of the descriptive statistics of the distribution be-

tween wi and wo.

Table 4.3 and Table 4.4 summarize the results of the statistical test on the distribu-

tion of the di�erent signals in topic continuations and topic transition segments.6 As

the tables show, a signi�cant di�erence in the distribution of laughter between type of

segments is found in both corpora (a signi�cantly higher amount of laughter in topic

transition moments than in topic continuation moments). A Wilcoxon test, one tailed,

alternative less, between the distribution of laughter in wi segments and in wo seg-

ments con�rms that there are signi�cantly more laughs in wo segments, hence at topic
6In these as in the following tables of statistics in this Chapter, for each distribution d, I report: mean

x̄d, standard deviation sd and median x̃d.
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transitions, p <0.005***. No signi�cant di�erence is found with respect to the other

signals.

Signal x̄wi sdwi x̄wo sdwo x̃wi x̃wo

Laugh 0.58 1 1.85 1.76 0 2
Overlaps 1.45 1.44 2.12 1.55 1 2
Silences 2.35 1.31 2.37 1.39 2 2

Lexical Backchannels 0.86 1 1.37 1.37 1 1
Non-lexical backchannels 0.86 1.07 0.75 0.91 1 1

Table 4.1 – General Statistics of wi and wo segments in TableTalk. Mean x̄, standard
deviation sd and median x̃ are reported.

Signal x̄wi sdwi x̄wo sdwo x̃wi x̃wo

Laugh 3.62 7.29 3.87 8.080 1 0
Overlaps 43.36 78.90 42.57 69.383 7 10.50
Silences 19.85 29.86 22.38 30.61 7 10

Lexical Backchannel 6.47 12.95 6.40 11.42 3 3
Non-Lexical Backchannel 3.31 4.93 3.40 4.98 1 1

Table 4.2 – General Statistics of wi and wo segments in AMI. Mean x̄, standard deviation
sd and median x̃ are reported.

Signal x̄wi 6= x̄wo x̄wi < x̄wo

Laugh *** ***
Overlaps ns ns
Silence ns ns

Backchannels ns ns
Lexical-Backchannel ns ns

Non-lexical-Backchannel ns ns

Table 4.3 – Signi�cance values resulting from the two-tailed wilcoxon test, and from the
one tail wilcoxon test in AMI. Medium e�ect size, r = 0.31.

4.5.2 Analysis 2: �rst and second half of a topic

In the second analysis, I compare the distribution of the signals between �rst and second

halves of topic, as in Fig. 4.2. Table 4.5 and Table 4.6 show the general statistics of the

distributions over these segments.
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Signal x̄wi 6= x̄wo x̄wi < x̄wo

Laugh *** ***
Overlaps ns ns
Silence ns ns

Backchannels ns ns
Lexical-Backchannel ns ns

Non-lexical-Backchannel ns ns

Table 4.4 – Signi�cance values resulting from the two-tailed wilcoxon test, and from the
one tail wilcoxon test in TableTalk. Medium e�ect size, r = 0.30.

Signal x̄wf sdwf x̄ws sdws x̃wf x̃ws

Laugh 2.45 2.60 3.72 3.35 2 3
Overlaps 6.33 6.30 6.6 5.20 4 5
Silences 8.03 6.14 7.87 6.46 6.5 6

Lexical Backchannels 3.73 3.66 4.09 3.63 3 4
Non-lexical Backchannels 2.82 2.82 2.69 3.06 2 2

Table 4.5 – General Statistics of wf and ws segments in TableTalk. Mean x̄, standard
deviation sd and median x̃ are reported.

Signal x̄wf sdwf x̄ws sdws x̃wf x̃ws

Laugh 3.135 7.31 4.29 7.65 0 1
Overlaps 33.25 64.86 52.36 83.79 4 13.50
Silences 17.39 26.65 24.66 33.33 6 10.50

Lexical backchannels 4.90 10.65 7.95 13.92 1 2
non-lexical backchannels 3.14 4.90 3.49 4.82 1 2

Table 4.6 – General Statistics of wf and ws segments in AMI. Mean x̄, standard deviation
sd and median x̃ are reported.

Signal x̄wf 6= x̄ws x̄wf < x̄ws

Laugh *** ***
Overlaps ns ns
Silence ns ns

Backchannels ns ns
Lexical-Backchannel ns ns

Non-lexical-Backchannel ns ns

Table 4.7 – Signi�cance values resulting from the two-tailed wilcoxon test, and from the
one tail wilcoxon test alternative less - wf and ws segments in TableTalk. Medium e�ect
size, r = 0.31.
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Signal x̄wf 6= x̄ws x̄wf < x̄ws

Laugh *** ***
Overlaps *** ***
Silence *** ***

Backchannels *** ***
Lexical-Backchannel *** ***

Non-lexical-Backchannel *** ***

Table 4.8 – Signi�cance values resulting from the two-tailed wilcoxon test, and from the
one tail wilcoxon test alternative less - wf and ws segments in AMI. Medium e�ect size,
with r varying between r = 0.3 and r = 0.4.

Interestingly, a pattern is found in the laughter distribution of TableTalk and AMI

where the �rst half constantly presents a lower number of laughs with respect to the

second half. Given that the null hypothesis is that no di�erence exists among the two

distributions, one has to reject the null hypothesis as the one tailed Wilcoxon Test

shows signi�cantly fewer laughs in wf with respect to ws (p < 0.0005***).

In addition, the same pattern (wf <ws, with signi�cance) is found in the AMI cor-

pus with respect to all the other signals analyzed. Fig. 4.7 provides a visualization of the

distributions for overlaps, silences, lexical backchannels and non-lexical backchannels

in AMI. In all these comparisons a one tailed Wilcoxon test is run and the null hypoth-

esis (wf=ws) is rejected in favor of the alternative hypothesis wf < ws, p < 0.005∗∗∗.

4.5.3 Analysis 3: thirds of topic

In this analysis, I compare the distribution of laughter among �rst, second and third

segment of equal length of a topic, as in Fig. 4.3. Table 4.9 and Table 4.10 show the

general statistics of the signals per window. Also in this case, the distributions are not

normal. However, in order to conduct an ANOVA analysis, these distribution have been

normalized extracting the logarithm, and the log function of the distribution has been

analyzed. Interestingly, two di�erent patterns are found in the laughter distribution of

TableTalk and AMI. In TableTalk, an ANOVA analysis on the normalized distributions

w1, w2, w3 shows signi�cant di�erences among the groups. A Tukey Honest Signi�cant
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(a) Log of the overlap distribution in wf and ws
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(c) Log of the lexical backchannels distribution
in wf and ws in AMI
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(d) Log of the non-lexical backchannels distri-
bution in wf and ws in AMI

Figure 4.7 – The di�erent distributions in AMI corpus between wf and ws.

Di�erences test7 shows a signi�cant di�erence between w1 and w3, but also between

w2 and w3. Not between w1 and w2. In TableTalk, the last part of a topic shows a higher

tendency to certain laughter. In order to verify these results on the original non-normal

distribution, I also conduct a two by two one tailed Wilcoxon test of null hypotheses

w1 =w3,w2 =w3 andw1 =w2. In the �rst and in the second case, the null hypothesis

7R function TukeyHSD stats, [Yandell, 1997].
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is rejected in favor of w1 < w3 and w2 < w3, p< 0.005∗∗∗. Only w1 = w2 is veri�ed.

In other words, there is a tendency of increase of laughs in w3. However no signi�cant

patterns emerge with respect to the other signals. Table 4.11 and Fig. 4.9 show the

results of the statistical tests and the distribution for TableTalk.
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Figure 4.8 – AMI laughter distribu-
tions inw1w2w3. General increase of
laughs inw2 andw3. Total amount of
laughs: w1:1099; w2: 1278; w3: 1310.
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Figure 4.9 – TableTalk laughter dis-
tribution in w1w2w3. General in-
crease of laughs only in w3. Total
amount of laughs: w1:164; w2: 184;
w3: 332.

Signal x̄w1 sdw1 x̄w2 sdw2 x̄w3 sdw3 x̃w1 x̃w2 x̃w3

Laugh 1.49 1.95 1.672 1.76 3.01 3.00 1 1 2
Overlaps 3.91 4.10 4.48 4.27 4.53 3.76 3 3 4
Silences 5.32 4.11 5.2 4.32 5.38 4.57 4 4 4

Lexical Backchannels 2.43 2.63 2.65 2.79 2.73 2.63 2 2 2
Non-lexical Backchannels 1.88 1.92 1.79 2.20 1.84 2.30 1.5 1 1

Table 4.9 – General Statistics of w1 w2 w3 segments in TableTalk. Mean x̄, standard devi-
ation sd and median x̃ are reported.

In AMI a di�erent pattern emerges. Also in this case the analyses are conducted

using ANOVA and Tukey tests on the normalized distributions and non-parametric

measures on the non-normalized data. With respect to laughter, w1 presents a signif-

icantly smaller amount of laughter if compared with w2 and w3, while no di�erence
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Signal x̄w1 sdw1 x̄w2 sdw2 x̄w3 sdw3 x̃w1 x̃w2 x̃w3

Laugh 1.96 5.13 3.10 5.42 2.95 5.64 0 1 1
Overlaps 19.53 39.47 36.74 58.76 36.32 58.41 3 10 10
Silences 11.31 17.35 16.64 21.33 17.24 23.23 4 7 7

Lexical Backchannels 2.91 6.577 5.46 9.60 5.50 9.76 0 1 1
Non-lexical Backchannels 2.06 3.30 2.79 3.62 2.31 3.48 1 2 1

Table 4.10 – General Statistics of w1 w2 w3 segments in AMI. Mean x̄, standard deviation
sd and median x̃ are reported.

Signal x̄w1 < x̄w2 x̄w1 < x̄w3 x̄w2 < x̄w3

Laugh ns *** ***
Overlaps ns ns ns
Silence ns ns ns

Backchannels ns ns ns
Lexical-Backchannel ns ns ns

Non-lexical-Backchannel ns ns ns

Table 4.11 – Signi�cance values resulting from the two-tailed wilcoxon test, and from the
one tail wilcoxon test alternative less - w1 w2 w3 segments in TableTalk. Medium e�ect
size, r = 0.3.

Signal x̄w1 < x̄w2 x̄w1 < x̄w3 x̄w2 < x̄w3

Laugh *** *** ns
Overlaps *** *** ns
Silence *** *** ns

Backchannels *** *** ns
Lexical-Backchannel *** *** ns

Non-lexical-Backchannel *** *** ns

Table 4.12 – Signi�cance values resulting from the two-tailed wilcoxon test, and from the
one tail wilcoxon test alternative less - w1 w2 w3 segments in AMI. Medium e�ect size,
varying from r = 0.29 to r = 0.4.

is found between w2 and w3 (Wilcoxon test, one tailed alternative less, p < 0.005∗∗∗).

Fig. 4.8 shows the distribution for AMI.

Interestingly the same pattern emerges consistently for all the other signals ana-

lyzed. As summarized in Table 4.12, a signi�cant di�erence betweenw1 andw2, as well

as w1 and w3 is found for all the signals. This emerges both from an ANOVA analysis

and Tukey test on the normalized distribution, and from a two by two Wilcoxon test

on the non-normalized distributions. Fig. 4.11 reports the distributions for overlaps,
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(a) Log of the overlap distribution in w1, w2, w3
in AMI. Total amount of overlaps: w1:10921, w2:
15140, w3: 17955.
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(b) Log of the silences distribution in w1w2w3
in AMI. Total amount of silences: w1:6323, w2:
6859, w3: 8810
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(c) Log of the Lexical Backchannels distribu-
tion in w1w2w3 in AMI. Total amount of lexical
back.: w1:1627, w2: 2252, w3: 2698.
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(d) Log of the non-Lexical Backchannels dis-
tribution in w1w2w3 in AMI. Total amount of
non-lexical back.: w1:1155, w2: 1150, w3: 1165.

Figure 4.10 – The di�erent distributions in AMI corpus between w1w2w3

silences, lexical backchannels and non-lexical backchannels over the three windows in

AMI.
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4.5.4 Analysis 4: topic terminations vs topic beginnings

In the �nal analysis I explore the distributions of the social signals considered in prox-

imity to the topic change event. As explained in Section 4.4, I consider topic termina-

tions and topic beginnings providing an operational model for such intervals. I de�ne

a topic change, T , as the point in time in which a topic starts. Relying on Gilmartin

et al. [2013a], a threshold of �fteen seconds around topic changes has been chosen as a

demarkation point for topic terminations and beginning, which are de�ned as follows:

wt: topic termination segments from T -15 seconds to T .

wb: topic beginning segments from T to T+15 seconds.

Gilmartin et al. [2013a] analysis the probability of laughter in 5 second bins at T mi-

nus multiples of 5 seconds (T -5, T -10, T -15, T -20) in order to study laughter trends near

topic terminations. A meaningful threshold emerges (T -15 seconds) where a change in

the laughter trend (number of laughs increasing signi�cantly with respect to T -20) is

visible. I use this outcome to choose a threshold of T -15 seconds and T+15 seconds for

de�ning wt and wb. Figure 4.4 depicts this operational segmentation. I then analyze

the distribution of social signals among these segments with non-parametric statis-

tical tests with Bonferroni correction; a pattern indicates a non-random relationship

between topic change and the amount of social signals.

Signal x̄wb sdwb x̄wt sdwt x̃wb x̃wt

Laugh 0.58 1.00 1.85 1.76 0 2
Overlaps 1.45 1.44 2.12 1.55 1 2
Silences 2.35 1.31 2.37 1.39 2 2

Lexical Backchannels 0.86 1.05 1.37 1.37 1 1
Non-lexical Backchannels 0.863 1.07 0.75 0.91 1 1

Table 4.13 – General Statistics ofwbwt segments in TableTalk. Mean x̄, standard deviation
sd and median x̃ are reported.

Being x̄ the average amount of signals per segment, I analyze the distribution of x̄

for wt and wb segments.
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Signal x̄wb sdwb x̄wt sdwt x̃wb x̃wt

Laugh 0.28 0.79 0.62 1.38 0 0
Overlaps 2.72 4.69 4.99 6.08 0 3
Silences 2.2 2.04 3.06 2.34 2 3

Lexical Backchannels 0.32 0.76 0.70 1.13 0 0
Non-lexical Backchannels 0.45 0.70 0.37 0.65 0 0

Table 4.14 – General Statistics of wb wt segments in AMI. Mean x̄, standard deviation sd
and median x̃ are reported.

Signal x̄wb 6= x̄wt x̄wb < x̄wt

Laugh *** ***
Overlaps *** ***
Silence ns ns

Backchannels *** ***
Lexical-Backchannel *** ***

Non-lexical-Backchannel ns ns

Table 4.15 – Signi�cance values resulting from the two-tailed wilcoxon test, and from
the one tail wilcoxon test alternative less - wb and wt segments in TableTalk. Large e�ect
sizes, r > 0.5 for laugh and overlaps, medium e�ect size for backchannels (r = 0.3).

Signal x̄wb 6= x̄wt x̄wb < x̄wt

Laugh *** ***
Overlaps *** ***
Silence *** ***

Backchannels *** ***
Lexical-Backchannel *** ***

Non-lexical-Backchannel *** ***

Table 4.16 – Signi�cance values resulting from the two-tailed wilcoxon test, and from the
one tail wilcoxon test alternative less - wb and wt segments in AMI. Small e�ect sizes, r
varying between r = 0.16 to r = 0.28.

Due to the non-normality of such distribution a non-parametric test is used (Wilcoxon

Test). I de�ne H0: x̄wb=x̄wt and H1:x̄wb < x̄wt. The null hypothesis is rejected in fa-

vor of H1 in the majority of cases with p < 0.001. As one can see from Tables 4.15

and 4.16, a general trend emerges in both TableTalk and AMI: topic terminations, com-

pared to topic beginnings, show a signi�cantly greater presence of social signals. In

AMI, for each social signal—laughter, overlap, silence, backchannels—in wt and wb the

non-parametric Wilcoxon test rejects the null hypotheses ofwb=wt andwb≥wt, and
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validates the alternative hypothesis of wb < wt, p < 0.001∗∗∗. In TableTalk the same

applies to laughter, overlaps, and lexical backchannels.

Discussion In conclusion, a constant trend emerges in both TableTalk and AMI: topic

terminations show a signi�cantly higher presence of signals if compared to topic be-

ginnings. In AMI, among all the distributions of frequencies of laughter, overlaps, si-

lences, lexical and non-lexical backchannels inwt andwb the non-parametric Wilcoxon

test rejects the null hypothesis of wb = wt and validates the alternative hypothesis of

wb<wt, p< 0.0005∗∗∗. In TableTalk the same applies to laughter, overlaps, and lexical

backchannels. In other words, topic terminations reveal higher interactional entropy (

as de�ned in 4.5) than topic beginnings.

4.6 Analysis of the topic change neighborhood

4.6.1 Social signals distribution surrounding a topic change

From the preceding analysis a consistent higher frequency of social signals in topic

terminations rather than in topic beginnings emerges. However, this result does not

explore in detail the temporal relation between the events opening three possible sce-

narios: 1) the decrease in interaction is precedent the topic change; 2) the topic change

is precent the decrease in interaction; iii) both the topic change and the decrease of

interaction are subsequent to a potential latent external event.

In order to have a �ne grained idea, I concentrate my analysis on the topic termi-

nations and beginnings, examining where the decrease happens.8.

Method I split the wt and wb segments into bins of 5 seconds which go from T to

T -5, T -10, T -15 seconds and similarly from T to T+5, T+10, T+15 as shown in Fig 4.12

(bottom part). I then calculate the average amount of events per bin, over all the topics

8Part of the analyses of this section have been published in Bonin et al. [2015]
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(a) Log of the Laugh distribution in wt and wb in AMI.
Total amount of laughs: wt: 262; wb: 159
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(b) Log of the Overlap distribution in wt and wb in
AMI. Total amount of laughs: wt: 2092; wb: 1516
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(c) Log of the Silences distribution in wt and wb in
AMI. Total amount of laughs: wt:1284; wb: 1227
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(d) Log of the Backchannels distribution in wt and wb
in AMI. Total amount of laughs: wt: 451; wb: 430

Figure 4.11 – The di�erent distributions in AMI corpus between w1w2w3

per AMI and TableTalk.

Results Fig 4.13 to Fig. 4.16 show the mean occurrences frequencies of signals from

T -15 to T and T to T+15, in bin of 5 seconds for AMI. Fig 4.17 to Fig 4.20 refer to
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wb	  

Time 

Topic	   

wt	  wb	  wt	  

-15    -10     -5             5     10   15 

wt wb 

T	


T 	


Figure 4.12 – At the top: wt and wb segments - [Analysis 4]. At the bottom: �ne grain
segmentation of wt and wb - [Analysis neighborhood].

TableTalk. The bars wt15, wt10, wt5 represent the bins before a topic change (light

grey), the bars wb15, wb10, wb5 represent the bins after a topic change (dark grey). The

stars indicate signi�cant di�erences in the distributions. With the exception of silences,

a trend emerges: a drop in the frequency of events occurs after the topic change. This is

also con�rmed by a series of statistical tests aimed at testing the di�erences in the distri-

butions among consecutive windows. Once again the test applied is a non-parametric

test (Wilcoxon, two tailed) due to the non-normal nature of the distribution. Table 4.17

and Table 4.18 summarize the results of these tests for AMI and TableTalk respectively.

A signi�cant drop in the frequency of signals is visible between wt5 and wb5 (signaled

by the stars in the �gures), but not, generally, between the other bins. In the light of

these results, it is reasonable to suppose that in the datasets examined, the decrease

of social interaction, signaled by a decrease in social signals, is a consequence of topic

change, as it occurs immediately after the topic change.

Discussion In general, in the light of these results, it emerges that, in the dataset ex-

amined, the decrease of interaction happens immediately after the topic change. Given

this temporal sequence, a possible conjecture is that the topic change causes of the

decrease in interaction, and not the opposite.
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Figure 4.13 – AMI: laughter distribution
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Figure 4.14 – AMI: overlap distribution
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Figure 4.15 – AMI: silence distribution
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Figure 4.16 – AMI: backchannel distri-
bution
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Figure 4.17 – TableTalk: laugh distribu-
tion
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Figure 4.18 – TableTalk: overlap distri-
bution
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Figure 4.19 – TableTalk: silence distri-
bution
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Figure 4.20 – TableTalk: backchannel
distribution

4.6.2 Lexical volume distribution around a T

In the previous section I analyzed the distribution of signals around the topic change,

showing how, in the analyzed data, a drop of social signals is found immediately after

the topic change. This drop is a consequence of T , rather than its cause.

If the beginning of a topic shows a lower level of social interaction, two hypotheses

emerge: wb are characterized by higher contribution in lexical content, or a greater

number of silences (the latter could indicate a higher cognitive activity, additional to

speech production). The second hypothesis can be rejected re�ecting on the experi-

ments in the previous section, as it is not found that wb segments have a signi�cantly

higher number of silences than wt segments (the opposite is found in AMI).

Method On the other hand, in order to explore the �rst hypothesis, we examine the

distribution of lexical volume in wb5 and wt5 segments.9

I de�ne lexical volume as the amount of lexical contributions in a segment excluding

punctuation. Being w a token in an segment S, lexical volume of S is indicated as LVS

and corresponds to the amount of w in S. No normalization over the length of the

segment is applied, as I always compare segments with the same length.

9Experiments conducted on wb15 and wt15 lead to the same result.
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Signal x y x̄ 6= ȳ x̄ > ȳ

Laugh

wt15 wt10 ns ns
wt10 wt5 ns ns
wt5 wb5 ** **
wb5 wb10 * ns
wb10 wb15 ns ns

Overlaps

wt15 wt10 ns ns
wt10 wt5 ns **
wt5 wb5 ** ***
wb5 wb10 * ns
wb10 wb15 ns ns

Silences

wt15 wt10 ns ns
wt10 wt5 ns ns
wt5 wb5 ns ns
wb5 wb10 ns ns
wb10 wb15 ns ns

Lexical Backchannels

wt15 wt10 ns ns
wt10 wt5 ns ns
wt5 wb5 **** ****
wb5 wb10 ns ns
wb10 wb15 ns ns

Non-lexical Backchannels

wt15 wt10 ns ns
wt10 wt5 ns ns
wt5 wb5 ns ns
wb5 wb10 ns ns
wb10 wb15 ns ns

Table 4.17 – AMI: Signi�cance table of the distributions of social signals in bins around
topic changes. The signi�cant di�erence is found in a decrease in events immediately
after the topic change (wb5). Small e�ect sizes (Laugh: r=0.12; Overlaps: r=0.13; Lexical
Backchannels: r=0.18).

Results Fig. 4.21 and Fig. 4.22 show respectively the distribution of lexical volumes

per AMI and TableTalk corpora. In both cases, wb segments show signi�cantly higher

lexical volume than wt segments, as con�rmed by T-student test, with H0: LVwb5 =

LVwt5 , and H1: LVwb5 > LVwt5. The null hypothesis is rejected in favor of H1, p <

0.001.
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Signal x y x̄ 6= ȳ x̄ > ȳ

Laugh

wt15 wt10 ns ns
wt10 wt5 * ns •
wt5 wb5 **** ****
wb5 wb10 ns ns
wb10 wb15 ns ns

Overlaps

wt15 wt10 ns ns
wt10 wt5 ns **
wt5 wb5 ** ***
wb5 wb10 ns ns
wb10 wb15 ns ns

Silences

wt15 wt10 ns ns
wt10 wt5 * ns •
wt5 wb5 * *
wb5 wb10 ns ns
wb10 wb15 ns ns

Lexical Backchannels

wt15 wt10 ns ns
wt10 wt5 * ns •
wt5 wb5 **** ****
wb5 wb10 * ns •
wb10 wb15 ns ns

Non-lexical Backchannels

wt15 wt10 ns ns
wt10 wt5 ns ns
wt5 wb5 ns ns
wb5 wb10 ns ns
wb10 wb15 ns ns

Table 4.18 – TableTalk: Signi�cance table of the distributions of social signals in bins
around topic changes. The signi�cant di�erence is found in a decrease in events imme-
diately after the topic change (wb5). Cases indicated with • show signi�cance: x̄ < ȳ.
Medium and large e�ect sizes (Laugh: r=0.60; Overlaps: r=0.30; Silence: r=0.25; Lexical
Backchannels: r=0.44).

Discussion The �rst �ve seconds of a topic show, therefore, a higher presence of

lexical content and a lower presence of social signals. I �nally investigate whether the

higher lexical content in wb is in relation with a higher number of speakers. Interest-

ingly, wb segments show a constantly lower number of speakers where compared with

wt segments (T-test, p < 0.001).
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Figure 4.21 – AMI:Lexical Volume inwb5
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Figure 4.22 – TableTalk:Lexical Volume
in wb5 and wt5

4.7 Fine grained analysis of laughter timing

In the previous section, we have seen that laughter maintains a distinctive behavior

around T in both a meeting and a spontaneous corpus. In this section a more in-depth

study on the laughter timing is presented. I consider only laughter events in relation to

T . First I explore the distance between laughter in general and T , looking at the time

spans between the last laugh in topic A and T (namely LT) and the T and the �rst laugh

in topic B (namely TL). For a clearer visualization of this please refer to Fig. 4.23. Then,

I will analyze the behavior of types of laughter, shared vs. solo, with respect to T . In

this case, my foci are the last solo (SO) and shared (SH) laughs prior to a T (named LL:

SoLL or ShLL, respectively). Fig. 4.24 provides a visualization of this.

4.7.1 Shared laughter annotation

In order to analyze the dynamics of shared and solo laughter in both corpora, an anno-

tation of whether a laugh is isolated or shared is necessary. TableTalk and AMI do not

provide such detailed annotation. Hence, a novel strategy for shared laughter annota-
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LT	   TL	  

Time 

Topic	  A Topic	  B 

LL FL Topic change 

Figure 4.23 – Topic boundary neighborhood. LL and FL represent the last and the �rst
laughs. LT and TL represent respectively a topic termination segment and a topic begin-
ning segment.

LT	  

ShLL Topic change 

LT	  

SoLL Topic change 

Figure 4.24 – Topic boundary left neighborhood with shared and solo last laughs (ShLL
and SoLL).

tions was developed. Previous work by Bonin et al. [2012b] had de�ned shared laughter

as overlapping laughs or consecutive laughs within 1 second distance. This was based

on the intuition that consecutive laughs, if separated by a small enough distance would

still be experienced and externally perceived as shared. This threshold was experimen-

tally determined without the existence of a gold standard to refer to. Here, as in work

by [Bonin et al., 2014a], I test an extreme position that only truly overlapping laughter

is to be regarded as shared. Therefore, I consider shared co-occurrent laughter of dif-

ferent speakers, where co-occurrent indicate overlapping as well as successive laughter

with no gap between them. The reason for this stand in investigating a baseline situ-

ation in which a laughter has to overlap or occur sequentially without an intervening

gap, in order to be de�ned as a shared laugh.

I extend this annotation to the entire TableTalk and AMI and Table 4.19 and 4.20 in-

dicate the �gure regarding shared and solo laughter in AMI and TableTalk respectively.

However, as it has been noted by others [Truong and Trouvain, 2012], the annota-
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Avg SD
Shared 25.46 19.03
Solo 48.89 41.29
Sh+So combined 81.8 105.13

Table 4.19 – Average distribution of laughs per speaker in the AMI corpus.

Speaker Shared Solo Total
d 33 5 38
g* 20 9 29
k 138 56 194
n 175 59 234
y 162 56 218

Table 4.20 – Distribution of laughter among speakers - *Speaker g participated only in
Day 2.

tions of the temporal aspects of laughs in AMI are partly �awed. The current analysis

focuses only on the laughs which posses start times di�erent to end times.

4.7.2 Laughter & topic: temporal distributions

In the �rst analysis an attempt is made to understand whether there is a pattern in the

temporal distribution of laughter with respect to topic changes in the analysed corpora.

I remind the reader to Appendix A where two excerpts, from the AMI corpus, are re-

ported, in order to provide a deeper insight on the data that are analysed in this section.

Method I de�ne the measure µ(x) as the distance in seconds between x and T . I

consider µ(LT) and µ(TL) (Fig. 4.23), being LT the last laugh before T and TL the �rst

laugh after T .

Results As shown in [Bonin et al., 2012b]10, analysis of TableTalk shows that LTs

tend to occur at a shorter temporal distance from the T , than TLs: µ(LT)<µ(TL).11 The
10These results have been presented in [Bonin et al., 2012b] and they are reported here with co-authors’

consensus.
11One tail wilcox.test, mu=0, alternative less: p-value < 0.005.
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temporal distance between the last laugh of a topic and topic boundary, is signi�cantly

shorter than the temporal distance between the topic boundary and the �rst laugh, and

Fig. 4.25 shows this di�erence in distributions.12 From the parallel analysis of these two

corpora an interesting �nding emerges: laughter becomes more likely to occur when

the temporal distance from the topic boundary increases. Although the two corpora

present a similar behavior, it is worth noticing the di�erence in the distance between

laughs and topic boundaries. In TableTalk the �rst laugh after a topic change happens

(median value) around 27 seconds after the beginning of a topic, while in AMI after 30

seconds. The last laugh tends to happen around 9 seconds before the end of a topic in

TableTalk, and around 26 seconds before the end of a topic in AMI. Although aware of

the gross nature of the median, those results may be due to the fact that TableTalk is

characterized by shorter topics and a more dynamic and unstructured exchange than

AMI.
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Figure 4.25 – µ(LT ) vs µ(TL) compari-
son in TableTalk.
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Figure 4.26 – µ(LT ) vs µ(TL) compari-
son in AMI.

12In Fig. 4.25, I report the logarithm of the distribution to emphasize di�erences visually. A one tailed
Student’s T-Test on the logarithm of the distribution is in line with the Wilcox test on the raw data.
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Rami�cation From this analysis, it emerges that laughter is more likely as the tem-

poral distance from the start of the topic increases. This �nding is not su�cient to

support the fact that laughter can be considered, in isolation, a valid topic termination

cue, but suggests that laughs are more likely to occur at the topic terminations, rather

than immediately after a topic change (at the topic onset). The particular distribution

of laughter emerging from the two corpora underlies a discourse function of laugh-

ter which could be useful information in automatic topic boundary detection (cf. Luz

[2012]).

4.7.3 Shared laughter and topic termination

Having considered the laughter distribution at a coarse grain level, in this subsection I

re�ne my analysis exploring the temporal distribution of shared and solo laughs with

respect to topic changes. In the following I will examine:

(a) Distribution of shared/solo laughter at topic terminations.

(b) Distribution of shared/solo laughter in topic continuation vs. topic transition mo-

ments.

In order to investigate (a) and (b), I refer to previous studies that explore similar dis-

tributions in a telephone conversation corpus of English native speakers. Holt [Holt,

2011, 2010] proposes a correlation between shared laughs and topic termination se-

quences. According to Holt [2011] shared laughs may be part of a topic termination

sequence and may introduce to end of the topic. The mutual acceptance of a laugh

relates to the common agreement of a completed topic. Hence, I analyze whether, in

our corpora, evidence is found of shared laughter occurring closer to the end of the

topic than solo laughter. I re�ne our previous analysis of µ(LT) vs µ(TL), distinguish-

ing between shared (SH) and solo (SO) laughs. Since the interest is only in the topic

termination subsection, I focus on the topic boundary left neighborhood µ(LT) and ex-

plore the distance between shared laughs (SH) and topic change µ(ShLT) and solo laugh
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(SO) and topic change µ(SoLT). As shown in Fig. 4.27, in TableTalk, some evidence is

found of shared laughs being closer than solo laughs to topic termination boundaries,

but this tendency does not reach signi�cance. In particular, it has to be noticed how

the median distance of a SH from topic termination is 7 sec, while the median distance

of SO from topic termination is 12 sec.

This result is di�erent from that reported in the initial work of Bonin et al. [2012b],

due to the di�erences in annotation between that work and the present analysis, as

described above (Section 4.7.1). In what remains we retain the constraint that only

temporally overlapping laughs count as moments of shared laughter.
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Figure 4.27 – µ(ShLT ) and µ(SoLT ) in
TableTalk.
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Figure 4.28 – µ(ShLT ) and µ(SoLT )
in AMI.

A similar behavior is found in AMI. I compare µ(ShLT) and µ(SoLT), �nding that

SH do not tend to occur more in proximity of the end of the topic than SO (no signif-

icant di�erence in the distributions). This is shown in Fig. 4.28.13 In the AMI corpus,

the median distance of SH and SO from topic termination is 28 sec. and 30 sec. respec-

tively. Therefore, di�erently from previous studies, in these corpora topic termination

sequences do not appear to be characterized by shared laughter more than by solo

13Fig. 4.28, I report the logarithm of the distribution to emphasize di�erences visually. One tailed Stu-
dent’s T-Test on the logarithm of the distribution is in line with the Wilcox test on the raw data.
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laughter.

4.8 Discussions of the experiments

This Chapter reports the results of the analyses of the dynamics of �ve signals be-

longing to the social sphere around a structural event as a topic change. These social

signals could represent a �rst indicator of the general level social activity, called here

interactional entropy, in the conversation.

One could imagine three di�erent but equally reasonable distributions depicting

the dynamics of social interaction in a conversation.

Distribution [A] - Right skewed distribution: high social activity in the beginning

when the topic is new and everybody wants to contribute to it, followed by a continuos

decrease until the topic dies and a new one comes in.

Distribution [B] - Normal distribution: low activity in the beginning of a topic,

higher activity in the central part of the conversation, where the discussion is more

lively, low activity in the end when a general agreement is reached and one person is

summarizing it (meeting scenario), or the topic is exhausting (spontaneous chat sce-

nario).

Distribution [C] - Left skewed distribution: low activity in the beginning when

someone is introducing the new topic, with an increase of activity until the introduc-

tion/change to a new topic.

Figure 4.29, 4.30, 4.31 provide a visualization of the three di�erent scenarios.

Analysis 1 has been deployed to verify Distribution [B], since it provides an

understanding of the distribution in the central part of a topic and the edges of the

topic (transition vs. continuation segments). Analyses 2 -3 have been deployed to

verify Distributions [A] and [C]; in both cases an understanding of the dynamics of

social activity during the topic was necessary. It emerges that social activity has the

tendency to increase during the topic, but not in a monotonic way. Clearly though,
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Topic discussion 

Topic extinction 

Figure 4.29 – Distribu-
tion [A]: high social ac-
tivity in the beginning
of a topic, low at the
topic termination

Topic initiation 
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Figure 4.30 – Distribu-
tion [B] low social ac-
tivity in the beginning
and termination, high
in the topic discussion

Topic initiation 
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Topic extinction 

Figure 4.31 – Distribu-
tion [C]: low social ac-
tivity in the beginning
of a topic, high at the
topic termination

evidence is found of di�erence in social activity between the end of and the beginning

of a topic. Analysis 4 is intended to verify the di�erence between the end and the

beginning of a topic, by looking at topic termination and topic beginning segments.

Analysis 1, see Section 4.5.1, showed that topic transition vs topic continuation seg-

mentation does not provide deep insight in the distribution of social signals as reported

in Table 4.4 and Table 4.3, excluding Distribution [B]. The reason for that could be the

fact that topic transition segments cover a variety of socially di�erent moments (the

end and the beginning of a topic), �attening possibly interesting patterns. For this rea-

son further analyses have been conducted to identify the distribution within a topic. In

Section 4.5.2, the distribution of the signals between �rst and second halves of conver-

sations, as in Fig. 4.2, is compared. This analysis uncovers an increase in social activity

between the �rst and the second half of a topic. This increase is evident in the case of

laughter for both corpora, and it is signi�cant also for all the other signals in AMI data.

However, to achieve a more �ne grained perspective on the distribution of the signals,

Analysis 3 (Section 4.5.3) provides a detailed investigation of the �rst, second and third

thirds of a topic, showing how in AMI a real increase of the considered social signals

occurs after the �rst third of the topic.

This might be interpreted as a change in the social dynamics between the begin-

ning of a topic and the rest of the topic: in other words, something is lacking in the

beginning of a topic, and is re-appearing when the topic is established and enters in its
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full development. In fact, while analyzing the beginning and termination of a topic, an

evident decrease in social activity is found in the beginning segment.

Further analyses (Section 4.6.1) give better insight into the causal relationship of

these events, showing whether it is the topic change to cause to drop in events or the

drop in events to cause the topic change. Since the decrease in events is consistently

found immediately after a topic change, one could reasonably suppose that this de-

crease in social events is a consequence of the topic change.

This has led to the conclusion that Distribution [C] is the one that models the actual

dynamics of interactional entropy within a topic.

It appears that the beginning of a topic is characterized by a participant taking

the �ow, with very few laughs, interruptions and lexical backchannels overlapping his

speech, while the center and end of a topic present a higher level of social interaction,

laughs and interruptions. In other words, one could say that the beginning of a topic

has lower social activity.

To conclude, in this Chapter, I have analyzed the dynamics of �ve signals belonging

to the social sphere around topic change moments in dialogue. Although not exhaus-

tive, these social signals could represent the general level of social activity in the con-

versation, de�ned in 4.5 as interactional entropy. It has been noticed that the beginnings

of a new topic show a lower presence of social activity, but a greater amount of lexical

content. In contrast, topic terminations show higher social activity and lower lexical

volume. I found that both in AMI and TableTalk there is a drop in interactional entropy

when a new topic begins. One could interpret this as a social order introduced by the

new topic: from a situation of high social interaction, with a higher number of overlaps,

feedback, laughter, the new topic leads to a monological situation, in which one speaker

takes the �oor, reducing the interactivity among the participants. Although limited to

the datasets considered, a pattern has, therefore, been found between the �uctuation

of social interaction (given by the amount of social signals) and discourse phenom-
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ena such as topic changes. In addition, it has also been noticed how topic changes are

the cause of the drop in interactional entropy, and not vice-versa, as the drop occurs

immediately after a topic change.

These analyses show that it is possible to derive a particular behavior of social

signals with respect to topic changes, leading to the conclusion that, although usually

categorized as having a non-linguistic function, social signals do have a correlation

with events at the discourse level and therefore a discourse function [RL1].

4.9 Summary

In this Chapter I explored the relation between social signals and discourse phenomena

such as topic changes, investigating whether social signals have a discourse function

in addition to their social function. I proposed di�erent analyses that investigated the

temporal dynamics of laughter, backchannels, silences and overlaps �nding a relation-

ship between topic changes and a decrease in social signals. The results show that

immediately after a topic change there is a signi�cant drop in social activity. De�ning

interactional entropy as the amount of social signals in a given segment of a conver-

sation, I conclude that after a topic change a decrease of interactional entropy occurs.

This information might be used to better understand the discourse structure via non-

linguistic information such as laughter, overlaps backchannels and silence, and shed

new light upon the discourse functionality of social signals. While in this Chapter the

focus has been on the social context of the conversation, in the next Chapter, I consider

the situational context, as the ensemble of situational events in which a conversation

takes place, and their relationship with the discourse structure.
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CHAPTER 5

Situational Context and Event Segmentation

In this Chapter, I provide the analysis related to RL2 and investigate whether and how

situational signals in�uence the prediction of events in social interactions. As discussed

in Chapter 1, the general purpose of this thesis is exploring the relationship between

discourse and context. While in Chapter 4 I have analyzed the relation between dis-

course and social context, here I analyze the relation between discourse and the situ-

ation in which the conversation takes place. In particular I analyze the distribution of

relevant events, speci�cally noteworthy events, providing a de�nition of noteworthi-

ness, and investigate the relation between situational information and the annotation

of noteworthy events in telephone conversations. I �nally propose a classi�cation ex-

periment showing how situational information boosts the performance of an automatic

system for the detection of relevant events.1

1The analyses of this Chapter are the result of a collaboration with Telefonica Research, partly pub-
lished in [Bonin et al., 2014c].
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5.1 De�nitions of situational context and relevant event

The previous Chapter focuses on the relations between the social context in a conver-

sation, as the ensemble of the social signals exchanged during the conversation, and

a structural event such as topic changes. In this Chapter I broaden the perspective

and explore the role played by the situation in which the conversation takes place.

As described in Chapter 2, many researchers have discussed the concept of context at

an extended level, considering context as the situational condition under which the

language is spoken [Malinowski, 1947]. Hymes [1972] consider interactions as a se-

ries of speech events in which the settings of the conversation play an important role,

and Duranti and Goodwin [1992] as a way towards understanding the relationship be-

tween language structure, social organization and culture. Within this framework, in

this chapter the answer to the following question is sought: does the situational context

in�uence the way we, as speakers, structure conversation? I explore whether, in a real

life scenario, the situation, such as the fact of being in a car driving while talking on

the phone, in�uences the prioritization of relevant information. In this, two concepts

need to be de�ned: situational context and relevant event. I propose a working de�-

nition of situational context of a conversation (as mentioned in Section 2.3.2). I de�ne

situational context as: the set of conditions which belong to the situation in which the

conversation takes place. This information can be known or can be derived from other

known elements of the conversations. Situational signals are then elements of this set.

These include, for example: the gender of the participants (if known); the location

in which the conversation takes place (outdoor/indoor or the exact geo-spatial location

if known); the number of participants, the time of the call, the day of the call, the

relation among the participants in a telephone conversation belong to the situational

context.

Di�erently from social signals, situational signals do not change during the un-

folding of the conversation (the relation among participants will be the same from the
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beginning to the end, the fact that a participant is at work or at home does not change

in analyzed conversations); therefore the timing of situational signals does not belong

to the same scale of social signals timing: while the latter follows the evolution of the

conversation, the situation signals timing follow the evolution of the situation.

By relevant event, in this thesis, I refer to an event that the speaker would not like

to forget, therefore, an event in the conversation the speaker would like to take note

of.

My hypotheses is that what is considered relevant and, most of all, when partici-

pants decide to express during a conversation relevant chunks of information may de-

pend on the characteristics of the participants’ relation and on the situation in which

the call takes place. In any conversation there are chunks that participants do not

consider worthy to remember (hence taking note of) and chunks that are considered

worthy to take note of. The former situation may arise for two reasons: 1) the event is

not an important point of the conversation or 2) the event belongs to the background

knowledge of the participants, and, as a consequence, there is no possibility that it will

be forgotten.

To clarify this concept I present two scenarios.

[Scenario 1] A conversation is taking place between Mary and a doctor’s assistant,

and, the end of the call, Mary needs to take an appointment with the doctor;

[Scenario 2] A conversation is taking place between Mary and her friend, and they

agree to meet to go to the cinema on Saturday.

In scenario one, it is plausible to imagine that Mary will feel the need to remember

the name of the doctor she was talking to and the date/time of the appointment after

the call, because all these are new information gathered from the call. In scenario two,

Mary might feel the need to remember the date/time �xed with her friend, but it is

quite unlikely (though not impossible) that she will feel the need to annotate the name

of the friend. Whereas while taking an appointment with the doctor, it is plausible that
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the need exists to annotate the name of the doctor, in a social call with a friend or a

relative, the name of the interlocutor is part of the background knowledge of the user.

At the linguistic level the name of the doctor and the name of the friend lie at the same

level and belong to the same category (named entity of Person); therefore, while from

a content (and an NLP) point of view both names are Person named entities and carry

the same amount of information, from the point of view of the user they might have

di�erent weights (no need of taking note opposed to need of taking note).2

So the question that arises is how can a system distinguish names that are impor-

tant to remember, and names that are not important to remember. Situational context,

such as knowing among who is the conversation taking place, provides in this case an

unambiguous information to detect whether some piece of information belongs to the

background knowledge of a user or not.

In this work I take in consideration a subset of situational conditions and analyze

their interaction with the discourse; namely: information about the participant, the

location and the time.

5.1.1 Participants of the Conversation

As mentioned, characteristics of the participants of the conversation may play a role in

the distribution of events. Some NLP tasks have exploited user information for di�erent

purpose. Topic change detection, for example, have used the role of the participants

to infer topic changes in news datasets [Arguello and Rosé, 2006], as well as meeting

summarization have exploited the role of participants to gain information about who

is leading, hence most likely summarizing, the meeting [Oya et al., 2014]. However, in

this case, I am interested in understanding whether some of the participants’ features
2Referring to the information structure theory one could talk about the rheme, and the new in the

conversation, and the theme as the given in the conversation Halliday [1967]. However while the rheme
is what is new with respect to what is known within the conversation, in the concept of relevance given
here, an information is new with respect to the background knowledge of the speaker. For example, in
the following example:

It is Paul, who went to the cinema.
Paul, is the new information, independently from the fact that Paul is well know by the speaker of not.
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(e.g. gender, age) are correlated with the distribution of relevant events.

5.1.2 Location of the Conversation

The location of a conversation refers to where, as well as in which situation, or per-

forming which action the conversation takes place. For example, if a conversation takes

place in an outdoor noisy environment, the participants might prioritize the relevant

information that needs to be delivered according to the loudness of the environment;

similarly, if a conversation takes place over a mobilephone while one of the participants

is driving, the actual dynamics of the call might depend on the stress level of the situa-

tion that the participant is experiencing. Since conversations have become ubiquitous,

there is a need to take the location element into account.

5.1.3 Time of the Conversation

Similarly to the conversation’s location, the conversation time can be a factor in�uenc-

ing the dynamics of the speech exchange. In particular this relates to the purpose of the

conversation. If the conversation takes place during working hours, one can reasonably

assume it is a working conversation, with a particular structure, while in the evenings

or weekends the conversation is more likely to be a spontaneous chat. This might have

an in�uence on the length of the conversation as well as on the prioritization of the

items to be discussed.

In particular, I analyze when within a conversation a noteworthy event takes place,

with respect to the time of the day, and categorical distinctions of working vs non-

working hours.

5.2 De�nition of relevant events

Following the de�nition provided in Bonin et al. [2014c], I consider relevant an event

that a user would like to remember at a later time: an event that the user would like
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to take note of (i.e noteworthy). As described in Chapter 2, noteworthiness detection

in conversations is to be considered a particular form of summarization: the aim is to

summarize the conversation maintaining only the chunks that the participants wish to

recall. However, the concept of relevance in noteworthiness detection does not include

informative fragments of content, which would be part of a summary, unless those

fragments are also worth remembering for future recall. To the best of my knowledge

not many scholars have investigated the possibility as well as the necessary knowledge

for automatically detecting of what is worth taking notes of in a conversation. See

Section 2.4.4.

5.3 Dataset and Annotation of relevant events: notewor-

thiness

The dataset used for the analyses in this Chapter is the Callnotes corpus [Carrascal

et al., 2012], described in details in section 3.4. The corpus consists of 796 spontaneous

telephone conversations among Spanish speakers, recorded during a study carried on

by Telefonica Research. The Callnotes process of data acquisition lasted 64 days and

its objective was to collect a set of mobile calls, their transcriptions, and information

related to their context. Participants were recruited through popular Web portals in

Spain and they were asked a pre-study questionnaire to obtain demographic informa-

tion, calling habits and annotation habits. Participants installed a VoIP application on

their mobile phones and whenever they made a call with their mobile, it was routed

through speci�c servers and recorded. The use of the application was transparent for

the user, since it was installed as the default phone application and they could choose

at any time whether to use the callnotes application to make the call or not. As com-

pensation for participating in the study, all calls made through the system to national

landlines or mobile lines were free of charge. The calls were transcribed and made

available to participants by means of a Web application. There, they could see a list of

104



5.3. DATASET AND ANNOTATION OF RELEVANT EVENTS: NOTEWORTHINESS

Class Annotations
I We are in front of the fruit shop
RoA Tomorrow we go to look for the swimsuit
RI Are you coming to eat? At what time
O Sure, it’s normal

Table 5.1 – Examples of annotations.

their recorded calls, and for each call, its audio recording and its transcription. Partic-

ipants had the possibility to delete any call they considered to have sensitive content

within the 24 hours after each call was made available through the Web application.

Otherwise, the calls were considered to be willingly contributed to the study by the par-

ticipants, as stated and accepted by participants in the terms of consent of the study.

A very extended annotation process was conducted. Participants were in fact asked

to annotate in the calls the chunks of information (either turns or constituents) which

they retained relevant to take note of. In the case that the participants did not �nd any

important information, they were asked to explicitly say so. In addition to this partic-

ipants were asked to provide information about the situation they were at the time of

the call: the time of the day, the day of the week, the action that they were performing,

etc. This resulted in a unique dataset with extended annotations of noteworthy events

made by the actual participant of the call and situational information, features which

make this a perfect dataset for analyzing the in�uence of situational signals over the

call.

As described by Bonin et al. [2014c], a qualitative analysis was conducted on the

corpus to understand the nature of the annotations entered by the participants in the

study.

Four types of annotations were distinguished: Giving Information (I), Requesting In-

formation (RI), Reporting on an Action (RoA) and Other (O). Examples of these 4 types of

annotation are presented in Table 5.1. Three annotators labelled a total of 54 randomly

selected turns from the dataset (IAA, Fleiss Kappa=0.54, Fleiss [1971]). 47% of the turns
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were classi�ed as belonging to the Giving Information category, 22% of the turns to the

Request Information category, 26% to the Other category, and only 3% were classi�ed

as Reporting on an Action. Intuitively, one could expect the Giving Information category

to be the most common in the annotated turns. However, the results obtained show that

the other types of annotations are also well represented in the data.

Two primary features of interest emerge. First, while the vast majority of annota-

tions correspond to turns where a piece of information is given (e.g. We meet at 3pm),

turns where information is requested are also well represented in the sample. Second,

more than 25% of this manually annotated dataset was marked under the Other cate-

gory, which includes turns with very diverse functionalities (e.g. greetings, statements

of agreement). This reveals that participants tend to annotate as noteworthy, turns

with very diverse functional aspects.

5.4 Methodology

To answerRL2, and, therefore, verify the hypothesis that the situational context in�u-

ences the structure of the conversation, two analyses are conducted on the Callnotes

dataset.

The �rst (Analysis 1) consists of a preliminary investigation of the correlation

between the temporal dynamics of the distribution of relevant events in a conversation

and situational factors such as: where the conversation is taking place and when the

conversation is made (which day of the week and which time of the day). I investigate

whether speakers tend to distribute relevant chunks of information (aka noteworthy)

according to situational factors.

The second (Analysis 2) consists of an automatic classi�cation of noteworthy events

using situational information. If a relationship exists between the distribution of note-

worthy information and the situational factors, then those factors, used as features

describing a conversation, should be discriminative in the detection of such informa-
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tion. In the next two sections, I present the methodology and the results of these two

analyses.

5.5 Analysis 1: Preliminary feature analysis

Participants of a call may decide whether to condense all the relevant information in

the beginning of a call as opposed to spread it throughout the evolution of the conversa-

tion. Knowing this distribution represents a key piece of information for automatically

detecting relevant chunks, but, unfortunately this distribution varies between conver-

sations. In this section, an analysis is conducted to detect whether some correlation is to

be found between this distribution and the situational factors of a call. It is reasonable

to assume that the distribution of relevant events may vary according to the situation

in which the call is made. If a user is driving, he will tend to deliver all the information

immediately in order to not be distracted from his/her main activity, in contrast to a

situation in which he is relaxing on a sofa with his interlocutor. In order to explore this,

I investigate the distribution of relevant events, calculating the cumulative distribution

of the events over time.

Figure ?? shows the cumulative distribution of the relevant events in conversations

factorized by hour of the day (over a 24 hours representation). The x axis represents the

timeline of the conversation, while the y axis represents the cumulative distribution of

the relevant events for that conversation. Since both the number of relevant events and

the length of the conversation may vary, both values are normalized over the total num-

ber of relevant events (y axis) and the total length of the conversation (x axis). The plot

is to be interpreted examining the skewness of the curve. Conversations with a cumu-

lative distribution skewed to the left, have all the relevant information expressed at the

beginning, while conversations whose distributions are right skewed have the relevant

events towards the end. In order to visualize the correlation with situational factors,

one should compare the distributions for conversation in di�erent situational context.
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Fig. 5.1 represents the distribution factorized by time of the day and the faceting is used

to divide the calls made in the weekend ( on the left -0 ) from the call of the weekdays

( on the right - 1 ).

As one can see during late in the day (i.e. 20h, 21h, 22h) the cumulative distribu-

tion is not entirely expressed in the �rst part of the conversation; on the contrary it is

relatively spread throughout the conversation: half way into the conversation, 70% of

relevant information is expressed, attaining the 100% between halfway point and the

end of the conversation. In contrast, in the middle of the day (this is particularly visible

at 2pm, 3pm and 4pm of working days), there are calls in which the cumulative distri-

bution of relevant events reaches 100% within the �rst 5% to 15% of the conversation.

To better investigate this, Fig 5.2 provides a di�erent visualization of the same phe-

nomenon. Each box summarizes the distribution of the temporal span elicited when

all the relevant information for that call has been exchanged; more formally, being t0

the beginning of the conversation, te represents the time when all the relevant events

have happened (in this case all the noteworthy turns for that conversation have been

uttered); De will be the di�erence between te and t0, hence the time elapsed since

the beginning when all the relevant events have been seen. Each box represents the

distribution of De in conversations per hour of the day.

Therefore, lower distributions represent sets of conversations in which the totality

of relevant information is expressed very early within the conversation, higher distri-

butions represent sets of conversations where the totality of the relevant information

is reached towards the end of the conversation. Once again, the faceting divides week-

ends (0) from weekdays (1), and the x axis represents the time of the day. One can see

how, in line with the previous plot, the conversations at 2pm on the weekdays show

a median value of around 15%, meaning that in median the conversations of that time

of the day in our dataset reach the 100% of the information within the �rst 15% of the

conversation. These �gures are normalized to the length of the conversation which is
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Figure 5.1 – Cumulative distribution of relevant events in the conversations of the Call-
notes corpus divided by hours of the day. Each line in each subplot represents a phone
call, the x axis reports the normalized length of the call and the y axis the cumulative
distribution of noteworthy events. A distinction is made also between calls at the week-
end (left part) and calls during the week (right part). The colors are provided for helping
distinguishing between early hours (greenish), middays (bluish), and evenings (pinkish).
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Figure 5.2 – Distribution of the time elapsed from the beginning of the conversation when
all the relevant events have been expressed. The x axis shows the time of the day. A
distinction is made also between calls at the weekend (left part) and calls during the week
(right part). As one can see the weekend conversations do not show a clear patters, while
during the weekdays, conversations in the middle of the day tend to deliver the relevant
information in the beginning of the conversation. The colors are provided only to help
the visualization and distinction between early hours (greenish), middays (bluish), and
evenings (pinkish).

not a factor in this analysis.3 As one can see, the right side of Fig 5.2 shows a clear pat-

tern, where the central hours of the day have conversations which reach the totality of

relevant information exchanged very early; one could say that in these hours, speak-

ers go straight to the point.4. As similar conclusion can be drawn in Fig. 5.3, where the
3I am interested in analyzing when the relevant information is provided, independently of the duration

of the conversation, which might continue without any further relevant chunks of information being
uttered.

4A possible interpretation of this stands in the distinction between working hour (in the central part
of the conversation) and non working hour. However, this might depend on the professions’ distribution
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Figure 5.3 – Mean normalized time of occurrence of noteworthy event per hour. The x
axis shows the hour of the day. A distinction is made also between calls at the weekend (left
part) and calls during the week (right part). As one can see in the weekday conversations,
the noteworthy events tend to occur on average in the beginning of the conversation.
The colors are provided only to help the visualization and distinction between early hours
(greenish), middays (bluish), and evenings (pinkish).

mean normalised time of occurrence of noteworthy events
∑

e∈Events
timee

Events per hour is

reported.

Table 5.2 shows the correlations betweenDe and the situational features taken into

consideration.

in the sample. An investigation of this is left to future studies.
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5.6 Analysis 2: AutomaticClassi�cation ofRelevant Events

Analysis 2 consists in a automatic classi�cation of relevant events using situational in-

formation.5 If a relationship exists between the distribution of noteworthy information

and the situational factors then those factors, used as features describing a conversa-

tion, should be discriminative in the detection of such information.

Noteworthiness detection in conversations could be considered a particular form

of topic summarization: the aim is to summarize a topic maintaining only the chunks

which the participants wish to recall. Previous work has been conducted in notewor-

thy detection in meetings. Banerjee et al. investigate the feasibility of discovering

noteworthy chunks in meetings, exploring if a notes-suggestion task can be accom-

plished by a human being. A Wizard of Oz experiment was then conducted over nine

meetings, and the wizard reported a precision of 35% and recall of 41%. Banerjee and

Rudnicky [2008] apply techniques developed in extractive meeting summarization for

automatically identifying noteworthy information from meetings, creating a baseline

for noteworthiness detection in meetings of 0.14 F-score. Section 2.4.4 provides an in-

depth overview of the state of the art in noteworthiness detection in previous studies.

These results give an idea of the challenges of the task, which deals with an extremely

5The work described in this section has been published in Bonin et al. [2014c], and is reported with
authors’ consensus.

Class Pearson correlation ρ
Time - categorical 0.005**

Time of the day (when3) 0.013
Location (where) -0.09*

Age 0.72
Gender 0.24

Education 0.033
Occupation 0.04

Table 5.2 – Linear regression betweenDe (distribution of time elapsed from the beginning
of the conversation to the moment in which all the relevant events for that conversation
occurred) and all the variables.
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subjective concept like noteworthiness, in a noisy scenario such as conversations. The

work of Banerjee and Rudnicky [2008] on meetings exploits the content information of

meeting transcriptions in a lab simulated static situation. In the case of telephone con-

versations, the complexity of the situation and the errors due to automatic transcription

in noisy outdoors create the basis for an even more challenging scenario. However, tele-

phone conversations can bene�t from situational information, which might give hints

about the discourse structure (e.g. where the noteworthy information is more likely to

be located).

A supervised machine learning approach is used here to automatically detect note-

worthy turns in conversations, where the conversations are the documents represented

as a collection of values in a feature space and the ground-truth are the noteworthiness

annotations provided in the dataset collection stage (See Chapter 3.4). The goal of the

classi�cation is to automatically identify information annotated by users in terms of

its relevance for future needs; however, I am particularly interested in understanding

what contributes to detecting relevant turns and whether information on the situation

helps improve the results. For the purposes of this study, the turn is considered as the

basic unit of analysis. A preliminary analysis showed that often users tend to highlight

complete turns as relevant, instead of parts of the turns. On average, 66.57% (s = 35.87)

of the words within an annotated turn were highlighted, with a median value of 80%.

Hence, the turn is chosen as the basic unit of analysis considering relevant a turn with

at least one annotated word.

5.6.1 Features description

In this section I describe the features computed to represent conversations and which

have been engineered to capture information relevant to the problem at hand at the

turn level. Every turn is described as a vector of features modeling the characteristics

of the turn. Speci�cally, two sets of features can be distinguished: Content features,

113



5.6. ANALYSIS 2: AUTOMATIC CLASSIFICATION OF RELEVANT EVENTS

denoted hereafter with the letter C, and situational conteXt features, denoted hereafter

with the letter X.

Not only information at the situational level is considered, due to the coarse grained

nature of this information. Situational signals are constant during the conversation

(the location of a call does not change within the timeframe of a conversation), and,

therefore, the only use of situational information does not provide any turn-level in-

formation, necessary to detect relevant turns.

5.6.1.1 Content Features

Content features are computed by analyzing the content of the conversations; while

some of them are derivations of the features used in meeting summarization, others are

novel features engineered for the task at hand. The input of the C-features is the textual

information resulting from the semi-automatic transcription of the calls.6 In order to

extract features from the transcript, the datasets are �rst pre-processed (split in turns,

lemmatized, PoS tagged). Finally, Named Entities (NEs) are recognized and classi�ed

using Freeling Language Processing tools [Padro et al., 2010]. As noted in Chapter 2,

the detection of relevant information in conversations shares similarities with meeting

summarization. For this reason I rely on previous literature in meeting summarization

in the feature engineering process. The �nal set of 42 content-based features includes

both variations of features previously used in the meeting summarization literature and

novel features particularly adapted to the task at hand. A main deviation from meeting

summarization is the fact that while a summary will report information on the main

topic of the meeting, a noteworthy chunk of information in a call is not necessarily

related to the main topic of the conversation; for this reason, in contrast to related

work on meeting summarization, no content features are based on lexical similarity to

the entire call or to the main topic of the call. In addition, due to the poor quality of

6While the analysis of the acoustic signal may reveal additional cues useful for noteworthiness detec-
tion, it lies out of the scope of this work.
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the transcription, no long distance dependency information (e.g. argument predicate

relations) or deep syntactical parsing is involved.

Table 5.3 provides a summary of all the content-based features extracted from the

dataset. Where applicable, two vector representations are used: binary and frequency-

based. I will refer to these two di�erent encoding schemes as Bin for the binary case,

and Freq for the frequency case.

CONTENT FEATURES
C-BoW (Bag of Words)

BoW BoW for all words (except hapax)
C-T (Turn-based)

NE-SP presence (or frequency) of Person
NE-G presence (or frequency) of Location
NE-O presence (or frequency) of Organization
NE-V presence (or frequency) of misc. NE
Number presence (or frequency) of Numbers
Date presence (or frequency) of Dates
TLN Turn length in # words normalized
PoS PoS distribution
TF Max and Mean term frequency
IDF Maximum and Mean inverse document frequency

C-D (Dynamic)
Rep Repetition between t and t-1,t+1,t-2,t+2
Int Presence (or total amount) of Int. pro./adj. in t-1
Q Presence (or total amount) of question in t-1

C-C (Conversational)
Dur Duration of the call (# turns and # words)
Cent Conversation centrality
Spk Speaker
Dom Speaker dominance

Table 5.3 – Final set of content features extracted from the conversation

Turn-Based content features (C-T) Turn-based content features take into account

information related to individual turns. We distinguish between lexical and non-lexical

C-T:

Lexical content features: Lexical C-T features capture the lexical properties of
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a turn and include NEs, Locations, Organizations, Persons, Miscs, Numbers, Dates, and

temporal expressions. Information regarding the presence of NEs has been widely ex-

ploited in text summarization [Gupta and Lehal, 2010; Maskey and Hirschberg, 2005].

Maskey and Hirschberg [2005] reports that the total amount of NE is among the most

discriminative lexical feature in predicting sentences considered to be relevant for a

summary. However, in the case of phone conversations, attention has also been given

to the presence of temporal expressions under the intuition that temporal cues are good

indicators of upcoming pieces of information (e.g. The meeting is tomorrow).

For each turn t, the presence of any NE and temporal expression, as well as the

presence of individual classes of NEs is detected and for each of these classes of entities,

a binary and a frequency feature vector is extracted.

Non-lexical content features: capture characteristics of the turn which do not

involve lexical information, namely: turn length, part-of-speech (PoS) distributions and

Tf-idf descriptive statistics at the turn level. In the area of meeting summarization re-

search, the average length of a turn has been found to be a valid feature [Xie et al., 2008].

In the Callnotes dataset, preliminary analyses revealed that annotated turns tend to be

longer than average, suggesting that the turn length, calculated as the number of tokens

per turn normalized over the average turn length (punctuation excluded), could be use-

ful. To further gauge discourse characteristics, the distribution of PoS at the turn level

is detected: i.e. for each turn, the frequency of nouns, pronouns, adjectives, adverbs,

interjections, verbs, prepositions and conjunctions is calculated. Finally, I extract the

maximum and mean term frequency (Tf) and inverse document frequency (idf) mea-

sures. In Xie et al. [2008], authors report that idf is among the most discriminative

features in sentence selection for text summarization.

Dynamic content features (C-D) Dynamic content features are designed to cap-

ture the semantic relationships between each turn and its precedent and subsequent

turns. In this context, by semantic relationship I refer to possible semantic links that
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each turn may have with its neighboring turns, such as lexical and topical cohesion,

question-answer relationship, and the appearance of general cues that may anticipate

relevant pieces of information in the subsequent turn.

Repetitions: words repeated by di�erent speakers in consecutive turns are used.

Participants of a conversation tend to align at several linguistic and paralinguistic lev-

els in order to ease communication and increase mutual understanding [Pickering and

Ferreira, 2008]. This phenomenon has been investigated in terms of prosody, lexicon

and syntax [Levitan and Hirschberg, 2011; Brennan, 1996; Bonin et al., 2013; Branigan

et al., 2010]. From a lexical point of view, the alignment mechanism, often referred to

as priming, is realized by means of word repetition among speakers. In this context the

priming phenomenon is exploited to detect concepts in the conversation that are con-

sidered important by both participants, relying on the fact that repeated words convey

concepts that participants want to make sure have been successfully communicated to

their interlocutor. Given a dataset D, a turn in D, t ∈ D, and t− i and t+ i turns in

the context of t, I calculate the amount of repeated lemmas between t and t− i, and t

and t+ i for 1≤ i ≤ 2. In order to consider semantically meaningful repetitions, only

content words (nouns, adjectives, adverbs, verbs) are taken into account.

For sake of clarity I report an example of consecutive turns with repetitions:7

Turn Utterance

t-1: Starting at half past four.

t: Starting at half past four, yes.

Interestingly a relationship is found between the presence of repetitions among

consecutive turns and the relevance of a turn; being A the set of annotated turns, I

compare the frequency of repeated terms among t and t− i for t ∈ A and t /∈ A. The

pairs where t∈A showed a signi�cant higher frequency of repeated terms with respect

to the pairs where t /∈A (Student T-Test on normal distribution,p<0.005**).
7I report the English translation of the Spanish original.
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Interrogative pronouns and questions: As shown in Sec. 5.3, 47% of the anno-

tations of relevant chunk of information of the call were marked as giving information,

that following the natural �ow of the conversation might have been triggered by a

request of information.

Therefore, for each turn t, I extract information about the presence of interrogative

pronouns/adjectives in t−1, and the presence of a question in t−1 to capture all the

giving information turns, which might have been triggered by a request of information

in the preceding turn.

Conversational �ow features (C-C) These features are designed to model infor-

mation about the conversation’s �ow and speakers’ interactions.

Centrality of the turn: captures the position of the turn within the complete

dialogue, computed as the distance of the turn from the middle of the conversation.

This feature is inspired by the sentence location features used in text summarization

Chen et al. [2002]. Chen et al. assign di�erent weights to sentences in the �rst, middle

and �nal part of a paragraph, in order to favor sentences which lie in the central part

of the paragraph as they are considered to be more informative for a summary. This

distance is measured in terms of number of words, excluding punctuation.

Speaker: Who is uttering the turn (caller vs callee).

Conversation duration: Length of the conversation in number of turns and in

number of words. The number of turns captures the dynamics of a dialogue (shorter

turns equals a more dynamic exchange), while the number of words captures the overall

duration.

Speaker dominance: The dominance, in terms of amount of productions during

the call, is extracted. This is calculated by comparing the number of turns of speaker a

vs speaker b, normalized over the total amount of turns per call.
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Bag-of-Words (BoW) Finally, the performance of a naive bag-of-words scheme to

represent the content at the turn level is explored . Given the large vocabulary size of

our corpus (10,144 tokens) and the sparsity organic to bag-of-word representations,

a trivial dimensionality reduction strategy is used, �ltering out the terms that appear

only once in the corpus. No stop-list of function words is applied, as they appeared to

have a high discriminative value.

SITUATIONAL CONTEXT FEATURES
X-C (Call-based)

X-C-T Time of the call
X-C-Loc Location of the call
X-C-Day Day of the call
X-C-Obj Objective of the call

X-U (User-based)
X-U-G Gender
X-U-A Age
X-U -I Income
X-U-E Education
X-U-Ms Marital Status

Table 5.4 – Final set of situational context features

5.6.1.2 Situational Context Features

Situational Context features (X) are introduced under the hypothesis that relevant in-

formation may depend on the characteristics of the user and on the situation in which

the call takes place. An initial analysis of this hypothesis was presented in Section 5.5,

where it was shown that a relationship exists between the time of the day in which the

conversation takes place and the position within the call of relevant information. Now,

I will explore whether this information in�uences the classi�cation performances in

the detection of relevant turns.

In fact, as noted in Section 2.4.4, pure NLP approaches applied to automatically

detect relevant information in meetings are able to achieve an F-score of only 0.14, a

low F-score which underlines the complexity of the task and the limitations of a purely
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content-based approach. Situational cues may be used to increase the discriminative

power of the classi�cation model. A schematic overview of these features is provided

in Table 5.4, where the two main classes of situational context features are visible: call-

based (X-C) and user-based (X-U) situational context features.

Call-Based Features (X-C) Call-based features are meant to capture contextual in-

formation at the call level and include information about where, when and why a call

is made, under the intuition that calls made, for example, during working hours may

specify relevant information with a di�erent timing with respect to calls made during

the weekend.

Where: In the dataset it is possible to identify six location categories: home, work

place, while commuting, while exercising, while shopping and other, locations that

was provided by participants through the post-call questionnaire. However location

information is typically available from the mobile network.

When: In terms of temporal features, the actual time of the call (over 24 hours) is

considered and categorized into two classes: working vs non working hours, and the

day in also two classes: weekday vs weekend.

Why: the objective is �nally considered. Speci�cally the users were asked to indi-

cate whether the call had been made for giving/receiving information, discussing a topic,

taking an appointment, asking for a favor, for having a chat.

User-Based Features (X-U) In addition to the information on the situation, an inter-

esting question concerns the in�uence of the participants information. A set of features

that feed the model with information about the user is introduced, capturing age, gen-

der, educational level, income and marital status. Gender is represented as a binary

feature, while age is categorized in 5 groups: below 20 years old, between 20 and 30,

between 30 and 40, between 40 and 50 and above 50. The education status is repre-

sented by the following categories: Primary education, Secondary education, Bachelor
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degree or Postgraduate education (Master or PhD). Yearly income is categorized by: up

to 10k, 20k, 30k, 40k and more than 40k. Finally, marital status is categorized as: single,

in a couple (married, with a stable partner), other.

5.6.2 Experiments

In this section I present the results of the classi�cation task. The goal of the exper-

iment is to automatically identify information annotated by the caller of a telephone

conversation in terms of its potential relevance for future recall. As mentioned previ-

ously, this classi�cation task presents two main challenges. First, the restrictive nature

of annotation leads to a very unbalanced dataset, where less than 3% of the corpus has

been labeled as relevant by the participants. Second, the subjectivity of the task leads

to a high variability of annotation behaviors, as described in Section 3.4.

For sake of simplicity I label the dataset as G dataset, and all the characteristics are

given in Chapter 3.6.8

A standard Support Vector Machine (SVM) with RBF kernel is used, as this clas-

si�cation approach provided the most consistent results throughout all the evaluated

con�gurations compared to the rest of methods tried (SVMs with polynomial kernels,

logistic regression, and naive Bayes). The dataset has been divided with a constant

split of training and test sets for all the experiments, accounting for 70% and 30% of

the dataset respectively. A grid-search approach to tune the hyperparameters of the

SVM model using F-score as the quality metric to optimize is used.

8In a derived work, published in Bonin et al. [2014c], we have investigated the performance over a
subset of G, called A dataset where only conversations having at least one relevant turns are considered.
While the G dataset represents a situation where all conversations are stored and processed without any
human intervention, the A subset represents a semi-supervised scenario where users would label con-
versations (but not the turn) as noteworthy (or not) right after �nishing their phone conversation. This
second scenario, while useful in the context of a real word application, is not related to the question posed
at the beginning of this chapter, being whether situational features helps detecting relevant information.
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5.6.3 Classi�cation Results

This section presents the results obtained for the prediction of individual relevant note-

worthy turns within a conversation. Although the aim of this section is to understand

whether situational signals improve the performance, in order to provide a more com-

plete overview over the results, I also report the results of the di�erent sets of content

features. It will be shown that the content features described in Section 5.6.1.1 and tra-

ditionally used in meeting summarizations, fail to provide a valid classi�cation in such

a challenging task.9 Therefore I report here the prediction results given by the follow-

ing feature sets: C-T only, C-D only, the combination of C-T and C-D (C-TD), and the

combination of C-T, C-D and C-C (C-TDC). The results of these feature sets are shown

in Table 5.5.

Features Precision Recall F-score
Encoding Bin Freq Bin Freq Bin Freq
BoW 0.081 0.083 0.730 0.720 0.150 0.150
C-T 0.087 0.088 0.53 0.32 0.15 0.139
C-D 0.03 0.26 0.26 0.12 0.15 0.05
C-TD 0.087 0.09 0.754 0.33 0.1505 0.1419
C-TDC 0.09 0.093 0.58 0.37 0.158 0.149
C-TDC+BoW 0.11 0.11 0.52 0.51 0.18 0.18

Table 5.5 – Classi�cation performance using di�erent con�gurations of features.

As shown in Table 5.5, the maximum F-score is achieved by the combination of all

content features including the BoW. The low score (F = 0.18) is a direct consequence of

the low precision obtained (p= 0.11). Interestingly the C-TDC feature set outperforms

the pure BoW approach (F = 0.15), using a fraction (about 1%) of the number of BoW

features, which leads to a considerably simpler model.

These results serve as a framework for better understanding the classi�cation ef-

fectiveness of di�erent combinations of content and context features that is now pre-

sented. Speci�cally I consider Content features (corresponding to the C-TDC set de-
9One should consider the unbalance nature of the dataset and the subjectivity of the concept of relevant

turn.
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Figure 5.4 – Classi�cation performance using di�erent con�gurations of features.
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Figure 5.5 – Classi�cation performance using Content, Context features and their com-
bination

Features Precision R F-score
Rep. B F B F B F
C+BoW 0.11 0.11 0.52 0.51 0.18 0.18
CX 0.169 0.20 0.38 0.286 0.2354 0.2394
CX+BoW 0.189 0.1919 0.524 0.5022 0.288 0.277

Table 5.6 – Classi�cation performance using the combination of context and context-
based features

scribed above), situational conteXt features, bag of words, and the combination of con-

tent and context features (CX). For simplicity, in the remainder of this section I refer

to the entire set of content features as C, to the entire set of context features as X, and
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to their combination as CX. When the test is done with the addition of BoW features

the +BoW convention is applied. The results for F-score are shown in Table 5.6 and

Figure 5.5. One can observe that the fusion of content and context features (CX and

CX+BoW) provides a noticeable overall increase in the F-score by almost a factor of 2,

from F = 0.18 to F = 0.28, with a precision rising from 0.11 to 0.19.

This result gives empirical evidence that these two sets of features convey com-

plementary information that is relevant to the task at hand: the same words can carry

di�erent relevance depending on the contextual information of the conversation.

5.7 Discussion

Analysis 1 andAnalysis 2 focus on exploring the relationship between situational sig-

nals and discourse events, such as the distribution of noteworthy events. With Analy-

sis 1 a correlation has emerged between some situations such as the time of the call, the

day of the week and the distribution of noteworthy events in a conversation. Specif-

ically, it has been noted how during working hours of weekdays the callers tend to

anticipate noteworthy information at the beginning of the conversation. A possible

interpretation of this behavior is that users are aware of the situation while structuring

the information �ow in their conversation. If the call is made in the central part of

the day (working hours), the conversation will generally tend to a speci�c task having

all the relevant information within the �rst part of the call. This is evident in Fig 5.2

where boxplots indicate the distribution of the time elapses from the beginning of the

conversation to the moment in which all the relevant information has been expressed.

During working hours of working days boxes show a regular pattern, di�erent from

the rest. On the contrary at the weekends, as shown in the left side of Fig 5.2, no pat-

tern emerges. In order to better investigate this, Analysis 2 shows how the use of

such information (time of the day, day of the week, etc) improves the results of a classi-

�cation task aimed at predicting noteworthy information in telephone conversations.
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Situational information is therefore shown to in�uence the way in which speakers or-

ganize the information distribution over a conversations to the point that exploiting

situational information helps in detecting noteworthy events in the conversation.
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5.8 Summary

This Chapter provides the analyses related to RL2 and investigates whether and how

situational signals in�uence the prediction of events in social interactions. The focus

is on the relation between noteworthy events and situational signals, analyzedin two

ways: a correlation analysis and a classi�cation analysis. The correlation analysis has

shown a relationship between some situational signals and the distribution of notewor-

thy events in the conversation of the considered dataset. The classi�cation analysis has

shown that the use of situational features improves the performances of an automatic

classi�cation task for noteworthy information. In conclusion, a relationship emerged

between situational context and noteworthy event distribution.
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CHAPTER 6

Conclusions

6.1 Wrapping up

This thesis proposes a novel view of the social context in communication, exploring the

relations of social and situational aspects with the discourse structure, rather then with

the a�ective and emotional sphere of communication. Social aspects such as laughter,

overlaps, silences and backchannels have been here explored as the knowledge of their

dynamics can be very useful in the �eld of human machine interaction.

I have explored the in�uence on human-human communication of the social con-

text, divided into the social (the ensemble of the social signals exchanged by the par-

ticipants) and the situational aspects (the situation in which the conversation takes

place).

The original hypothesis was that both, social and situational aspects, play a role

at the discourse level and, therefore, in�uence the way speakers organize their speech

productions in spontaneous conversations. I have considered two research lines (RL)
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exploring the contribution of:

RL1: social context to topic segmentation;

RL2: situational context to event segmentation;

and I have investigated RL1 in Chapter 4 and RL2 in Chapter 5. As discussed in

Chapter 4, social signals play a function at the discourse level, in addition to the emo-

tional level, in relation to topic changes. In fact, a drop in social signals appears to

occur immediately after a topic change when the interactional entropy, de�ned as the

amount of social activity, is reduced. Participants show the tendency to limit the in-

teraction immediately after a topic change, probably to leave the �oor to the speaker

who has introduced the new topic. Chapter 5 shows how the situation in which the

conversation takes place in�uences the discourse structure, particularly in the produc-

tion of noteworthy events. Speakers adjust the timing of their production according to

the situation in which the conversation takes place. For example, relevant information

is concentrated at the beginning of the conversation when the exchange takes place in

working hours.

Chapter 4 has addressed RL1, concluding that the social context has a relation to

topic segmentation, and that, particularly, this can be seen in the fact that variations in

social activity are in�uenced by discourse events such as topic changes.

Chapter 5 has addressed RL2 showing that there is a relation between noteworthy

events and situational factors, and that situational factors might help in segmenting the

conversation into noteworthy and non-noteworthy information.

Overall, this thesis provides an overview on how content, social context and situa-

tional context are intertwined, in�uence the discourse structure and in which way they

contribute to the co-construction of speech exchanges.
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6.2 Future work

This work analyzes a new conversational model where linguistic, social and situational

signals are intertwined and contribute to the co-construction of the conversation. I

believe this introduces a novel research framework, where both linguistic, social and

situational elements (the content and the context of a conversation) are analyzed in

their continuous interaction with each other towards a better understanding of the

conversation. To this extent, there is room for novel investigations on the correlation

between discourse events and social events.

I foresee two potential and intertwined approaches of research that natural lan-

guage processing and social signal processing �elds could follow to improve our un-

derstanding of social dynamics and their relation with discourse events: an analytical

approach and synthesis approach. From an analytical point of view, more explorative

study could be conducted on natural and spontaneous conversations in order to better

understand the nature of human-human interactions and the varied ensemble of social

rules behind them. Such new knowledge could be soon used, from a synthesis point of

view, to improve the naturalness of conversational agents as described later in section

6.3.

Possible future novel investigations of these phenomena could involve other speech

exchange systems (intended as type of interacitons), by collecting and exploring cor-

pora of di�erent nature. Even though in this work, I try to explore a varied range of

datasets, covering di�erent types of conversation ranging from meeting conversation

to spontaneous calls. However there are still many other speech exchange systems

that need to be explored. Situations like job interviews, political debates or lecturing

could, for example, stress the existence of di�erent phenomena, or a di�erent relation

between content and social context. Nonetheless, cultural and linguistic framework

di�erent from English should be explored.

In addition, an interesting line of research would be to explore the in�uence of
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the medium on the relation between content and social context, where by medium I

refer to the channel of communication (e.g. telephone, face-to-face conversation, digital

presence such as remote conferences). While in this thesis, the considered datasets

provide interactions with di�erent media (face-to-face conversations such as AMI and

TableTalk versus telephonic interactions such as Callnotes), the analysis of the e�ects

due to the medium was outside the scope of this work. Future works could further

focus on this aspect.

Other signals could be explored; for example, hesitations, false starts, gestures,

gazes, postures, proximity. These could reveal interactions with the discourse and help

de�ning the discourse structure. Finally, a deeper investigation of the concept of inter-

actional entropy could be conducted, in order to take into account the distribution over

the all set of social signals and all the other linguistic vocalizations.

6.3 Potential bene�ts for existing and evolving applications

A better understanding of the relation and the dynamics between content, social and

situational context in conversations can be a valuable resource in many current appli-

cations. In this last section, I would like to conclude by providing an overview of state

of the art technologies that could bene�t from the �nding of this thesis.

Natural-language based interfaces, such as dialogue systems, have become a fea-

sible and attractive trend as they o�er the most natural model of interaction: natural

language. In this, a key role is played by multimodality: a range of input and out-

put modalities which people normally employ in spontaneous communication, such as

speech, gesture, gaze direction and facial expressions is used for engaging the user in a

natural conversation [Jokinen, 2009c]. The design of dialogue systems having an inter-

active behavior which is natural to its users and exploiting the full potential of spoken

and multimodal interaction would bene�t from a deep understanding of human dia-

logue characteristics and from the incorporation of social intelligence. In the following
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sections, I describe how the know-how emerged from this work could bring an added

value to existing technologies.

6.3.1 Conversational assistants - Virtual Agents

In recent years, many companies have followed the trend of integrating Virtual Agents

(also referred to as: Mobile Virtual Assistant, Virtual Personal Assistant, Intelligent

Software Assistant1), in their technologies [Riccardi, 2014]. Apple’s Siri has been the

�rst Virtual Agent (VA) to give the users the impression that smarthphones could speak,

be funny, answer a limited set of questions and execute simple tasks. After Siri, Google,

Nuance, and AT&T [Johnston et al., 2014] have followed with their own implementation

of VAs. The common functionality that characterizes VAs is their ability to interpret

Natural Language via spoken interaction and return responses either in the form of

a software program execution (e.g. opening the contacts folder) or a spoken dialogue

(Question Answering). While some VAs can hold limited conversations, others tend to

work in the background providing information when and where needed. However, the

rate of success of these strategies is limited with respect to the level of context under-

standing, and input’s noise. State-of-the-art VAs, like Siri and Cortana, are similar to

Question Answering or command-and-control systems and they are not able to main-

tain a complex dialogue �ow. They can remember context across a few (mostly one

or two) turns, and tend to treat most utterances as individual queries and commands.

When they are not able to understand the context, their fall back strategy is to present

the user with the results of a web-search of the query. Of course, in real world scenario,

situations in which the input is noisy, and the linguistic context di�cult to understand,

are very common, and a repeated use of the fall back strategy can be quite frustrating

for the user.

1Additionally, they are referred to as Knowledge Navigators, for their navigation capabilities
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Potential contribution of this work In this context, the contribution that this

study could bring is twofold.

a) From a conversational point of view, a better understanding of the conversation

dynamics and of the natural timing of linguistic and social events in a conversation is

a key information for improving the dialogue management techniques with a VA.

b) From a natural language understanding perspective, in case of noisy input, the

knowledge of the discourse value of non-linguistic signals, such as laughter, hesitations,

silences, backchannels2 can facilitate the understanding of the discourse structure with-

out a full understanding of the content. For example, if Siri detects a moment of high

social activity (the speaker laughing) followed by a moment of low social activity and

high lexical volume, it can reasonably assume that the speaker has passed to a new

topic (or a new way to express the same concept3): the VA can therefore reasonably

ignore the input with high social activity, and focus its natural language understand-

ing strategies on the rest. This would produce a sort of coarse grain automatic text

cleaning.

6.3.2 E-Health Conversational agents

In recent years, socially assistive robotics for domestic use, also called Companion

Technologies, have been a rapidly increasing �eld of research and development. By

socially assistive technology it is to be intended a range of technologies aiming at pro-

viding a social, other than a physical interaction with an elderly person. The variety

of assistive functionalities that can be provided by a robot companion is manifold and

ranges from situation-speci�c, intelligent reminding (e.g. taking medication or drink-

ing) and cognitive stimulation by means of tailored training exercises, up to the de-

tection and evaluation of dangerous situations [Gross et al., 2011]. Although, those

systems have made substantial progress in the last years, possible development could

2Overlaps are not mentioned here, as the situation presented is a one human/one machine interaction.
3On the basis of what discussed in Chapter 4
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include the integration of context awareness; as reported in [Riccardi, 2014], a compan-

ion system should be always aware of the user’s current context. It should be aware

of both physical and emotional state of the user by monitoring and interpreting the

personal and world signals of the users, detecting his/her physical condition, possible

danger, falls, but also requests for help.

Potential contribution of this work As mentioned above, future developments

of companion systems are likely to be in the area of context aware technology. In

other words, companion technologies could well bene�t from a deep understanding of

the context in which the user (the elderly person in this case) is living, moving and

interacting. This also includes the sphere of social interaction of the user. Therefore, if

the user is engaged in a conversation with someone in the room, or on the phone, the

system will need to be able to understand the most appropriate way and time to enter

into the conversation and maintaing a good timing interaction. Knowing the social

activity variability and dynamics of conversation can help the system participate in the

most natural fashion.

6.3.3 Commercial chat-bot

A chat-bot, referred to as talkbot, Bot, chatter-box, Arti�cial Conversational Entity, is a

program able to carry on a conversation usually in a textual form. Today, chat-bots are

also used in dialog systems for various practical purposes including customer service

or information acquisition on the websites of many private companies. Some chat-

bots use sophisticated natural language processing systems, but many simply scan for

keywords within the input and pull a reply with the most matching keywords, or the

most similar wording pattern, from a textual database.

Potential contribution of this work Textual chats can be considered spontaneous

conversations. Although lacking of the acoustic channel, social signals can, and usually
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are expressed, by other means where laughs can become series of ahahaha, or codes like

‘LOL’ or emoticons. Overlaps and silences can be detected by looking at the timestamps

of the chats and backchannels are usually translated in lexicalized versions like ehm,

mm, uhm, etc. Situational signals on the other hand can be detected in human/chat-

bot conversations, using external sensors (GPS for example if the user is typing from

a smartphone). Similarly to what anticipate for VA, this information can be used to

monitor the social dynamics of the conversation for detecting the system engagement

with the user, and also the user intentions (whether the user is just having a social chat,

or is determined to complete a task).

6.3.4 Advertising in chats

Today, many conversations take place through chats services like GTalk, Skype, and

similar context. Many of these are free services that gain their pro�t from targeted

advertisements displayed on the user’s page during the interaction (this is the case of

Gmail, where links to services related to the user email or chats content are displayed).

Potential contribution of thiswork Detecting social signals like overlaps, silences,

laughter and backchannels in users’ chat would grant these services powerful cues on

the dynamics of the conversation and on the structure of the discourse. For example,

if, during a chat, a socially dynamic moment is followed by a moment of low social ac-

tivity, one could reasonably hypothesize (on the basis of what discussed in Chapter 4),

that a topic change has occurred. Furthermore, this could possibly be detected without

scanning the entire content of the conversation, but only the social signals exchanged.

The system could then perform topic modeling only on the �rst exchanges after the

hypothetical topic change and adjust the advertisement accordingly to the new topic.

This would allow the system to conduct continuous high level screening of the conver-

sation, and to focus upon the content only when a relevant event (like a topic change)

occurs.
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6.3.5 Smartphone Applications

The range of smartphone applications is varied and constantly growing. However, an

application capable of automatically detecting noteworthy chunks of a conversation

has not yet been developed. A common use case scenario depicts a user having a con-

versation on his/her smartphone while performing other activities, such as driving.

Having both hands busy, the user is not in the position of taking a physical note on a

piece of paper or on the phone itself. As mentioned in Chapter 5, Carrascal et al. [2012]

found, in a large user study, that this situation is common among smartphone users

and that they would appreciate an application able to automatically retrieve notewor-

thy pieces of information from an ongoing conversation.

Potential contribution of this work In Chapter 5, I have shown that the main

challenges of automatically detecting noteworthy information from conversations is

the subjectivity of the concept of noteworthiness, and the small number of noteworthy

turns within a conversation. However, despite these challenges, the use of contex-

tual situational information, allows reasonable performances to be reached. One could

imagine a real system retrieving all the possible noteworthy candidate turns and pro-

viding a list of candidate noteworthy concepts to the users. The user could than select

from this list only the ones that really wants to store as a memo-note. In addition, in

order to re�ne the results of the systems, one could imagine a semi-automatic system,

asking the user to input, at the end of a call, whether the call contains information

worth remembering or not. This would provide the system with a much cleaner train-

ing dataset. An experiment with this kind of scenario is reported in [Bonin et al., 2014c],

and shows an improvement in the results of the 4%.
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6.4 Final remarks

To conclude, as technology has become more and more present in our daily life, re-

search centers as well as industry are evolving and improving current technologies with

natural language interfaces, and transparent technologies capable of being present and

augmenting our daily lives, making them safer and easier. In this scenario, the use of

social and situational contextual information could be exploited within these existing

technologies to provide more socially-aware machines able not only to use the infor-

mation of where, to whom and in which condition users are talking, but also behave

according to the social rules of human-human conversations.
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Appendix A

Below is an excerpt, from the AMI corpus, where share laughter anticipates a topic

change from the AMI corpus:

FEE005 Yeah, so uh

[disfmarker]

MEE008 Probably when

he was

little he got lots

of attention for doing

it and has forever

been conditioned .

FEE005 Yeah , maybe .

FEE005 Maybe.

[vocalsound-laugh] Right,

um where did you find this?

Just down here ? Yeah .

137



MEE008 [vocalsound-laugh]

MEE006 [vocalsound-other]

FEE005 Okay .

TOPIC - CHANGE

FEE005 [vocalsound-other]

Um what are we doing next ? Uh um .

FEE005 Okey , uh we now

need to discuss the project finance. Um

FEE005 so according to the

brief um we’re gonna be selling

this remote control for twenty five

Euro, um and we’re aiming to make

fifty million Euro . [...]

Below an excerpt, from the AMI corpus, in which laughter does not anticipate a

topic change:

MEE008 A beagle .

FEE005 [vocalsound-laugh]

MEE008 Um charac favourite

characteristics of it ?

Is that right?

Uh , right , well basically

um high priority for any

animal for me is that they be

willing to take a lot of physical

affection from their family .

And , yeah that they have lots

of personality and

uh be fit and in robust good health .

So this is blue.

Blue beagle.
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My family’s beagle .

FEE005 Yeah . Yeah .

[MEE006 [vocalsound-laugh]

FEE005 Right . Lovely .

[vocalsound-laugh]

MEE008 [vocalsound-laugh]

MEE007 [gap]

MEE007 Well , my

favourite animal

would be a monkey .

FEE005 [vocalsound-laugh]

MEE006 [vocalsound-laugh]
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