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Abstract

The controlled modulation of the electronic and phonon properties of low dimensional materials via external perturbations such as electric fields, doping, and strain, do represent an important step in the development of the next generation of nano-electronic devices. While Graphene and carbon nanotubes have thus far dominated the research into low-dimensional nano-electronics, layered di-chalcogenide materials have late attracted considerable attention as well.

Density functional theory (DFT) and density functional perturbation theory (DFPT) have emerged as state-of-the-art methods for computing the ground state of the many-body systems, and its vibrational properties, respectively. Here, electronic and phonon’s structures are determined using ab-initio-DFT/DFPT codes. More advanced electronic-structure method, namely the Green’s function quasi-particle approach, are employed in addition to the DFT framework.

First, we perform a systematic study of the dependence of the electronic and magnetic properties in a MoS$_2$ monolayer on the anion (S), cation (Mo) substitution, considering different non-metals, transition metals and halogens dopants. Most dopants appear as deep-donors with in the band gap, however for some dopants we find n-type and also p-type character. Adsorption of alkali metals shifts the Fermi energy into the MoS$_2$ conduction band, making the system n-type as well. Moreover, the adsorption of charged molecules is considered, which occurs in an ionic liquid environment. This is found to lead to both n- and p-type conductivity, depending on the charge polarity of the adsorbed molecules. In addition, by studying the disorder of MoS$_2$/SiO$_2$ interface, we have been able to identify two surface defects which can generate either n- or p-doping in MoS$_2$.

Next we investigate the electronic structure of MoS$_2$ armchair nanoribbons in the presence of an external static electric field. Such nanoribbons, which are nonmagnetic and semiconducting, exhibit a set of weakly interacting edge states whose energy position determines the bandgap of the system. We show that, by applying an external transverse electric field, $E_{\text{ext}}$, the nanoribbons bandgap can be significantly reduced, leading
to a metal-insulator transition beyond a certain critical value. Moreover, the presence of a sufficiently high density of states at the Fermi level in the vicinity of the metal-insulator transition leads to the onset of Stoner ferromagnetism that can be modulated, and even extinguished, by $E_{\text{ext}}$. In the case of bi-layer nanoribbons we further show that the bandgap can be changed from indirect to direct by applying a transverse field, an effect which might be of significance for opto-electronics applications.

In addition to the 1-D structures represented by nanoribbons, we also investigated the electronic properties of different sizes of monolayer triangular MoS$_2$ nanoclusters. Depending on the edge termination (such as Mo-edge or S-edge) and the percentage of S coverage at the edges, a nanocluster is classified as magnetic or non-magnetic. We show that by applying a transverse electric field, $E_{\text{ext}}$, the gap between the highest occupied and lowest unoccupied molecular orbitals can be decreased and that eventually at a certain critical $E_{\text{ext}}$, a non-magnetic nanocluster becomes spin polarized with a spin moment of $2 \mu_B$.

Finally, we investigate the electronic and phonon properties of bulk, and both pristine and doped TiS$_2$ monolayer. The bandgap of monolayers opens for iso-electronic doping with oxygen replacing sulfur and the bandgap opens linearly as the O-concentration increases. We observe a Kohn anomaly in bulk phonon dispersion. In contrast, our DFT calculations using the local density approximation, show that monolayer exhibits charge density wave (CDW) instability. The CDW can be tuned either by compressive strain or by oxygen doping. We observe that both the bandgap and the CDW phase strongly depend on the functional used in the DFT calculations.
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Chapter 1

Introduction

1.1 Low dimensional nanostructures

In low-dimensional (LD) systems, the motion of quasi-particles such as electrons, phonons, or photons is restricted from exploring the full three dimensional world. During the last few decades LD quantum physics has become increasingly interesting due to a constant stream of striking discoveries, such as Fermi liquid theory, the quantum Hall effect, ballistic conductance quantization, quantum phase transitions, Coulomb blockade in quantum dots, giant magneto-resistance (GMR), etc. Furthermore LD structures have attracted increased interest as a platform for present as well as future potential applications in electronic devices such as highly efficient low power lasers, single electron transistors, quantum computers, etc. A LD system typically consists of a large number of atoms and molecules, but its size is small enough so that electrons have to be considered at the quantum mechanical level at least along one direction. More precisely, in a LD structure the system's size is larger than a microscopic length \( a_0 \) (the Bohr radius), but yet smaller than the phase coherent length, \( L_\phi \), which is the characteristic length beyond which an electron loses phase coherence. \( L_\phi \) generally depends on the dimension, the temperature and the electronic structure of the system.

LD physics has recently illuminated some difficult questions such as how disorder (impurities, for example) and electron-electron interactions affect the dynamics of a quantum system. In fact, the study of the combined effects of disorder and electron-electron interaction in condensed matter physics is currently a problem of enormous interest. LD nanostructures have unusual but interesting electronic and transport properties due
to their small size and quantum confinement. As an example, we mentioned that the ballistic flow of electrons in narrow channels for distances less than the mean free path has been observed experimentally [1]. There are many important distinctions between systems in different dimensions and those in their bulk form, such as the effective mass which, in general, depends on the electron’s propagation direction and can even vary with position. Another important distinction between systems with different dimensions is their density of states, $N(\epsilon)$ [the number of states per unit volume in the energy range $\epsilon$ to $\epsilon+\epsilon d\epsilon$]. In general one finds, $N(\epsilon) \propto \epsilon^{d-1}$, where $d$ is the dimension of the system, and the power $\alpha$ depends on the quasi-particle type, i.e. $\alpha = 1$ for phonons and photons and $\alpha = 2$ for electrons. In comparison with a bulk (3D) object, the higher surface to volume ratio associated to the LD nanostructures results in the dominance of surface effects (e.g., composition, bonding and surface states/defects) over the materials properties (electrical, thermal, mechanical, catalytic, optical etc). Such LD systems have potential for major applications in nanodevices as their performance, for example the gas sensing ability, largely depends on environmental conditions/adsorbates, surface scattering, and surface trapping.

1.2 Materials demand for Applications

Over the past four decades, the performances of semiconductor electronics have been improved gradually by ‘scaling-down’ or reducing the dimensions of field effect transistors (FETs). However, size-scaling has enhanced the complexity of the technology, where transistor miniaturization is succeeded by integration of a large number of transistors into a single integrated circuit called a microprocessor. Since 1971, this constant scaling-down has enabled us to follow Moore’s law [2]: the transistor count per microprocessor doubles every 18 months, leading to a significant improvement in performance and price reduction [3]. Nowadays a micro-processor is constructed incorporating a few billions metal-oxide semiconductor FETs (MOSFETs), whose channel length, i.e. distance between the source and the drain electrodes in FET, is shrunk down to 20-30 nm. At such a scale, quantum effects such as the onset of electron quantum tunneling through potential barriers, limit the ability to confine charges in a densely packed array. Unfortunately, the size-scaling of FETs is expected to attain a fundamental limit in the near future. Therefore research has been recently focused in searching for alternative device concepts and novel materials to be implemented in existing device.
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In order to continue progress, one is left with two options. One route is to explore entirely new physical phenomena, for example spin transistors [4] or single electron devices [5]. The second option is to implement the existing FET concept with novel promising materials.

In a basic FET structure, the conductivity of a channel is controlled by the gate electrode via application of an electric field. The channel material, usually semiconductor, needs to meet some primary requirements. Firstly, the semiconductor should have bandgap of at least 0.4 eV so that the conductivity can be switched off (required for digital logic operation) [6]. An on/off ratio (i.e., the ratio of the on-state to the off-state conductance) of $10^4$-$10^7$ is generally require for effective switching [7]. Next, a high charge carrier mobility in the semiconductor is required for fast operation.

Beside the specific need for new semiconducting materials in digital electronic devices, researchers are also busy in searching for promising materials with all kinds of electronic phases for other potential applications such as opto-electronics, molecular-sensing, catalysis and thermo-electrics. For example, metallic thin-films are required as transparent electrodes in display technology [8], whereas insulating films are promising as dielectrics for capacitors [9], gate insulators [10], energy storage [11], and memory devices [12, 13]. Moreover, the stacking of individual materials such as metal/semiconductor/semiconductor/metal could lead to hetero-junction solar cells. Performances of these devices primarily depend on the electronic, vibrational, optical, and chemical properties of the material. For example, for opto-electronic devices such as solar cells, light emitting diodes (LEDs), photo-detectors, and transparent displays, the ability to absorb/emit light is directly determined by the electronic bandstructure. In fact, photons can not be absorbed/emitted at an energy smaller than the material bandgap energy. This is the case for direct bandgap semiconductors. In contrast, for the indirect bandgap one, additional energy must be absorbed or emitted in a phonon assisted transition to supply the difference in momentum, reflecting the much less efficient absorption or emission of photons. Another interesting example is associated with developing high-performance thermo-electric materials for electric power generation from a heat source. The figure of merit of thermo-electric materials is usually defined by $ZT = S^2\sigma T/(\kappa_e + \kappa_l)$ where, $S$ is the Seebeck coefficient, $\sigma$ the electrical conductivity, $T$ the absolute temperature, while $\kappa_e, \kappa_l$ are the electron and the lattice's contributions respectively to the parasitic thermal conductivity. In another words, the thermo-electric efficiency is improved by engineering independently the phonon and the electronic properties of a material [14, 15].
1.3 Materials used in current electronics

Since 1960 silicon has been used as the primary material to fabricate the semiconducting channel between the source and drain in the FET. Silicon has been successful till the present mainly due to its abundance and consequent low manufacturing price for MOSFETs. Of course, there are several other reasons: 1) it is easy to dope to make n/p-type semiconductor, 2) there is an easy accessible oxide (SiO$_2$), which performs nicely as an insulating substrate, and 3) there is a significant body of experience accumulated to control the materials processing and its physical properties. However, silicon does not appear as promising for many other applications. One example is flexible electronics for which Si is too brittle and its carrier mobility is too low [16]. Thus, when the application changes, other semiconductors can be used. For instance, SiC, GaN, Ge, and GaAs have been all used for more specialized applications such as high power electronics, high temperature electronics, photovoltaics and LEDs.

In materials design for nanotechnology, metal oxides such as In$_2$O$_3$, SnO$_2$, and ZnO are attractive because of the efficient progress made in fabricating their nanostructures, such as nanosheets, nanorods, nanoribbons and nanoparticles [17, 18]. These materials display a number of interesting properties, such as large optical bandgap leading to transparency, high photo-electric yield, and sometimes room-temperature ferromagnetism. As such these materials have widespread use in applications, including transparent conductors, solid state sensors, and solar cells [8]. In particular, thin-film transistors made of metal oxide have some advantages over those made of Si: the mobility is higher than that of silicon and relatively cheap large scale production is possible due to their low temperature fabrication. Moreover, metal oxides with wide bandgaps (~3.0-5.0 eV) such as ZrO$_2$, Al$_2$O$_3$, TiO$_2$ and HfO$_2$ are traditionally used for designing nano-dielectrics for high-$\kappa$ ($\kappa$=dielectric constant) dielectric devices [19]. The major problem with metal oxides is that their electronic properties are extremely sensitive to point defects, such as vacancies or interstitial dopants, which arise during the materials growth. For instance, ZnO is an optically efficient ultra-violet bandgap semiconductor, but it may display a green, yellow and blue photo-luminescence because of the presence of defects [20, 21].

Carbon nanotubes (CNTs) were identified as ideal for certain areas of electronics over two decades ago. The first transistor using a single walled CNT was demonstrated in 1998 [22]. Interestingly, in a individual CNT the mobility can be as high as $10^5$
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cm²/V-s [23] and one can achieve an on/off ratio exceeding 10⁵ [24]. However, nanotubes can exhibit many electronic structures from metallic to semiconducting depending on the precise arrangement of the C atoms (the CNT chirality). Over the last decade it has become clear that sorting nanotubes by precise electronic type will be an inefficient process not suitable to large scale electronics. In addition it remains unclear how arrays of billions of nanotubes could be addressed. This has led to slow progress in finding a commercial use for CNTs. Although, it has been shown that transistors could be made from networks of metallic and semiconducting CNTs, upon the application of gate-bias, the semiconducting tubes turned off and the metallic ones burnt out with a high current. This is a serious disadvantage for realistic application [25]. On the contrary, the nanotubes thin-films can be considered in other device applications such as display devices. This has worked very well but it is becoming clear that they are not good enough for industrial applications, again partly because of the presence of semiconducting nanotubes [26]. Thus the presence of semiconducting nanotubes suppresses the possibility of potential applications requiring metallicity while the presence of metallic nanotubes complicates applications requiring semiconducting systems.

Conjugated polymers and other similar organic molecules were first shown to display electro-luminescence nearly 20 years ago [27]. Since then, polymer thin films of these materials have been used in photodiodes [28], solar cells [29], lasers [30], transistors [31] as well as LEDs [32]. Their main advantage is that they can be processed in the liquid phase, which makes device fabrication straightforward. However, due to their conjugated nature, they are prone to photo-oxidization and so must be produced and used in inert environments. This is a significant problem. Thus, all the nanostructures made materials such as silicon, oxides, organic polymers, and other forms of carbon appear to have both potential and problems as electronic materials.

Recently, graphene (the 2D allotrope of carbon) has received much attention due to its unique and unusual electronic [33], thermal [35] and optical [34] properties. Graphene can be exfoliated from graphite, a layered material, where graphene monolayers are stack together by weak van der Waals forces. Surprisingly, just after six years from the first synthesis of graphene [36], in 2010, the Nobel prize was awarded to Andre Geim and Konstantin Novoselov. A new direction in science and technology at the 2D flatland was opened. It was then suggested that devices based on layered materials, such graphene may become an alternative to the dominant silicon-based electronics. These are expected to overcome some of the limitations imposed by miniaturization. Although graphene displays a mobility exceeding 10⁶ cm²/V-s [37], its application to
Table 1.1: Experimentally observed physical, electrical, and thermal properties of some layered materials, together with those of Silicon (Si) shown for comparison.

<table>
<thead>
<tr>
<th>Material</th>
<th>Bandgap (eV)</th>
<th>Electron mobility (cm²/V·s) (μ)</th>
<th>Electrical Resistivity (Ω·cm) (ρ)</th>
<th>Thermal conductivity (W/m·K) (κ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphite</td>
<td>0.4 (semi-metal) [41]</td>
<td>20x10³ [41]</td>
<td>(5-30)x 10⁻⁶ [42]</td>
<td>25-470 [42]</td>
</tr>
<tr>
<td>Si</td>
<td>1.12 (indirect) [45]</td>
<td>90-1400 (doping 10²⁰-10¹⁴ cm⁻³) [43]</td>
<td>10³ [45]</td>
<td>149 [45]</td>
</tr>
<tr>
<td>BN</td>
<td>5.2 (direct) [46]</td>
<td>~200 [46]</td>
<td>~10¹⁴ [47]</td>
<td>(30-600) [47]</td>
</tr>
<tr>
<td>Bi₂Te₃</td>
<td>0.21 (direct) [44]</td>
<td>1140 [44]</td>
<td>-</td>
<td>3.0 [44]</td>
</tr>
</tbody>
</table>

nano-electronics is hindered by the lack of a bandgap, i.e. the conductivity can not be switched off upon applying a gate bias. An electronic bandgap can be as large as 200 meV opened by by patterning graphene into a nanoribbon. This however reduces drastically the mobility to ~200 cm²/V·s [38]. A similar reduction and bandgap opening happens when graphene is deposited on a suitable substrate [39], or when molecules are absorbed at the surface [40]. The bandgap problem of graphene then boosted the search for other classes of inorganic layered materials such as BN, BiSe₂, Bi₂Te₃ and transition metal di-chalcogenides (TMDs) (for example, MoS₂) to be used in nano-electronics. In Table 1.1 we list the physical, electrical and thermal properties of some interesting layered structure materials together with those of Si for comparison. For example, BN triggered tremendous research interest due its exceptional thermal conductivity, high chemical stability and extreme robustness and its possible potential applications in optics and opto-electronics [57, 58, 59]. In contrast, Bi₂Se₃ and Bi₂Te₃ are potential candidates for thermo-electronic applications [60, 61]. More generally, layered TMDs become attractive due their large variation of electronic phases such as semiconductors, metals and superconductors.

1.4 Layered Transition Metal Di-chalcogenides

Layered transition metal di-chalcogenides (LTMDs) are a class of materials with the stoichiometry MX₂, where M is a transition metal from the IV, V, VI, VII, VIIIB and VIIIC group, while X is a chalcogen (S, Se or Te). There are about 40 LTMDs in
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**Figure 1.1:** (a) Schematic representation of a typical MX$_2$ bulk structure, with the metal atoms (M) in magenta and the chalcogen atoms (X) in green. Schematic representations of the MX$_2$ structural polytypes: (b) 2H-TPC (two monolayers per unit cell, hexagonal symmetry, trigonal prismatic coordination), (c) 3R-TPC (three monolayers per unit cell, hexagonal symmetry, trigonal prismatic coordination), and (d) 1T-OC (one monolayer per unit cell, hexagonal symmetry, octahedral coordination). In the panel (b-d) the metal atoms (M) are solid magenta circles and the chalcogen atoms (X) are solid light green circles. The lattice constant, \(a\), varies from 3.1 Å to 3.7 Å for different LTMDs [63]. The index \(c\) indicates the number monolayer incorporated in the unit cell for different stacking orders, and the interlayer spacing, “van der Waal gap”, is \(\sim 6.5\) Å [63].

In these layered materials, the M ions are covalently bonded to the X ones to form a X-M-X sandwich layer, in which two individual planes of hexagonally arranged chalcogens are connected via a similar hexagonal plane of M atoms. Each X-M-X sandwich layer interacts with the neighboring sandwich layer only through van der Waals forces to form a bulk crystal. Thus the distance between the sandwich layers is called “van der Waals gap” [shown in Fig. 1.1(a)]. The stacking orders of the sandwich layers and the coordination of the metal atoms lead to a variety of polytypes for those layered materials (shown in Fig. 1.1). The entire family of LTMDs display either hexagonal or rhombohedral symmetry and additionally the metal atom has octahedral or trigonal prismatic coordination. The electrical and magnetic properties of LTMDs are characterized by the ligand field splitting of transition metal’s \(d\) states, resulting from the metal’s \(d\) orbitals and the chalcogens \(p\) ones [62, 63]. Additionally, the electronic phase of LTMDs depends on the degree to which the non-bonding \(d\) bands are occupied (see Fig. 1.2). For example, the presence of 1 non-bonding \(d\) electron orbital results in NbS$_2$ to be a metal. In contrast, MoS$_2$ is a semiconductor due to 2 electrons filling the
non-bonding $d$ orbital [65]. In Table 1.2 the crystallographic types and the electronic properties of the class LTMDs are summarized.

Due to the presence of a weak van der Waals force between the layers, the LTMDs family displays very anisotropic properties both electronically and mechanically. The electrical conductivity perpendicular to the planes differ significantly from that in plane. For example, in the case of MoS$_2$ the perpendicular conductivity is reduced by at least two orders of magnitude from that in plane [63]. It is also notable that the so-called intra-layer phonon modes, A$_{1g}$, which involve intra-layer X-X bonding, are many times stronger than the so-called layer-layer modes E$_{2g}^1$, which involve bonding across the "van der Waals gap" [64] [see Fig. 1.3(a)]. This fact produces an anisotropy not only in the mechanical properties such as the compressibility, but also in the thermal ones. Due to the unique electronic and phonon characteristics, the LTMDs show many interesting phenomena. For example, intercalation of organic molecules or alkali metals inside the "van der Waals gap" can tune superconductivity and several electron-phonon driven lattice instabilities [63, 65].
<table>
<thead>
<tr>
<th>X₂</th>
<th>S₂ CT</th>
<th>Se₂ CT</th>
<th>Te₂ CT</th>
<th>Electronic and magnetic characteristics.</th>
</tr>
</thead>
<tbody>
<tr>
<td>IV  [d²] Ti, Zr, Hf</td>
<td>OC</td>
<td>OC</td>
<td>OC</td>
<td>Diamagnetic semiconductors. ( E_g \approx 0.2-2 \text{ eV}, \rho \approx 1 \text{ ohm-cm}. \text{ TiSe}_2/\text{Te}_2 \text{ exhibits } \text{CDW} [52, 53].</td>
</tr>
<tr>
<td>V   [d³] V, Nb, Ta</td>
<td>OC (V), TPC(Nb), TPC/DOC(Ta)</td>
<td>OC(V), TPC(Nb), TPC/DOC(Ta)</td>
<td>DOC</td>
<td>Narrow band metal, ( \rho \approx 10^4 \text{ ohm-cm}. \text{ Pauli paramagnet } \rightarrow \text{ band antiferromagnet}. \text{ Selenides and tellurides exhibit both } \text{CDW and superconductivity (T}_c &lt; 10\text{K)} [54, 55, 56].</td>
</tr>
<tr>
<td>VI  [d⁴] Mo, W</td>
<td>TPC</td>
<td>TPC</td>
<td>DOC TPC (Mo)</td>
<td>(i) The undistorted compounds: Diamagnetic semiconductors, ( \rho \approx 1 \text{ ohm-cm}, E_g \approx 1-2 \text{ eV}; (ii) The distorted compounds: semi-metals, ( \rho \approx 10^{-3} \text{ ohm-cm}, \text{ diamagnetic}.</td>
</tr>
<tr>
<td>VII [d⁵] Tc, Re</td>
<td>DOC</td>
<td>DOC</td>
<td>DOC</td>
<td>Small gap diamagnetic semiconductors.</td>
</tr>
<tr>
<td>VIIIB [d⁷] Co, Rh, Ir</td>
<td>- (Ir)</td>
<td>- (Ir)</td>
<td>OC</td>
<td>Metal. IrS₂/Se₂-semiconducting.</td>
</tr>
<tr>
<td>VIIIC [d⁸] Ni, Pd, Pt</td>
<td>OC (Pt)</td>
<td>OC (Pt)</td>
<td>OC</td>
<td>(i) Tellurides-metals, ( \rho \approx 10^{-5} \text{ ohm-cm}. \text{ Pauli paramagnetic. PdTe₂-superconductor. (ii) PdS₂/PdSe₂, Pts₂/Se₂-diamagnetic semiconductors, } E_g \approx 0.4 \text{ eV, } \rho \approx 1 \text{ ohm-cm.}</td>
</tr>
</tbody>
</table>

**TABLE 1.2:** Structure types, electrical and magnetic properties of LTMDs. Notations: CT -> Crystallographic Types, OC -> octahedral coordination, TPC -> trigonal prismatic coordination, DOC -> distorted octahedral coordination, \( E_g \) -> bandgap, \( \rho \) -> electrical conductivity, CDW -> charge density wave. The table is adopted from Ref. [63].
1.5 LTMD’s Nanostructures

In the last few years, several experimental techniques have been employed to produce 2D nanosheets down to the single layer from inorganic layered materials [66]. For industrial applications, one needs to have a manufacturing protocol that is scalable to large volumes at a reasonable cost. In this context, Coleman et al. have been recently pioneered a straightforward technique, namely liquid exfoliation, which can efficiently produce 2D nanosheets from a variety of inorganic layered compound such as BN, Bi₂Te₂, MoS₂, WS₂, MoSe₂, MoTe₂, TaSe₂, NbSe₂ and NiTe₂ [67]. The virtue of the layered materials is that ultra-thin flakes exhibit, in general, of high crystal quality. Moreover, many interesting properties emerge from having atomically thick layers due to the quantum confinement. For example, the bulk indirect bandgap of the MX₂ (M=Mo, W) family becomes direct in the monolayer limit, as demonstrated by the emergence of a room-temperature photo-luminescence (PL) [68, 69, 70, 71] and the fact that the PL intensity depends on the material’s thickness. In fact, photo-transistor and photo-detector devices made of the ultra-thin layers MoS₂ and WSe₂ have been reported having better performances over silicon and germanium based ones [72, 73].

In contrast, the A₁g and E₂g phonon modes change monotonically with the thickness of the LTMDs.

As a representative of the LTMDs family, the variation of those phonon modes with the layer numbers for MoS₂ is shown in Fig. 1.3(b). Consequences of these results, namely the evolution of the PL intensity or the A₁g and E₂g Raman activated frequencies are utilized to identify the numbers of a layers of layered compound [69, 74, 75] [see the Fig. 1.3]. While, atomic force microscopy (AFM) [75] is the most direct way to identify the number of layers, the method is hindered by the time consuming process of the characterization. Scanning electron microscopy (SEM) or transmission electron microscopy (TEM) could also be employed here [76], but they are problematic due to electron-beam induced deposition and by radiation which could have significant impact on the atomic displacement [77]. However, optical imaging tools are developed in a simple way for rapid characterization of the samples [78].

Beside the recent huge progresses in making 2D nanostructures of TMDCs, other dimensional nanostructures such as 1D like nanowires [80], nanoribbons [81, 82], nanotubes [83, 84]; and 0D like nanoclusters [85], nanorods [86], nanoflowers [87], and nanoparticles [88] have been explored their properties for potential applications [85,
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Figure 1.3: (a) Schematics of the intra-layer phonon mode $A_{1g}$, and the inter-layer phonon mode $E_{2g}^1$ for bulk MoS$_2$. The experimental variation of the phonons modes $A_{1g}$ and $E_{2g}^1$ (b) and the photo-luminescence with the number of layers for a prototypical MX$_2$, MoS$_2$ (c). Panel (b) is taken from the Ref. [75] and (c) from the Ref. [79].

For example, several experimental and theoretical investigations have been devoted to MoS$_2$ nanoclusters, since very small (~2 nm) nanoclusters are reported to be candidates for hydrodesulfurization catalysis due the presence of metallic edge states [91, 92].

While low dimension nanostructures made of layered materials have the potential to transform the electronic industry, several fundamental issues such as how the electronic and phonon properties change in the reduced dimensions, need to be resolved before such materials are incorporated into devices at an industrial scale. In this thesis, we discuss the effects of dimensionality on the electronic and phonon properties of LTMDs and the possibility of manipulating those properties by applying external perturbations such as doping, electric field and strain.
1.6 Dissertation Layout

The main focus of this work is to examine the electronic and phonon properties of TMDCs using density functional theory (DFT), density functional perturbation theory (DFPT), and the Green's functions formalism. As a representatives of the LTMDs large family, our studies are centered on LD nanostructures of MoS$_2$ and TiS$_2$. Their electronic properties are compared with those of other layer materials such as BN, TiSe$_2$, HfS$_2$, and ZrS$_2$.

Chapter 2: The theoretical methods required to investigate the electronic and phonon properties of real materials are introduced. The many-body electronic structure problem is discussed and, in order to solve this problem, an overview is given on density functional theory. As DFT is a ground state theory, one needs to consider other methods to estimate a fundamental quantity of the electronic structure such the bandgap, which depends on the excited states of the system. In this context, the Green’s function method is introduced. Finally, the density function perturbation theory (DPFT) is introduced to study the phonon properties of the system.

Chapter 3: We study the electronic properties of bulk as well as monolayer MoS$_2$ by using \textit{ab initio} DFT as it is implemented in the SIESTA program. \textit{Ab-initio} DFT calculations are performed within a systematic study of the electronic and the magnetic properties of doped MoS$_2$ monolayers in order to search for suitable p-type and n-type dopants. The dopants are added both via S/Mo substitution and as absorbates. Moreover, the adsorption of charged molecules on the surface of monolayer MoS$_2$ is considered. This is found to lead to n-type and p-type conductivity, depending on the charge polarity.

Chapter 4: A nanoribbon is constructed by patterning an infinite 2D nanosheet of MoS$_2$. Again here the \textit{ab-initio} studies are carried out on the electronic structure of narrow nanoribbons (\textasciitilde{} 1-3 nm), where the carriers are laterally confined to form a quasi-1D system. Then, the MoS$_2$ nanoribbons response to an external electric field has been studied with the aim of tuning their electronic properties (bandgap). A tight-binding model is presented in order to explain a few interesting phenomena, such as the tuning of the bandgap and the shifting of the direct bandgap from the $\Gamma$ point to another point in the Brillouin zone upon the application of an electric field. The issue of the robustness of the electric field effects against the different types of edge terminations is addressed.
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Then we extend the study of the external electric field effects to other lower dimensional structures, such as nanoclusters, where the edge structures have been thoroughly characterized by the recent experiments.

**Chapter 5:** We investigate the electronic and phonon properties of another prototype LTMD, namely TiS$_2$. Our study mainly focuses on the oxygen substitutional doping at the S site of a TiS$_2$ monolayer by using both the DFT and Green's function methods. Then the evolution of the TiS$_2$ phonon properties with the dimension in TiS$_2$ (*i.e.* going from 3D bulk to a 2D monolayer) is studied by using DFPT.

**Chapter 6:** We draw some general conclusion and highlight possible directions for future work.
Chapter 2

Theoretical Methods

2.1 Electronic Structure Problem

In condensed matter physics the electronic structure problem is characterized by the collective motion of electrons and nuclei interacting via Coulomb forces. The steady-state motion is described by the time independent Schrödinger wave equation,

\[ \hat{H} \Psi = E \Psi, \]

where \( \hat{H} \) is the Hamiltonian operator for the quantum mechanical many-body wavefunctions \( \Psi \). For the non-relativistic system consisting of \( N_e \) electrons and \( N_N \) nuclei, the total \( \hat{H} \) is described by,

\[
\hat{H} = \frac{1}{2} \sum_{K=1}^{N_N} \frac{\nabla R_K^2}{M_K} - \frac{1}{2} \sum_{k=1}^{N_e} \nabla r_k^2 + \sum_{K<S}^{N_N} \frac{Z_K Z_S}{|R_K - R_S|} - \sum_{k=1}^{N_e} \sum_{K=1}^{N_N} \frac{Z_K}{|r_k - R_K|} + \sum_{k<s}^{N_e} \frac{1}{|r_k - r_s|},
\]

where the first and second terms are the kinetic energy of the nuclei and the electrons respectively. The third, the forth and the last term are the nucleus-nucleus, the electron-nucleus and the electron-electron Coulomb interaction respectively. \( R_K \) and \( r_k \) denote the positions of the \( K^{th} \) nucleus of mass \( M_K \) and the \( k^{th} \) electron of mass \( m_e \) respectively. Note that, in these definitions, we have introduced the atomic units.
(\(h = m_e = e = 1\)), which will be used throughout this work. The structure and properties of a system are governed by the above eigenvalue equation, however, finding an exact analytic solution of the Eq.(2.1) is almost impossible even for a small molecule like \(\text{H}_2\). In addition, numerical solutions are cumbersome and extremely computationally demanding modern computers even in the simplest case of a few electron system. The problem can not be solved exactly for nano-scale objects, for which one has to deal with a few hundreds of atoms. To simplify the problem without sacrificing the accuracy of the ultimate solutions, one needs to rely on some approximation such as Born-Oppenheimer approximation, discussed below.

### 2.2 The Born-Oppenheimer Approximation

The many-body wavefunction \(\Psi\) in Eq. (2.1) depends both on electronic \((x_k)\) and the nuclear \((X_K)\) degrees of freedom, in which their positions as well spin coordinates \((\sigma_k)\) are included, e.g \(x_k = (r_K, \sigma_k)\). Thus,

\[
\Psi = \Psi (x_1, x_2, \ldots x_k, \ldots, x_{N_e}; X_1, X_2, \ldots X_K, \ldots, X_{N_N}).
\]  

A major step to simplify the problem is to separate out the movement of the nuclei and the electrons through the Born-Oppenheimer (BO) approximation [93]. This is based on the fact that the nuclear masses are much heavier (\(\sim 10^3\)) than the electron mass so that the nuclei move much slower than the electrons. Consequently, in the reference frame of the electrons the nuclei can be considered to be at rest \(\text{(i.e., the kinetic energies of the nuclei vanish)}\) and the electrons move in the static field generated by the nuclei plus the other electrons. Then, the total Hamiltonian \(\hat{H}\) (Eq.( 2.2) takes the form of the electronic Hamiltonian \(\hat{H}_e\), which can be written as,

\[
\hat{H}_e = \hat{T}_e + \hat{V}_{eN} + \hat{V}_{ee},
\]  

where

\[
\hat{T}_e = -\frac{1}{2} \sum_{k=1}^{N_e} \nabla_{r_k}^2,
\]

\[
\hat{V}_{eN} = -\sum_{k=1}^{N_e} \sum_{K=1}^{N_N} \frac{Z_K}{|r_k - R_K|},
\]
The Schrödinger equation for the entire system (electrons plus nuclei) reduces to the form,

\[ \hat{V}_{ee} = \sum_{k<s}^{N_e} \frac{1}{|\mathbf{r}_k - \mathbf{r}_s|}. \]  

(2.7)

The energy eigenvalues \( E \) are parametrized by the nuclear coordinates \( \{X_K\} \), reflecting the fact that now one has only to consider the electronic coordinates \( \{x_k\} \), whereas the nuclear coordinates become a set of parameters of the electronic system.

### 2.3 Non-interacting electronic system

Within the BO approximation, Eq. (2.8) suggests that the electronic wavefunctions belong to \( 3N_e \) dimensional space, \( i.e. \Psi \in \mathbb{R}^{3N_e} \), meaning that extracting the properties of the interacting electronic system is still a nontrivial task. This is due to the presence of the term \( \hat{V}_{ee} \), which couples all the electronic coordinates. However, the problem becomes much simpler for the case of a non-interacting electronic system where \( \hat{V}_{ee} \) vanishes or is set to zero. Then, the Hamiltonian \( \hat{H}_e \) (Eq. 2.4) transforms into a sum of \( N_e \) individual one-electron Hamiltonians \( \hat{h} \). Thus,

\[ \hat{H}^{\text{non}} = \sum_{k=1}^{N_e} \hat{h}_k = \sum_{k=1}^{N_e} \left[ -\frac{1}{2} \nabla^2 - \sum_{K=1}^{N_N} \frac{Z_K}{|\mathbf{r} - \mathbf{R}_K|} \right], \]

(2.9)

and the corresponding Schrödinger wave equation becomes

\[ \hat{H}^{\text{non}} \Phi = E^{\text{non}} \Phi. \]

(2.10)

The eigenfunction \( \Phi \) can be constructed as a Slater determinant \( \text{ ( an anti-symmetric product of the } N_e \text{ occupied one-electron eigenfunctions } \psi_\alpha(\mathbf{x}) \text{) } \), which also satisfies the
eigenvalue equation \( \hat{h} \psi_\alpha = \varepsilon_\alpha \psi_\alpha \).

\[
\Phi = \frac{1}{\sqrt{N_e!}} \det[\psi_\alpha(x_\beta)] = \frac{1}{\sqrt{N_e!}} \begin{vmatrix}
\psi_1(x_1) & \psi_1(x_2) & \ldots & \psi_1(x_N_e) \\
\psi_2(x_1) & \psi_2(x_2) & \ldots & \psi_2(x_N_e) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{N_e}(x_1) & \psi_{N_e}(x_2) & \ldots & \psi_{N_e}(x_N_e)
\end{vmatrix}
\tag{2.11}
\]

This takes into consideration the Pauli exclusion principle: two or more fermions (electrons) cannot occupy the same spin orbitals simultaneously. Note that both the spatial \( (r) \) and spin \( (\sigma) \) part are included in \( \psi_\alpha \), \( i.e. \), \( \psi_\alpha = \psi_\alpha(r, \sigma)_{\alpha=1}^N \). Since \( \hat{h} \) commutes with the \( \hat{s}_z \) component of the electron spin \( \sigma \), either \( \sigma = +\frac{1}{2} (\uparrow) \) or \( \sigma = -\frac{1}{2} (\downarrow) \) can be chosen as a one-electron quantum number. The total energy \( E \) of this system is simply the sum of the eigenvalues \( (\varepsilon_\alpha) \) of the \( N_e \) occupied single particle states, \( i.e., \)

\[
E^{\text{non}} = \sum_{\alpha=1}^{N_e} \varepsilon_\alpha.
\tag{2.12}
\]

Simultaneously, the total electron density is given by \( \sum_{\alpha=1}^{N_e} |\psi_\alpha(r)|^2 \).

### 2.4 Hartree-Fock Theory

The original interacting problem, \( i.e., \) the Schrödinger equation in Eq. (2.8), is the counterpart to the wavefunction variational principle [95], namely for any trial wavefunction, \( \Psi_t \), the total energy of the system \( E[\Psi_t] \) functional is always greater than the ground state energy, \( E_0 \). Thus,

\[
E[\Psi_t] = \left[ \frac{\langle \Psi_t | \hat{H} | \Psi_t \rangle}{\langle \Psi_t | \Psi_t \rangle} \right] \geq E_0,
\tag{2.13}
\]

where the equality is satisfied only for the ground state wavefunction, \( \Psi_t = \Psi_0 \). Here \( \hat{H} \) is the Hamiltonian described in Eq. (2.4)

\[
\langle \Psi_t | \hat{H} | \Psi_t \rangle = \sum_{\sigma_1 \ldots \sigma_{N_e}} \int d\mathbf{r}_1 \ldots d\mathbf{r}_{N_e} \Psi_t^*(\mathbf{x}_1, \ldots, \mathbf{x}_{N_e}) \hat{H} \Psi_t(\mathbf{x}_1, \ldots, \mathbf{x}_{N_e}),
\tag{2.14}
\]
and
\[ \langle \Psi_t | \Psi_t \rangle = \sum_{\sigma_1 \cdots \sigma_{N_e}} \int d\mathbf{r}_1 \cdots d\mathbf{r}_{N_e} |\Psi_t(x_1, \ldots, x_{N_e})|^2. \] (2.15)

\( \Psi_t \) can be constructed in a general way, however the wavefunction \( \Phi \) of the non-interacting system is useful for this purpose. Therefore our general interacting problem is rephrased in a way where the Slater-determinant eigenstates [94] of \( \hat{H}^{\text{non}} \) are utilized to construct an orthonormal basis for the expansion of the antisymmetric eigenstates of \( \hat{H} \), the interacting Hamiltonian. The many-body solution is found by minimizing \( E[\Psi_t] \) with the methods of Lagrange multipliers. Thus,

\[ \delta[\langle \Psi | \hat{H} | \Psi \rangle - E(\Psi | \Psi)] = 0, \] (2.16)

and the Hartree-Fock (HF) equation for the \( N_e \) one-electron wavefunctions \( \{\psi_{\alpha}\}_{\alpha=1}^{N_e} \) takes the form,

\[ \hat{f}_\alpha \psi_\alpha = \left\{ -\frac{1}{2} \nabla^2 + \sum_{K=1}^{N_N} \frac{Z_K}{|\mathbf{r} - \mathbf{R}_K|} \right\} \psi_\alpha + \sum_{\beta=1}^{N_e} \int d\mathbf{r}' \frac{|\psi_\beta(\mathbf{r}')|^2}{|\mathbf{r} - \mathbf{r}'|} \psi_\alpha(\mathbf{r}) - \sum_{\beta=1}^{N_e} \int d\mathbf{r}' \frac{\psi_\beta^*(\mathbf{r}') \psi_\alpha(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} \psi_\beta(\mathbf{r}) = \epsilon_\alpha \psi_\alpha. \] (2.17)

Here the eigenvalues (\( \epsilon_\alpha \) orbital energies) of the Fock operator \( \hat{f}_\alpha \) are Lagrange multipliers which take into account the orthonormality of the one-particle orbitals. Note that a self-consistent field (SCF) approach is needed to solve the problem, since the orbitals determine part of their own effective potential. Koopman’s theorem [96] provides a physical interpretation of the orbitals energies, \( \epsilon_\alpha \), which approximate the negative of the vertical ionization energy, defined as the energy required to remove an electron from the orbital \( \psi_\alpha \), \( i.e., \epsilon_\alpha = E_{N_e} - E_{N_e-1}^\alpha \). Koopman’s theory is valid for all the occupied levels within HF formalism. Within HF theory, electron-electron interaction is approximately considered by the third and fourth term of Eq.(2.17). These are called the electrostatic Hartree potential and the non-local exchange potential, respectively. The non-local exchange is entirely due to the antisymmetric nature of the wavefunction and does not have a classical counterpart. Within HF theory, the approximated wavefunction captures partially the nature of a many electron system, however it can never replace the exact wavefunction. As such, the total energy determined by the HF theory \( (E^{\text{HF}}) \) always exceeds the exact ground state energy \( E_0 \) and the difference the
correlation energy, $E_{C}^{HF}$, written as:

$$E_{C}^{HF} = E_0 - E^{HF}. \quad (2.18)$$

The difference mainly comes from quantum mechanical many particle contributions to the total energy which are not captured by a single Slater determinant wavefunction. Precisely, it originates from neglecting the electronic correlation caused by the instantaneous repulsion of the electrons. Furthermore, even for HF theory the computational cost grows rapidly with the number of electrons ($\sim N^4$). Therefore, a different approach is needed to tackle a realistic system of interacting electrons. Indeed, Density Functional Theory (DFT) achieves this by mapping the many-body wavefunction $\Psi(r_i)_{i=1}^{N_e}$ onto the electron density $n(r)$ as the basic quantity of interest.

### 2.5 Density Functional Theory

The main idea behind the DFT formalism is that the total energy of the interacting electronic system can be written as a universal functional of the equilibrium electron density $n(r)$. For a collection of $N_e$ interacting electrons, the spin-polarized density $n^\sigma(r)$ is defined by

$$n^\sigma(r) = N_e \sum_{\{\sigma_i\}_{i=2}^{N_e}} \int dr_2 dr_3 \ldots dr_{N_e} |\Psi(x_1, x_2, \ldots, x_{N_e})|^2 \quad (2.19)$$

subjected to the constraint $\langle \Psi | \Psi \rangle = 1$. Here $\sigma = \uparrow (\frac{1}{2})$ or $\downarrow (-\frac{1}{2})$ is the $z$-component of the spin and

$$n(r) = n_\uparrow(r) + n_\downarrow(r), \quad (2.20)$$

Also,

$$\sum_{\{\sigma_i\}_{i=2}^{N_e}} \int dr \ n^\sigma(r) = N_e. \quad (2.21)$$

As a consequence the electronic structure problem reduces to a three spatial-dimensional one, regardless of the number of electrons in the system, while the many-electron wavefunction $\Psi(r_i)_{i=1}^{N_e}$ depends on the $3N_e$ spatial coordinates.
2.5.1 The Hohenberg-Kohn Theorem

The foundation of the DFT is based on the Hohenberg-Kohn theorems [97], summarized by the following statements:

I. The ground states density \( n_0(\mathbf{r}) \) of a system of interacting particles uniquely determines the external potential \( V_0 \) within an additional constant. Since \( n_0(\mathbf{r}) \) considers the entire spectrum of many-body Hamiltonian except for a constant shift of the energy, the ground and excited states of the many-body wavefunction can be extracted, implying that \( n_0(\mathbf{r}) \) uniquely and completely determines all properties of the system.

II. For a given external potential \( V_{\text{ext}}[n^\sigma] \), the total energy functional \( E[n^\sigma] \) is written as

\[
E[n^\sigma] = T[n^\sigma] + V_{ee}[n^\sigma] + V_{\text{ext}}[n^\sigma],
\]

where the \( T[n^\sigma] \) and \( V_{ee}[n^\sigma] \) are the kinetic energy and the electron-electron interaction energy functionals. As the total energy is a functional of the electron density, the variational principle provides that for any trial density, \( n_t(\mathbf{r}) \), the total energy exceed the true ground state energy \( E_0 \), i.e. \( E_0 \leq E[n_t] \), where the equality sign holds if and only if \( n_t = n_0 \).

Note that \( F_{HK}[n^\sigma] = T[n^\sigma] + V_{ee}[n^\sigma] \) is a universally valid functional as it does not depend on the external potential of the specific system. Unfortunately, the universal functional \( F_{HK}[n^\sigma] \) is unknown, implying that properties of a system are still impossible to extract with this framework. This problem is overcome by the Kohn-Sham scheme [98] discussed below.

2.5.2 The Kohn-Sham Scheme

The Kohn-Sham formalism maps a many-body interacting electronic systems into a systems of non-interacting electrons moving in a Kohn-Sham effective potential, which generates the identical ground state density and energy as those of the interacting system. The Kohn-Sham total energy functional, \( E[n(\mathbf{r})] \), is expressed as,

\[
E[n(\mathbf{r})] = T_s[n(\mathbf{r})] + \int d\mathbf{r} \ n(\mathbf{r}) \ V_{\text{ext}}(\mathbf{r}) + U_{ee}[n(\mathbf{r})] + E_{ex}[n(\mathbf{r})],
\]

where first term is the non-interacting kinetic energy functional, the second term is the interaction of the electrons with the external potential, \( V_{\text{ext}}(\mathbf{r}) \), the third term is the
classical Coulomb repulsion (Hartree) energy of the electron density \( n(r) \), i.e.

\[
U_{ee}[n(r)] = \frac{1}{2} \int dr \int dr' \frac{n(r)n(r')}{|r-r'|},
\]

(2.24)

and the last term is the exchange-correlation (XC) energy, \( E_{xc} \), which is defined to include everything neglected by the first three terms, i.e.

\[
E_{xc}[n(r)] = T[n(r)] - T[n(r)] + V_{ee}[n(r)] - U_{ee}[n(r)].
\]

(2.25)

\( E_{xc} \) is not known exactly and needs to be approximated. Here the fundamental difference between the DFT and HF formalisms is that HF theory includes the exchange energy exactly, whereas DFT can capture both exchange and correlation effects in an approximate way. Finally in the KS-DFT method, the following set of one-particle Schrödinger-like equation, called Kohn-Sham equation can be obtained:

\[
\left[ -\frac{1}{2} \nabla_r^2 + V_{KS}[n(r)] \right] \psi^{KS}_\alpha(r) = \varepsilon_\alpha \psi^{KS}_\alpha(r).
\]

(2.26)

Here \( \psi^{KS}_\alpha(r) \) are the Kohn-Sham one-electron orbitals, which satisfy the orthonormality condition, i.e. \( \langle \psi^{KS}_\alpha(r) | \psi^{KS}_\beta(r) \rangle = \delta_{\alpha\beta} \) and the KS effective potential \( V_{KS} \) is identified by,

\[
V_{KS}[n(r)] = V_{ext}(r) + \int dr' \frac{n(r')}{|r-r'|} + V_{xc}[n(r)],
\]

(2.27)

where second term is the Hartree potential, \( V_H \), and \( V_{xc} \), is the exchange-correlation potential written as a functional derivative of the exchange correlation energy with respect to the density, i.e.

\[
V_{xc}[n(r)] = \frac{\delta E_{xc}[n]}{\delta n(r)}.
\]

(2.28)

The charge density is constructed in the following way,

\[
n(r) = \sum_{\alpha=1}^{N_e} \Theta(\mu - \varepsilon_\alpha) |\psi^{KS}_\alpha(r)|^2.
\]

(2.29)

The step function \( \Theta \) ensures that the summation is taken over all the occupied KS orbitals that minimize the total energy functional. The chemical potential, \( \mu \), satisfies the condition,

\[
\int dr \ n(r) = N_e.
\]

(2.30)
This implies that Eq. (2.26) can be solved by a self-consistent approach. Now with the orbitals $\psi_{KS}(r)$, the noninteracting kinetic energy can be calculated with the formula

$$T_{n}[n(r)] = \sum_{\alpha} \Theta(\mu - \varepsilon_{\alpha}) \langle \psi_{\alpha}^{KS}(r) | -\frac{1}{2} \nabla_{r}^{2} | \psi_{\alpha}^{KS}(r) \rangle.$$  \hspace{1cm} (2.31)

Within the KS scheme, the total ground state energy $E_{KS}$ does not appear as the sum of the eigenvalues of the KS equation, [Eq. (2.26)], rather it is expressed as

$$E_{KS} = \sum_{\alpha=1}^{N_e} \Theta(\mu - \varepsilon_{\alpha}) \varepsilon_{\alpha} + E_{xc}[n] - \int d\mathbf{r} \ n(\mathbf{r})V_{xc}[n(\mathbf{r})] - \frac{1}{2} \int d\mathbf{r} d\mathbf{r}' \frac{n(\mathbf{r})n(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|}, \hspace{1cm} (2.32)$$

where the additional last three terms refer to the so called "double counting" corrections.

### 2.5.3 Approximated Exchange Correlation Functional

In principle, the KS ansatz enables us to predict the exact ground state density. However, in practice, the form of the XC-correlation energy $E_{xc}$ is unknown and it needs to be approximated.

**Local Density Approximation (LDA)**

Indeed, Kohn and Sham proposed in their original work [98], the local density approximation (LDA) for the $E_{xc}[n(\mathbf{r})]$. Here, $E_{xc}[n(\mathbf{r})]$ at the position $\mathbf{r}$ depends only on the electron density at that given position, i.e.

$$E_{xc}^{LDA}[n(\mathbf{r})] = \int d\mathbf{r} \ n(\mathbf{r}) \ \epsilon_{xc}[n(\mathbf{r})]. \hspace{1cm} (2.33)$$

The functional $\epsilon_{xc}[n(\mathbf{r})]$ is the exchange-correlation energy density for a homogeneous electron gas of density $n(\mathbf{r})$ [100, 101] and it is parametrized by using Quantum Monte Carlo methods [99] to reproduce highly accurate exact results. Although the LDA simplifies $E_{xc}[n(\mathbf{r})]$ by assuming that the electron density is homogeneous, it works reasonably well even in a system where the electron density is rapidly varying. This is accomplished by the fact that the underestimated correlation energy is compensated by the overestimated exchange energy. In general, the LDA overestimates the binding energies of the solids, while their bond-lengths typically are underestimated. This
approximation can be generalized to spin-polarized systems where it is called the Local Spin Density Approximation (LSDA), i.e. the $E_{xc}^{LDA}[n(r)]$ is modified as,

$$E_{xc}^{LSDA}[n_{\uparrow}(r), n_{\downarrow}(r)] = \int dr \, n(r) \, e_{xc}[n_{\uparrow}(r), n_{\downarrow}(r)],$$

(2.34)

where, $n_{\uparrow}(r)$ and $n_{\downarrow}(r)$ are spin-up and spin-down electron densities respectively.

**Generalized Gradient Approximation (GGA)**

The inhomogeneity of the electron density is considered explicitly through the generalized gradient approximation (GGA) [102], where $E_{xc}$ is a functional of the electron density and the gradient of the electron density,

$$E_{xc}^{GGA}[n_{\uparrow}(r), n_{\downarrow}(r)] = \int dr \, n(r) \, e_{xc}[n_{\uparrow}(r), n_{\downarrow}(r), \nabla n_{\uparrow}(r), \nabla n_{\downarrow}(r)].$$

(2.35)

Different flavors of GGA functional have been developed [103, 104, 105, 106] to capture more accurate features of the inhomogeneous system. GGA usually provides better results than LDA in calculating the bond-length, binding energy and atomization energies of solids and molecules.

**Hybrid Functional**

Hybrid functional was initially proposed within the framework of the adiabatic connection approach [107, 108], where the electron-electron interaction term gradually enters into noninteracting systems. Generally, the hybrid functionals $E_{xc}^{Hyb}[n(r)]$ are constructed such that these contain a fraction of exact HF exchange with LDA or GGA exchange and correlation, i.e. $E_{xc}^{Hyb}[n(r)]$ can be formally written as

$$E_{xc}^{Hyb}[n(r)] = aE_{xc}^{HF} + (1 - a)E_{xc}^{LDA(GGA)} + E_{c}^{LDA(GGA)}$$

(2.36)

where the coefficient $a$ is either determined experimentally or estimated theoretically. One of the most popular hybrid functional used in the condensed matter physics community is the HSE06 [109]. In that case $E_{xc}$ is written as

$$E_{xc}^{HSE} = \frac{1}{4}E_{xc}^{HF, st, \mu} + \frac{3}{4}E_{xc}^{PBE, st, \mu} + E_{xc}^{PBE, Jr, \mu} + E_{c}^{PBE},$$

(2.37)
where \((sr)\) and \((lr)\) denote the short- and long-range parts of the respective exchange interaction (either HF or PBE exchanges). \(E_x^{\text{PBE}}\) and \(E_c^{\text{PBE}}\) denote the exchange and correlation energies calculated within the GGA [102]. The separation is obtained by decomposing the Coulomb kernel into the following expression

\[
\frac{1}{r} = S_\mu(r) + L_\mu(r) = \frac{\text{erfc}(\mu r)}{r} + \frac{\text{erf}(\mu r)}{r} \tag{2.38}
\]

where \(r = |r - r'|\), and \(\mu\) are the parameters to define the range-separation and they are related to a characteristic distance, \((2/\mu)\), at which the short-range interactions become negligible. The parameter \(\mu\) is optimized empirically to a value approximately in the ranges \(0.2 - 0.3 \text{ Å}^{-1}\) [109]. By using this hybrid functional, lattice constants and bulk moduli of solids are predicted more accurately than by the standard semi-local functional LDA/GGA [150].

**LDA + Hubbard U (LDA+U)**

The basic problem with the LDA/GGA functional is that the exchange correlation potential is orbital independent. Therefore, for a system containing “correlated” orbitals (d/f electronic shells) which produce strong correlation among themselves, LDA/GGA can not properly describe such system. This problem can be overcome by introducing LDA+U method, where electrons are classified into two parts: delocalized s/p electrons which are well described by LDA/GGA and localized d/f electrons for which additional energy term (Hubbard U [110]) is required to describe the d-d/f-f Coulomb interactions. In this method, a new energy functional \(E_x^{\text{LDA}+U}\) is written [111, 112, 113] as

\[
E_x^{\text{LDA}+U} = E_x^{\text{LSDA}} + E^U[p_m^\sigma] + E^{de}[\{p_m^\sigma\}], \tag{2.39}
\]

where \(E^U\) is the Hubbard energy, \(E^{de}\) is the double counting term and both of the them depend on the orbital occupation \(p_m^\sigma\) of the correlated orbitals. Several forms of the \(E_x^{\text{LDA}+U}\) have been suggested to date. Particularly, in a simple and transparent form [114, 115], the \(U\) parameter is redefined as an effective parameter \(U_{\text{eff}} = U - J\) \((J\) is the intra-atomic exchange energy for electrons) and the last two term in the Eq.( 2.39) take the form,

\[
E^U - E^{de} = \frac{U_{\text{eff}}}{2} \sum_l \sum_{m\sigma} \left[ p_{mm}^{\sigma} - \sum_{m'} f_{mm}^{\sigma} p_{mm'}^{\sigma} \right]. \tag{2.40}
\]
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Here the index of the atomic position $K$ is separated out from the magnetic quantum number $m$ and an off-diagonal population $p_{mm'}^{K\sigma}$ is introduced in the form $p_{mm'}^{K\sigma} = \sum_{\alpha} \langle \psi_{\alpha}^{\sigma} | P_{mmm'}^{K\Phi} | \psi_{\alpha}^{\sigma} \rangle$, where $P_{mmm'}^{K\Phi} = | \Phi_{m}^{K} \rangle \langle \Phi_{m'}^{K} |$. In Eq. (2.39) the correction added to the LDA functional depends on the two parameter $U$ and $J$ and they are chosen in such a way as to reproduce the particular properties of the system of interest. Therefore the method is not considered as fully \textit{ab-initio}. Within this approximation the energy of the occupied strongly correlated orbital shifts to a lower level in energy while those of the unoccupied ones move the opposite way. This approximation describes transition metals and rare earth elements quite well.

\textbf{Self Interaction Correction (SIC)}

One of the fundamental problems associated with the semi-local functionals (LDA/GGA) is the presence of self interaction (SI) [116]. This is the unphysical interaction of an electron in a given KS orbital with the Hartree and XC potential generated by itself. Although exact DFT is SI free, generally LDA/GGA functionals include SI. Note that within HF theory the SI of occupied orbitals is exactly cancelled out. However, such a cancellation occurs partially when semi-local functionals are used and the rigorous condition of DFT,

$$U_{ee}[n_{\alpha}^{\sigma}] + E_{xc}[n_{\alpha}^{\sigma},0] = 0,$$

for the orbital density $n_{\alpha}^{\sigma} = |\psi_{\alpha\sigma}^{KS}|^2$ of a fully occupied KS orbital, $\psi_{\alpha\sigma}^{KS}$ is not satisfied. The SI is of significant impact for systems with highly localized states. In contrast, it tends to vanish for delocalized states as the charge extends over the crystal resulting a rapid decrease of the coulomb interaction ($\sim \frac{1}{N}$).

Since in a solid SIC is not uniquely defined, many different methods have been proposed in DFT calculations to explicitly reduce the effect of the SI via generating an orbital-dependent potential (see Ref. [117] for a review). These are generally based on the work of Perdew and Zunger [116]. Another alternative work, the atomic-SIC (ASIC) approximation is used in this thesis because it is computationally inexpensive and its foundation is described in Ref. [119]. The method is based on the work of Vogel et al. [118]. Later this work was extended by Filipptti and Spaldin [120]. The great advantage of the SIC formalism over the LDA+U method is that the selection of the strongly correlated is not required and there is no need for the parameters such as $U$, and $J$.

The ASIC approach provides a good description of a large range of materials [121, 122].
Specifically, the computed bandgap and band alignment of semiconductors have a better agreement with experiment. However for some metals it provides a non-physical result, namely it may open an artificial gap (note that metals should be SI free).

### 2.5.4 The interpretation of Kohn-Sham eigenvalues

As mentioned earlier, the KS formalism maps the many body interacting problem onto \( N_e \) non-interacting one-electron problem with same ground state electron-density and ground state-energy. However, the KS eigenvalues are just a mathematical construct, namely they are the Lagrange multipliers needed to minimize the functional and to impose the orthonormality of the KS eigenfunctions. Moreover, it can be shown that the KS single Slater determinant wavefunction does not describe the true many-body wavefunction. Therefore, the significance of the eigenvalues and eigenfunctions needs to be justified. Indeed, the mathematical meaning of the KS eigenvalues is provided by Janak’s theorem [127]: the KS eigenvalue, \( \varepsilon_\alpha \), can be expressed as the first order derivative of the total energy with respect to the states occupation, \( i.e. \)

\[
\varepsilon_\alpha = \frac{\partial E}{\partial n_\alpha}.
\]

(2.42)

In principle, the KS eigenvalues do not correspond to the energy of the actual excited states. However, it been shown shown [128] that in exact DFT, the highest occupied energy level \( \varepsilon_{HOMO} \) (for finite systems) is equal to the negative of the ionization energy \( (I) \), \( i.e. \) \( \varepsilon_{HOMO} = -I \). For a solid system, this is equivalent to the fact that the chemical potential \( \mu \) in exact DFT is same as the true Fermi energy [127]. Although this relation is rigorous for the exact exchange-correlation potential, in many cases \( I \) can be calculated by taking total energy differences, \( i.e. \) \( I = E(N_e - 1) - E(N_e) \), where \( E(N_e) \) is the ground state energy of the system containing \( N_e \) interacting electrons. Similarly, the electron affinity, \( A \), can be extracted from \( A = E(N_e) - E(N_e + 1) \). This refers to the fact that the electron affinity of a system of \( N_e \) electrons is equal to the ionization energy of a system of \( (N_e + 1) \) electrons.

It is stated that in the KS formalism only the highest occupied KS level has a physical meaning. However, in practice the KS eigenstates and the bandstructures are routinely compared to the experimental bandstructure of real systems. The bandgap of molecular or semiconducting systems containing \( N_e \) electrons is defined [94, 129] as

\[
\Delta_{bg} = -[E(N_e) - E(N_e - 1)] + [E(N_e + 1) - E(N_e)],
\]

(2.43)
where \( E(N_e), A, \mu(N_e) \) are the ground state energy, the electron affinity and the chemical potential (solid) of the system containing \( N_e \) interacting electrons, respectively. The predicted KS bandgap \( \Delta_{bg}^{KS} \) for solid semiconductors or molecules, i.e. the energy difference between the highest occupied (\( \varepsilon_{HOMO} \)) and lowest unoccupied (\( \varepsilon_{LUMO} \)) energy level, is not expected to be the real gap of the system due to the derivative discontinuity [129] of the energy \( XC \) functional \( E_{xc} \) at integer occupancy. Thus,

\[
\frac{\delta E_{xc}[n]}{\delta n(r)} \bigg|_{N_e+\delta} - \frac{\delta E_{xc}[n]}{\delta n(r)} \bigg|_{N_e-\delta} = \Delta_{xc},
\]

where, \( \delta \) is the infinitesimal variation of the total electron \( N_e \). Meanwhile, the actual gap \( \Delta_{bg}^{actual} \) is defined as

\[
\Delta_{bg}^{actual} = \Delta_{bg}^{KS} + \Delta_{xc}
\]

Since, \( \Delta_{xc} \) is positive, the predicted KS bandgaps are expected to be smaller than the real one. In another word, unless the derivative discontinuity is accurately captured, one must be careful of the DFT calculations in which extracting information depends on the bandgap and the position of the KS-HOMO level. Specifically, the LDA functional does not have a derivative discontinuity in the exchange-correlation potential. Therefore, the predicted bandgap is typically underestimated by a considerable amount, for example it is around 50 % for weakly correlated semiconductors [130].

### 2.6 Beyond DFT: \( G_0W_0 \) method

Photoemission (PE) [131] and inverse photoemission (IPE) [132] spectroscopy are the main experimental methods used to probe, respectively, the occupied and unoccupied states of real systems. Usually PE/IPE spectra are interpreted in terms of single particle excitations. It was mentioned before that DFT eigenvalues are not the real single-particle excitation energies. Therefore, in order to compare theory with PE/IPE, one needs to introduce the concept of quasi-particle energies for the interacting many electronic \( (N_e) \) system. The many-body \( \alpha^{th} \) eigenstate follows the Schrödinger equation \( \hat{H}_e|N_e,\alpha\rangle = E(N_e,\alpha)|N_e,\alpha\rangle \), where \( \hat{H}_e \) is the many-body Hamiltonian and \( E(N_e,\alpha) \) is total energy defined as \( E(N_e,\alpha) = \langle N_e,\alpha|\hat{H}|N_e,\alpha \rangle \). The \( \alpha^{th} \) excitation energy \( \varepsilon_\alpha \) of the many-body states created by the addition and removal of an electron in the
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The PE/IPE process and the corresponding transition amplitude $\psi_\alpha(r)$ are defined

\[
\begin{align*}
\epsilon_\alpha &= E(N_e + 1, \alpha) - E(N_e) \\
\psi_\alpha(r) &= \langle N_e | \hat{\psi}(r) | N_e + 1, \alpha \rangle \\
\end{align*}
\]

for $\epsilon_\alpha \geq E_F$. \hspace{1cm} (2.47)

\[
\begin{align*}
\epsilon_\alpha &= E(N_e) - E(N_e - 1, \alpha) \\
\psi_\alpha(r) &= \langle N_e - 1, \alpha | \hat{\psi}(r) | N_e \rangle \\
\end{align*}
\]

for $\epsilon_\alpha < E_F$. \hspace{1cm} (2.48)

Here, the field operator $\hat{\psi}(r)$ annihilates an electron from the many-body states $|N_e + 1\rangle$ or $|N_e\rangle$, and $E_F$ is the Fermi energy of the system. In Eq. (2.47), $\epsilon_\alpha$ is interpreted as the excitation energy from the $N_e$-electron ground state with total energy $E(N_e)$ into an excited state of the $(N_e + 1)$-electron system with total energy $E(N_e + 1)$ upon addition of one electron. Similarly, upon removal of one electron from the system $\epsilon_\alpha$, corresponds to the total energy difference of the excited $N_e - 1$-electrons system and the ground states [see Eq.(2.48)].

Now the excited state energy $\epsilon_\alpha$ and the wavefunction $\psi_\alpha$ are solutions of the equation

\[
\left[ \hat{h}(r) + V_H(r) \right] \psi_\alpha(r) + \int dr' \Sigma G_0 W_0(r, r'; \epsilon_\alpha) \psi_\alpha(r') = \epsilon_\alpha \psi_\alpha(r)
\]

(2.49)

where, $\hat{h} = T_S + V_{ext}$ ($T_S$ = single particle kinetic energy term ) and $V_H$ is the Hartree potential. Using the Hedin’s $G_0 W_0$ approximation [133], the self energy $\Sigma G_0 W_0$ is given by

\[
\Sigma G_0 W_0(r, r'; \epsilon) = \frac{i}{2\pi} \int d\omega' e^{-i\omega'\delta} G_0(r, r'; \omega + \omega') W_0(r, r'; \omega').
\]

(2.50)

where $\delta$ is an infinitesimal time and $G_0(r, r'; \omega)$ is the single particle Green’s function which is defined by the equation [134]

\[
G_0^{-1}(r, r'; \omega) = [\omega - \hat{h}(r) - V_H(r)]\delta(r - r').
\]

(2.51)

$W_0$ is the screened Coulomb interaction. The non-interacting Green’s function [136] is given by,

\[
G_0(r, r'; \omega) = \sum_\alpha \frac{\phi^*_\alpha(r) \phi_\alpha(r')}{\omega - \epsilon^0_\alpha \pm i\delta_\alpha}
\]

(2.52)

where, $\epsilon^0_\alpha$ and $\phi_\alpha$ are the eigenvalues and the eigenstates of the non-interacting system. Then the screened Coulomb interaction $W_0$ can be calculated from the polarizability function

\[
P_0(r, r'; \omega') = -\frac{i}{2\pi} \int d\omega' G_0(r, r'; \omega + \omega') G_0(r', r; \omega')
\]

(2.53)
and the bare Coulomb potential $V_{ee}$ are related by the Dyson-type equation $W_0 = V_{ee} + V_{ee}P_0W_0$ [137]. Although the formalism of the quasi-particle Eq. (2.49) is formally simple, it is difficult to solve due to the non-local self energy term. However, the DFT can be helpful in this task. DFT can reproduce the exact ground-state and within the KS scheme it follows the equation

$$[\hat{h} + V_{xc} + V_{ee}]\psi^{KS}_{\alpha} = \varepsilon^{KS}_{\alpha}\psi^{KS}_{\alpha}.$$ (2.54)

Combining Eq. (2.49) and (2.54) and using the first order perturbation theory [135], the quasi-particle energies $\varepsilon^{QP}_{\alpha}$ are written as,

$$\varepsilon^{QP}_{\alpha} = \varepsilon^{KS}_{\alpha} + \langle\psi^{KS}_{\alpha}(r)|\Sigma G_0W_0 - V_{ee}|\psi^{KS}_{\alpha}(r)\rangle.$$ (2.55)

It is found that the $G_0W_0$ correction applied to the KS schemes based on the Hybrid functional (HSE06) yields overall agreement with the experimental bandgaps, while improvements are generally small when LDA/GGA semilocal functionals are used [150].

### 2.7 Equilibrium Geometry and Phonon Spectrum

Many physical properties of solids such as the specific heat, the thermal conduction, the resistivity of metals, the optical spectra, the superconductivity etc, depend on the lattice (phonon) dynamics. Such dynamics, within the BO approximation is determined by the Schrödinger equation given by,

$$\left[ -\frac{1}{2}\sum_{K=1}^{N_S} \frac{\nabla_R^2}{M_K} + \sum_{K<S} \frac{Z_KZ_S}{|R_K - R_S|} + \hat{H}_e(r;R) \right]\Psi(r;R) = E(R)\Psi(r;R),$$ (2.56)

where $\hat{H}_e(r;R)$ is the electronic part of the Hamiltonian as described in the Eq. (2.4). For a system of interacting electrons moving in a static field of nuclei, the ground state energy $E_0(R)$ is defined as

$$E_0(R) = E_0^{el}(r;R) + E^{Nu}(R)$$ (2.57)
with $E^{Nu}(R)$, being the nucleus-nucleus interaction energy, $i.e.$

$$ E^{Nu}(R) = \sum_{K \leq S}^{N_N} \frac{Z_K Z_S}{|R_K - R_S|} $$

(2.58)

Taylor series expansion of the total energy $E(R)$ of a dynamical system about the equilibrium structure at $R = R_0$ is given by

$$ E(R) = E_0(R_0) + \sum_K F_K \delta R_K + \frac{1}{2} \sum_{K S} C_{K S} \delta R_K \delta R_S + ..... $$

(2.59)

In the Eq.(2.59), the $F_K$ and the $C_{K S}$ are identified as the force acting on the $K^{th}$ nucleus and the interatomic force constant between the $K^{th}$ and the $S^{th}$ nucleus, respectively. Thus,

$$ F_K = \frac{\partial E(R)}{\partial R_K} \bigg|_{R_0} $$

(2.60)

$$ C_{K S} = \frac{\partial^2 E(R)}{\partial R_K \partial R_S} \bigg|_{R_0} $$

(2.61)

The first order energy derivative in Eq.(2.60) can be calculated by using the Hellmann-Feynman theorem [138] and the equilibrium structure is found by solving the equation $F_K = 0$. In contrast, within the linear response formalism [139, 140], $C_{K S}$ can be written in the form,

$$ C_{K S} = \int \frac{\partial n(r; R) \partial V(r)}{\partial R_K} + \int n(r; R) \frac{\partial^2 V(r)}{\partial R_K \partial R_S} \, dr + \frac{\partial^2 E^{Nu}(R)}{\partial R_K \partial R_S} . $$

(2.62)

Here, $n(r, R)$ is the ground states electronic density at the nuclear position $R$, $\delta V(r)$ is the external perturbation to the potential $V(r)$ acting on the interacting electrons when the nucleus are fixed. Within the DFT framework, the $V(r)$ is replaced by the KS potential $V_{KS}$ [see the Eq.(2.27)] and the $C_{K S}$ can be calculated with by using the density functional perturbation theory (DFPT) [140].

The phonon frequencies $\omega$ can be obtained by diagonalizing the $C_{K S}^{\alpha \beta}$ matrix, $i.e.$ by solving the secular equation

$$ \sum_{S, \beta} \left( C_{K S}^{\alpha \beta} - M_K \omega^2 \delta_{K S} \delta_{\alpha \beta} \right) U^\beta_S = 0, $$

(2.63)

where $U^\beta_S$ is the $\beta^{th}$ Cartesian component of the displacement vector $\delta R_S$. In crystals, the frequencies are classified by a wavevector $q$. Phonon $\omega(q)$ and displacement
patterns $\tilde{U}_i^\beta(q)$ are determined by the secular equation:

$$\sum_{\alpha, \beta} \left( \tilde{C}_{\alpha \beta}^{\alpha \beta} - M_s \omega_\alpha^2 \delta_{\alpha \beta} \right) \tilde{U}_i^\beta = 0.$$  \hspace{1cm} (2.64)

Here, $M_s$ is the mass of the $s^{th}$ atom in one unit cell. $\tilde{C}_{\alpha \beta}^{\alpha \beta}$ is the Fourier transform of $C_{\alpha \beta}^{\alpha \beta}$ at $q$, i.e.

$$\tilde{C}_{\alpha \beta}^{\alpha \beta}(q) = \sum_R e^{-iRq} C_{\alpha \beta}^{\alpha \beta}.$$  \hspace{1cm} (2.65)

This approach allows us to calculate the phonon spectra throughout the entire Brillouin zone but it is limited to the harmonic approximation.

### 2.8 Computational Methods

KS-DFT schema have been implemented in many different numerical codes in recent days. These enable the electronic structure and crystal structure calculations. However, the accuracy of the results as well as the computational costs depend on the two main features of the specific numerical DFT code:

I. The type of the basis set used to expand the KS eigenfunctions, the electronic density and the KS potential.

II. The efficiency to capture the effect of the core electrons residing close to the nucleus.

#### 2.8.1 Basis Sets

Within the numerical DFT method, the KS eigenfunctions are typically expanded by using two popular classes of basis set, namely plane waves and atom-centered linear combination of atomic orbitals (LCAO).

**Plane waves**

In a solid where the electrons move in a periodic potential, the Bloch theorem ensures that their wavefunctions can be obtained from the Fourier expansion over a set of plane waves [141]. This leads to the fact the KS eigenfunction can written as

$$\psi_\alpha(r) = \sum_k C_{\alpha k} u_{\alpha k}(r)e^{-ik \cdot r}$$  \hspace{1cm} (2.66)
where $\mathbf{k}$ denote the wave vector and the summation is taken over the entire Brillouin zone. $u_{\alpha\mathbf{r}}$ is the periodic Bloch function. The increasing value of $|\mathbf{k}|$ makes the computational power costly. The numerical accuracy is set by truncating the plane wave basis set such that the highest electronic kinetic energy $\frac{|k^2|}{2} < E_{\text{cut}}$.

**Linear Combination of Atomic Orbitals (LCAO)**

Another approach used in the molecular physics community constructs the eigenvectors with analytic functions, such as Slater type orbitals or numerical atomic orbitals. Typically, the eigenvectors are constructed from a finite number of atom centered basis functions,

$$
\psi_{\alpha}(\mathbf{r}) = \sum_{\beta} C_{\alpha\beta}\phi_{\beta}(\mathbf{r}),
$$

where $\phi_{\beta}(\mathbf{r})$ is a numerical basis function centered on the $K^{th}$ atom that decays rapidly from the nucleus. Within the LCAO scheme the $\phi_{\beta}^{K}(\mathbf{r})$ orbitals are chosen to be atomic orbitals, i.e they are products of radial functions $\phi_{nl}^{K}(r_{K})$ and spherical harmonics $Y_{lm}^{K}(\theta, \varphi)$. Thus,

$$
\phi_{\beta}^{K}(\mathbf{r}) \equiv \phi_{nlm}^{K}(\mathbf{r}) = \phi_{nl}^{K}(r_{K})Y_{lm}^{K}(\theta, \varphi),
$$

where, $n$, $l$, $m$ refer to the principal, azimuthal and the magnetic quantum numbers, respectively. The values of $l$, and $m$ may be arbitrarily large. Generally several orbitals with same angular dependence are used to construct the basis set, formally known as multiple-$\zeta$ basis sets [125].

The main advantage of using plane wave calculations is that it is easy to handle relatively large systems due to the availability of efficient fast Fourier transform techniques [126]. For non-periodic systems plane waves basis become inefficient computationally. However, localized basis sets like LCAO are helpful in that purpose.

### 2.8.2 Pseudo-potential

Electrons in solids and molecules arrange in a valence part and a core part, with the chemical bonding, and the electron conduction being mainly determined by the valence electrons. In contrast, core electrons remain unperturbed by the chemical environment, i.e. the effects on their energy levels are small. Therefore, in order not to include the core electrons explicitly, the pseudo-potential (PP) approach is introduced [124]. Here,
the individual contributions of the core electrons and the nuclear potential is incorporated into a single effective potential that acts on valence electrons. The great advantage of this technique is that it reduces the number of basis functionals needed to construct the electron density.

Real-wavefunctions for the valence electron are replaced by the pseudo-wavefunctions, which are constructed in such a way to match to the real wavefunctions beyond a certain length \( r_c \) (the cut off radius) and having the oscillating part of the core region replaced by a nodeless smooth function. Consequently the electronic large kinetic energy induced in the core region is roughly compensated by the large potential energy from the coulomb interaction. The PP is constructed by considering the fact that it has to be norm-conserving \([142]\), \textit{i.e.} the norm of the true and the pseudo-wavefunction must be same. Note that a PP needs to be created separately for each individual atomic species and the pseudo-eigenvalues of the valence electrons should match the real ones for the chosen atomic configuration. The above constraints lead to the fact that the pseudo-potential can be separated into two parts: a local potential \( V_{\text{local}}(r) \) describing the region \( r > r_c \) and a non-local potential described the region \( r < r_c \). The semilocal form (depending on the angular momentum \( l \)) of the pseudo-potential \( V_l(r) \) can be transformed into a fully nonlocal form as proposed by Kleinman and Bylander \([143]\).

Another important criterion to construct a pseudo-potential is transferability \([142]\), \textit{i.e.} the \( V_l(r) \) and the all electron potential are equal beyond \( r_c \). Thus, \( \delta V(r) = 0 \) for \( r_c \).

Some DFT codes deal with a specific class of pseudo-potentials called ultra-soft \([144, 145]\) in which the non-conserving constraint is lifted, but the transferability criterion is still present. Therefore the pseudo-wavefunctions can be made much smoother than with standard PP. Consequently, the computational cost is much cheaper as the the number of basis functional is reduced.

A drawback of the pseudo-potential approach is that often a complicated nonlinear core correction is necessary \([146]\) for systems where the overlap between the core and the valence electron densities is significant. This deficiency can be eliminated by using an approach called the project-augmented wave (PAW) method \([147, 148]\). Unlike the PP approach, the PAW method includes the nodal features of the valence orbitals. In this approach, linear transformation is used to rebuild the all electron wavefunctions from the pseudo wavefunctions \([147, 148]\). The great advantage of this method is that it not only gives computational efficiency but also the accuracy of results obtained from all electron methods is achieved \([149]\).
2.8.3 DFT Codes

In this thesis, several DFT codes (SIESTA, VASP, QUANTUM ESPRESSO) are employed to study the electronic and phonon properties of the materials. Many electronic structure calculations are carried out using a development version of SIESTA [125]. In the SIESTA code, the pseudo-potentials are norm-conserving and the LCAO method is used to construct the basis sets. Within our group, many useful features like the atomic self-interaction correction (ASIC) functional [119] and the LSDA+U are implemented additionally to the standard SIESTA code.

Two other DFT codes, VASP [150] and QUANTUM ESPRESSO [151] are used to study the electronic structure of a few materials. A plane-wave basis set is used in both of them. Both PAW and ultra-soft pseudo-potential are included in the VASP code while QUANTUM ESPRESSO uses both norm-conserving and ultra-soft pseudo-potentials. Specifically, calculations based on the GW method are carried out with VASP while phonon properties studied with QUANTUM ESPRESSO.
Chapter 3

Effects of impurities and of the substrate on a MoS$_2$ monolayer

3.1 Introduction

Molybdenum di-sulfide (MoS$_2$) is a prototypical LTMD. Structurally, MoS$_2$ consists of covalently bonded S-Mo-S atoms arranged in 2D hexagonal planes (monolayers), which in its bulk form are stacked together by weak van der Waals (vdW) forces [152] (see Fig. 3.1). In the most stable structure of bulk MoS$_2$, the Mo atom coordination is trigonal prismatic (2H-MoS$_2$) and the space group of bulk MoS$_2$ is P63/mmc (point group D$_{6h}^4$). Bulk MoS$_2$ has an indirect bandgap of 1.23 eV, with the valence band maximum (VBM) located at $\Gamma$, and the conduction band minimum (CBM) along the $\Gamma$ to K line in the Brillouin zone [see Fig. 3.1(d)]. It has been widely explored as a lubricant [153], catalyst [154], and a lithium ion battery anode [155] in the past. Many interesting properties have been found in bulk MoS$_2$. For example, superconductivity has been induced by intercalating alkali metals, with a critical temperature of up to 6.9 K (Rb$_{0.3}$MoS$_2$) [156, 157].

Recently, MoS$_2$ based LTMDs have been investigated due to the possibility of creating low dimensional nano-structures for a variety of applications [158, 159]. The experimental techniques used to fabricate such thin films include micro-mechanical cleavage, solution based exfoliation, laser-thinning, thermolysis, chemical vapor deposition (CVD), and electrochemical lithiation [160]. The aim is to produce thin-flakes
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Figure 3.1: (a) MoS$_2$ bulk and monolayer. (b) and (c) Top and side view of the bulk MoS$_2$ unit cell. The primitive vectors are $\vec{a}_1 = (\frac{1}{2}a, \frac{\sqrt{3}}{2}a, 0)$, $\vec{a}_2 = (\frac{1}{2}a, \frac{\sqrt{3}}{2}a, 0)$, and $\vec{a}_3 = (0, 0, c)$. (d) The high symmetry $k$-points in the Brillouin zone of hexagonal crystal structure.

of MoS$_2$ in large-scale, keeping the cost of the synthesis low while preserving a sufficient quality of the film at the same time [160]. Such 2D nanostructures are gaining growing attention due to their potential for future nano-electronics applications, owing to their unusual physical, optical and electrical properties, which are a consequence of the quantum confinement associated to their ultra-thin structure [161]. Interestingly, the electronic properties of MoS$_2$ have a strong dependence on its thickness, *i.e.* the bandgap of MoS$_2$ increases with decreasing thickness, and at the monolayer limit the bandstructure exhibits a direct bandgap, leading to a photo-luminescence signal [69]. Therefore, light emitting devices such as photo-transistors [162] can be realized using a monolayer MoS$_2$, where the possibility of n- and p-type doping of MoS$_2$ is a key factor. Recently a photo-transistor based on a mechanically exfoliated monolayer MoS$_2$ nanosheet was fabricated, and a better photoresponsive was demonstrated when compared with graphene-based devices [159]. In particular, since MoS$_2$ monolayers have a direct bandgap of 1.90 eV, they may be a semiconducting alternative to graphene despite its large carrier mobility of up to $\sim 10^5$ cm$^2$/V-s), especially considering that graphene does not have a bandgap in its pristine form. The bandgap in graphene can be opened by making nanoribbons [163] or depositing graphene on substrates [164], at the cost however of deteriorating the carrier mobility due to edge and impurity scattering [165]. On the other hand, the absence of dangling bonds, high crystallinity, and the low dimensionality, make the performance of the LTMDs comparable to currently existing Si transistors at the scaling limit [166, 167, 168]. In fact, a monolayer MoS$_2$ transistor has recently been demonstrated at room temperature with a mobility in the range of 200-1000 cm$^2$/V-s, on/off current ratios of $10^8$, and with low standby
power dissipation [169, 170]. This large mobility is obtained due to dielectric screening by using a top gate with high-\(\kappa\) dielectric materials [171]. On the other hand the room-temperature mobility is as low as \(\sim 0.5-3\) \(\text{cm}^2/\text{V.s}\) with the bottom gate only configuration [169].

Interestingly, both n-type [169, 172, 173, 174] and p-type [175, 176] conductivities have been reported in ultra-thin MoS\(_2\) layers deposited on SiO\(_2\). The conducting behavior of MoS\(_2\) therefore seems to depend on the experimental details and an explanation for the specific current polarity (n- or p-type) remains far from clear. Note that no intentional doping was introduced in the experiments mentioned above, so that the origin of the different carrier types should be either intrinsic to the MoS\(_2\) layer, to the substrate, or it can be due to the interaction between the two.

The possible creation of Mo and/or S vacancies during the growth can not be the cause of the varying conductive properties, since vacancies create deep levels at midgap in the bandstructure of a MoS\(_2\) monolayer [177]. One possible way to set the conducting character in a well defined way is by substitutional doping. Although there are studies of specific dopants in single layer MoS\(_2\) [177, 178, 179], so far to our knowledge there are no systematic studies which investigate the possibility to tune the conductivity by substitutional doping in single layered MoS\(_2\). Moreover, the interfaces of the materials play a crucial for controlling the conductive properties of ultra-thin devices. For example, in a liquid-gated electric double layer transistor, the ions can modulate the electronic properties from insulator to metal through chemical doping in the channel at a finite bias [180]. Compared with other dopants, such as metals and light atoms, ionic liquids have several advantages as surface dopants: a large variety of such ionic complexes are available, and they can accumulate more carriers than conventional solid state gated transistors. In fact, ambipolar transistor operation has been achieved using thin flakes of MoS\(_2\) in an ionic liquid-gated environment [181].

An ionic liquid (IL) is a molten salt, which consists of an inorganic anion and usually a large asymmetric organic cation. Due to the large size of their constituents and the typical chemical nature of the anions, the charges on the ions of these salt are diffuse. Consequently the electrostatic forces between the anions and cations become very weak and anisotropic. This results in difficulties to form a crystalline structure. Therefore they usually exist in liquid phase at room temperature. ILs are extensively used as solvent in chemical processes for synthesis and catalysis [182]. The structure of ILs is similar to that of table salt, namely as sodium chloride crystal made of positive sodium
ions and negative ions, not molecules. Schematic molecular structures of typical ionic liquids (ILs) are shown in Fig. 3.2.

(a) 

(b) 

\[ \text{Figure 3.2: Schematic molecular structure of two ionic liquids (ILs). (a) 1-Butyl-3-methylimidazolium tetrafluoroborate and (b) N,N-dimethyl-N-(2-methoxyethyl)-N-methylammonium bis(trifluoromethylsulphonyl-imide), DEME-TFSI. Left and right panels show the cations and anions, respectively.} \]

Unlike ionic liquids, which usually act as a top gate dielectric, the substrate generally acts as a back gate dielectric in field effect transistors. Notably, disorder at the semiconductor/substrate interface in general plays a crucial role in determining the conductive properties of ultra-thin devices. For example, for GaAs nanowires it has been demonstrated that upon decreasing the nanowire diameter the interface-mediated conductivity gradually becomes dominant over the bulk one [183]. Since MoS\textsubscript{2} monolayers are placed on insulators in practically all device architectures, it is important to identify the possible effect the substrate has on the conductivity.

The defects responsible for the conductive properties of low dimensional devices are expected to be extrinsic in nature, such as charged impurities at the interface between the conductive channel and the substrate. These lead to an inhomogeneous Coulomb potential for both conduction and valence band electrons. Such charge traps have been identified to be in the form of adsorbates or defects at the surface of the underlying substrate in the case of graphene [184, 185]. Likewise, temperature dependent transport measurements on thin MoS\textsubscript{2} layers, down to the monolayer limit, suggest that trapped charges at the SiO\textsubscript{2} surface could be responsible for the observed n-type behavior, when MoS\textsubscript{2} is deposited on SiO\textsubscript{2} [186].

In general when charge traps are located at an interface, they influence the depletion/accumulation of electrons in the conducting channel up to a certain thickness,
which is proportional to the channel screening length. This distance depends on different physical features, such as the nature and the density of the traps, and the electronic properties of the channel. For conventional semiconductors it typically reaches up to a few nanometers. For instance it has been recently demonstrated that charge trap states at the substrate/channel interface significantly affect the conductivity of GaAs nanowires up to diameters of about 40-70 nm [183]. More dramatic effects are expected for layered compounds down to the single layer limit, in which essentially all the atoms are at the interface with the substrate, and the channel vertical dimension is certainly shorter than the screening length. Recently a reduction in conductivity with increasing MoS$_2$ film thickness has been observed in MoS$_2$-based transistors, where SiO$_2$ was used as the back gate [187]. This suggests that for the MoS$_2$/SiO$_2$ system the transport is interface-mediated, since intrinsic defects, homogeneously distributed in MoS$_2$, would not lead to any dependence of the conductivity on thickness.

In this chapter we have carried out two key investigations on monolayer layer MoS$_2$. Firstly, in Sec. 3.2 we systematically study the effects of impurities on the electronic structure of monolayer MoS$_2$. We also calculate formation energies to evaluate the stability of different systems, with the aim of finding possible candidates for n- and p-type semiconducting character. Specifically here we consider the impurities such as halogens, non-metals, transition metals, and alkali metals from the periodic table. The changes of the conductive properties of the monolayer MoS$_2$ due molecular ions (NH$_4^+$ and BF$_4^-$) absorbed at the surface are investigated.

Secondly, in Sec. 3.3 we aim to shed some light on the effects that trap states at the SiO$_2$ surface have on the conductive properties of MoS$_2$/SiO$_2$ hybrid systems. In particular we consider the case when the traps are due to impurities such as immobile Na and H atoms, as well as O-dangling bonds.

### 3.2 Effect of Impurities

#### 3.2.1 Thermodynamics of impurity formation energy and transition level

Many important physical properties in a semiconductor, such as electrical conductivity and optical absorption, are often controlled by impurities in a semiconductor. These
properties play a crucial role in the efforts to boost the performance of a device for technological applications. To achieve such control, an extensive knowledge of the thermodynamic processes to control doping in semiconductor is required. In this context the energy position of the impurity levels, their formation energy and their thermodynamic transition levels, which are either deep or shallow in the bandgap, are the key quantities which need to be considered. The electronic states created by an impurity can be characterized experimentally by techniques such as photo-luminescence (PL) spectroscopy [20], sometimes generated by high energy electron irradiation [188]. The likelihood of such impurity formation can be directly estimated from a reciprocal function of the formation energy.

The formation energy of an impurity refers to the energy required to incorporate the impurity into a semiconductor host. The impurity formation energy can be estimated by a mathematical expression which is given by

\[ E_{\text{form}}(X^q) = E_{\text{tot}}(X^q) - E_{\text{tot}}(\text{bulk}) - \sum_i n_i \mu_i + q(E_F + E_{\text{VBM}} + \Delta V), \]  

(3.1)

where \( X^q \) denotes the impurity \( X \) in the charge state \( q \), \( E_{\text{tot}}(\text{bulk}) \) and \( E_{\text{tot}}(X^q) \) are total energies calculated for the pristine supercell and for the same supercell containing an impurity \( X \), respectively. Here \( n_i \) is the number of species \( i \) added (\( n_i > 1 \)) to or removed (\( n_i < 1 \)) from the supercell and \( \mu_i \) are the corresponding chemical potentials of species. \( E_F \) is the Fermi energy with respect to the valence band maximum level, \( E_{\text{VBM}} \), in the bulk and \( \Delta V \) is a correction term due to the fact that the supercell is charged [189]. The chemical potential largely depends on the experimental growth conditions. For example, in the case of MoS\(_2\) monolayer it can be Mo-rich, S-rich or in between. Therefore in order to assess the solubility of an impurity one needs to consider the possible range of the chemical potentials. Under extreme Mo-rich conditions, the Mo chemical potential, \( \mu_{\text{Mo}} \), sets to an upper bound, i.e. \( \mu_{\text{Mo}}^{\text{max}} = \mu_{\text{Mo}}(\text{bulk}) \). Indeed, in thermodynamic equilibrium the Mo chemical potential can not exceed the energy of bulk Mo. If it does exceed, we will no longer be able to grow MoS\(_2\). Similarly, the upper limit of the S chemical potential, \( \mu_S \), is given by \( \mu_S = \mu_S(S_2) \), i.e., the energy of S in the S\(_2\) molecule. In contrast, the lower limit for the chemical potential can be estimated by minimizing the MoS\(_2\) Gibbs free energy, \( G_f(\text{MoS}_2) = \mu_{\text{Mo}} + 2\mu_S \). For the temperature in question, \( T < T_F \) (\( T_F \) is the Fermi temperature) the free energy [190] is written as \( G_{\text{solid}} \simeq E_{\text{solid}} + f_{\text{vib}} \), where \( E_{\text{solid}} \) and \( f_{\text{vib}} \) are the electrostatic energy and the vibrational energy, respectively. At low temperature the contribution from
the vibrational energy is neglected. This means that \( G_{\text{solid}} \approx E_{\text{solid}} \). In our theoretical approach, the ground-state electronic structure of the system is determined at the absolute zero temperature limit, i.e., \( G_f = H_f \), where \( H_f \) is the enthalpy. The boundary of \( \mu_{\text{Mo}} \) and \( \mu_S \) are given by

\[
\mu_{\text{Mo}}(\text{bulk}) > \mu_{\text{Mo}}(\text{bulk}) + \Delta H_f(\text{MoS}_2),
\]
\[
\mu_S(\text{S}_2, \text{molecule}) > \mu_S(\text{S}_2, \text{molecule}) + \frac{1}{2} \Delta H_f(\text{MoS}_2),
\]

respectively. The chemical potentials can be estimated from the expression given by

\[
\mu_{\text{Mo}} = E_{\text{tot}}(\text{Mo, bulk}) + \Delta H_f(\text{MoS}_2),
\]
\[
2\mu_S = E_{\text{tot}}(\text{S}_2, \text{molecule}) + \Delta H_f(\text{MoS}_2).
\]

The total energies are calculated by considering that Mo is in a bulk metallic body-centered cubic (bcc) structure and \( \text{S}_2 \) is in the molecular phase. Similarly the formation enthalpy of bulk \( \text{MoS}_2 \), \( \Delta H_f(\text{MoS}_2) \), can be calculated from the expression,

\[
\Delta H_f(\text{MoS}_2) = E_{\text{tot}}(\text{MoS}_2, \text{bulk}) - [E_{\text{tot}}(\text{Mo}) + E_{\text{tot}}(\text{S}_2)].
\]

The \( \Delta H_f(\text{MoS}_2) \) is estimated to -2.86 eV (with respect to bulk S), which is in good agreement with the experimental value of \(-185.3 \text{ kJ/mol (-1.92 eV)} \) [192]. An impurity with high formation energy is always unlikely to form, since considerable energy is required for their incorporation into a semiconductor, whereas the driving force to lowering the energy of the system is large. In this work, we assume that \( \text{MoS}_2 \) is prepared at the Mo(S)-rich condition for anions (cations) substitutions, so there is no need to add \( \Delta H_f \) term to \( \mu_{\text{Mo}} \) and \( \mu_S \) [see Eqs. (3.4) and (3.5)]. Beside we consider that the impurity states reside in a charge neutral state, i.e., \( q = 0 \). The importance of the charged states is discussed below.

Most impurities, incorporated in a semiconductor can be found in multiple charging states. Moreover, impurity levels are usually created in the bandgap of the semiconductor. These levels play a key role for identifying the impurity center experimentally. However, the transitions between different charging states occur always for the levels which are relevant for experiments. These kind of levels can be characterized by the deep-level transient spectroscopy (DLTS) experiment and temperature dependent Hall experiments (reflects in the thermal ionization energy) for deep and shallow impurity
levels, respectively [189]. The relevant levels can not be directly extracted from by the Kohn-Sham energies, calculated for the impurity incorporated semiconductor.

The thermodynamic transition level, $\epsilon(q_1/q_2)$, is defined as the position of the Fermi level at which the formation energies of an impurity in its two charge states, say $q_1$ and $q_2$ become equal. Then $\epsilon(q_1/q_2)$ can be written as

$$
\epsilon(q_1/q_2) = E_{\text{VBM}} + \frac{E(X^{q_2}) - E(X^{q_1})}{q_1 - q_2}
$$

and the transition level can be calculated by using the total energy method, where $\epsilon(q_1/q_2)$ is expressed as

$$
\epsilon(q_1/q_2) = \left[\{E_{\text{bulk}}(X^{q_1}) - E_{\text{bulk}}(X^{q_2})\} + \{E(X^{q_2}) - E(X^{q_1})\}\right]/(q_1 - q_2).
$$

Here $E_{\text{tot}}(X^q)$ is the total energy of the supercell with an impurity $X$ in the charging state $q$ and $E_{\text{bulk}}(X^q)$ is the total energy for the same pristine supercell in the same charging state. We note that in this work we do not calculate transition energy levels, considering the fact that the impurity resides in a charge neutral state.

State-of-the-art first principle calculations, using density functional theory (DFT) have a major impact on the understanding of impurities in semiconductors. With the help of total energy calculations, it has become feasible to investigate the atomic structures of semiconductor doped by impurities. For this purpose the use of DFT-LDA has been well justified [189], since only total energies difference are meaningful here. The main drawback of the DFT-LDA is that it can not describe accurately the properties of excited states. It is observed that the bandgap is usually underestimated by LDA [191]. Due to the bandgap problem, the impurity states are incorrectly described and the formation energy of impurity may include a large error, particularly for charged states. Many corrections schemes such as LDA+U [113], GGA [224], GGA+U [113], SIC [116], ASIC [232] and hybrid Hartree-Fock DFT [109] have been introduced to solve this problem. For an estimation of such quantities, described by the excited states one needs to go beyond DFT and use the schemes such as GW approach and quantum Monte Carlo. However, these are computationally expensive compared to DFT-LDA approach. In this work, we only consider DFT-LDA and hybrid Hartree-Fock DFT (DFT-HSE06).
3.2.2 Methodology

To investigate the electronic and magnetic properties of a MoS$_2$ monolayer with impurities, *ab-initio* calculations are performed using density functional theory [97, 98] within the local spin density approximation (DFT-LSDA) of the exchange and correlation using the Ceperly-Alder parametrization [193], as implemented in the SIESTA code [125]. In our calculations, double-$\zeta$ polarized [195] numerical atomic orbitals basis sets are used for all atoms, and the Troullier-Martins scheme is used for constructing norm-conserving pseudo-potentials [194]. A (5x5) supercell (15.66 \times 15.66 \text{ Å}$^2$), is constructed to simulate the single impurity effects in the monolayer MoS$_2$ [see Fig. 3.3(a)]. An equivalent plane wave cutoff of 250 Ry is used for the real space mesh, and the Brillouin zone sampling is done by using a (5x5x1) Monkhorst-Pack grid. Periodic boundary conditions are applied, and a vacuum layer of at least 15 Å is placed above the monolayer to minimize the interaction between the adjacent layers. The conjugate gradient method is used to obtain relaxed geometries. All atoms in the supercell are allowed to relax, until the forces on each atom are less than 0.02 eV/Å.

The formation energy is defined as

$$E_{\text{form}} = E_{\text{tot}}(\text{MoS}_2^\ast+X)-E_{\text{tot}}(\text{MoS}_2)-E_{\text{bulk}}(X)+E_{\text{bulk}}(\text{host}),$$

where $E_{\text{tot}}(\text{MoS}_2^\ast+X)$ is the total energy derived from a calculation with a substitutional atom X, $E_{\text{tot}}(\text{MoS}_2)$ is the total energy of the corresponding pristine MoS$_2$ monolayer supercell, $E_{\text{bulk}}(X)$ and $E_{\text{bulk}}(\text{host})$ are the energies of a substitutional atom X and a
host atom Mo (S) respectively in their bulk (diatomic molecule) forms for the Mo (S) substitutions. On the other hand, the adsorption energy can be written as follows:

\[ E_{\text{ads}} = E_{\text{tot}}(\text{MoS}_2+Y) - E_{\text{tot}}(\text{MoS}_2) - E_{\text{bulk}}(Y), \]

where \( E_{\text{tot}} \) refers to our total energy results and \( E_{\text{bulk}} \) to the energy of an adsorbate \( Y \) in its bulk form. To find the most stable configuration for adsorption, we consider four different positions labelled \( T_S \) (adsorbate on top of S), \( T_{Mo} \) (adsorbate on top of Mo), \( A \) (adsorbate above the center of the hexagonal ring of MoS\(_2\)), and \( B \) (above the middle of the Mo-S bond) [see Fig. 3.3(b)]. We observe that the in-plane lattice constant of the system incorporated with an impurity converges to that of the pristine supercell, when its size is as large as \((5 \times 5)\). Moreover, the impurity formation energy or adsorption energy has indeed converged for this cell size.

In order to verify that the calculated impurity level alignments are robust against the choice of exchange correlation functional, we repeat the calculations for the main results using the screened hybrid functional of Heyd-Scuseria-Ernzerhof (HSE06) [199]. All DFT calculations based on the HSE06 functional are carried out with the projector augmented wave (PAW) pseudo potential plane-wave method [196] as implemented in the VASP code [197]. A \( 3\times3\times1 \) Monkhorst-Pack [198] \( k \)-point grid and a plane wave energy cutoff of 500 eV are used for the HSE06 calculations.

### 3.2.3 Electronic properties of bulk and monolayer

Our systematic study begins with calculating the electronic properties of MoS\(_2\) in its bulk form. The optimized bulk MoS\(_2\) unit cell parameters are \( a = b = 3.137 \ \text{Å}, c/a = 3.74 \), while the S-Mo-S bonding angle is 82.64°. These values are in good agreement with previous theoretical calculations [200] and also with the experimental ones of \( a = b = 3.16 \ \text{Å}, c/a = 3.89 \) [201]. The Mo-S bond length in bulk MoS\(_2\) is found to be 2.42 Å, again in close agreement with the experimental value of 2.41 Å [201] and to the earlier theoretical estimate of 2.42 Å [63]. Bulk MoS\(_2\) is a semiconductor and we predict an indirect bandgap of 0.64 eV between the \( \Gamma \) point and a point half way along the \( \Gamma \)-K line [see Fig. 3.4(a)]. Our calculated bandgap is smaller than the experimental one of 1.23 eV [200, 201] but it is in good agreement with existing density functional theory (DFT) calculations at the local spin density approximation (LSDA) level [200, 202]. It is well known that the LSDA systematically underestimates the
bandgap, so that such result is not surprising. However, we note here that the LSDA underestimation affects our results only at a marginal quantitative level.

Figure 3.4: Calculated LDA-bandstructures of (a) bulk MoS$_2$, (b) bi-layer MoS$_2$, (c) monolayer MoS$_2$. The solid arrows indicate the position of the bandgap. Bulk MoS$_2$ and the bi-layer are characterized by an indirect bandgap. At the monolayer limit MoS$_2$ becomes a direct bandgap semiconductor. The blue dotted line indicates the valence band maximum.

Next we move to study the electronic properties of a single MoS$_2$ layer. Our optimized lattice constant, $a = b$, is now 3.132 Å, and therefore slightly smaller than that in the bulk. Such a value is in close agreement with the experimentally observed one of 3.15 Å [203]. Our calculations show that as the number of layers is decreased from the bulk to a few layers, the minimum of the lowest unoccupied band shifts from half way along the $\Gamma$-K line to K, with a single MoS$_2$ layer exhibiting a direct bandgap at K [see Fig. 3.4]. A similar conclusion was reached by comparing scanning photoelectron microscopy to DFT calculations [204]. For monolayer MoS$_2$ the bandgap becomes direct at the K point [see Fig. 3.4(c)]. This fact has been recently observed experimentally [69]. The computed LDA-bandgap of 1.86 eV is in good agreement with a recent experimental value of 1.90 eV [172], as well as a previous theoretically predicted value of 1.70 eV [205]. Both for the bulk and the single layer the bandstructure around the Fermi level, $E_F$, is derived mainly from Mo-4d orbitals, although there are smaller
contributions from the S-3p via hybridization within the layer [see the Fig. 3.5]. This is in good agreement with previous calculations [178].

Next, in the Sec. 3.2.4 and the Sec. 3.2.5, we study the effects on the electronic structure of monolayer MoS$_2$ due to substitutional doping and due to surface-adsorption of alkali atoms and of ionic molecules, for n-type and p-type dopants. We evaluate formation and adsorption energies for all dopants to infer the likelihood of formation in experiment (Table 3.1).

### 3.2.4 Substitutional doping

#### 3.2.4.1 S substitutional doping

We begin by substituting a surface S atom with elements from the halogen family (F, Cl, Br, I), in order to create possible n-type impurities in the MoS$_2$ monolayer, since these have one more $p$ electrons than S. We present the DOS for all the halogen
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<table>
<thead>
<tr>
<th>Impurity</th>
<th>$m(\mu_B/\text{defect})$</th>
<th>$E_{\text{form}}$(eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F, Cl, Br</td>
<td>1.00</td>
<td>0.60 (F), 1.93 (Cl), 2.16 (Br)</td>
</tr>
<tr>
<td>I</td>
<td>0.00</td>
<td>2.53</td>
</tr>
<tr>
<td>N, P</td>
<td>1.00</td>
<td>2.90 (N), 1.89 (P)</td>
</tr>
<tr>
<td>As</td>
<td>0.00</td>
<td>1.91</td>
</tr>
<tr>
<td>Re</td>
<td>1.00</td>
<td>2.05</td>
</tr>
<tr>
<td>Ru</td>
<td>2.00</td>
<td>3.05</td>
</tr>
<tr>
<td>Rh</td>
<td>3.00</td>
<td>4.15</td>
</tr>
<tr>
<td>Pd</td>
<td>4.00</td>
<td>5.63</td>
</tr>
<tr>
<td>Ag</td>
<td>2.57</td>
<td>7.28</td>
</tr>
<tr>
<td>Cd</td>
<td>1.58</td>
<td>6.11</td>
</tr>
<tr>
<td>Nb, Zr, Y</td>
<td>0.00</td>
<td>-0.19 (Nb), -0.48 (Zr), 0.52 (Y)</td>
</tr>
</tbody>
</table>

Table 3.1: The theoretically calculated (DFT-LSDA) magnetic moment per defect, $m$, and the formation energy, $E_{\text{form}}$, of different substitutional dopants in the MoS$_2$ monolayer.

family (see Fig. 3.6). As a representative system, we start by illustrating results of the Cl doping, since the other ones are similar. The Cl doped MoS$_2$ monolayer has a magnetic ground state, where an occupied defect level is formed at about 0.4 eV below the CBM. The corresponding minority state is located above the CBM and is empty. These defect levels originate from the hybridization between the Cl-3p and the Mo-4cf states. Similarly to the Cl substitution, for both F and Br dopants (iso-electronic to Cl) the systems are paramagnetic, having a magnetic moment (per defect) of $\approx 1 \mu_B$. In the case of the F substitutional for S, the spin-splitting is larger than that of the Cl, whereas it is smaller for the Br substitutional case. Eventually, when substituting S with iodine, the system becomes nonmagnetic, but the impurity level is still located well below (0.3 eV) the CBM [see Fig. 3.6(d)].

We then investigate the possibility of p-type doping by replacing a S atom with an element from the group VA in the periodic table (N, P, As). When replacing S with N the system has a magnetic ground state [Fig. 3.7(a)], with a moment of $1\mu_B$ and $\sim 0.20$ eV of exchange splitting. In both spin channels gap states are introduced above the VBM, which are formed by a hybridization between the N-2p and the Mo-4d valence band states. Similarly, when substituting S with P, the system is again magnetic, but the defect states are rigidly shifted closer to the VBM of the pristine MoS$_2$ monolayer in both spin channels, with a spin splitting similar as before. Finally for the As substitutional case, the defect states shift even more towards the VBM. Additionally, the spin-splitting vanishes and the system becomes p-type semiconducting. The partially
unoccupied impurity band however shows very little dispersion and is split off the valence band by ~0.08 eV. It is formed mainly by As-4p and Mo-4d states. In Fig. 3.7 the progressive shift to lower energies of the defect levels, when going from N to P to As, is visible.

To summarize, for S substitutional doping most dopants create localized, spin-split gap states. The spin-splitting reduces and the states move towards the VBM/CBM when increasing the atomic number of the dopant. Doping with As gives the most promising DOS for p-type doping, since its non-spin polarized defect band is very close to the VBM. For n-type doping, among the considered dopants the donor states are located rather far from the CBM of MoS2, and are therefore localized states. We

Figure 3.6: LSDA-DOS for one S in the MoS2 supercell replaced by (a) F, (b) Cl, (c), Br and (d) I. Negative values refer to minority spins, positive values to majority spins. The blue dashed line indicates the Fermi energy, the colored shaded areas indicate the DOS projected onto the dopants. The electronic states in DOS are Gaussian broadened by 0.05 eV.
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Figure 3.7: LSDA-DOS for one S in the MoS$_2$ supercell replaced by (a) N, (b) P and (c) As. Negative values refer to minority spins, positive values to majority spins. The blue dashed line indicates the Fermi energy, the colored shaded areas indicate the DOS projected on the dopants. The electronic states in DOS are Gaussian broadened by 0.05 eV.

Note that in all cases the formation energies are rather large (see Table 3.1), so that substituting the S atoms with dopants in single MoS$_2$ might be difficult to achieve experimentally. However, the formation of S vacancies in MoS$_2$ monolayers has been recently demonstrated [206]. Therefore, it might be possible to realize the considered S substitutions by filling up induced S vacancies with the above mentioned dopants.

3.2.4.2 Mo substitutional doping

Next we consider substitution of a Mo atom with different transition metal atoms, each of them having a different number of electrons in the $d$ orbitals. Specifically, we consider all the atoms in the periodic table from Y to Cd, with the exception that instead of Tc we use Re due to the radioactivity of Tc. We find that for all the systems where the substitutional atoms have larger $d$ occupancy than Mo, the ground state is magnetic. In Table 3.1 we list the magnetic moments per defect for all the different transition metals.
Figure 3.8: LSDA-DOS for one Mo in the MoS$_2$ supercell replaced by (a) Re, (b) Ru, (c) Rh, (d) Pd, (e) Ag and (f) Cd. The blue dashed line indicates the Fermi energy, the colored shaded areas indicate the DOS projected on the dopants. The electronic states in DOS are Gaussian broadened by 0.05 eV.
When Re replaces a Mo atom, 1 extra electron is added to the supercell. This extra electron goes into a majority spin gap state [Fig. 3.8(a)], located 0.3 eV below the CBM, with the Fermi energy located between this state and the CBM, and the system therefore has a magnetic moment of 1 $\mu_B$/supercell. The DOS is similar to the Cl S-substitutional doping [Fig. 3.6(b)]. In a non-spinpolarized calculation for a Re doped MoS$_2$ monolayer the donor level is created at about 0.2 eV below the CBM. The magnetic ground state is however lower in energy than the nonmagnetic state by 82 meV/supercell. The non-spinpolarized result is similar to previous non-spinpolarized calculations [207] on Re doped MoS$_2$ nanotubes, where it was found that the donor level is situated at 0.19 eV below the CBM, and where it is suggested that Re could be an n-type dopant for MoS$_2$ nanotubes. We note that single crystals of Re-doped MoS$_2$ have been grown by chemical vapor deposition [208].

For the remaining transitions metal dopants having a larger $d$-orbitals occupancy than Re, an increasing number of gap states are formed, and the excess electrons go into those gap states rather than into the MoS$_2$ conduction band (see Fig. 3.8). The Fermi energy is always in the MoS$_2$ energy gap, and it moves further away downwards from the MoS$_2$ CBM as the number of excess $d$ electrons increases. The excess electrons first fill up the majority spins of the host $d$-orbitals, until the magnetic moment reaches the largest value of 4 $\mu_B$ for Pd, and then the magnetic moment decreases when the excess electrons start to populate the minority spins states.

We move to study the possibility of obtaining a p-type system, starting by replacing Mo with Nb, which has one less electron than Mo. The substitutional doping by a Nb atoms does not change significantly the bond lengths. Moreover it does not change the DOS profile significantly, but the Fermi energy is shifted below the VBM due to the removal of one electron [Fig. 3.9(a)]. The newly created defect states are rather delocalized and range up to third nearest neighbor Mo atoms. The states around the VBM mainly originate from hybridized $d$ orbitals of Nb and Mo. The valence band looks sufficiently dispersive in our DFT bandstructure, therefore the mobility is expected to be rather large. The formation energy of the Nb doped system is -0.19 eV, which is in good agreement with the formation energy of -0.21 eV [209], obtained theoretically for Nb substitution in bulk MoS$_2$. Our results suggest that Nb is a promising candidate for a p-type dopant in monolayer MoS$_2$. An experimental study [210] shows that Nb substituted (concentration of 15-25 %) MoS$_2$ nanoparticles can be synthesized, and that they also exhibit p-type character. For all the other considered substitutional dopants with less $d$ electrons than Mo (Y and Zr) the ground states are also nonmagnetic (see
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Figure 3.9: LSDA-DOS for one Mo in the MoS$_2$ supercell replaced by (a) Nb, (b) Zr and (c) Y. The blue dashed line indicates the Fermi energy, the colored shaded areas indicate the DOS projected on the dopants. The electronic states in DOS are Gaussian broadened by 0.05 eV.

Table 3.1). However, in contrast to Nb doping, the defect states become less hybridized with the VBM and produce split off acceptor-levels above the VBM for both Zr and Y doping [see Fig. 3.9(b),(c)].

Next we evaluate the pairing energy between two Nb atoms in a 6×6 supercell. In Table 3.3 we list the energy difference $\delta E$ between the configuration where the two impurities are placed at the nearest, and where they are placed at the farthest distance from each other. The result suggests that in the case of Nb pairs the dopants try to stay close to each other in the MoS$_2$ monolayer. Based solely on the pairing energy, Nb dopants would tend to form clusters, however this cluster formation is likely to be inhibited in experiments due to the large energy barrier for moving the transition metals in the MoS$_2$ plane from one site to another one.

To summarize, for Mo substitutions with extra $d$ electrons the donor states are located deep inside the gap (> 0.2 eV below the CBM), with Re being the dopant with the smallest activation energy, and the formation energies are large (Table 3.1). On the contrary, p-type doping by substituting a Mo with transition metals such as Nb and
Zr creates acceptor states just at the VBM, and the formation energies are also small (Table 3.1). In a recent experiment[211] the formation of Mo vacancies in bulk MoS\(_2\) via proton irradiation is observed, which have a finite magnetic moment. If such experiments can be performed for a single MoS\(_2\) layer, it might then be possible to fill up the induced vacancies by the transition metal dopants considered here.

### 3.2.5 Doping by adsorption

The results of the previous section show that neither by Mo substitution with transition metals nor by S substitution with nonmetal elements is it possible to obtain shallow donor states. Another route to obtain n-type character in a MoS\(_2\) monolayer is by adsorbing H and alkali metals (Li, K, Cs). This possibility is addressed here. In the second part of this section we then consider adsorbed molecular ions as dopants for both n- and p-type character.

#### 3.2.5.1 Alkali atom adsorption

For alkali metals adsorption on the MoS\(_2\) surface, we find that T\(_{Mo}\) [see Fig. 3.3(b)] is the energetically most favorable site for all considered adsorbates. This is also suggested experimentally [212] as well as predicted by a previous theoretical calculation [217]. All the adsorption energies are large and negative (Table 3.2).

We start by considering Cs adsorption. When Cs is adsorbed there is no significant structural change in the geometry of the MoS\(_2\) monolayer. The DOS in Fig. 3.10(a) shows that the Cs-6s electron is transferred to the CBM Mo-4d orbitals. For Li and K the electronic structure is similar [see Fig.3.10(b),(c)]. In contrast, in the case of adsorbed H atoms we obtain a spin-split (1 eV) midgap state [see Fig.3.10]. This result in the H-adsorbed case is in good agreement with recent theoretical results [206].

The pairing energy of Cs-Cs and of Nb-Cs pairs is given in Table 3.3. Nb-Cs pairs might originate in a mixed n- and p-type system. Note that in this case Cs is adsorbed on top of either Nb or Mo whereas Nb substitutes Mo. It is energetically more favorable by about 200 meV to put the Cs atom on top of Nb rather than on top of Mo, which is caused by the attraction of the oppositely charged ions. For this lowest energy configuration, the DOS is similar to the one of the pristine MoS\(_2\), since the valence band states are completely filled, so that the Fermi energy is midgap (see Fig. 3.11).
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Figure 3.10: LSDA-DOS for (a) Cs, (b) K, (c) Li and (d) H adsorbed on the MoS$_2$ supercell. The blue dashed line indicates the Fermi energy, the colored shaded areas indicate the DOS projected on the adsorbates. The electronic states in DOS are Gaussian broadened by 0.05 eV.

<table>
<thead>
<tr>
<th>Adatoms</th>
<th>$E_{\text{ads}}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cs</td>
<td>-0.79</td>
</tr>
<tr>
<td>K</td>
<td>-0.82</td>
</tr>
<tr>
<td>Li</td>
<td>-0.98</td>
</tr>
</tbody>
</table>

Table 3.2: Theoretically calculated (DFT-LSDA) adsorption energy for different alkali metal adsorbed on the MoS$_2$ monolayer.

<table>
<thead>
<tr>
<th>Pairing between</th>
<th>$\delta E$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nb-Nb</td>
<td>-157</td>
</tr>
<tr>
<td>Nb-Cs</td>
<td>-218</td>
</tr>
<tr>
<td>Cs-Cs</td>
<td>-166</td>
</tr>
</tbody>
</table>

Table 3.3: Theoretically calculated (DFT-LSDA) pairing energy for co-doping in the MoS$_2$ monolayer.
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To summarize the properties of adsorbed alkali metals, we find that these release their valence s electron at the CBM. Moreover the adsorption energies are large. Therefore, they are promising candidates for n-type doping of MoS$_2$. This is different to H adsorption, where midgap states are formed. Various experimental studies have been performed on the intercalation of alkali metals in bulk MoS$_2$ [218], which indicates that this should be possible also in the single layer limit.

3.2.5.2 Adsorption of molecular ions

Electric double layer (EDL) transistors with ionic liquids acting as gate dielectrics have recently emerged as promising devices tools, where the electrical properties of a solid can be controlled by electrostatic carrier doping [180, 219]. A schematic diagram for such a device concept is shown in Fig. 3.12. By applying a gate bias to the ionic liquid, an electric double layer is formed between the interface of the liquid and the solid (see Fig. 3.12), where the polarity of the molecular ions on the surface of the semiconductor can be reversed by changing the polarity of the gate bias. The EDL at the ILs/solid surface can be regarded as nano-scale capacitor potentially displaying a huge capacitance. As a result the accumulation of charges along the transport channel occurs at a high density level ($10^{14}$ cm$^{-2}$), which is practically impossible to reach in conventional transistors made with solid gate dielectrics. This can even lead to phase transitions in the solid. Metal-superconductor and metal-insulator transitions have been demonstrated in KTiO$_3$ [220] and VO$_2$ [180], respectively by using EDL gating.
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It has been reported that a large electric field, generated by a nano-capacitor, induces not only electrostatic charge accumulation but also an electrochemical reaction between the liquid and the solid [213]. This electrochemical reaction represents another mechanism to induce conduction in the solid channel through chemical doping by ions. This type of chemical doping occurs at relatively large bias. Indeed, a distinct bias regime of chemical as well as electrostatic doping has been reported in SrTiO$_3$ in a liquid gated arrangement [213]. It has been shown that chemical doping has a significant contribution for large bias (above 3.7 eV). This study clarifies some issues regarding the doping mechanism in the EDLT devices. However, regardless of the chemical doping, the accumulation of the charge (induced electrostatically) is maintained due to charge injection from the electrodes in the EDLT devices. The operation of highly flexible MoS$_2$ thin-film transistors in an ionic liquid gated dielectric has been demonstrated recently [221]. Although we do not consider any electrode in our study, we discuss the effects of the adsorbed molecular ions on MoS$_2$ monolayer at high impurity density limit ($10^{14}$ cm$^{-2}$). Here we simulate the situation where the charges in the solid come from the ions as they have usually a low electron ionization potential (anion) and a

Figure 3.12: Schematic diagrams of the EDL transistor operation with an ionic liquid electrolyte. Here, “S” indicates the source, “D” indicates the drain, and “G” indicates the gate. The solid circles denote the ions in the liquid, where the different colors represent cations and anions. (a) Without an applied gate bias ($V_G=0$), cations and anions are uniformly distributed and both adsorbed at the interface of the semiconductor with equal probability. (b) With a finite applied bias at the gate ($V_G = v$), cations or anions adsorb predominantly at the gate electrode, depending on the bias polarity, and the oppositely charged ions adsorb predominantly on the semiconductor. These adsorbed ions will emerge an electric field (black arrows, direction depends on the polarity of ions) and lead to an accumulation of a screening charge at the semiconductor surface, which implies a large surface carrier concentration.
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(a) Schematic diagrams of the EDL transistor operation with an ionic liquid electrolyte at finite positive bias $V_G = v$. The accumulated charges (green solid) transfer from the electrode to MoS$_2$. Other symbols and levels are same as shown in Fig.3.12. (b) Schematic band diagram for charge transfer (here electron) to the MoS$_2$. When for each positively charged ion one electron is transferred from the electrode to MoS$_2$, the Fermi level ($E_F$) is denoted by solid black line, whereas the dashed black line is for a fractional charge-transfer. The VB and CB denote, respectively, the valence and conduction band of MoS$_2$.

In experiments charged layers of ions are absorbed on MoS$_2$ surfaces. It will induce a large electric field, which repels/attracts the electrons in MoS$_2$ (see Fig. 3.12). Therefore, this will partially transfer electrons/holes from the MoS$_2$ to the electrodes in the EDLT devices [see Fig. 3.13(a)]. In our calculations, with a neutral system we implicitly assume that for each ion one electron is transferred from the electrode to MoS$_2$. This represents an upper limit for the charge transfer. Otherwise, the charges transferred would be a fraction of an electron for each ion [see Fig. 3.13(b)].

In our calculations, we place the NH$_4$ and BF$_4$ ions on the 5 x 5 MoS$_2$ supercell (see Fig. 3.14). This corresponds to an impurity density of ~$10^{14}$ cm$^{-2}$. We find that the energetically favorable adsorption sites are T$_8$ for the cation, and T$_{Mo}$ for the anion.
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Figure 3.14: The optimized geometries for (a, b) NH$_4^+$ and (c, d) BF$_4^-$ ions adsorbed on the MoS$_2$ monolayer. In (a) and (c) the top view is shown, whereas in (c) and (d) the side view is shown. Pink spheres indicate H, green spheres N, cyan spheres F, and red spheres B.

Figure 3.15: LSDA-DOS for (a) NH$_4^+$ and (b) BF$_4^-$ adsorbed on the MoS$_2$ supercell. The blue dashed line indicates the Fermi energy, the colored shaded areas indicate the DOS projected on the adsorbates. The electronic states in DOS are Gaussian broadened by 0.05 eV.
In Fig. 3.15(a) the DOS is shown for NH$_4$ adsorption. It can be seen that the NH$_4$ releases one electron into the MoS$_2$ CBM, resulting in a n-type channel in the MoS$_2$ monolayer. On the other hand, if BF$_4$ is adsorbed, it obtains one electron from the MoS$_2$ [see Fig. 3.15(b)], thereby shifting the Fermi energy below the VBM of MoS$_2$, so that the system is p-type. This also confirms that these adsorbed molecules are indeed ionized to NH$_4^+$ and BF$_4^-$ when put on MoS$_2$. In a liquid gated transistor arrangement, the anions/cations are brought close to the surface of the channel by applying a bias at the gate. Therefore, for this system, depending on the polarity of the gate bias the MoS$_2$ is indeed predicted to have a n- or p-type conducting channel. Clearly this effect is maximized for a single layer of MoS$_2$ when compared to thicker structures. In fact, conductivity measurements [181] on MoS$_2$ show that it decreases from going from a thin layer to bulk in an ionic liquid gated environment. Moreover, depending on the polarity of bias, it is found that the conductivity indeed switches from n-type to p-type.

### 3.2.6 Robustness of the results against the choice of XC functional: HSE06

Finally, in order to verify that the impurity level alignment presented in the previous sections is robust against the choice of exchange correlation functional, we repeat our calculations using the HSE06 exchange and correlation functional. The MoS$_2$ lattice constant obtained using the HSE06 functional is 3.165 Å, which is only slightly larger than the LDA value of 3.137 Å. For a pristine MoS$_2$ monolayer at this relaxed lattice constant HSE06 exhibits a direct bandgap of 2.10 eV (compared to a LDA gap of 1.86 eV at 3.137 Å), which is rather similar to the gap obtained applying the atomic self-interaction correction [see Sec. 3.3.5]. This is however larger than the optical bandgap of 1.90 eV measured experimentally for MoS$_2$ monolayers [172]. The apparent contradiction can be solved by noting that the optical excitations involve excitons with a large binding energy of the order of 1 eV, as confirmed by many-body calculations [243]. Thus, one expects that the true quasi-particle spectrum has a bandgap of approximately 1.9+1=2.9 eV, in good agreement with that computed with the $GW$ scheme, either at the first order level [243] (2.82 eV) or self-consistently [244] (2.76 eV).

In Fig. 3.16 we report the results for four representative choices of doping, namely for Nb substitutional doping, as well as for Cs, NH$_4$ and BF$_4$ adsorption. The calculations
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Figure 3.16: DOS for the doped monolayer MoS$_2$, calculated with the HSE06 functional: (a) Nb substitutional doping, and (b) Cs, (c) NH$_4^+$, as well as (d) BF$_4^-$ adsorbed on the MoS$_2$ surface. The blue dashed line indicates the Fermi energy, the colored shaded areas indicate the DOS projected on the adsorbates. The electronic states in DOS are Gaussian broadened by 0.05 eV.

<table>
<thead>
<tr>
<th>Impurity</th>
<th>$E_{\text{form}}/E_{\text{ads}}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nb</td>
<td>LDA: -0.19, HSE06: -0.14</td>
</tr>
<tr>
<td>Cs</td>
<td>LDA: -0.79, HSE06: -0.89</td>
</tr>
</tbody>
</table>

Table 3.4: Theoretically calculated (DFT-LDA/HSE06) formation and adsorption energy, respectively for Nb doped and Cs adsorbed on the MoS$_2$ monolayer.

are carried with the same structures used in the previous sections, in order to make a direct comparison with the presented results. We find that for all four cases the main difference to the LDA results is just a minor change in the bandgap, while the impurity levels with respect to the respective Fermi energies are placed at the same positions observed in the LDA calculations. Moreover, the formation energies are similar to the LDA values (see Table 3.4).
3.2.7 Conclusion

We have carried out a systematic study on the changes to the electronic structure of a MoS$_2$ monolayer induced by dopants. We considered substitutional doping for both Mo and S, as well as doping by adsorption. S substitution with nonmetals and Mo substitution with transition metals create deep donor levels inside the bandgap of the MoS$_2$ monolayer for most of the considered dopants. Via substitutional doping we find that it is possible to obtain p-type MoS$_2$ by replacing a Mo atom with a Nb. For making MoS$_2$ n-type on the other hand we find only rather deep donor levels when substituting Mo with transition metals, with Re being the one with the smallest activation barrier. A N-type character can also be achieved by adsorbing alkali metals. As a last class of dopants we consider adsorption of ionic molecules, which can occur during electric double layer formation when MoS$_2$ is contact with in an ionic liquid. These show high potential for inducing large carrier concentrations, both electrons or holes, within the MoS$_2$ monolayer. Moreover, the changes to the carrier densities induced by ionic liquids are expected to be a general property of LTMDs in such environments.
3.3 Effects of SiO$_2$ substrate

3.3.1 Methodology

In order to investigate the influence of a SiO$_2$ substrate on the electronic properties of a MoS$_2$ monolayer, *ab-initio* calculations are performed by using density functional theory (DFT) [97, 98] within the generalized gradient approximation (GGA) of the exchange and correlation (XC) functional as introduced by Perdew, Burke and Ernzerhof (PBE) [224] and numerically implemented in the SIESTA code [125]. In our calculations, a double-$\zeta$ polarized [195] numerical atomic orbital basis set is used for all the atoms and the Troullier-Martins scheme is employed for constructing norm-conserving pseudo-potentials [225]. An equivalent plane wave cutoff of 350 Ry is chosen in all the simulations and the Brillouin zone is sampled by using an equivalent $k$-grid cutoff of 17 Å. Relaxed geometries are obtained with the conjugate gradient method, where all the atoms in the supercell are allowed to relax until the force on each atom is less than 0.02 eV/Å.

A trap state is usually formed when an energy level associated with either a defect or an impurity appears within the energy gap of the host material. Such trap states influence the charge transport properties mainly in two ways. Firstly, if the traps become charged, they will capture a hole or an electron from the environment. This produces a modification of the electrostatic potential, which in turns shifts the level alignments in the system, and thus affects the conductivity. Secondly, they can also increase the carrier concentration and provide pathways for electrons or holes to hop. The efficiency of this process depends on the amount of localization of the states associated with the defect site. If the energy of the localized gap state is close to either the valence band maximum (VBM) or the conduction band minimum (CBM), then at a given temperature some of these charges will be transferred either to the conduction or to the valence band, where they may contribute to increase the system conductivity.

Whether or not one can describe with *ab initio* calculations such mechanisms depends crucially on the ability of computing accurately the energy levels of the system. The use of the GGA (or of the local density approximation - LDA) for electronic structure calculations of defect levels is, in general, problematic. One reason is the typical underestimation of the energy gap and the related incorrect alignment of the energy levels of hybrid systems. For instance an artificially reduced bandgap may erroneously
bring deep traps in resonance with either the conduction or the valence band [226, 227]. A second source of error is the incorrect description of the charge localization at the defect site, a feature that usually leads to defects being predicted ions of to be too shallow [228]. Atomic self-interaction correction (ASIC) [229, 230] has been proved to overcome these deficiencies [231, 232]. Therefore we also perform additional LDA+ASIC calculations to verify the robustness of the LDA/GGA results. In particular we set the ASIC scaling parameter to $\alpha = 0.5$, a value which is generally appropriate to mid-gap insulators [229].

### 3.3.2 Defect-free SiO$_2$ interface

Substantial experimental efforts have been devoted to deposit ultra-thin MoS$_2$ layers onto SiO$_2$ in order to demonstrate transistor operation, down to the single layer limit [169, 172, 176]. Usually amorphous oxides are used as substrates. However, in order to avoid the computational complexity of a highly disordered structure, a crystalline SiO$_2$ substrate is simulated here instead. This also allows us to systematically determine the effects of individual defects and impurities on the electronic structure of a MoS$_2$ layer. Our unit cell is constructed as a slab containing at least 6 Si atomic layers of $\alpha$-quartz and an adsorbed MoS$_2$ monolayer. At least 15 Å of vacuum are included at the slab boundaries to avoid the spurious interaction between the slab periodic images. We consider the modified oxygen-terminated (0001) SiO$_2$ surface in order to simulate the most experimentally relevant conditions.

Two primary structures for the oxygen-terminated SiO$_2$ (0001) surface are possible, depending on whether the termination is with the siloxane group (Si-O-Si) or with the silanol one (Si-OH). Both surfaces can form depending on the surface treatment [233]. The siloxane reconstruction at room temperature forms an O-terminated surface with an outermost six-membered ring structure, as shown in Fig. 3.17(a, b). Under annealing in ambient conditions it becomes hydroxylated (Si-OH) and the reconstruction transforms into the silanol one, which presents on the surface a zigzag H-bonded network [see Fig. 3.17(c, d)]. In both cases in our simulations the dangling bonds on the Si-terminated bottom surface are saturated by hydrogen.

The optimized lattice constants of the pristine SiO$_2$ and MoS$_2$ are 4.91 Å and 3.19 Å, respectively. We therefore construct a hexagonal supercell in the plane, with a 9.69 Å-long side, so that the lattice mismatch between SiO$_2$ and MoS$_2$ is minimized to $\sim$1.2 %.
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The GGA calculated bandgap of SiO$_2$ and of a MoS$_2$ monolayer are 6.20 eV and 1.49 eV, respectively. The small strain applied to the MoS$_2$ monolayer changes the electronic structure only slightly. The bandgap remains direct at the K point and it is only reduced by 0.22 eV from the value of 1.71 eV obtained for the unstrained case. Similarly to the case of graphene [234], we expect that the electronic structure of a MoS$_2$ monolayer is only marginally affected by its local arrangement on the SiO$_2$ substrate. Therefore, as a representative configuration we use the arrangement of Fig. 3.18, where an oxygen atom is situated at the hollow site of the Mo surface triangles.

We start our discussion by presenting the properties of the defect-free hybrid MoS$_2$/SiO$_2$ system. The equilibrium distances, $d_0$, between the SiO$_2$ and the MoS$_2$ surfaces are 3.01 Å and 2.98 Å for siloxane and silanol, respectively. Here $d_0$ is defined as the vertical separation between the top-most O layer in the SiO$_2$ surface and its nearest S layer in MoS$_2$. These values are similar to the distance between two MoS$_2$ monolayers that we calculate to be 3.17 Å. The binding energy of the MoS$_2$/SiO$_2$ system is given by $E_b = E_{\text{MoS}_2} + E_{\text{SiO}_2} - E_{\text{MoS}_2/\text{SiO}_2}$, where $E_{\text{MoS}_2}$, $E_{\text{SiO}_2}$, and $E_{\text{MoS}_2/\text{SiO}_2}$ are total

![Figure 3.17: Side and top views of reconstructed structures for the O-terminated SiO$_2$ (0001) surface (a and b), and the fully hydroxylated SiO$_2$ (0001) one (c and d)](color code: cyan $\rightarrow$ Si, red $\rightarrow$ O, violet $\rightarrow$ H).
energies of the isolated MoS$_2$, the isolated SiO$_2$ slab, and of the MoS$_2$/SiO$_2$ hybrid system, respectively. We find $E_b$ for siloxane and silanol to be respectively 0.14 eV and 0.16 eV per primitive MoS$_2$ unit cell. These binding energies are close to that between two MoS$_2$ layers (0.20 eV/unit cell), which are bound together by the rather weak van der Waals forces. As such, our results show that MoS$_2$ is weakly bound also to the SiO$_2$ surface, in agreement with recent experimental results that have measured the interaction between MoS$_2$ and an underlying SiO$_2$ substrate to be negligible [204].

Note that in general GGA-type XC-functionals do not describe accurately van der Waals forces. However, it has been shown that the LDA/GGA is able to reproduce the interlayer spacing and the binding energy of layered chalcogenides [235]. We have then verified that our calculated $d_0$ for bulk MoS$_2$, $d_0 = 3.08 \, \text{Å}$, is in good agreement with the experimental value of 2.96 Å [157] and also with the previously calculated theoretical estimate of 3.05 Å [236]. Moreover, in order to take into account possible small deviations of the relaxed distance from the experimental value due to the XC functional used, we have evaluated the electronic structure for $d_0$ within the range $d_0 \pm 0.5 \, \text{Å}$, and we have found that the results change little with varying the distance.

### 3.3.3 SiO$_2$/MoS$_2$ composite with siloxane reconstruction

We now move to study the electronic structure of a MoS$_2$ monolayer deposited on SiO$_2$ by starting with the siloxane surface. In particular we consider first the situation where SiO$_2$ is defect-free. Fig. 3.19(c) shows the density of states (DOS) of the hybrid SiO$_2$/MoS$_2$ system, which remains semiconducting with a bandgap of 1.48 eV, i.e. with the same bandgap as a free-standing MoS$_2$ monolayer with the same lattice parameters.
Figure 3.19: Electronic structure of the SiO2/MoS2 hybrid system when various defects are present at the SiO2 siloxane surface. (a) The total GGA-DOS for the defect-free surface (black, dashed curves), and when either Na (green, solid curves), or H adsorbed (magenta, solid curves) are adsorbed. (b) The DOS of a pristine free-standing MoS2 monolayer. The total DOS and the PDOS for MoS2, when the MoS2 monolayer is placed on the defect-free siloxane surface (c), on a siloxane surface with one adsorbed Na (d), or with one adsorbed H (e). The blue dashed vertical line indicates the Fermi level, which has been set to zero in all the panels. The red shaded areas indicate the MoS2 PDOS. Positive and negative DOS are respectively for spin up (majority spins) and spin down (minority spins) electrons. The electronic states in DOS are Gaussian broadened by 0.05 eV.
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### Figure 3.20: Schematic band diagram for MoS$_2$ placed on the defect SiO$_2$ substrate (a), and on a substrate including a defect-induced donor (b) or acceptor (c) level. This demonstrates the modulation of the conductivity from n-type to p-type as the impurity state redefines the Fermi energy in the oxide. The energy levels $E_v$, $E_C$, $E_F$ and $E_{vac}$ define the valence band maximum (VBM), the conduction band minimum (CBM), the Fermi energy, and the vacuum level, respectively. The subscripts 1 and 2 refer to SiO$_2$ and MoS$_2$, respectively. The blue dashed-lines indicate the Fermi energy of the hybrid system (common to SiO$_2$ and MoS$_2$). The thick green line in (b) indicates the donor level and the thick red line in (c) represents the acceptor state in the oxide. Note that in general due to charge transfer from MoS$_2$ to the gap states, and the related dipole formation, the level alignment between $E_{V1}$ and $E_{V2}$ will also change in the defective systems.

Both the valence and the conduction bands of the hybrid compound are associated with MoS$_2$. We note that the projected DOS (PDOS) over MoS$_2$ extends into the SiO$_2$ bandgap, and the total DOS of the combined material is essentially given by the superposition of the DOS of the pristine slab of SiO$_2$ [Fig. 3.19(a)] and of the MoS$_2$ monolayer [Fig. 3.19(b)]. Both the conduction and the valence bands of SiO$_2$ are located at least 1.5 eV away from those of MoS$_2$. As a consequence, no charge transfer between the substrate and MoS$_2$ occurs. One of the basic criteria for a selection of the gate oxide is fulfilled here, namely that the oxide should have a band offset of over 1 eV for both the conduction and valence band in order to create a large barrier for both electrons and holes [237]. Our results show that the conductivity of MoS$_2$ is not influenced by the underlying defect-free SiO$_2$ substrate. Therefore the measured n-type or p-type conducting properties of MoS$_2$ on SiO$_2$ must be due to defects and impurities.

Localized states, arising from impurities or defects within the oxide substrate or at the interface with the conducting channel, can redefine the effective Fermi level of the
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Figure 3.21: The optimized geometries for MoS₂ placed on (a) the siloxane surface incorporating a Na impurity and (b) the dangling oxygen bond on the silanol surface, obtained by removing a H atom. The arrows indicate the positions of the defects on the surface (Color code: green → Na, while the other colors are the same atoms as in Fig. 3.18). The arrows indicate the location of the impurities/defects.

hybrid system, as illustrated schematically in Fig. 3.20. Depending on the alignment of the gap states with respect to the MoS₂ valence and conduction bands, the system can switch from n-type [see Fig. 3.20(b)] to p-type [see Fig. 3.20(c)]. Therefore, such trap states are expected to give significant contributions to the conductivity of these low dimensional systems. In the layered structure considered in this work, the trap states are expected to be located at the interface between the LTMDs and the substrate, not in the LTMDs themselves, which usually are highly defect-free. Trap states at the SiO₂ surface can have a wide range of origins, such as immobile ionic charges, SiO₂ surface dangling bonds, and foreign impurities adsorbed on the surface [238]. In the literature, densities of trap states on SiO₂ are reported in the range [239] 10⁰-10¹⁴ cm⁻². As representative dopants, here we consider two possible candidates: Na atoms and SiO₂ surface oxygen dangling bonds.

During synthesis and sample preparation, SiO₂ can adsorb relatively light impurities such as Na and K [240] at its surface. In order to simulate the effects of such impurities on the electronic structure of the MoS₂ channel a single Na atom is placed on top of the siloxane SiO₂ surface. Given the lateral dimension of our supercell, this corresponds to an impurity density of ~10¹⁴ cm⁻², which is close enough to recently reported values of trap states densities, reaching up to ~10¹³ cm⁻² for thin MoS₂ layers deposited on SiO₂ [166, 187]. The most energetically favorable binding position for Na is found to be at the center of the surface oxygen triangle [see panel (a) of Fig. 3.21]. A Na adatom adsorbed on a pristine SiO₂ surface creates a deep donor state in the DOS, with a single particle level at about 2 eV below the SiO₂ CBM [see Fig. 3.19(a)]. Note that such
a state is singly occupied and therefore spin-splits in our spin-polarized calculations, with the empty minority spin state (spin down) laying approximately 1 eV below the CBM and 1 eV below the Fermi level.

When a MoS$_2$ monolayer is deposited over the Na-doped SiO$_2$ surface, $d_0$ increases to 3.24 Å at the edges of our unit cell, whereas at the Na site the O-S distance becomes 3.45 Å. The enlargement of the binding distance compared to that of the pristine SiO$_2$/MoS$_2$ system is a direct consequence of the Na intercalation at the interface. The electronic structure of the composite is strongly affected by the presence of the Na ion, as shown in Fig. 3.19(d). Also in this case the total DOS appears as a direct superposition of those of SiO$_2$ and MoS$_2$. However the presence of the Na filled state shifts the Fermi level, which now gets pinned just below the MoS$_2$ CBM. The resulting DOS around $E_F$ is thus that of the defect-free MoS$_2$ conduction band with the addition of a Na-derived impurity level positioned below it. Hence, the gap state is moved below the Fermi energy, resulting in a very small activation energy for the transfer of electrons from Na to the MoS$_2$ conduction band. This is the situation schematically presented in figure 3.20(b), which leads to n-doping.

If we now replace Na with H on the SiO$_2$ siloxane surface, the associated filled gap state lies deep in the SiO$_2$ bandgap [see Fig. 3.19(a)], despite the fact that H and Na share the same s-like valence. The same situation persists in the composite [see Fig. 3.19(e)], where the H-derived filled spin-up level remains at mid-gap, approximately 0.5 eV above the VBM, while the empty spin-down one is nearly resonant within the conduction band. This situation however does not lead to doping so that H can not influence the conductivity of the MoS$_2$/SiO$_2$ structure. The quantitative difference found between the results for the Na and the H case show that, in order to obtain n-type character, only impurities with rather small ionization potential are relevant. These can transfer one electron to the MoS$_2$ conduction band with small activation energy. The activation energy is a key factor in the determination of the threshold voltage, $V_{th}$, required to operate a transistor in the on-state. As a consequence, the experimentally measured values for $V_{th}$, which show a large variation for different samples [186], are then attributable to varying concentrations and properties of the trap states from sample to sample.
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Figure 3.22: Electronic structure of the SiO$_2$/MoS$_2$ hybrid system when various defects are present at the SiO$_2$ silanol-reconstructed surface. (a) GGA-DOS for the defect-free surface (black, dashed curve) and for the one where on a Na atom is placed at the hollow site. (b) The GGA-DOS for the defect-free surface (black, dashed curve) and for the one where one O dangling bond is induced by a single H removal (green, solid curve labelled as SiO$^*$. The total DOS and the MoS$_2$ PDOS for the SiO$_2$/MoS$_2$ composite when the MoS$_2$ monolayer is placed on (c) the defect-free surface, (d) on the surface with a single adsorbed Na atom, and (e) on the surface with a O dangling bond created by removing a single H atom. The blue dashed line indicates the Fermi energy, which is set to zero in all panels. The red shaded areas indicate the MoS$_2$ PDOS. Positive and negative DOS are respectively for spin up (majority spins) and spin down (minority spins) electrons. The electronic states in DOS are Gaussian broadened by 0.05 eV.
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3.3.4 SiO$_2$/MoS$_2$ composite with silanol reconstruction

Next we move to examine the case of the SiO$_2$ surface with silanol reconstruction, whose DOS is presented in Fig. 3.22(b). Similarly to the siloxane case, the PDOS for the defect-free MoS$_2$/SiO$_2$ composite [see Fig. 3.17(c)] corresponds to a superposition of the DOS of the isolated MoS$_2$ [Fig. 3.19(b)] and SiO$_2$ [Fig. 3.22(b)] components, indicating weak interaction between the two materials. When a Na atom is intercalated between the silanol surface and the MoS$_2$ layer, we find that the system becomes n-type [Fig. 3.22(d)], in the same way as for the siloxane surface. This indicates that Na is an efficient n-dopant for MoS$_2$ on SiO$_2$ regardless of the surface reconstruction.

In general thermal annealing of the silanol surface creates under-coordinated oxygen atoms (Si-O*). These appear as stable surface defect centers and act as typical charge traps in oxygen rich SiO$_2$ [241], since they are able to capture an extra electron in their dangling bond. In our calculations, such defects are created on the Si-OH surface by removing a H atom from the top surface [see Fig. 3.21(b)]. For such a defect we find that the empty acceptor state is created ~0.9 eV above the SiO$_2$ VBM [see Fig. 3.22(b)]. Once MoS$_2$ is layered onto the surface, the value of $d_0$ at the boundary of our H-deficient unit cell is $d_0 = 2.98$ Å, which is approximately equal to that for the pristine surface, whereas at the dangling bond site the O-S distance is significantly reduced to 2.68 Å. When placing the MoS$_2$ monolayer on this defective surface, the dangling bond state gets filled by capturing an electron from the MoS$_2$ valence band, so that the Fermi energy now lies just below the MoS$_2$ VBM [see Fig. 3.22(e)]. This is the level alignment presented in Fig. 3.20(c), which makes the composite p-type. Note that the rather high density of oxygen dangling bonds in our system causes a large surface charge density dipole, which shifts the MoS$_2$ DOS downwards in energy by more than 1 eV with respect to the SiO$_2$ substrate. By modulating the density of such defect types one may be able to change such a shift.

We observe that for SiO$_2$ siloxane surface the impurity levels are much less deep in the bandgap (~1.5 eV) than that of the SiO$_2$ silanol surface (see Fig.3.19 and 3.22). So we expect a large energy shift of the VB (CB) of SiO$_2$ with respect to that of the VB (CB) MoS$_2$ band-edges, for example as shown in Fig.3.19(d) and 3.22(d). Here we mention that the large impurity concentration ($10^4$ cm$^{-2}$) in SiO$_2$ siloxane surface may be the cause for a closure of the impurity levels in the bandgap.
Chapter 3. Effects of impurities and of the substrate on a MoS$_2$ monolayer

3.3.5 Robustness of the results against the choice of XC functional: ASIC

Finally, in order to verify that the calculated level alignment is robust against the choice of exchange and correlation functional, we have repeated our calculations by using the ASIC scheme. As expected the ASIC functional increases the bandgap of MoS$_2$ and SiO$_2$ respectively to 1.73 eV and 8.02 eV (for the same strained hybrid structure used in the previous sections). In the case of SiO$_2$ this brings the calculated value sensibly closer to the experimental one of 8.9 eV [242], as expected from the ASIC when dealing with an insulator whose valence and conduction bands have different orbital content [229, 230].

The situation for MoS$_2$ is more complicated and deserves a detailed discussion. In this case the bandgap is defined by bands dominated mainly by Mo-$d$ orbitals and the ASIC opens it only marginally. For a free-standing MoS$_2$ monolayer the ASIC ($\alpha = 0.5$) returns a direct bandgap of 2.03 eV (compared to a GGA gap of 1.71 eV).

---

**Figure 3.23**: Density of states for the defective SiO$_2$/MoS$_2$ composite calculated with the ASIC XC functional. In panel (a) we report the DOS for the siloxane reconstruction with an intercalated Na atom [corresponding to Fig 3.19(d)], while in (b) that for the silanol reconstruction and an O dangling bond obtained by removing a surface H atom [corresponding to 3.22(e)]. The electronic states in DOS are Gaussian broadened by 0.05 eV.
Note that the LDA value is 1.86 eV so that the LDA already partially opens the gap with respect to the GGA. It is also notable that an enhancement of the screening parameter $\alpha$ to $\alpha = 1$ (full atomic correction) produces a marginal further increase of the gap to 2.10 eV. Comparing GGA, LSDA, ASIC, and HSE06, we therefore find only minor quantitative difference in the size of the bandgap [see Sec. 3.2.6].

We now go back to the SiO$_2$/MoS$_2$ composite and in Fig. 3.23 we report two representative results for the case of Na adsorbed on the siloxane surface and for that of the O dangling bond on the silanol one. We find that for the first case, although the bandgaps of the two parent materials are both increased, the Fermi energy is still pinned at the bottom of the MoS$_2$ conduction band [Fig. 3.23(a)]. As a consequence Na still leads to n-type semiconducting character with a small activation barrier. Similarly the O dangling bond on the silanol-terminated surface leads to p-type semiconducting character [see Fig. 3.23(b)], with the Fermi energy positioned below the MoS$_2$ valence band. This indicates that our two main results remain unchanged whether calculated at the GGA or ASIC level, i.e. they are robust with respect to the choice of exchange-correlation functional.

### 3.3.6 Conclusion

The effects of the SiO$_2$ substrate on the conductivity of a semiconducting MoS$_2$ monolayer are investigated. The defect-free SiO$_2$ surface does not affect significantly the electronic properties of MoS$_2$ due to their weak mutual interaction. The conductive properties of MoS$_2$ do not change and SiO$_2$ appears as an ideal gate material. However, when Na atoms are placed at the SiO$_2$/MoS$_2$ interface, a shallow donor trap state is created just below the CBM of the hybrid SiO$_2$/MoS$_2$ composite. The small activation energy ($\sim 0.10$ eV) makes the hybrid MoS$_2$/Na-SiO$_2$ system an n-type semiconductor even for rather low temperatures. Interestingly, the behavior is different for H adsorption, where the impurity level is created $\sim 0.9$ eV below the CBM, resulting in a stable localized charge that cannot be easily promoted to the CBM and does therefore not affect the conductivity.

In contrast, in the case of oxygen dangling bonds on the silanol-terminated SiO$_2$ surface, the Fermi energy of the MoS$_2$/SiO$_2$ system is located just below (0.03 eV) the VBM, making the system a p-type semiconductor. These results show that the conductivity of ultra-thin semiconducting LTMDs changes from n-type to p-type depending on the
charge-polarity of the traps, as well the energy level alignment of the trap states within the LTMDs band gap. These kinds of trap state at the SiO₂ surface are likely to be the origin of the observed change in conductance in different experimentally realized MoS₂-based transistors. Intriguingly, our results suggest the possibility of intentionally doping MoS₂ by depositing different adsorbates over the substrate SiO₂ surface. This can pave the way for a new strategy in the design of two-dimensional devices, where the electronic properties of the channel are engineered by manipulating those of the substrate.
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Electric Field Effects on Low Dimensional Nanostructures

Over the past several years one dimensional (1D) nanostructures, such as nanotubes, wires, rods, belts and ribbons have attracted growing interest from researchers keen to investigate the wide array of photophysical, photochemical and electron-transport properties that are unique to their dimensionality [245, 246]. The study of these nanostructures has also been facilitated by recent advances in nano-lithographic techniques [247], such as electron beam or focused-ion-beam (FIB) writing [248, 249] and X-ray or extreme-UV lithography [250], whereby such 1D systems can be readily fabricated in the research laboratory. From a nanotechnology perspective, 1D structures offer a range of potential applications that are different from those provided by their 2D and 3D counterparts [245, 251].

While carbon nanotubes (CNTs) remain the most widely studied 1D nanostructures to date, nanowires (NWs) and nanoribbons (NRs) have lately received increasing attention as possible alternatives. In particular the fact that the electronic structure of NRs can be modified by manipulating their edges, which usually are more reactive than the bulk, offers a powerful tool for customizing such nanostructures to a particular application. A recent experiment has shown that in nanoscale electronics, semiconducting NRs have comparable or exceeding performance to that of single crystals as their carrier mobility values, and on-off current ratio (in field effect transistor) have been enhanced [252]. For these reason recent times have witnessed an explosion of theoretical and experimental studies on NRs. Primarily these have been devoted to graphene NRs (GNRs) [38, 253, 254] but many other materials have been either made or predicted in the NR form.
These include BC$_3$ [255, 256], BN [257, 258, 259], ZnO [260, 261, 262], Si [263, 264] etc. Intriguingly for some of these, a magnetic [262, 264] or even a half-metallic ground state has been predicted [265].

Alongside different dimensional nanostructures, the investigation of semiconductor nanoclusters (0D) has recently attracted considerable of experimental and theoretical interest [266, 267, 268, 269]. The spatial confinement of electrons in very small nanoclusters can induce size-dependent properties in the electronic structure of nanoclusters. For instance, they may exhibit a distinct functional change in, for example, optical, magnetic, or electronic properties [266]. Varying the size of nanoclusters or applying an external perturbation allows the electron affinity and ionization potential of the nanoclusters to be tuned, which may affect the rate of charge transfer [270]. One of the major motivations to study nanoclusters is to explore the current device technology in which better performance could be achieved compared to other nanostructures. For example, for a large area application, such as LEDs (light emitting diode) and photovoltaics, nanoclusters have the advantage of having size tunable absorption and emission [270].

Much intensive research has been devoted to tuning the band structure due to confinement induced quantization of the continuous band states [271]. In general, the ability to control the electronic properties of materials by an external perturbation such as an electric field, a magnetic field, strain, light, external doping is at the heart of modern science and technology. In many cases, an electric field can change the carrier concentration and the mobility in a semiconductor [36]. Particularly, an external transverse electric field ($E_{\text{ext}}$) can tune the electronic and magnetic properties in various nanostructures. For example, a transition from insulator to half-metal has been demonstrated theoretically [272] in zigzag GNRs. Moreover, Agapito et al. have studied the magnetism under $E_{\text{ext}}$ applied on a single layer nanoclusters suggesting a potential application in spintronics devices [273].

From the parent MoS$_2$ single-layer crystal several nanostructures can be made. In fact a number of preparation methods for MoS$_2$ nanostructures including nanowires [80], nanoribbons [81, 275], nanotubes [274], triangular nanoclusters [277], and nanometer flowers [276] have been reported. All these nanostructures have been traditionally studied in the context of catalysis for desulfurization processes [277, 278], nanolubrication [279] and as thermoelectric materials [205]. More recently MoS$_2$ has also attracted attention as a potential electronic material. In particular, recently MoS$_2$ NRs transistors with high on-off ratio ($\sim 10^7$) have been demonstrated [187]. Here we explore a
different aspect, namely how the electronic properties of MoS$_2$ armchair nanoribbons (ANRs) can be manipulated by the application of an external electric field, $E_{\text{ext}}$. In particular we look at the possibility of inducing a metal-insulator transition in the nanoribbons, and at the associated magnetic moment formation via the Stoner mechanism\textsuperscript{1} in the search for a large magneto-electric effect. Our study thus complements those already reported in the literature for graphene [272], BN [257], BC$_3$ [255] and AlN [280]. Next we extend this study of electric field effects onto single layer nanoclusters.

We are interested in studying the electronic structure of ANRs, although at present there is no experimental evidence for such type of edge termination. In contrast DFT calculations show the relative stability between the armchair and zigzag NRs [288]. However, in case of WS$_2$ (isostuctural to MoS$_2$) monolayered zigzag edges have been identified recently through scanning transmission electron microscopy (STEM) [281]. Moreover, for graphene (most widely studied among the 2D layered materials) the formation of the zigzag and armchair edges have been characterized in a controlled way [282]. In this context, experimentally it has been reported that different types of edges terminations are present in MoS$_2$ monolayer nano-cluster [158]. Moreover, the formation of various edges structures also observed in these clusters depends on the growth conditions [158]. Therefore here we shed some light on the edges terminations of an ANR in the section 4.2.6. We note that following this work, an armchair nanoribbon has been synthesized using top-down fabrication technique [283].

Impurities in ANRs can generally change the ribbon’s electronic and magnetic properties, \textit{i.e.} these are an important factor in tuning the material for specific applications. Intrinsic impurities, which mainly form during the synthesis or under ambient conditions are crucial in such kind of nanostructures as their properties are ruled entirely by the edge’s construction. In this work we study the effect of Cr substitutional in place of Mo in a ANR. The main motivation behind this study is to explore a way for inducing magnetism in a semiconducting ANR. Cr, in fact, is isovalent to Mo (it is one row up in the periodic table), but possesses partially filled 3$d$ shell (in contrast to the 4$d$ shell

\textsuperscript{1}The basic idea behind the Stoner criterion [288] is as follows. Due to the localized density of states, electrons will experience a strong Coulomb repulsion if they occupy the same orbital, in which case they must have opposite spin orientation due to the Pauli exclusion principle. Therefore, to reduce the Coulomb energy, it is energetically favorable for the electrons to occupy different orbitals with the same spin (\textit{i.e.} generating a non magnetic moment) instead of having parallel spin configuration. To accomplish this, electrons must be transferred to previously unoccupied orbitals with higher kinetic energy. Essentially, the Stoner criterion establishes a balance between Coulomb repulsion, Pauli exclusion principle, and an increased kinetic energy explicitly for continuous electronic bands.
of Mo), which can support a magnetic moment. We know that the exchange energy is relatively large for light atoms such as Cr (as compared to Mo). Although, there is no experimental study on Cr doped MoS$_2$-NRs, similar experimental as well as theoretical investigations have been conducted on transition metals doped (such as Co, Ni) MoS$_2$ nanoclusters, due their potential application as catalytically active materials [278]. Recently Ataca et al. have studied the electronic structure of atoms absorbed on the ANR's surfaces and their studies an important information towards its functionalization [303]. In addition, Cr-doped bulk MoS$_2$ have been synthesized and are promising for tribiological applications under a high humidity environment [284]. Interestingly a monolayer Mo$_{1-x}$W$_x$S$_2$ alloy (W is also isoelectronic to Mo) has been synthesized [285]. Such alloying are important to tune the electronic and mechanical properties, which may have potential for bandgap engineering and their edge-structure-related catalytic behaviors [285].

4.1 Computational details

Electronic structure calculations are performed using density functional theory (DFT) and the Ceperly-Alder parametrization [193] of the local spin density approximation (LSDA) to the exchange and correlation functional. In particular we employ the SIESTA code [125]. A double-ζ polarized [195] numerical atomic orbital basis set for Mo and S is used together with the Troullier-Martins scheme for constructing norm-conserving pseudo-potentials [194]. The pseudo-potentials are generated by treating the following electronic states as valence states: Mo: $5s^15p^64d^54f^1$; S: $3s^23p^43d^0$. An equivalent plane wave cutoff of 250 Ry is chosen for the real space grid. The Brillouin zone is sampled using a $(1 \times 100 \times 1)$ Monkhorst-Pack grid for the NRs, while for the single layer triangular nanoclusters (TNCs) the $\Gamma$-point is only employed in the calculations. In both cases, periodic boundary conditions have been included and a vacuum layer of at least 15 Å is placed at the edges of the ribbon both in plane, and out of plane in order to suppress the interaction between the ribbon periodic images, whereas the vacuum layers are placed along all directions in the case of TNCs. The conjugate gradient method is used to optimize the geometry, where all the atoms in the unit cell are allowed to relax under the action of the external electric field until the forces on each atom are less than 0.03 eV/Å.
In our calculation we do not consider explicitly any correction terms, which arise due to the dipole when an external field is applied to the cell. Due to periodic boundary conditions, the image charge will then be repeated. Here we use a vacuum separating between cells large enough that such electrostatic interaction between the image charges can be neglected. Indeed we observe that the electronic structure does not change when the length of vacuum region is as large as 25 Å.

4.2 Electric field effect on MoS$_2$ Nanoribbon

4.2.1 Nanoribbon Structure

Each layer of bulk MoS$_2$ is used as the 2D template for constructing the NRs. Similarly to C nanotubes [286], MoS$_2$ NRs may be described by 2D primitive lattice vectors, $\vec{a}$ and $\vec{b}$, of the parental 2D structure and two integer indices $(n, m)$ [287], so that the chiral vector is defined as $C_h = n\vec{a} + m\vec{b}$. Three types of NRs can thus be identified: zigzag for $n = m$, armchair for $n \neq 0$, $m = 0$, and chiral for $n \neq m$ [see the Fig. 4.1(a)]. MoS$_2$-ANRs are nonmagnetic semiconductors irrespective of their size, whereas the zigzag nanoribbons (ZNRs) are predicted to be metallic and magnetic [288]. Since our goal is that of describing an electric-field induced metal-insulator transition, our starting point must consist of NRs with an insulating ground state. Nevertheless, the electric field effect also has been studied in zigzag nanoribbons [289]. As such we consider only ANRs. As a matter of notation, following several previous studies [257, 288, 290], we identify the different sized MoS$_2$ ANRs as $n$-ANR, where $n$ is the number of dimer lines across the terminated direction of the 2D MoS$_2$ layer, i.e. across the non-periodic dimension of the nanoribbon [see Fig. 4.1(b)]. The multilayer ribbons are constructed by placing single layer ribbons on top of each other with an ABA stacking [291].

4.2.2 Electronic structure of MoS$_2$-ANR

In Fig. 4.1(b) the optimized geometry of a MoS$_2$ 10-ANR is shown (the periodicity is along the $y$-direction). For symmetric ANRs ($n$ odd) the two edges have mirror reflection symmetry, while this is not the case for the antisymmetric ones ($n$ even). Our calculations show that the two possible ribbon configurations are energetically degenerate (see Fig. 4.2), meaning that the total energy per atom scales with the ribbon
Figure 4.1: (a) Structural relation between a single layer 2D MoS$_2$ sheet and a nanoribbon. The vector $\vec{a}$ and $\vec{b}$ are the primitive vectors for the MoS$_2$ lattice. The chiral vectors $\vec{C}_h = n\vec{a} + m\vec{b}$ is specified by $(n, m)$. The $(n, 0)$ direction (red arrow) and the $(n, m)$ (green arrow) direction indicate the “armchair” and “zigzag” edge respectively and the corresponding dotted lines denote the periodic direction of the nanoribbons. (b) The optimized structure of a MoS$_2$ 10-ANR. The ribbon is periodic along the $y$ direction. Color code: grey (dark grey) = Mo, yellow (light grey) = S.

size but does not depend on the ribbon symmetry. We have then checked that the electronic properties and their dependence on the external electric field are insensitive to the ribbon geometry and here data are presented only for the asymmetric case. In order to determine the ground state of the different $n$-ANRs, we have first carried out both spin-unpolarized and spin-polarized total energy calculations including geometry optimization. We take the case of a 10-ANR as an example and we use its electronic structure to discuss the general properties of such a NRs class. From the bandstructure
Figure 4.3: Electronic structure of a 10-ANR as a function of an external transverse electric field, $E_{\text{ext}}$. In (a) we present: (left) the band structure and (right) the LDOS respectively of the CB (top) and VB (bottom) for $E_{\text{ext}} = 0$. In (b) the same quantities are shown for $E_{\text{ext}} = 1.4 \text{ V/nm}$. The LDOS are taken over the energy range indicated by the red (dark gray) and green (light gray) boxes respectively above and below the Fermi level (see band-structure). Note that in both cases the CB and VB are characterized by states located at the NR edges.

[shown in Fig. 4.3(a)], it is clear that a 10-ANR is a non-magnetic semiconductor with a direct (LSDA) bandgap of 0.45 eV at the $\Gamma$ point. This is in agreement with previous calculations [288]. The local density of states (LDOS) of the conduction band (CB) and valence band (VB) [shown in Fig. 4.3(a)] indicates that the electronic states around $E_F$ are completely localized at the ANR's edges. The CB and the VB originate from a hybridized mix of Mo-4$d$ and S-3$p$ orbitals with the hybridization being stronger in the VB than in the CB.

Such results are relatively independent of the ribbon size, and unlike graphene NRs, all
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Figure 4.4: Variation of (a) the elementary LSDA bandgaps and (b) the lattice constants with width of ANRs.

The MoS$_2$ ANRs are semiconducting. For the smaller $n$-ANRs ($n \leq 24$), the bandgap oscillates in magnitude with increasing $n$ and finally converges to a constant value of around 0.52 eV for larger sized ribbons ($n > 24$) [see Fig. 4.4(a)]. The same oscillatory behavior has been observed in earlier calculations [288] and it is quite similar to that predicted for BN-ANRs [258]. As $n$ increases we also observe oscillations in the equilibrium lattice constant, which slowly approaches a constant value of $\sim 3.132$ Å [see Fig. 4.4(b)], similar to that calculated for the infinite MoS$_2$ single layer. We thus note that the calculated bandgaps for all $n$-ANRs are much smaller than that of the infinite MoS$_2$ single layer (1.90 eV), while the lattice constants deviate only marginally. The reason for such a difference is rooted in the fact that both the VB and CB of the ribbons are formed by states strongly localized at the two edges. Indeed these states do not exist in the case of the infinite MoS$_2$ single layer and they are simply a consequence of the different wave-function boundary conditions.
4.2.3 Response of a MoS$_2$-ANR to $E_{\text{ext}}$

We now discuss the response of the electronic structure of the MoS$_2$-ANRs to a static external electric field, $E_{\text{ext}}$. As mentioned earlier, the size of the ribbon bandgap is determined by the energy position of the edge states forming the CB and the VB. Thus any change in the ANR bandgap under an applied field would be mainly determined by the response of its edge states. It is worth noting that for $E_{\text{ext}} = 0$, both the CB and VB are doubly degenerate as there are two states in each band corresponding to the two edges of the ribbon (this means that the electron density corresponding to either the CB or the VB is equally distributed over the two opposite edges). We find no gap modulation when $E_{\text{ext}}$ is perpendicular to the plane of the ribbon, indicating that a planar MoS$_2$ nano-structure with a longitudinal gate will not be electronically responsive. In contrast a significant modulation of the bandgap can be obtained by means of a transverse field. This is applied along the $z$-direction according to the geometry of Fig. 4.1(b). In practice in our calculations a periodic sawtooth-type potential perpendicular to the ribbon edge is used to simulate the transverse electric field in the supercell so that the potential remains homogeneous along the ribbon edges [292].

As the transverse $E_{\text{ext}}$ is applied, the bandgap decreases monotonically while remaining direct at $\Gamma$ [see Fig. 4.3(b) and Fig. 4.5]. Such behavior can be understood by assuming little interaction between the electron densities at the two edges. Under this assumption
the only effect produced by a transverse electric field is that of creating an electrostatic potential difference across the ribbon. As a consequence, the band manifold (either belonging to the VB or the CB) localized at the edge kept at the higher external potential moves upwards in energy, while that kept at the lower potential moves in the opposite direction. Hence, the new bandgap of the system in the presence of an external electric field is formed between the CB manifold localized at the lower potential edge and the VB manifold localized at the opposite one. The edge degeneracy is thus broken. As the field strength increases the bandgap reduces further and eventually vanishes for a critical field, \( E_c \), characteristic of the specific nanoribbon. Note that such a Stark-driven gap modulation has been previously reported for C nanotubes \([293]\) and for nano-ribbons made of different materials such as graphene \([272]\), BN \([257, 258, 294]\), AlN \([280]\) etc. Notably, in the case of MoS\(_2\) and in contrast to some other compounds such as BN \([294]\), the gap closure is independent of the field polarity, reflecting the perfect mirror symmetry of the ribbon’s edges.

Fig. 4.5 shows the evolution of the bandgap as a function of the external electric field for three selected nano-ribbons, respectively 10-ANR, 16-ANR and 24-ANR. In general we observe that the bandgap drops more rapidly with \( E_{\text{ext}} \) as the size of the \( n\)-ANRs gets larger. Such a width dependence can be easily rationalized by assuming again little interaction between the two ribbon edges. In this case the potential difference between the edges necessary to close the gap is the same regardless of the ribbon size. If one now assumes that the potential drop inside the ribbon is approximately uniform (linear), we will conclude that larger ribbons necessitate smaller electric fields to sustain the same potential difference at the edges. As such the critical field, \( E_c \), decreases with the ribbon width and already for a 24-ANR it assumes a value around 4 V/nm.

Our calculated values for the critical field \( E_c \) are quite similar to those obtained before for BN \([294]\) and AlN \([280]\) despite the fact that the bandgaps in these materials are much larger. Such a fact however should not be surprising. In fact, the bandgap closure occurs because of the almost rigid shift of the edge-localized ribbon CB and VB when the field is applied. As such, the condition for gap closure is that the external field produces a potential difference, \( \Delta V \), at the nano-ribbon edges that matches the ribbon bandgap, \( \Delta E_g \), \( i.e. \quad e \Delta V = \Delta E_g \), where \( e \) is the electron charge. Under the assumption of a linear potential drop (constant electric field) inside the ribbon, we obtain the relation \( e \Delta V = e E_{\text{ext}} \frac{d}{\kappa} \), where \( \kappa \) is the ribbon dielectric constant along the transverse direction and \( d \) is the ribbon width. The critical field for the gap closure
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then simply reads

$$\Delta E_g = e\Delta V = E_c \frac{ed}{\kappa} \quad \rightarrow \quad E_c \propto \frac{1}{ed},$$

where the second equality follows from the fact that the dielectric constant is approximately inversely proportional to the material bandgap. The Eqn. (4.1) has two important consequences. On the one hand, it tells us that the critical field for the gap closure is approximately material independent. On the other hand, it establishes a $1/d$ decay of $E_c$ with the ribbon width.

Before the bandgap closes completely with increasing $E_{ext}$ an interesting effect is observed in small sized ANRs (for example in 10-ANR), namely that the gap remains direct but it moves away from $\Gamma$ towards $Y$ in the 1D Brillouin zone. This shift occurs simultaneously with bandgap reduction and it is seen to become more pronounced as $E_{ext}$ gets larger. Such an effect can be observed in Fig. 4.6 where the band-structure of the 10-ANR is plotted for two different values of the electric field. The bandgap shift away from $\Gamma$ appears because of the interaction between the two edges of the ribbon and can be explained with the help of a simple tight-binding model, which we develop next.

As already mentioned, the CB and VB are extremely localized at the edges of the ANR, so that their dispersion is solely determined by the longitudinal dimension. Then we can model their electronic structure by considering a simple nearest-neighbor tight
binding model for two linear chains (mimicking the two 1D edges). For simplicity, we take only s orbitals in the model and the CB and VB are simply characterized by two different on-site energies, respectively $\epsilon_L$ and $\epsilon_R$ ($L$ and $R$ stand for left and right-hand side edge). This is of course a rather crude model, as both $p$ and $d$ orbitals are excluded. However, the bandgap closure and the formation of a magnetic moment both originate from the one-dimensional nature of the edge states and not from the details of their orbital composition. Our simple model captures the essential features of this problem, while further details related to edge specific nature will be discussed at the end of this section.

![Diagram](image)

**Figure 4.7:** The band-structure of two linear chains calculated by using a simple tight-binding model. In the top panel the interaction between the chains is assumed to vanish, while in the bottom one there is an additional hopping matrix element between atoms belonging to different chains (the chains are arranged on a square lattice). The horizontal dotted line in the lower panel corresponds to the Fermi level.

The two edges of a nanoribbon interact with each other in two possible ways. On the one hand, electrons can tunnel between the two edges with a probability given by the hopping integral $t$. This is expected to decrease as the ribbon width becomes larger. On the other hand, upon the application of an external field, the charges at the two ribbon edges will interact electrostatically. Such an interaction is taken into account by
the dielectric response of the ribbon, which is described by the transverse component of the dielectric constant $\kappa$. The potential difference between the ribbon edges, $\Delta V$, is related to the external field simply as $\Delta V = E_{\text{ext}}/\kappa$. The 1D band-structures for the two edges are simply, $E_{L}^k = \varepsilon_L - 2t_1 \cos k$, and, $E_{R}^k = \varepsilon_R + 2t_2 \cos k$, where $t_1 > 0$ and $t_2 > 0$ are the hopping integrals respectively of the left- and right-hand side chain, and $k$ is the 1D dimensional wave-vector (see Fig. 4.7). Let us assume that $\varepsilon_L > \varepsilon_R$ so that the left-hand side edge corresponds to the CB and the right-hand one to the VB (the bandgap is at $\Gamma$). Let us also assume for the moment that there is no inter-chain interaction, i.e. that the hopping integral between the two chains vanishes, $t = 0$. Clearly, if $|\varepsilon_L - \varepsilon_R| > 2(t_1 + t_2)$ there will be a gap between the CB and VB. The presence of an electric field simply shifts the on-site energy of the two bands. Thus the new on-site energies will be respectively $\varepsilon_L - U/2$ and $\varepsilon_R + U/2$, with $U = e\Delta V$. This simple model then predicts that the bandgap will close for $U = \varepsilon_L - \varepsilon_R - 2(t_1 + t_2)$. For electric fields exceeding such values the ribbon will appear as a semi-metal, i.e. it will present coexisting electron and hole pockets at the $\Gamma$ point.

Let us now investigate the situation in which there is inter-chain interaction, i.e. $t \neq 0$ between atoms localized on different chains (the atoms are assumed to be arranged on a square lattice). The new band-structure now takes the form

$$E_{\pm}^k = \frac{E_{L}^k + E_{R}^k}{2} \pm \frac{1}{2} \sqrt{(E_{L}^k - E_{R}^k - U)^2 + 4t^2}, \quad (4.2)$$

where the “+” sign is for the CB and the “−” one is for the VB. Clearly inter-chain hopping opens up a bandgap (of size $2t$) at the point along the $\Gamma$-$Y$ line, where the two bands would otherwise cross for $t = 0$ (as shown in Fig. 4.7). It also indicates that, if the applied electric field increases further ($U$ gets larger), the $k$-point where the direct bandgap appears will shift towards $Y$, but the value of the bandgap itself will remain constant. It then follows that the bandgap closure occurs only if $t$ is reduced simultaneously as $E_{\text{ext}}$ is increased (see the curve in Fig. 4.7 for $t' < t$). This essentially suggests that the polarization of the edge state wavefunctions under the influence of $E_{\text{ext}}$ occurs in such a way as to reduce the effective interaction between the two edges of the ribbon. Notably the position in $k$-space of the bandgap, $k_{\text{ex}}$, can be found by minimizing Eq. (4.2). This gives us $k_{\text{ex}} = \cos^{-1} \left[ \frac{U_0 - U}{2(t_1 + t_2)} \right]$, with $U_0 = \varepsilon_L - \varepsilon_R$. Such a qualitative picture agrees quite well with our DFT calculated $k_{\text{ex}}$, which is presented in Fig. 4.8 for small ANRs ($n < 20$). From the figure it is also worth noting, again in agreement with our simple model, that $k_{\text{ex}}$ is practically independent of the ribbon
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The variation of the $k$-vector, $k_{\text{ex}}$, corresponding to position of the energy bandgap as a function of applied bias for different n-ANRs. Here $U_{\text{ext}} = E_{\text{ext}}d$, where $d$ is the nano-ribbon width.

Next, we make a number of additional observations, which further validate our model. Firstly we note that, as expected, the interaction between the ribbon's edges gets stronger as the ribbon gets smaller. This means that the band repulsion at the bandgap along the $\Gamma$-$\text{Y}$ direction strengthens for small nano-ribbons. As a consequence the gap-closure occurs for relatively larger fields than those expected by a simple rigid band shift (see figure 4.5). Secondly, the position in $k$-space of the gap immediately before its closure, $k_c$, moves towards $\Gamma$ as the ribbon becomes wider. This essentially indicates that the inter-edge interaction, parametrized by $t$, is reduced for large nano-ribbons.

In order to prove such a fact, in Fig. 4.9 we plot the bandgap (at relatively large field) as a function of the nano-ribbon size $n$. This is calculated for an external electrostatic potential, $U_{\text{ext}} = 12$ Volt, sufficient to move the bandgap away from $\Gamma$ for all the ribbons investigated. In this situation the bandgap is a direct measure of the inter-edge hopping $t$, $\Delta E_\phi \sim 2t$. Notably the decay is rather severe indicating that already for relatively small ribbons ($n > 14$) the inter-edge interaction becomes almost negligible.

Finally we look at the charge density polarization induced in the ANRs by the external electric field. In figure 4.10 we plot the field-induced charge density distribution, $\Delta \rho$, as a function of the position across the ribbon (z-coordinate, see Fig. 4.1). Here $\Delta \rho$
Figure 4.9: Variation of the LSDA-bandgap $\Delta E_g$ as a function of the $n$-ANR width, $n$. Results are plotted for an applied external potential, $U_{\text{ext}} = 12$ V, which is sufficient to shift the bandgap away from $\Gamma$. In this condition $\Delta E_g$ is a direct measure of the inter-chain hopping integral $t$. The red dashed line is an exponential fit of the calculated data.

is the difference between the charge density calculated in an applied field $\rho(E_{\text{ext}})$ and that in no field, $\rho(E_{\text{ext}} = 0)$. Also note that all the densities are averaged over the $xy$ plane. Notably there is charge accumulation at the positive potential edge and a corresponding depletion at the negative one. A transverse field induces an electrical dipole across the ribbon, which effectively behaves as a capacitor.

The accumulated charge can be calculated by simply integrating $\Delta \rho(z)$ from one of the edge positions, $z_l$, to the ribbon mid-point, $z_m$, which is $\Delta \rho_{\text{acc}} = \int_{z_l}^{z_m} \Delta \rho(z) \, dz$. This quantity is presented next in Fig. 4.11 as a function of $E_{\text{ext}}$ and for different ANRs. Clearly $\Delta \rho_{\text{acc}}$ is found to increase linearly with the field. This is the behavior expected from a parallel plate capacitor. A second important observation, also consistent with viewing the ribbon as a parallel plate capacitor, is that the slope of the $\Delta \rho_{\text{acc}}-E_{\text{ext}}$ curve is almost independent of the ribbon width. Minor variations can be attributed to our arbitrary definition of the ribbon mid-point (this is defined in terms of the planar average of $\Delta \rho(z)$ as the point where $\Delta \rho(z) = 0$) and to the fact that as the field increases and the ribbon bandgap is reduced, the dielectric constant changes.

In summary, the evolution of the electronic properties of MoS$_2$ armchair nano-ribbons as a function of an external transverse electric field can be understood in terms of the ribbon dielectric response, which is indeed consistent with that of a linear dielectric. These findings are rather general and can be easily transferred to other materials with
Figure 4.10: Field-induced charge density distribution along the nano-ribbon, $\Delta \rho = \rho(E_{\text{ext}}) - \rho(E_{\text{ext}} = 0)$, for a 16-ANR and different values of $E_{\text{ext}}$. Here $\rho(E_{\text{ext}})$ is the charge density for an external field $E_{\text{ext}}$ averaged over the longitudinal direction ($xy$-plane) and plotted along the transverse one, $z$.

Figure 4.11: Charge density accumulation, $\Delta \rho_{\text{acc}} = \int_{z_1}^{z_2} \Delta \rho(z) \, dz$, as a function of the external electric field for $n$-ANRs of different width. Note the linear dependence with an almost ribbon-independent slope.
different bandgaps. Next we examine the effects of stacking multiple MoS$_2$ nano-ribbon layers.

### 4.2.4 Bi-layer and multi-layer MoS$_2$-ANR

In 2D layered compounds the tiny inter-layer interaction is often sufficient to change drastically the electronic properties of the material. A prototypical example is graphene, where the weak $\pi-\pi$ interaction is able to turn the linear band-dispersion parabolic [296]. It becomes therefore natural to investigate how the results of the previous section get modified in multi-layered ribbons comprising $N_L$ monolayers.

In order to keep the computational costs reasonable we consider here only the case of 8-ANRs, whose electronic band-structure in a few layers form is presented in Fig. 4.12. As for bulk MoS$_2$ also multi-layered nano-ribbons display an indirect bandgap, which
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Figure 4.13: The LSDA-bandstructure of a MoS$_2$ 8-ANR bi-layer in the presence of a transverse electric field. For $E_{\text{ext}} = 2.3$ V/nm (left) the bandgap is indirect, while it becomes direct at $\Gamma$ for the larger field of $E_{\text{ext}} = 6.9$ V/nm (right).

is positioned along the $\Gamma$-Y direction in the 1D Brillouin zone. We have extended our calculations to ANRs comprising up to five layers and, for comparison, to an infinite (periodic) nano-ribbon stacking. We notice that the bandgap turns indirect already for a bi-layer and then it remains indirect for any other structure. Furthermore, the bandgap decreases monotonically with increasing the number of layers. However, at variance with their parent 2D counterparts and similarly to the single-layer ribbons, also in multi-layered ANRs both the CB and the VB are localized over the ribbon edges. This fact is rather robust with respect to the interlayer-separation, in contrast to what happens to the fine details of the electronic structure of the infinite 2D multi-layers [297], so that the explicit inclusion of van der Waals interaction in the present context is not crucial. The localization of CB and VB at the edges means that, as in the single-layer case, also the multi-layers are sensitive to a transverse electric field.

Such a sensitivity is examined next for the case of the 8-ANR bi-layer in Fig. 4.13. In general the response to $E_{\text{ext}}$ is qualitatively similar to that of the single layers as it is determined by the electrostatic potential shift at the nano-ribbon edge. Thus as $E_{\text{ext}}$ gets larger the energy shift of both the CB and VB localized at opposite edges results in a bandgap reduction. There is however a difference with respect to the single layer case, namely that the inter-layer interaction lifts the edge-band-degeneracy for $E_{\text{ext}} = 0$. As a consequence the band-dispersion around the bandgap changes in a
non-trivial way with the electric field. For instance for the case of the bi-layer 8-ANR first the CB minimum moves towards $Y$, thus strengthening the indirect nature of the gap and then, for larger fields, is reverts back to $\Gamma$ and eventually the bandgap becomes direct. This is an intriguing feature as it demonstrates that in multi-layers the nature of the bandgap can be manipulated by an external transverse field. One may expect, for instance, that the optical activity of such ribbons may be electrically modulated.

As a final observation we note that the critical fields for closing the gap in multi-layer ANRs are significantly smaller than those needed for the corresponding single-layer ones [see Fig. 4.14(a)]. Furthermore, for a fixed external field the bandgap is found to be inversely proportional to the number of layers [see Fig. 4.14(b)], although a more precise dependence is difficult to establish. Such an inverse dependence is expected if the different layers in the multi-layer ribbon behave effectively like capacitors in parallel, although such an analogy cannot be pushed much further based on our DFT results.
4.2.5 Electrically driven magnetism

As the VB and the CB of a MoS$_2$-ANR approach each other under the influence of $E_{\text{ext}}$ a high DOS is generated at the Fermi level on the verge of the insulator to metal transition. Such high DOS originate from the Van Hove singularities at the band edges owing to the quasi-1D nature of the NRs. For $E_{\text{ext}} = 0$ the ANRs are non-magnetic semiconductors. Thus, for any fields smaller than the critical one for the band closure the system remains semi-conducting and no spin-polarized calculations are needed. However, at and beyond the onset of the metallic phase both spin polarized and non-spin polarized calculations have been performed in order to establish whether the ground state is stable against the formation of a finite magnetic moment. In general, we have found that at the critical electrical field, $E_c$, where the bandgap closes there is a sufficiently high DOS at the (non-magnetic) Fermi level [see Fig. 4.15] to drive the formation of a magnetic moment according to the Stoner criterion for ferromagnetism.

![Figure 4.15: The non-spin polarized DOS at the critical field $E_c$ for which the first diamagnetic to magnetic transition occurs for the 24-ANR (blue), 20-ANR (red) and 16-ANR (green). The electronic states in DOS are Gaussian broadened by 0.01 eV.](image)

Fig. 4.16 displays the evolution of the ribbon magnetic moment (per ribbon cell), $m$, as a function of $E_{\text{ext}}$ for three different ANRs. For example, one can clearly see that a 24-ANR becomes magnetic for $E_{\text{ext}} = 4$ V/nm, which is the critical field to close the gap completely. Such a transition from a diamagnetic to a magnetic ground state is driven by the Stoner criterion, which reads $I \rho_F > 1$, where $I$ is the Stoner parameter.
Figure 4.16: Variation of the magnetic moment per ribbon cell, \( m \), as a function of the external electric field \( E_{\text{ext}} \) for 16-ANR (green triangles), 20-ANR (red circles) and 24-ANR (blue diamonds). We also report data for the symmetric 23-ANR (black squares). R1 and R3 (R2 and R4) define the regions of \( E_{\text{ext}} \) where the 24-ANR is in its diamagnetic (magnetic) state.

Also in Fig. 4.16 it can be observed that the critical field for the diamagnetic to magnetic transition corresponds exactly to \( E_c \), i.e. it coincides with the onset of metalliclicity (see Fig. 4.5). This is true for both the 20-ANR and the 24-ANR and for any larger ribbon. The situation however is different for the 16-ANR for which the magnetic transition occurs at a field smaller then \( E_c \). As noted previously, for small ribbons non-spin polarized calculations reveal that the inter-edge interaction creates a band anti-crossing, so that the critical field for the bandgap closure is larger than that needed for shifting rigidly the CB and the VB by the bandgap. Thus the metallic phase occurs at an \( E_c \) larger than the one necessary to simply shifting the bands. In contrast, we find that once spin-polarization is allowed in the calculation, the semiconducting to metallic
transition occurs virtually with the band edges of the VB and the CB touching at the Γ point. This suggests that the exchange energy gained by spin-polarizing the system is sufficiently large to overcome the inter-edge interaction. Total energy calculations indeed confirm that the spin-polarized ground state is energetically more favorable than the diamagnetic one. Hence, the 8-ANR undergoes a magnetic transition at a smaller $E_{\text{ext}}$ than the $E_c$ calculated from the LDA.

It is also interesting to look at what happens when the electric field is increased beyond the value needed for the diamagnetic transition. Taking the case of the 24-ANR as an example we notice in Fig. 4.16 that there are different magnetic regions depending on $E_{\text{ext}}$. In particular we observe two diamagnetic regions (R1 and R3) and two magnetic ones (R2 and R4). R1 corresponds to the semi-conducting ground state of the ribbon and therefore it is non-magnetic. At the boundary between R1 and R2 the ribbon becomes metallic and the Stoner mechanism drives the electronic structure in a magnetic state. A further increase of $E_{\text{ext}}$, however, destroys the magnetic moment, which returns to zero in R3. Such a return of the diamagnetic phase can be understood by looking at Fig. 4.17, where we present the band-structure for the 24-ANR at four representative electric field strengths, corresponding respectively to the four regions. In R3 the field is strong enough to further shift the CB and VB in such a way that the Van Hove singularities are removed from $E_F$. Now the electronic structure of the ribbon is that of a non-magnetic semi-metal with both an electron and a hole pocket at the Fermi level. As $E_F$ cuts now in a region where the bands have relatively large
dispersion (small DOS) the Stoner criterion is no longer satisfied and the magnetic moment disappears. A further increase of the external field drives the system into R4, where now a new band from the CB manifold crosses the Fermi level and it is spin-split by the Stoner exchange. The same mechanism works for the 20-ANR, while anomalies appear for the 16-ANR, again because of the more subtle inter-edge interaction.

Finally we wish to note that, as previously observed, the fact that the ribbon has inversion symmetry about its axis is irrelevant for the magnetic moment formation. This is demonstrated again in Fig. 4.16, where for completeness we report data for the 23-ANR as well. Clearly the 23-ANR and the 24-ANR display an almost identical pattern of magnetic moment formation with $E_{\text{ext}}$, except for minor details in the various critical positions for the onset of the magnetism, which are mainly due to the slightly different confinement in the two structures.

### 4.2.6 Edge termination

Then we move to discuss the effects that the different edge terminations have on the onset of the electric field driven magnetism. Experimentally it was reported that MoS$_2$ single layer clusters present a well defined edge structure [277] (discussed in details later in this chapter). In particular it was shown that clusters above a certain critical size (about 1 nm) all display Mo edges, i.e. the ones investigated so far throughout our work. This broadly agrees with earlier density functional theory calculations [301], which however pointed out that alternative edge structures can form depending on the clusters growth environment. In particular it was reported that under hydrodesulfurization conditions S-terminated edges become more stable. It becomes then meaningful and intriguing to explore whether the results presented so far are robust against sulfurization of the edges.

Towards this goal we have repeated our calculations for the 24-ANR by replacing either one or both Mo edges with a different termination. In particular we have looked at three different cases, namely: 1) single 50% S-passivated edge, 2) single 100% S-passivated edge, 3) double 100% S-passivated edges. Furthermore for completeness, we have explored whether hydrogen passivation, alternative to the S one$^2$, produces any qualitative change.

---

$^2$ 50 % and 100 % passivated edge refer to that a Mo edge is passivated with one S (H) or two S (H) respectively.
In general we have found that regardless of the termination, the valence and the conduction bands of the nanoribbon are always made of edge states, while their band dispersion and the actual bandgap do depend on the chemical nature of the edges. These two features suggest that the evolution of the bandgap in an external electric field should present similar qualitative features to those discussed previously, as the gap closure is simply dominated by the shift in the electrostatic potential at the ribbon edges. In contrast the formation of the magnetic moment, which depends on the band dispersion through the density of states and on the exchange interaction of the edge wave-function, may be sensitively affected by the details of the edge structure.

![Graph showing evolution of the LSDA-bandgap](image)

**Figure 4.18:** Evolution of the LSDA-bandgap in an external electric field of a 24-ANR with different edge terminations. In some cases, labelled as "one edge", the new termination is only over one of the two edges, while the other remains in the unsaturated configuration discussed throughout this chapter (Mo edge). In this case we plot the gap as a function of field for both the field polarities.

Fig. 4.18 shows the value of the bandgap as a function of the external electric field for all the terminations investigated. Note that, as some ribbons present different edges, the gap depends not only on the electric field intensity but also on its polarity. For these ribbons we plot results for both positive and negative $E_{\text{ext}}$. In general the figure confirms the intuitive picture presented above, i.e. for all the terminations studied we observe gap closure as a function of the electric field. The critical fields are also rather similar ranging between 4 V/nm (the same critical field for the case of two Mo edges) to approximately 6 V/nm.
More intriguing is the influence of the edge termination on the formation of the magnetic moment. Here we find that some edges do not display any Stoner instability so that no magnetism is induced by the external field. This can be appreciated by looking at Fig. 4.19, where we plot the magnetic moment per cell as a function of $E_{\text{ext}}$. From the figure it appears that ANRs with either 50% or 100% S-rich edges can sustain a magnetic moment. However the figure refers to a 24-ANR in which only one edge has such termination, while the other still displays the Mo one. A closer look at the density of states reveals that the magnetic moment in this case forms only at the Mo edge, but not at the S-rich one. This brings the interesting consequence that the moment formation occurs only for one specific polarity of the electric field, which is the one necessary to bring the band associated to the Mo edge at the Fermi level. A second consequence is that when the sulfurization is at both edges no magnetic moment ever develops.

We then conclude that in S-rich edges the Stoner condition is not met, either because the density of states is not large enough or because the additional S contributes to reduce the Stoner parameter of the edge states. Interestingly H passivation does not seem to be detrimental to the magnetism. As suggested in Ref. [302] we have investigated two types of passivation differing by whether the double passivation is only at the Mo site (this is labelled in Fig. 4.18 and Fig. 4.19 as “H-Mo”) or both at the Mo and the S ones (labelled as “H-MoS”). In this case the magnetic moment forms...
at both edges as soon as $E_{\text{ext}}$ is large enough to close the gap, i.e. H-passivated edges behave identically to the unpassivated Mo ones.

Finally we conclude with some comments on the possible effects of disorder. Throughout this chapter we have investigated only perfect edges, which is justified given the experimental observation of large clusters with perfect edges [277]. However these clusters count at most approximately 20 sites per side and it is very unlikely that much larger nanoribbons can maintain such structural perfection. Defects and inhomogeneities of course break translational invariance so that the one-dimensional nature of the edge states will certainly be affected. One should then expect a general broadening of the edge-related bands with a consequent reduction of the average density of states. Because the magnitude of the density of states determines the Stoner condition, it is reasonable to expect that the formation of the magnetic moment will be rather sensitive to edge defects. In contrast the gap closure in an electric field should be more robust. This in fact depends only on the ability of creating a potential different between the edges, a feature that should not be affected too much by disorder.

### 4.2.7 Cr doped ANR

In the previous sections we have shed some light on the dependence of the electronic structure (bandgap) of the different kind of edge termination and on an external electric field, $E_{\text{ext}}$. In order to shed additional light on the robustness of the electronic properties under $E_{\text{ext}}$ in the presence of external doping, we now discuss a 10-ANR MoS$_2$ doped with chromium, Cr.

All the calculations for Cr doped nanoribbons are carried out for a 10-ANR, where Mo is replaced by one Cr atom. We perform calculations for three different doping sites: 1) the outer side of the ANR ($C_o$ configuration), 2) the middle of the ANR ($C_m$ configuration) and 3) both sides of ANR ($C_b$ configuration) [see Fig. 4.20]. For every Cr doped 10-ANR, a supercell of 60 atoms is used. This contains one Cr atom for the $C_o$ and $C_m$ configurations, and two Cr atoms for the $C_b$ one. Our calculations show that doping at the outermost side of the ANR is energetically more favorable than doping in the inner positions. When doping at the $C_m$ position, the 10-ANR has the electronic structure of non-magnetic semiconductor with a bandgap of 0.51 eV. This is similar to the undoped case [see section 4.2.2], where both the CB and VB are localized at the ribbon edges. For this configuration the Cr-related impurity bands are located at
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Figure 4.20: The atomic structure of the MoS$_2$-ANR with Cr dopants for the three different configurations investigated. When Mo atoms are replaced by Cr at the blue, green and red position, the corresponding configurations are named $C_o$, $C_m$ and $C_b$, respectively.

Figure 4.21: (a) Bandstructure of a Cr doped 10-ANR in $C_o$ configuration, and the corresponding (b) DOS and PDOS (projected on the Cr atoms). The electronic states in DOS are Gaussian broadened by 0.05 eV.

energies that are not close to the VB and CB. In contrast, the $C_o$ and $C_b$ configurations are both magnetic and insulating. The bandstructure, DOS and the PDOS (projected on the Cr atoms) have been plotted in Fig. 4.21 for the $C_o$ configuration. We note that also for the $C_o$ configuration both the CB and VB originate from the edges of the ribbon. We find a Cr impurity band in the majority spin-band above the VB maximum. The other bands around the Fermi level are located on the Cr atoms and on the different species of the edges atoms. The total magnetic moment per simulation cell is 1.994 $\mu_B$, which is what expected from a Cr$^{3+}$-d$^3$ configuration (in fact about 1
\( \mu_B \) is associated with S atoms). The magnetic moment is localized on the Cr and its surrounding Mo and S atoms.

We now apply an external transverse electric field to the \( C_o \) configuration. This can tune the bandgap, as we have seen before for the undoped ANR. Since the spin-up and spin-down band structures are different, the response to an \( E_{\text{ext}} \) of two spin species are expected to be different. In particular, for a certain range of values of \( E_{\text{ext}} \) a half-metallic solution can be obtained. Also, a smaller value of \( E_{\text{ext}} \) is required to close the bandgap compared to the undoped 10-ANR. By applying a reverse transverse \( E_{\text{ext}} \), we expect that the bands would move differently. This is confirmed by our calculation in a transverse \( E_{\text{ext}} \). We find that before closing the gap, the orbital character of the VB changes as a function of the field. Therefore, we find the important result that the effective mass of a VB electron can be varied by applying a transverse \( E_{\text{ext}} \). This phenomenon demonstrates the possibility of tuning the carrier mobility of Cr doped MoS\(_2\)-ANR by applying a \( E_{\text{ext}} \).

![Figure 4.22](image)

**Figure 4.22:** Variation of the magnetic moment with the electric field for Cr doped MoS\(_2\) 10-ANR. Different lines represent the total (black), and the contributions to the magnetic moment from Cr (red), Mo (green), and S (blue).

Fig. 4.22 shows that the total magnetic moment, \( m \), as well as the magnetic moment of the individual species, as a function of the applied field. By applying a small \( E_{\text{ext}} \), \( m_s \) (the magnetic moment contributed by sulfur atoms in a conventional unit cell) flips from negative to positive, and then remains approximately constant for further increase of \( E_{\text{ext}} \). However, with increasing \( E_{\text{ext}} \) the magnetic moments of the Cr and Mo species do not change, but the total magnetic moment of the simulation cell changes resulting in
a change of magnetic moment associated to the S atoms, \( m_s \). Such a switch of the total magnetic moment by an \( E_{\text{ext}} \) may have applications in spintronics devices. Note that for the \( C_b \) configuration, where both sides of the 10-ANR are doped, the results are similar to the \( C_o \) configuration. The only major difference is that all the previously mentioned magnetic moments are doubled, since we have doubled the number of dopants in the unit cell.

### 4.2.8 Conclusion

In summary, we have investigated the ground state electronic structure and the electrical field response of \( \text{MoS}_2 \) nano-ribbon structures. Our first principles calculations show that \( \text{MoS}_2 \) ANRs are insulators with a direct bandgap regardless of their width. The bandgap in these systems is primarily determined by a pair of edge states and it may be tuned by applying an external transverse electric field. They can eventually drive a metal-insulator transition. This metal-insulator transition is robust against the different percentage of edges passivation with either S or H. It is important to note that the critical electric field for the transition can be reduced to a practical range with increasing ribbon width. Also it is interesting to remark that, as the dielectric constant is approximately proportional to the inverse of the bandgap, the critical fields for the gap closure are expected to be relatively material independent.

The presence of localized edge states that can be moved to the Fermi level suggests that the system can be driven towards magnetic instability. Our spin-polarized calculations show that this indeed happens and that at a certain critical electric field a diamagnetic to a magnetic transition occurs. This follows directly from the Stoner criterion as the Van Hove singularities associated with the edge states have a large density of states. Intriguingly the magnetic phase can be further tuned by the external field and different alternating diamagnetic and magnetic regions can be accessed. Interestingly, the study of an external field induced bandgap-tuning of the ANRs with S, H passivated edges suggests that the Stoner magnetism is very sensitive to edge’s reconstruction.

Finally, we study the effect of impurities on the electrical response of a 10-ANR by doping the system with Cr atoms in place of Mo. Our total energy calculations show that Cr preferably locates at the edges and the ribbon and becomes magnetic. By applying an electric field, the magnetic moment as well as the electron effective mass by \(~11\%\) can be changed. There is a certain region of \( E_{\text{ext}} \), where Cr doped 10-ANRs
(Co and $C_b$ configurations) become half-metals. These results confirms that tuning of the bandgap of a ANR is robust even external impurity doping.

### 4.3 Electric Field Effects on Triangular Nanoclusters (TNCs)

As mentioned earlier the edge termination of MoS$_2$-ANR plays a crucial role in determining their electronic properties and the magnetism induced by an external electric field. Yet there are little existing experimental information about the edge-reconstruction of the MoS$_2$-NRs. Fortunately, the situation is different for another monolayer nanostructure, namely nanoclusters. Recently Lauritsen et al. [277] have managed to show a series of atom-resolved STM images of monolayer MoS$_2$-TNCs with varying size. These were fully characterized to correspond to atomically scaled structures previously determined by DFT-based STM simulation [190, 205]. Lauritsen et al. also observed that the size dependent structure of MoS$_2$-TNC reflects the change in the edges termination (either Mo or S) and the coordination of S atoms of the nanocluster. In this work, we focus only on the experimentally proposed MoS$_2$-TNC structures (see Fig. 4.23). The size of the MoS$_2$-TNCs investigated, are defined in terms of the number ($n$) of Mo atoms along the TNC edges. Essentially, all nanoclusters with $n > 6$ have appeared to be terminated by a 100% sulfided Mo edges of MoS$_2$ whereas for nanoclusters with $n \leq 6$, the edges are mostly S terminated having a different percentage of sulfidation [277].

Next, we study the electric field effect on the MoS$_2$-TNCs.

#### 4.3.1 MoS$_2$ nanoclusters

First we studied the electronic properties of monolayer MoS$_2$-TNCs. In Table 4.1, we list the magnetic properties and the gaps between the HOMO and LUMO of different sized TNCs. Our calculations show that the gap varies with increasing TNC size in a nonlinear way (firstly, the gap decreases with size, then it increases leaving the minimum at the size $n = 8$). Because of computational cost, the calculations have been carried out up to the cluster sized $n = 10$. This type of size dependent variation of the gap, in small MoS$_2$-TNCs, could be an inherent effect in low dimension nanostructures (LDN) as we have also observed a size dependent oscillation of the bandgap in MoS$_2$
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Size Edges specification Magnetic properties Gap (eV)
\[\begin{array}{llll}
\text{Size} & \text{Edges} & \text{Magnetic} & \text{Gap (eV)} \\
\hline
n = 2 & S \text{ edges, } 75\% S & \text{Magnetic} & - \\
n = 3, 4 & S \text{ edges, } 100\% S & \text{Magnetic} & - \\
n = 4 & S \text{ edges, } 75\% S & \text{Non-magnetic} & 0.57 \\
n = 5, 6 & S \text{ edges, } 100\% S & \text{Magnetic} & - \\
n = 6 & Mo \text{ edges, } 100\% S & \text{Non-magnetic} & 0.22 \\
n = 7 & Mo \text{ edges, } 100\% S & \text{Non-magnetic} & 0.19 \\
n = 8 & Mo \text{ edges, } 100\% S & \text{Non-magnetic} & 0.05 \\
n = 10 & Mo \text{ edges, } 100\% S & \text{Non-magnetic} & 0.16 \\
\end{array}\]

Table 4.1: Theoretically calculated magnetic properties and electronic HOMO-LUMO gap of the TNCs.

nanoribbon (1D) [304], in which the states around the Fermi level are localized at the edges like in the TNC (see later in this section). Therefore, there may be a similar kind of oscillation in the gap with size in MoS\(_2\)-TNCs. The \(D_{3h}\) point group symmetry, resides in the MoS\(_2\)-TNCs, implies that the energy levels are either non-degenerate or doubly-degenerate [305]. Moreover, the wavefunctions of the degenerate levels depend on the type of edges and the orbital symmetry of the TNCs. For an example, in the non-magnetic cluster \((n = 4)\) with S edges and 75\% S coverage at edges, the LUMO level is doubly-degenerate, whereas the HOMO level is non-degenerate. As a consequence, the wavefunction of the HOMO level has 3-fold rotational symmetry, whereas the wavefunction of LUMO does not have (see Fig. 4.24). In other word, the non-degenerate LUMO can thus be identified with the \(A\) representation of this \(D_{3h}\) group, whereas the doubly-degenerate LUMO states belong to the two-dimensional \(E\) representation. Of course, superposition of the two degenerate states have the expected
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3-fold symmetry. The wavefunctions of the HOMO and LUMO states for different sized TNCs are shown in Fig. 4.24. The HOMOs are mainly localized at the edges atoms. This result is in good agreement with the experimentally observed STM picture (see the ref. [277] and Fig. 4.23). Also, wavefunctions of the HOMO and LUMO for a MoS$_2$-TNC with Mo edges ($n = 6$) are in good agreement with the previous theoretical calculations [190].

Now we discuss the effect of an external planer electric field ($E_{\text{ext}}$) on non-magnetic MoS$_2$-TNCs. In Fig. 4.25, the effect of an $E_{\text{ext}}$ (along the $y$-axis) on the energy levels of a monolayer MoS$_2$-TNC ($n = 4$) is depicted. Due to a change in potential along the $y$-axis of the TNC, the $D_{3h}$ symmetry is broken. This lifts the degeneracy of the LUMO level. However, the reflection symmetry of the wavefunctions about the direction of the $E_{\text{ext}}$ ($y$-axis) is preserved. The HOMO level is localized along the edges with higher potential, while the LUMO level is localized on the lower potential edge (see Fig. 4.25). Moreover, upon applying an $E_{\text{ext}}$, both the HOMO and the LUMO level shifts towards each other, resulting in reduction of the gap between them. Both the HOMO and LUMO energy levels shift down in energy monotonically as $E_{\text{ext}}$ increases, but the shifting rates are different from each other (as shown in Fig. 4.26). Eventually, for a certain value of $E_{\text{ext}}$, in this case approximately $E_{\text{ext}} = 1.6$ eV/Å, the spin degeneracy

Figure 4.24: The Kohn Sham orbitals of the HOMO and LUMO states for different size MoS$_2$-TNCs. $d$ denote the degeneracy of the respective level, either HOMO or LUMO. In the case where the HOMO and LUMO are degenerate, only one of them is plotted. Color code: grey (dark grey) = Mo, yellow (light grey) = S, red and blue = positive and negative amplitude of the wavefunction respectively.
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Figure 4.25: The effect of an $E_{\text{ext}}$ (applied along the $y$-axis) on the TNC ($n = 4$). The dotted lines, in the energy level diagrams for all $E_{\text{ext}}$, denote the Fermi level $E_F$ observed in our calculations. The wavefunction of the HOMO and LUMO are depicted for the $E_{\text{ext}} = 0.0 \text{ V/Å}$ (a), $1.0 \text{ V/Å}$ (b), $1.6 \text{ V/Å}$ (c). The green and the red arrow indicate the HOMO and the LUMO respectively. The color codes are the same as those indicated in Fig. 4.24.

Figure 4.26: The spin-polarized HOMO and LUMO energy levels plotted as a function of $E_{\text{ext}}$ for the TNC ($n = 4$) with S terminated edge having $75\%$ sulfidation.

of the HOMO and LUMO levels is lifted. As a consequence, the spin-down HOMO and the spin-up LUMO cross each other (see Fig. 4.26). The spin resolved wavefunctions of these levels are shown in Fig. 4.25 (at $E_{\text{ext}} = 1.6 \text{ V/Å}$). The spin-down HOMO level becomes unoccupied, whereas the spin-up LUMO level gets occupied by one electron. Therefore, the ground state becomes magnetic with a moment of $2 \mu_B$.

Next, the external electric field ($E_\theta$) is applied along a different direction. We define the angle $\theta$ as one between the direction of the applied $E_\theta$ and $y$-axis in the plane of the TNC ($n = 4$) to study the angular dependence of the gap reduction. Moreover, this study
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Figure 4.27: The effect of a planar $E_{\text{ext}}$, say $E_{\theta} = 4.0 \, \text{V/Å}$, on the TNCs, where $\theta$ is the angle made by the $E_{\theta}$ with the $y$-axis. Here the wavefunction of the HOMO level (top row) and the LUMO (lower row) for the TNC sized ($n = 4$) are depicted for an angles of $0 = 0^\circ$, $30^\circ$, $60^\circ$ respectively from the left to right. The wavefunction rotates by an angle $\theta$ ($\theta = 30^\circ$, $60^\circ$) with respect to that at $\theta = 0^\circ$ along with the direction of $E_{\theta}$. The color code is same as that in the Fig. 4.24.

would provide useful information for practical purposes in calibrating the response for an arbitrary planar electric field on the electronic structure. The wavefunctions of the HOMO and LUMO (as shown in Fig. 4.27) rotate by an angle $\theta$ along with the direction of the applied $E_{\text{ext}}$, and the rate of decrease of the gap is slightly reduced in small steps as $\theta$ increases up to $60^\circ$ (as shown in Fig. 4.28). Due to the triangular geometry of the MoS$_2$ nanoclusters, by studying angles in the ranges 0-60°, one can describe the effects over the entire possible range of $\theta$ in the TNC plane. Therefore, the rate of decrease of the gap is identical for angles $\theta = 30^\circ$ and $\theta = 90^\circ$ (as shown in Fig. 4.28).

In order to get an idea of the response to an $E_{\text{ext}}$ of different sizes and types of TNC, we have also studied the electronic properties the $n = 6, 7$ and 10 TNC. The nanoclusters become magnetic for a certain value of $E_c$, namely $E_c = 0.5 \, \text{eV/Å}$, $0.35 \, \text{eV/Å}$, $0.4 \, \text{eV/Å}$ respectively for $n = 6, 7, 10$ respectively. It is difficult to extract the width dependence of $E_c$ as the rate of decrease of the gap depends on the size of the nanocluster, the localization and symmetry of the wavefunctions of HOMO and LUMO, and the initial gap. Nevertheless, we are expecting that the value of $E_c$ may oscillate in a small window of sizes and essentially, it will reduce for large sizes. For example, the value of $E_c$ reduces from 1.6 eV/Å to 0.4 eV/Å as the size increases from $n = 4$ to
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Figure 4.28: The variation of the gap (for TNC sized $n=4$) with the planar $E_{\text{ext}}$ $(E_\theta)$ in direction $\theta$, where $\theta$ is angle between the direction of an $E_{\text{ext}}$ and the y-axis.

$n = 10$. Our theoretically calculated value of $E_c$ are large for practical purposes even though, it decreases with size. In this context, we would like mention that recently, Ishii *et al.* managed to apply a very large electric field, say 0.08 V/Å to a polymer thin film without electrical breakdown [306]. Moreover, previous theoretical calculations also studied the stark effect on graphene quantum dots upon the application of an $E_{\text{ext}}$ of same order of magnitude as the predicted by our calculations [273].

### 4.3.2 Hubbard model

In order to understand the physics that leads to ferromagnetism observed in TNC when applying a transverse $E_{\text{ext}}$, we have studied a simple model that describes filling of two single particle states with two interacting electrons. We consider two electrons, in the TNC, occupying two levels with different orbital symmetry, whereas the rest of the electrons are regarded as the vacuum, $|0\rangle$. The two spin degenerate states (of different orbital symmetry) have initially different onsite energies $E_1$ and $E_2$ approach each other in energy when one applies an external bias $V_{\text{ext}}$. We describe the situation the situation by using Hubbard Hamiltonian:

$$
\hat{H} = \sum_{i\sigma} (E_i - V_{\text{ext}}^i)c_{i\sigma}^\dagger c_{i\sigma} + \sum_{<ij>,\sigma} t(c_{i\sigma}^\dagger c_{j\sigma} + \text{h.c.})
+ \sum_i U_i \hat{n}_{i\uparrow}\hat{n}_{i\downarrow} + \sum_{i<j;\sigma\sigma'} (W + \delta_{\sigma\sigma'}J)\hat{n}_{i\sigma}\hat{n}_{j\sigma},
$$

(4.3)
where $c_i^\dagger (c_i)$ creates (annihilates) a fermion with spin $\sigma$ at the $i^{th}$ single particle orbital ($i = 1, 2$) with onsite energy $E_i$, $V_i^{\text{ext}}$ is the external bias at $i^{th}$ site ($V_1^{\text{ext}} = -V_2^{\text{ext}} = V_{\text{ext}}/2$), $t$ is the hopping, h.c. = hermitian conjugate, $U_i$ and $W$ are the intra-site and inter-site Coulomb repulsion respectively, $J$ is the Hund’s exchange energy. In our model, the assumption ($U_1 > U_2$) reflects the fact that the wavefunctions are more localized in the occupied levels as compared to the unoccupied one. Among the six possible states, the three spin singlets ($|S_i\rangle; i = 1, 2, 3$) and the three spin triplet states ($|T_i\rangle; i = 1, 2, 3$) are identified as follows:

$$|S_1\rangle = c_{11}^\dagger c_{11}^\dagger |0\rangle,$$

$$|S_2\rangle = c_{21}^\dagger c_{21}^\dagger |0\rangle,$$

$$|S_3\rangle = \frac{1}{\sqrt{2}}(c_{11}^\dagger c_{21}^\dagger - c_{21}^\dagger c_{11}^\dagger)|0\rangle,$$

$$|T_1\rangle = c_{12}^\dagger c_{12}^\dagger |0\rangle,$$

$$|T_2\rangle = c_{11}^\dagger c_{22}^\dagger |0\rangle,$$

$$|T_3\rangle = \frac{1}{\sqrt{2}}(c_{11}^\dagger c_{21}^\dagger + c_{21}^\dagger c_{11}^\dagger)|0\rangle.$$

The exact energy eigenvalues for this problem are presented in Fig. 4.29 as a function of the external bias, $V_{\text{ext}}$. We find that the singlet ground states approaches the first excited state (triplet) with an increasing of $V_{\text{ext}}$. Parallel spin filling can be realized.
when the energy gain in Hunds exchange exceeds the spacing between the two single-particle states $|E_1 - E_2| < |J|$ [312, 313]. This implies that intra-nanocluster exchange is ferromagnetic ($J < 0$) obeying the Hunds rule [314, 315]. When the energy spacing between the potential shifted on-site energies is just less than $J$, at $V_{ST} = V_{ext}$ (see Fig. 4.29), the triplet state becomes the new ground state resulting in a singlet to triplet (S-T) transition. This S-T transition corresponds to the ferromagnetic transition observed in our DFT calculations.

In our model, we also present the variation of $V_{ST}$ with the parameters, say $t$, $U_1$, $W$, and $J$ (see Fig. 4.30). Here $V_{ST}$ increases nonlinearly with increasing $t$ and the curve fits to $\sim t^3$. In contrast, there is a linear variation of the $V_{ST}$ with either $U_1$ and $W$, namely an increase $U_1$ and a decrease with $W$. Interestingly, the value of the $V_{ST}$ does depend on the $U_2$ explicitly. However, it decreases nonlinearly with increasing $J$. 

Figure 4.30: Variation of $V_{ST}$ with the different parameters of the model $t$, $U$, $W$ and $J$. The other parameters are kept at the fixed values repeated in Fig. 4.29. The red dashed line, in the graph (upper row and left), is a $t^3$ fit of the data.
4.3.3 Conclusion

We have investigated the ground state electronic structure and the electric field response of single layer MoS$_2$. Large ($n \geq 6$) MoS$_2$ TNCs with Mo edges having 100% S coverage are non-magnetic, whereas the magnetic properties of small TNCs ($n \leq 6$) depend on the type of edges and the percentage of S coverage. The gap between the HOMO and the LUMO of non-magnetic TNCs reduces under a transverse $E_{\text{ext}}$ and the nanocluster becomes magnetic with a moment of $2\,\mu_B$ for a certain critical value of $E_{\text{ext}}$. In general, such a result for TNCs is expected to be valid for an entire class of layered semiconductors, of which MoS$_2$ are representative. The required value of $E_{\text{ext}}$ ($E_c$) for the singlet to triplet transition can be reduced to a practical range with increasing nanocluster’s size and the angular dependence of $E_c$ for a nanocluster can be ignored. Finally, a two-site two-electron simple Hubbard model explains the magnetic transition, found by DFT.
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The electronic and phonon properties of pristine and oxygen doped TiS$_2$

5.1 Introduction

TiS$_2$ is another layered transition metal di-chalcogenide (LTMD). The most stable structure of bulk TiS$_2$ is the LT-polytype, whose unit cell contains one monolayer and the metal Ti atom has octahedral coordination [see Fig.5.1(a,b,c)]. It belongs to the space group $P\overline{3}m1$ like other LTMDs such as TiSe$_2$, TiTe$_2$, ZrS$_2$ and NbS$_2$. The Brillouin zone of such class of bulk LTMDs, is shown in Fig.5.1(d). TiS$_2$ has drawn the attention of researchers over the past four decades due its variety of potential applications. For instance, many studies have been carried out on the intercalation of alkali atoms and organic molecules in TiS$_2$ for applications related to both lightweight and high energy-density batteries [65, 316]. However, many interesting phenomena such as superconductivity and order-disorder or metal-insulator phase transitions commonly emerge in the LTMD materials class because of intercalation [65, 156, 317]. In particular, for TiS$_2$ the intercalation changes the conductivity [318]. Another interesting area of research is the modulation of the electronic structure and electrical properties under external pressure. In fact, many experimental [319, 320] as well as theoretical
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[321, 322, 323] studies illuminate the pressure induced phase transition in TiS$_2$. For instance, the transition from a semiconductor to semi-metal phase has been demonstrated by Hall measurements on TiS$_2$ single crystal at 4 GPa [319] pressure.

![Diagram of TiS$_2$ structure](image)

**Figure 5.1:** (a) The structure of bulk TiS$_2$. (b) Top and (c) side view of the bulk TiS$_2$ unit-cell. The primitive vector are $\vec{a}_1 = (\frac{1}{2} a, \frac{\sqrt{3}}{2} a, 0)$, $\vec{a}_2 = (\frac{1}{2} a, -\frac{\sqrt{3}}{2} a, 0)$, and $\vec{a}_3 = (0, 0, c)$. (d) The Brillouin zone of the hexagonal crystal structure shows the high symmetry points in $k$-space. Color code: light grey $\rightarrow$ Ti and yellow $\rightarrow$ S.

Although significant knowledge has been accumulated on the ways for tuning the physical properties of TiS$_2$ by intercalation of molecules or alkali atoms and by external pressure, a clear understanding of the electronic properties of the host TiS$_2$ materials is still to be achieved. Many conflicting results exist on the electronic phase of bulk TiS$_2$, namely it is still debated whether the material is semi-metallic, metallic, or semiconducting. Surprisingly, all the possible results are obtained either experimentally or theoretically. Even different experimental studies end up with conflicting conclusions. On the one hand, many experimental measurements infer that bulk TiS$_2$ exhibits a semiconducting phase with a bandgap ranging from 0.05 to 2.5 eV. These observations are supported by angle-resolve photo-emission spectrum (ARPES) [324], optical absorption [325], Hall effect experiments [319, 326], and transport measurements [327]. On the other hand, some other experiments have shown that TiS$_2$ is a metal or a semi-metal with an indirect bandgap overlap (from $\Gamma$ to L $k$-point in the Brillouin zone) ranging from 0.2 to 1.5 eV. This experimental evidence is based on extensive resistivity measurements [328], infrared reflectance [329], and x-ray emission and absorption measurements [330]. From a theoretical point of view, many calculations agree that the electronic phase of bulk TiS$_2$ is semi-metallic with an indirect band overlap. These studies are based on bandstructure calculations obtain with the linear muffin-tin-orbital (LMTO) method [344], linear augmented plane wave (LAPW) [321, 345], the augmented spherical wave (ASW) [346], full potential linearized augmented plane wave (FLAPW) [347], self-consistent linear combination of atomic orbital (LCAO) [354] and
density functional theory within the local density approximation (DFT-LDA) [322]. Other theoretical works have argued that TiS$_2$ is a semiconductor with an indirect bandgap. This view is supported by bandstructure calculations based on the self-consistent orthogonalised plane wave method (OPW) [348], Korringa-Kohn-Rostoker (KKR) scheme (non self-consistent) [352], and the atomic orbital (AO) method (self-consistent) [353].

From the experimental knowledge of the bandgap variation, it seems that the electronic structure of bulk TiS$_2$ largely depends on the experimental conditions. Sometimes Ti-rich stoichiometry, i.e. Ti$_{1+\delta}$S$_2$ (0.1 ≤ $\delta$ ≤ 0.5) has been reported for this compound [349, 350] The excess of electrons brought by the excess of Ti atoms might influence the pristine electronic structure. Intrinsic impurities can be responsible for unintentional doping as well. Recently, an experimental observation on TiSe$_2$ [351] has shown that the electronic structure can be tuned from a small gap semiconductor ($\sim$ 0.15 eV) to a semi-metal by adsorption of the polar water molecules. By analogy, it might be suggested that the electronic phase of TiS$_2$ is very sensitive to the environments, i.e. the growth conditions. These include the presence of residual molecules after the growth. In contrast, the variation in electronic structure, predicted theoretically may originate for different treatment of electron-electron correlations in different methods (mentioned above). As it is notoriously known the LTMD family exhibits large electron-ion coupling. This means that a small change in the atomic structure could affect the properties of the system significantly. Therefore an external perturbation, such as strain and pressure, could play an important role in determining the electronic phases of this system.

Recently, there has been renewed interest in developing oxygen sensing devices based on the change in the electrical or the optical properties of materials induced by their interactions with oxygen. Incidentally, the change in electrical resistivity has been reported for TiS$_2$ single crystals under an oxygen partial pressure, suggesting possible applications of TiS$_2$ as an oxygen gas sensor [331]. Moreover, the photo-current can be modulated by oxidizing the TiS$_2$ crystal (TiS$_{2-x}$O$_x$) [332]. Recently such desulfurization has been demonstrated in thin-films up to a thickness of approximately 4 nm [333, 334]. Besides this, many studies have been carried out to improve the thermoelectric properties of the TiS$_2$ via doping [336, 337].

A charge density wave (CDW) ground state based on symmetry-reduction is most commonly found in LTMDs [338]. Below a certain transition temperature, $T_{CDW}$, the lattice
undergoes a periodic distortion and simultaneously, the electron density exhibits a periodic modulation (see Fig.5.2). The appearance of the CDW phase can be the result of several competing effects such as Peierls instability, an exciton-insulator instability, or Jahn-Teller distortion [56]. All the mechanisms are closely related, especially in LTMD materials, so that identifying the true mechanism is a non-trivial task. For example, in the case of bulk TiSe$_2$, all the mentioned mechanisms for the CDW phase transitions have been proposed by different experimental methods [339, 340, 341]. However, in general, a CDW instability is a competition in reducing energy between the lattice and the electrons. The instability condition for CDW formation with a modulation wave vector $q$ is governed by the equation [342],

$$\frac{4g_q^2}{\hbar \omega_q} - 2U_q + V_q \geq \frac{1}{\chi_q},$$ (5.1)

where, $g_q$ is the electron-phonon coupling associated with an unnormalized phonon mode with energy of $\omega_q$, $U_q$ and $V_q$ are the electronic Coulomb and the exchange interaction, respectively, $\chi_q$ is the real part of the bare electronic susceptibility defined by $\chi_q = \sum_k [n_F(\epsilon_k) - n_F(\epsilon_{k+q})]/(\epsilon_k - \epsilon_{k+q})$. Here, $n_F$ is the Fermi-Dirac distribution function. In a simple scenario where the electron-phonon coupling is sufficient so that the left part of the Eq.(5.1) is positive, a sufficiently large value for the particular vector $q$ can trigger the CDW instability. Consequently, an unstable soft-phonon mode emerges at the $q$-vector and a CDW phase exists below the critical temperature, $T_{\text{CDW}}$. The main peculiarity of CDW formation is that electrons and phonons are coupled strongly as compared to the normal phase and propagate together through the materials, producing a collective motion. Thus, the electrical resistance of the materials is reduced, resulting in an improvement of the power dissipation of an electronic device. In fact, a CDW-based field effect transistor (FET) has been demonstrated with both NbSe$_2$ and TaS$_2$ [166, 343]. The main problem is that the transition temperatures are usually low compared to room temperature. However, a recent experiment shows that $T_{\text{CDW}}$ can be increased from 200 to 240 K by reducing the thickness of the materials from bulk to $\sim$100 nm. This is achieved because of the enhancement of the electron-phonon coupling in reduced dimensions.

In this chapter, we study the electronic properties of bulk and monolayer TiS$_2$ using density functional theory. In order to estimate the fundamental bandgap of the materials, an advanced ab-initio technique, namely the Green’s functional quasi-particle approach has been employed. Using these ab-initio techniques, we further investigate
the electronic properties of an oxygen doped (in place of sulfur) TiS$_2$ monolayer. Finally, the phonon properties of bulk and monolayer are studied using \textit{ab-initio} density functional perturbation theory.

## 5.2 Methodology

In order to investigate the electronic properties of TiS$_2$ monolayers incorporating oxygen impurities, \textit{ab-initio} calculations are performed by using density functional theory [97, 98] within the generalized gradient approximation (GGA) of the exchange and correlation potential (Perdew-Burke-Ernzerhof parametrization [224]) and the Heyd-Scuseria-Ernzerhof [199] (HSE06) hybrid exchange correlation functional, as implemented in the Vienna \textit{ab-initio} simulation package (VASP) code [355]. Projected augmented-wave (PAW) [196] pseudo-potentials are used to describe core electrons. The electronic wavefunction is expanded using plane waves up to a cutoff energy of 400 eV. Brillouin zone sampling is done by using a (5×5×1) Monkhorst-Pack $k$-grid. Periodic boundary conditions are applied, and a vacuum layer of at least 10 Å is placed above the monolayer to minimize the interaction between the adjacent layers. The conjugate gradient method is used to obtain relaxed geometries. Both atomic positions and cell parameters are allowed to relax, until the forces on each atom are less than 0.02 eV/Å.
In order to calculate the formation energy of O-doping on a TiS$_2$ monolayer, the following reaction are considered:

\[
\text{TiS}_2 + x\text{H}_2\text{O} \rightarrow \text{TiS}_{2-x}\text{O}_x + x\text{H}_2\text{S}.
\] (5.2)

The formation energy is defined as

\[
E_{\text{form}} = E_{\text{tot}}(\text{TiS}_{2-x}\text{O}_x) - E_{\text{tot}}(\text{TiS}_2) + E_{\text{mol}}(\text{H}_2\text{S}) - E_{\text{mol}}(\text{H}_2\text{O}),
\] (5.3)

where $E_{\text{tot}}(\text{TiS}_{2-x}\text{O}_x)$ is the total energy derived from a calculation with a substitutional atom O in place of S, $E_{\text{tot}}(\text{TiS}_2)$ is the total energy of the corresponding pristine TiS$_2$ monolayer supercell, $E_{\text{mol}}(\text{H}_2\text{S})$ and $E_{\text{mol}}(\text{H}_2\text{O})$ are the energies of a H$_2$S and a H$_2$O molecule, respectively.

Electronic structure calculations based on the Green’s function quasi-particle approach, are performed also using the VASP package. The $G_0W_0$ approximated method is applied as a correction to the KS single particle energies. Both $G_0$ and $W_0$ are calculated from the KS orbital energies and wavefunctions within the DFT framework, where the DFT calculations are performed using the hybrid (HSE06) exchange-correlation functional. At least 100 unoccupied bands are used for the (1x1) supercell. The Brillouin zone is sampled using the same k-grid as that used for the DFT calculations.

In order to investigate the vibrational properties of bulk and monolayers of TiS$_2$, ab-initio density functional perturbation theory (DFPT) calculations are performed within the local density approximation (LDA) of the exchange and correlation functional [Ceperley-Alder (CA) parametrization [369]], as implemented in the Quantum Espresso package [356]. Ultra-soft pseudo-potentials are used to describe the core electrons of all the atomic species. The conjugate gradient method is used to obtain relaxed geometries. Both the atomic positions and the cell parameters are allowed to relax, until the forces on each atom are less than 0.01 eV/Å. The electronic integrations are carried out by using a 16x16x8 (16x16x1) Monkhorst-Pack k-grid for bulk (monolayer) TiS$_2$ and a Hermite Gaussian smearing of 0.01 Ryd is used for all the calculations. The dynamical matrix is calculated on a 4x4x2 (4x4) phonon-momentum grid and is interpolated throughout the Brillouin zone in order to plot the bulk (monolayer) phonon bandstructure.
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### 5.2 Electronic Properties with oxygen doping

#### 5.3.1 Pristine bulk and single layer

Our systematic study begins by calculating the electronic properties of bulk TiS\textsubscript{2}. In Table 5.1, the optimized lattice parameters and the bandgap for both bulk and monolayer are listed. The optimized bulk TiS\textsubscript{2} unit cell parameters are \(a = b = 3.414\ \text{Å},\ c = 5.705\ \text{Å}\). These values are in good agreement with the previous theoretical value of \(a = 3.41\ \text{Å}\) [357] and with the experimental ones of \(a = b = 3.407\ \text{Å},\ c = 5.695\ \text{Å}\) [358].

The Ti-S bond length in bulk TiS\textsubscript{2} is found to be 2.425 Å, again it is in close agreement with the experimental value of 2.32 Å [63] and to the previous theoretical (LDA) value of 2.383 Å [323]. The calculated energy bandstructure along the high symmetry lines in the Brillouin zone of bulk TiS\textsubscript{2} is shown in Fig. 5.3(a). Bulk TiS\textsubscript{2} is a semi-metal and we obtain an indirect band-overlap of 0.12 eV (negative bandgap). The valence band maximum (VBM) is found to be located at the \(\Gamma\) point, while the conduction band minimum (CBM) is found to be located at the \(\text{L}\) point. The partial density of states (PDOS) projected on the different atomic species shows that the valence band and conduction band mainly originate from the S-3\(p\) and the Ti-3\(d\) orbitals, respectively [see Fig. 5.3]. It has been mentioned before that there is ambiguity in the bulk bandgap extracted from the different experimental measurements so that a comparison is different. However our calculated value is in good agreement with existing DFT calculations using semi-local XC functionals (LDA/GGA) [320, 357]. It is well known that LDA/GGA systematically underestimates the bandgap. Therefore, we study the electronic structure using the DFT-hybrid functional (HSE06) and the Green's function quasi-particle approach (\(G_0W_0\) approximation). Fig. 5.3 shows that

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Expt.</th>
<th>PBE</th>
<th>HSE06</th>
<th>(G_0W_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulk</td>
<td>(a = 3.41\ \text{Å},\ c = 5.69\ \text{Å}) (\Delta E_g = -1.5) to 2.5 eV * &amp; (a = 3.414\ \text{Å},\ c = 5.709\ \text{Å}) (\Delta E_g = -0.12) eV &amp; (a = 3.41\ \text{Å},\ c = 5.69\ \text{Å}) (\Delta E_g = 0.41) eV &amp; (\Delta E_g = 1.01) eV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>monolayer</td>
<td>-</td>
<td>(a = 3.41\ \text{Å},\ \Delta E_g = -0.06) &amp; (a = 3.407\ \text{Å},\ \Delta E_g = 0.48) eV &amp; (\Delta E_g = 1.12) eV</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: The unit-cell parameters and the bandgap of bulk and monolayer TiS\textsubscript{2}, calculated with DFT-GGA, DFT-HSE06, and \(G_0W_0\) approach. \(\Delta E_g\) — bandgap.

Negative value of the \(\Delta E_g\) indicates the band overlap between the conduction and valence band. * The references are mentioned in the introduction of this chapter.
for the HSE06 functional, the CBM moves upward in energy, resulting in the opening a bandgap to 0.41 eV. In contrast, in the G0W0 approximated quasi-particle approach, the CBM and VBM moves opposite to each other, i.e. the CBM becomes higher in energy and the VBM becomes slightly lower in energy. Consequently, there is a further opening of the bandgap (1.01 eV) with respect to the HSE06 one.

\[ \text{PDOS (states/eV)} \]

\[ \text{Figure 5.3: (a) The GGA-bandstructure of bulk TiS}_2. \text{ The conduction band (red line) and valence band (green line) overlap between the } \Gamma \text{ and the } L \text{ points. The density of states calculated with (b) the GGA functional, (c) the hybrid-HSE06 functional and (d) the quasi-particle-G0W0 approach are plotted for bulk TiS}_2. \text{ The blue dashed line indicates the VBM. The electronic states in DOS are Gaussian broadened by 0.1 eV.} \]

Next we move to study the electronic properties of a TiS$_2$ monolayer. Our optimized lattice constant, $a = b$, is now 3.41 Å, i.e. it is slightly smaller than that in the bulk. Such a value is in good agreement with the experimentally observed one of 3.40 Å [359]. Our calculations show that unlike MoS$_2$, as the number of layers is decreased, the electronic property, i.e. bandgap do not change significantly. This fact is robust against the choice of methods, i.e. DFT-HSE and G0W0 method [see Fig.5.4]. Our computed GGA-bandgap of -0.06 eV is in good agreement with the previous theoretical calculations [366]. However, our predicted result conflicts with the DFT-GGA based calculation, in which the bulk is predicted as a semi-metal whereas the monolayer is a semiconductor with an indirect bandgap larger than 1.0 eV [346, 361]. We do not know that reason for this conflict. Both for the bulk and the single layer, the CB and the
Figure 5.4: (a) The GGA- and (b) HSE-bandstructure of TiS$_2$ monolayer. In the panels (a) and (b), the conduction band and the valence band are denoted by red lines and green lines, respectively. The density of states calculated with (c) the GGA functional, (d) the hybrid-HSE06 functional and the (e) quasi-particle-G$_0$W$_0$ approach, are plotted. The blue dashed lines indicate the VBM. The electronic states in DOS are Gaussian broadened by 0.1 eV.

VB are mainly derived from the Ti-3$d$ and the S-3$p$ orbitals respectively [see Fig.5.3(b) and 5.4(c)]. This is in good agreement with previous calculations [320].

Next, in Sec.5.3.2 we study the effects on the electronic structure of a TiS$_2$ monolayer due to doping by replacing S with an iso-electronic element, oxygen.

5.3.2 Oxygen doping on a monolayer

An oxygen doped TiO$_x$S$_{2-x}$ monolayer alloy is modeled by substituting one S atom in a TiS$_2$ supercell. The oxygen composition $x$ is characterized by varying the supercell size, denoted by $n \times n$, where $n$ goes from 1 to 7. These correspond to $x = 1.00$ (1×1 supercell), $x = 0.125$ (2×2 supercell), $x = 0.0555$ (3×3 supercell), $x = 0.03125$ (4×4 supercell), $x = 0.02$ (5×5 supercell), $x = 0.01389$ (6×6 supercell) and $x = 0.010$ (7×7 supercell). The optimized lattice constant, the formation energy and the bandgap for different O concentrations are listed in Table 5.2. Interestingly, the formation energy is independent of the O concentration. In contrast, the lattice constant decreases compared to the pristine TiS$_2$ value due to the fact that the ionic radius of 1.84 Å is
larger than that of O (1.40 Å). Therefore, the bandgap is increased by modifying the valence band and conduction band as they predominantly Ti-S p bonding and antibonding states, respectively. In other words, the opening of the bandgap is due to the fact that the O 2p shell is located below the S 3p shell. Consequently, the bandgap opens monotonically when the O concentration is increased. As a representative situation, for the O doped (1×1) supercell case, the bandstructure as well as the PDOS on different atomic species are shown in Fig. 5.5. The highest bandgap-opening is expected when all the S atoms are replaced by O. This corresponds to formation of a 2D layered hexagonal phase (octahedral symmetry) of TiO\textsubscript{2}. 2D-TiO\textsubscript{2} has not been synthesized with this particular crystal structure, the theoretical calculations have shown that it is a metastable phase of TiO\textsubscript{2} [367]. Nevertheless a monolayer hexagonal superstructure of TiO\textsubscript{2} (a nontrivial coordination) has been synthesized from a ferro-electric SrTiO\textsubscript{3} surface, where TiO\textsubscript{2} is electrically decoupled from the bulk counterpart [368].

In Fig. 5.6(c), the variation of the bandgap is plotted against the O concentration. Here the concentration is varied by considering a 3×3 supercell in which the S atoms are substituted by the appropriate number of O atoms for a given concentration in

**Figure 5.5:** The GGA-bandstructure (left) and the PDOS (right) of a TiSO monolayer alloy. The blue dashed lines indicate the Fermi level. The electronic states in EDOS are Gaussian broadened by 0.1 eV.
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<table>
<thead>
<tr>
<th>Cell Size $(n \times n)$</th>
<th>S:0</th>
<th>Lattice constant $(a)$ [Å]</th>
<th>Formation energy $(E_{\text{form}})$ [eV]</th>
<th>Bandgap $(\Delta E_g)$ [eV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1×1</td>
<td>1:1</td>
<td>3.18</td>
<td>-0.332</td>
<td>0.54</td>
</tr>
<tr>
<td>2×2</td>
<td>7:1</td>
<td>3.35</td>
<td>-0.319</td>
<td>0.21</td>
</tr>
<tr>
<td>3×3</td>
<td>17:1</td>
<td>3.39</td>
<td>-0.326</td>
<td>0.08</td>
</tr>
<tr>
<td>4×4</td>
<td>31:1</td>
<td>3.40</td>
<td>-0.319</td>
<td>-0.02</td>
</tr>
<tr>
<td>5×5</td>
<td>49:1</td>
<td>3.405</td>
<td>-0.328</td>
<td>-0.04</td>
</tr>
<tr>
<td>6×6</td>
<td>71:1</td>
<td>3.41</td>
<td>-0.303</td>
<td>-0.05</td>
</tr>
<tr>
<td>7×7</td>
<td>98:1</td>
<td>3.41</td>
<td>-0.302</td>
<td>-0.05</td>
</tr>
</tbody>
</table>

Table 5.2: The optimized lattice constant, the formation energy, and the bandgap for one oxygen doping on $n \times n$ supercell, where, $n$ runs from 1 to 7.

the 3×3 supercell [see the Fig. 5.6(a), (b)]. For example, in the 3×3 supercell, 9 S atoms are replaced by 9 O atoms for the composition $x=1$ and the corresponding configuration is shown in Fig. 5.6(b). Interestingly, the bandgap increases linearly with O concentration up to $x = 1.0$. Further increasing the O concentration, the bandgap still results in a bandgap increase, but the slope is larger than that observed for $x \leq 1$. The transition in the slope arises because the nature of the bandgap changes from indirect (from the $\Gamma$ point to the M point) to direct (at the $\Gamma$ point) for a concentration $x \approx 1.0$ (see Fig. 5.5).

In order to study the effect of different possible configurations for a particular O concentration, we consider only the O concentration $x = 1$ in the 3×3 supercell depending on the specific substitutional arrangement of the O atoms. Interestingly, we find that the bandgap ranges from 0.54 to 0.44 eV. This implies that the bandgap-variation does not change significantly with the particular site preference under substitution.

Next we calculate the bandgap using the hybrid functional HSE06 and the G$_0$W$_0$ quasiparticle approach for two selective configurations, namely for the TiSO and the TiO$_2$ structures. Fig. 5.6(c) shows that the slope of the bandgap-variation is robust against the different methods, although their initial TiS$_2$ bandgaps differ significantly from each others.

Then we evaluate the pairing energy between two O atoms in a 6×6 supercell. Here the pairing energy is defined as the energy difference, $\delta E$, between the configuration where the two impurities are placed at the nearest neighboring positions, and where they are placed as far as possible in the unit-cell. We find that it is energetically preferable by about 20 meV/supercell to two O atoms as close as possible to each other. Based solely on their pairing energy, O-dopants would tend to form clusters, however this cluster
formation is generally controlled in experiments by the energy barrier for moving the oxygen in the TiS$_2$ monolayer from one site to another one.

5.3.3 Oxygen doping on nanoribbon

In order to shed some light on the effects of placing an O impurity either at the edges or in the middle of a TiS$_2$ monolayer, we consider a sufficiently long (width about 5
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5.7. Top view (up) and side views (down) of \(1\times4\) supercells of (a) 0 %, (b) 50 %, and 100 % S-passivated TiS₂ nanoribbon. The O-doping at the edge site and the middle site of the nanoribbon are denoted by solid red circles and solid blue circles. Color code: grey →Ti and yellow → S.

Figure 5.7: Top view (up) and side views (down) of \(1\times4\) supercells of (a) 0 %, (b) 50 %, and 100 % S-passivated TiS₂ nanoribbon. The O-doping at the edge site and the middle site of the nanoribbon are denoted by solid red circles and solid blue circles. Color code: grey →Ti and yellow → S.

We confirm that the oxygen-doped nanoribbon remains semi-metallic like the monolayer. As we are interested in the edges S atom replacement, we use only the Ti-terminated edges with 0%, 50% and 100% S-passivation as shown in Fig. 5.7. In Table 5.3 we list the formation energy of O doped both at the edges and in the middle of the above mentioned different % S-passivated nanoribbons. In the 100% S passivated nanoribbon, the formation energy is positive for the edge site and is negative for the middle site, *i.e.* oxygen doping is more favorable in the middle of the nanoribbon than that of at the edges. In contrast, O doping is much favorable at the edge site compare...
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### Table 5.3: The formation energy for one O doped at the edges and the middle of 100%, 50% and 0% S passivated monolayer TiS$_2$ nanoribbon.

<table>
<thead>
<tr>
<th>Edge passivation type</th>
<th>$E_{\text{form}}$ for O-doped at site</th>
</tr>
</thead>
<tbody>
<tr>
<td>100% S</td>
<td>1.030</td>
</tr>
<tr>
<td>50% S</td>
<td>-0.402</td>
</tr>
<tr>
<td>0% S</td>
<td>-0.467</td>
</tr>
</tbody>
</table>

Table 5.3: The formation energy for one O doped at the edges and the middle of 100%, 50% and 0% S passivated monolayer TiS$_2$ nanoribbon.

to the middle one for both 50% and 0% S passivated nanoribbon.

#### 5.4 Phonon Properties of bulk and single layer

In order to study the effects of dimensionality on the vibrational properties of TiS$_2$, we study the phonon dispersion of bulk and monolayer TiS$_2$. The bulk phonon dispersion are plotted along the $\Gamma$-K-M-$\Gamma$ $q$-path in Fig.5.8(a). The irreducible representation of the zone-center phonon modes reads

$$\Gamma = A_{1g}R + E_{g}R + 2A_{2u}(IR) + 2E_{u}(IR),$$

where, R and IR denotes respectively Raman and infrared active modes. The atomic displacement of the optical modes at the $\Gamma$-point are shown in Fig.5.9. The phonon frequencies of certain modes are measured experimentally by vibrational spectroscopy, such as Raman, infrared and neutron scattering at some high symmetry points in the Brillouin zone [360, 370] and those values are compared with our calculated value [see Fig.5.8(a)]. Our calculations are in good agreement with the experimental values.

In addition, our calculated phonon dispersion agrees quite well with the previously theoretical calculation based either on an empirical-valence-force-field method [360] or on a state of the art first principle DFPT [322]. Interestingly, we observe the signature of a soft-phonon mode, generally called Kohn anomaly, along the M point and half the way along the $\Gamma$-K direction in the Brillouin zone.

The phonon dispersion of a TiS$_2$ monolayer is shown in Fig.5.8(b). Similar to the bulk phonon dispersion, there is no energy-gap between the optical and the acoustic phonon of the monolayer. We find that the TiS$_2$ monolayer is dynamically unstable at the M point. This reflects the fact that the system is stabilized by forming a 2×2 real space superstructure (commensurate charge density wave phase) and the atoms are distorted
Figure 5.8: The phonon dispersion of (a) bulk (b) monolayer TiS\textsubscript{2}. The solid red circles represent the experimentally available data correspond to our calculated ones (black solid circles). Note that calculated imaginary frequencies are shown as negative roots of the square phonon frequencies. Lines are guides to the eye.

Figure 5.9: Schematics of the atomic displacement patterns of the \Gamma centered optical phonon modes of 1T-TiS\textsubscript{2}. The frequencies are reported from our calculations for bulk TiS\textsubscript{2}.

to accommodate themselves into their new equilibrium positions. In Fig.5.10(a) the bandstructure of a monolayer in the normal phase and the CDW are shown. In the CDW phase, the material opens a bandgap of 0.09 eV. The macroscopic origin of the CDW phase mainly arises from the strong electron-phonon coupling, generally present in such classes of LTMD materials [362, 363]. Our total energy calculations show that
the 2×2 superstructure is more energetically favorable by 1.1 meV/unit-formula than the undistorted one. Indeed we observe that the unstable phonon mode does exist at the Γ point in the Brillouin zone of an undistorted (2×2) TiS$_2$-supercell. Note that the M point in the Brillouin zone of TiS$_2$-unit-cell is equivalent to the Γ point in the (2×2) TiS$_2$-supercell. As a consequence the unstable mode disappears at Γ in the Brillouin zone of the distorted (2×2) TiS$_2$-supercell. The schematic diagram of the distorted superstructure is shown in Fig.5.10(b). The distortion of the atomic positions are determined by the q-vector, at which the unstable phonon mode occurs. The distortion of the Ti atom, $\delta\xi_{Ti}$ is as large as 0.05 Å compared to that of the S ones ($\leq 0.005$ Å). The similar CDW phase transition has been observed experimentally in bulk TiSe$_2$, an iso-structural compound to TiS$_2$ and the transition temperature was reported as large as 200 K [364, 365].

![Diagram](image)

**Figure 5.10:** (a) The LDA-bandstructure of 2×2 supercell of monolayer in the normal (red dashed lines) and the commensurate CDW (green lines) phases. The conduction and valence bands are highlighted with bold lines. (b) The schematic shows the commensurate CDW phase of the TiS$_2$ monolayer. The arrow indicates the displacement of the respective atoms.

Next we move to study the effect of pressure on the CDW phase. In order to simulate the pressure on the system, a compressive strain is applied by reducing the 2D-lattice constant isotropically. It is confirmed that strain weakly affects the bandstructure except for an increase of the S-p bandwidth, but the system remains metallic. In Fig.5.11(a), the phonon dispersion is shown for a 6.6% compressive strain, since the LDA lattice constant of the pristine monolayer is 3.316 Å. Interestingly, the minimum frequency of the soft-phonon mode at the M point have less an imaginary value (-8
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cm\(^{-1}\)) when compared to the unstrained ones. Consequently, the energy gain due to CDW formation reduces with increase of compressive strain. Eventually, the unstable modes disappear for a compressive strain of 7.1 \%, which corresponds to a hydrostatic pressure of \(\approx 3.9\) GPa in the monolayer. The disappearance of the CDW under compressive strain (pressure) can be explained by considering the inter-atomic force constant under a given compressive strain. When the compressive strain increases, the Ti-S bond-length decreases, enhancing the stiffness of the nearest neighbor’s Ti-S force constant. Therefore the occurrence of such a soft-phonon mode is strongly influenced by the local environment around the transition metal atoms in the TiS₂ layer. The stiffness also can be varied by iso-electronic doping of the monolayer, *i.e.* by replacing S with oxygen. The reason is that the Ti-O bondlength is smaller than the Ti-S ones, so that O substitution enhances the inter-atomic (Ti-S/O) stiffness. As a demonstration we plot the phonon dispersion of the TiSO alloy [see Fig.5.11(a)]. We find that the unstable phonon frequency at M point no longer exists.
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**Figure 5.11:** (a) The phonon dispersion of the O-doped (black) and compressive strained (red) TiS₂ monolayer. (b) The variation of the bandgap (green line) and the Ti-distortion, \(\delta_{Ti}\) (red line) against the Hubbard parameter for LDA+U calculations.

As mentioned in the previous section, the calculated bandgap of a TiS₂ monolayer depends significantly on the choice of exchange correlation functional used for the calculation. In addition, it is known that the charge density wave phase can be present either in a metallic system or in a small-bandgap semiconductor, where the exciton binding energy is sufficient to overcome the energy gain of the lattice distortions. In
this context, in order to investigate the formation of a charge density wave phase as a function of bandgap, we have carried out DFT calculations using the LDA+U functional as the valence has predominantly 3d character. We observe that the bandgap opens linearly from -0.25 to 0.33 eV as the \( U \) parameter increases from 0.0 to 3.0 eV (the LDA+U corrections are employed only on the Ti atoms). Using the LDA+U method, the 3d orbitals become more localized than when calculated with the LDA, resulting in a downward energy-shift of the VB. In Fig.5.11(b) we show the variation of the bandgap and the Ti-lattice distortion, \( \delta \zeta_{Ti} \), against the Hubbard \( U \) parameter. The lattice distortion vanishes when the bandgap becomes positive, i.e. the overlap between the CB and the VB reduced to zero. From these result, we conclude that if the system were a semiconductor, the CDW phase would not exist.

## 5.5 Conclusion

By using \textit{ab-initio} density functional theory with local (GGA) and non-local (HSE06) exchange and correlation (XC) functional, as well as the Green’s function quasi-particle (GW) approach, we have studied the electronic properties of a pristine and an oxygen-doped TiS\(_2\) monolayer. The electronic properties of the bulk and monolayers are sensitive to the choice of DFT-functional. The GGA predicts that both the bulk and monolayers are semi-metallic, whereas both of them turn out to be semiconductors with an indirect bandgap of 0.41 eV (bulk) and 0.48 eV (monolayer) for the HSE06 functional. Moreover, \( G_0W_0 \) predicts a bandgap as large as 1.01 eV (bulk) and 1.12 eV (monolayer). Interestingly, the opening of the bandgap, for a given method, is small (~0.06 eV) when the thickness changes from bulk to the single layer limit. This implies that the layer-layer interaction has an insignificant effect on the electronic structure of TiS\(_2\).

The bandgap of a monolayer opens for iso-electronic doping with oxygen (replacing sulfur) and the bandgap opens linearly as the O-concentration increases. Although the absolute value of the bandgap of pristine TiS\(_2\) depends on the choice of the functional in DFT and the \( G_0W_0 \) scheme, the variation of the bandgap with O-concentration is robust against them.

Finally, by using \textit{ab-initio} density functional perturbation theory, we have studied the phonon properties of TiS\(_2\) bulk and monolayer. We observe a Kohn anomaly in the
bulk phonon dispersion. In contrast, our LDA calculations show that a monolayer TiS$_2$ exhibits a CDW instability at the K point, resulting in the formation of 2×2 superstructure. Interestingly, compressive strain (pressure) tunes the CDW instability and a compressive strain of 7.1 % is required for the transition from CDW to a normal metallic state. The CDW can be modulated by an iso-electronic doping with the O or the Se atom in place of the S atom, where Se enhances the CDW instability while O reduces it. In addition, LDA+U calculations show that the bandgap of a monolayer varies linearly as $U$ increases and the bandgap varies from -0.25 eV to 0.33 eV as the $U$ ranges from 0.0 to 3.0 eV. Consequently, the CDW phase disappears for $U = 2.0$, when the bandgap becomes zero for the undistorted system.
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Conclusions and Future Work

In summary, I have presented a first-principles study on low dimensional nanostructures made of layered transition metal di-chalcogenides. Due to the simultaneous improvements in both synthesis techniques for making atomically-thin structures and the availability of state of the art \textit{ab-onto} electronic structure methods, this branch of materials science has experienced a surge of popularity in recent years. This has been elevated, not only by interest in exploring new fundamental physics, but also by the potential to engineer materials properties suitable for device applications. In this work, I examined the electronic and phonon properties of the layered material's nanostructures and possible ways that can manipulate their properties via external perturbations as well as by reducing dimensions.

In the Chapter 2, I have described briefly the theoretical formalism of both the density functional theory (DFT) and beyond DFT, Green's function quasi-particle approach for electronic structure calculations. In addition, the density functional perturbation theory (DFPT) was introduced for phonon calculations. All the electronic structure calculations were carried out with the SIESTA, VASP and QUANTUM ESPRESSO-DFT codes. The general implementation details for all the codes, were briefly mentioned.

In Chapter 3, I considered a 2D nanostructure made of a prototypical LTMD, namely MoS$_2$. Interestingly, we observed that the native indirect bandgap became direct when the thickness gets down from bulk to the monolayer limit. In fact, this result had been already confirmed by photo-luminescence experiments. I then carried out a systematic study of the changes of the electronic structure of a MoS$_2$ monolayer induced by dopants. We considered substitutional doping for both Mo and S, as well as doping
by adsorption. Specifically, on the one hand I considered the Mo atoms substituted by a transition metal Y, Zr and Nb as p-type dopants, and by Re, Rh, Ru, Pd, Ag, and Cd as n-type dopant. On the other hand, S was substituted by nonmetals (P, N and As) as p-type dopants and halogens (F, Cl, Br, and I) as n-type dopants. S substitution with nonmetals and Mo substitution with transition metals creates deep donor levels inside the bandgap of the MoS$_2$ monolayer for most of the dopants considered. Via substitutional doping I found that it possible to obtain p-type MoS$_2$ by replacing an Mo atom with Nb. To make MoS$_2$ n-type we found only rather deep donor levels when substituting Mo with transition metals, with Re being the one with the smallest activation barrier. A n-type character can also be achieved by adsorbing alkali metals. The last class of dopants we considered was adsorption of ionic molecules, which can occur during electric double layer formation when MoS$_2$ is contrast with in an ionic liquid gate. These show high potential for inducing large carrier concentrations, both electrons or holes, within the MoS$_2$ monolayer. Moreover, the changes to the carrier densities induced by ionic liquids are expected to be a general property of LTMDs in such environments. Quantum transport across low dimensional structures was recently received a lot of attention as such structures may form the basic building blocks of future logic device and sensors [371]. Therefore in future, we will continue this work by investigating the transport properties of MoS$_2$ monolayer field effect transistors with a combination of density functional theory and non-equilibrium Greens function methods.

MoS$_2$-based transistors have appeared always doped, even if no doping is intentionally introduced. Intriguingly this could be both n- and p-type and its origins are unknown. By performing DFT calculations for the complex MoS$_2$/SiO$_2$ interface, we found that the clean surface of an SiO$_2$ substrate did not have a significant effect on MoS$_2$ electronic properties. However, we were able to identify the interface defects which could generate either n- or p-type doping. Specifically, adsorbed Na or an O vacancy at the SiO$_2$ surface could change the MoS$_2$ conductivity to n-type and p-type, respectively. This result has two profound implications: 1) it established that defects at the MoS$_2$/SiO$_2$ interface are responsible for doping MoS$_2$, solving a rather long-standing puzzle, 2) it suggests a new way to fabricate nano-scale logic devices, where the electronic structure of the channel is tuned by controlling surface defects of the substrate.

In Chapter 4, I have investigated the ground state electronic structure and the electrical field response of MoS$_2$ nanostructures such as nanoribbons (1D) and nanoclusters (0D).
Two types of nanoribbons, namely zigzag nanoribbon (ZNR) and armchair nanoribbon (ANR), were constructed based on the edge termination of the 2D MoS$_2$ layers. I predicted that the ground states of ZNR and ANR were metallic and insulating, respectively. Importantly, the bandgap in these systems is primarily determined by a pair of edge states and it might be tuned by applying an external transverse electric field. This could eventually drive a metal-insulator transition. The critical electric field for the transition could be reduced to a practical range with increasing ribbon width. Also it is interesting to remark that, as the dielectric constant was approximately proportional to the inverse of the bandgap, the critical fields for the gap closure are expected to be relatively materials independent. Recently experimental studies have reported applied electric field as large as $\sim 0.2$ V/Å in BN nanotubes without any dielectric breakdown [372]. This demonstrates that the predicted large critical field is experimentally accessible. We observed that the direct bandgap became an indirect one, when other layers are stacked on the monolayer and subsequently the bandgap reduced inversely with the number of layers. The magnetic properties of the nanoribbon changed from diamagnetic to magnetic via Cr doping at the Mo atoms edges. Interestingly, the modulation of the bandgap is also induced by the Cr doped nanoribbon upon applied external transverse electric field.

The presence of localized edge states that could be moved to the Fermi level by applying a transverse electric field suggested that the system could be driven towards a magnetic instability. Our spin-polarized calculations showed that this indeed happens and that at a certain critical electric field a diamagnetic to magnetic transition occurs. This follows directly from the Stoner criterion as the Van Hove singularities associated with the edge states have a large density of states. Intriguingly the magnetic phase could be further tuned by the external field and different alternating diamagnetic and magnetic regions could be accessed. Although the access of the magnetic region depends on the function of S and H atoms used for the passivation at nanoribbon edges, the modulation of the bandgap is robust against the different type of edges passivation.

I extended the study of electric field effects to 0D monolayer MoS$_2$ triangular nanoclusters (TNCs). Depending on the edge termination (such as Mo or S edge) and the percentage of S coverage at the edges, a monolayer MoS$_2$-TNC is classified as magnetic or non-magnetic. I showed that by applying an external transverse electric field, $E_{\text{ext}}$, the gap between the highest occupied (HOMO) and lowest unoccupied (LUMO) molecular orbitals could be reduced. Eventually, at a certain critical value of $E_{\text{ext}}$, the ground state of a non-magnetic TNC becomes spin-polarized with a moment of $2\mu_B$.
This magnetic transition corresponds to a singlet-triplet transition described by the two-site Hubbard model. Our results suggested that the Stark effect and electrically driven magnetism is expected for the entire class of semiconducting layered materials.

In chapter 5, I considered another prototypical LTMD, namely TiS$_2$. Here I investigated the electronic properties of bulk and monolayer TiS$_2$. I found that both the bulk and monolayer are semi-metallic with an indirect band-overlap within the GGA, whereas both of them are semiconducting according to the HSE06 functional. Concerning the long-standing bandgap issue, i.e. the question of whether TiS$_2$ is a metal, a semi-metal or a semiconductor, we investigated the electronic properties using the advanced $ab$-$initio$ Green’s function quasi-particle approach within the G$_0$W$_0$ approximation. The G$_0$W$_0$ approximated electronic structure predicts TiS$_2$ to be a semiconductor both in bulk and monolayer form. I observed that the bandgap does not open significantly, unlike the MoS$_2$ case, when the TiS$_2$ thickness decreases from bulk to the monolayer limit. This result is robust for all the methods used.

The effect of an oxygen-impurity has been studied by considering TiS$_2$O$_x$ monolayer alloys. We found that the bandgap opens monotonically when increasing O concentration, although formation energies do not depend on the O concentration. This wide range of bandgap variation opens up the potential of TiS$_2$ for mainly nanostructured based solar-cell or oxygen-sensing applications.

In the context of an on-going collaboration with the experimental group of Prof. J. Coleman, School of Physics and with one postdoc of our group, Dr. Clotilde S. Cucinotta, in the future we plan to study water evolution processes occurring on the TiS$_2$ nanoflake. Indeed, electron beam microscopy experiments show that the edge of the flake is oxidized, no oxygen atoms are observed in the middle. The hypothesized reaction product of the oxidation reaction is H$_2$S, implying that the reagent molecule is H$_2$O. Having shown that, from a thermodynamic point of view, water evolution can occur (is an exothermic process), not only at the edge of the TiS$_2$ nanoribbon, but also far from it, our aim is to understand if there is any kinetic hindrance to the oxidation of the nanoflake far from the edge. To this end we plan to study and compare oxidation pathways of the edges of TiS$_2$ nanoflakes, both in the presence of surface S vacancies and on the clean surface, using the Nudged Elastic Band approach [373], which provides geometries and activation energies of the transition states. The reaction to be studied is

\[ \text{TiS}_2 + H_2O \rightarrow \text{TiSO} + H_2S. \]  \hspace{1cm} (6.1)
where TiS$_2$ represents the clean nanoflake and the TiSO oxidized structure. We expect that this reaction will be characterized by a double proton transfer from water to an S atom of the nanoflake (sitting either at its edge or in the middle of the surface). As a consequence, after the first proton transfer we expect to observe a reaction intermediate characterized by an OH and a SH group adsorbed in neighboring surface sites. An H$_2$S molecule would be formed after a second proton transfer from the OH group to the close SH group.

Finally, I investigated the phonon properties of bulk and monolayer TiS$_2$. Bulk TiS$_2$ exhibits a Kohn anomaly in the phonon dispersion, but all the phonon modes are stable. In contrast, an unstable phonon mode occurs at the M point in the the Brillouin zone for a monolayer. The monolayers are stabilized by forming a 2×2 superstructure. Subsequently, below a certain critical temperature, $T_{CDW}$ both the lattice and the electron density are periodically modulated. The unstable phonon mode can be removed either by applying compressive strain or by oxygen doping in place of S. The disappearance of the phonon-mode could be understood by the stiffness-variation of Ti-S/O bond as it was significantly affected by the environment. As a further study, LDA+U calculations showed that the bandgap of TiS$_2$ monolayer opens linearly with increasing $U$, since LDA predicts that monolayer TiS$_2$ is semi-metallic. The distortion in the CDW phase decreased against the bandgap opening and eventually, the unstable phonon modes disappears, as soon as the monolayer become a semiconductor.

We have mentioned before that the LTMD family exhibits generally strong electron-phonon coupling ($\lambda$),

$$\lambda = \frac{N(\epsilon_F)D^2}{M\omega^2},$$  

where $N(\epsilon_F)$ is the electron density of states per spin at the Fermi level, $D$ is the deformation potential, $M$ and $\omega$ are the effective atomic mass and the average phonon frequency. Therefore it has been commonly found 2D chalcogenides materials display the electron-phonon mediated superconductivity, charge density waves or both in their metallic phases. However, the intercalation of alkali metals or organic molecules could induce/tune the superconductivity in this family. There are two ways to increase electron-phonon coupling by either reducing the dimensionality or by tuning the density of states at the Fermi level. Therefore in future we would like to investigate the effect of doping and dimensionality on the electron-phonon coupling of layered materials.
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