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“The poor remain poor. Someone has to work in Woolworth’s.”
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Summary

Health inequalities exist such that people with lower incomes and poorer social
conditions experience poorer health. When individual level characteristics are
aggregated to an area level, the socioeconomic status or deprivation of the
neighbourhood also correlates with the health status and outcomes of the people
who live in that area. The nature of these links between income and health vary
across urban and rural areas reflecting the different social dynamics at play across

the urban-rural continuum.

The aim of this research was to assess current deprivation index methodology and
to propose improvements to the methodology. In addition, the issues surrounding

urban-rural variation in deprivation indices were addressed.

To facilitate analysis of urban-rural deprivation differences, a small area
classification was required. The previous urban-rural classification was based on a
simple dichotomy which ignored the range of settlement and area types. Multiple
data sources were used to develop a new multi-level urban-rural classification for
small areas in Ireland. This classification provided better distinction between the
variety of settlement types than the simple dichotomous classification and enabled

a detailed analysis of regional bias.

The key stages of deprivation index development were identified as: indicator
selection, shrinkage, data transformation, indicator combination and presentation.
For each of these stages a number of methodologies were available and these were
analysed with respect to their statistical characteristics and behaviour under

different conditions.

Three methods of shrinkage were analysed in detail in order to understand the
effects it can have on indicators. The Longford method was shown to be the most
appropriate for application to deprivation indicators. Indicator combination

methods were also analysed. Using the new multi-level urban-rural classification,



it was shown that regional bias can be increased during indicator combination. To
reduce this effect, a new method called geographically weighted principal
components analysis (GW-PCA) was developed and applied to Irish data. This
method diminished regional bias and enhanced the understanding of regional

variation in deprivation indicators.

A detailed sensitivity analysis was used to show the relative importance of choices
made at each of the key stages of deprivation index development. It was found that
indicator selection had the largest impact on the ranks of small areas while the
impact of shrinkage was relatively small. Given the widespread use of deprivation
indices in resource allocation and planning, these findings highlight the
importance of performing sensitivity analysis to understand the effects of the

choices made in deprivation index development.

In conclusion, this study has shown that the process of developing a deprivation
index can be greatly improved by careful selection and justification of indicators,
analysis of regional bias using a detailed urban-rural classification, the use of GW-
PCA for data combination and by the application of sensitivity analysis to

determine the impact of choices made.
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1 Background

A large body of evidence supports the view that both income and social
inequalities give direct rise to health inequalities such that people with lower
incomes and poorer social conditions experience increased morbidity and
mortality.! Identifying and addressing the causes and consequences of these
inequalities has become a key issue in public health research. Area level measures
of poverty and deprivation have come to the forefront in identifying areas that
require increased resources and attention in an attempt to diminish health
inequalities. To have an understanding of the causes of these inequalities, it is
important to recognize the factors that influence health and how these factors may
vary with socioeconomic status. It is also important to be aware of area based
measures of deprivation and how they may differ from individual level measures

of deprivation.

1.1 Factors influencing health

Since the beginning of the 20" century, unfavourable social conditions and lifestyle
factors have become the principal determinants of health in the developed world .2
Previously, environmental conditions such as poor housing standards and public
hygiene would have been more significant determinants of health, and these are
still significant determinants in the developing world.? In the developed world,
non-communicable diseases are the main contributor to premature mortality.* The
manner in which social factors affect health status are very complex, making the

development of policies to address these issues quite difficult.*

A model of the main determinants of health was developed by Dahlgren and
Whitehead® and is shown in Figure 1.1 below. At the centre are the most direct and
unmodifiable factors linked to the individual — age, sex and constitutional or
genetic factors. The next level of determinants includes the individual lifestyle
factors such as smoking, physical activity and diet. The social and community

networks constitute the next level of determinants: the linkages between



individuals that, when present, can provide support and access to resources and,
when absent, lead to isolation and an inability to cope. The next level of
determinants encompasses the living and working conditions experienced by an
individual. These conditions include the workplace, local environment and access
to important resources, such as clean water, health care and education, and access
to amenities, such as green space. Beyond those factors, the wider socioeconomic
climate impacts on the health of the individual, although the impact of these factors
can have a more equal distribution across the population than the other factors

mentioned.

Figure 1.1 Determinants of health status®
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The determinants of health include factors relating to the individual and those

relating to the community or social structure that the individual lives in.

The interactions between the various determinants of health are complex. Figure
1.2 shows a model of interactions between determinants as developed by the San
Francisco Department of Public Health.® Some of the determinants affect

themselves through a cycle of influences. For example, health affects well-being



which, in turn, affects individual behaviour which, in turn, affects health. These
circular relationships suggest the role that positive and negative feedback can have
on the health of an individual. Poor health can, by a complex sequence of
interactions, lead to further poor health. It should be noted that the only
determinant unaffected by other determinants after birth is the genetic
environment. As with the model in Figure 1.1, where age, sex and constitutional
factors are at the centre, genetic conditions are unalterable. While gender is, in
terms of how it affects health, unmodifiable, like age it also affects health in
relation to how societal structures may impact on health. For example, women may
be expected to remain at home to raise children exposing them to different stresses

not applicable to women who are at work.”

Figure 1.2 The field model of health®
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A comprehensive study by Ezzati et al. sought to determine the burden of disease
due to a range of selected risk factors by region.’” A European region including

Ireland was defined including countries with very low child and adult mortality.!

* The group of European countries with very low child mortality and very low adult
mortality were: Andorra, Austria, Belgium, Croatia, Czech Republic, Denmark, Finland,

France, Germany, Greece, Iceland, Ireland, Israel, Italy, Luxembourg, Malta, Monaco,




Table 1.1 gives the number and percentage of deaths attributable to a range of
major risk factors. It is important to note the prominence of lifestyle factors such as
smoking, alcohol consumption, physical inactivity and diet (in the form of both
high cholesterol and low fruit and vegetable intake). It is also interesting to note
how alcohol has a net negative effect on male mortality and a net positive effect on

female mortality.

Table 1.1 Contribution to European mortality of various risk factors

Ri Count (1,000s of deaths) Percentage of all deaths
isk factor

Male Female | Total Male | Female | Total
High blood pressure 325 354 679 16.1 17.2 16.7
Tobacco 531 145 676 26.3 2l 16.6
High cholesterol 265 282 547 134 13.7 13.4
High BMI 183 197 380 9.1 9.6 9.3
Physical inactivity 103 103 206 1 5.0 5.1
Low fruit & vegetable intake 93 i) 170 4.7 3.7 4.2
Urban outdoor air pollution 12 11 23 0.6 0.5 0.6
Airborne particulates 17 2 19 0.8 0.1 0.5
Ilicit drugs 11 6 17 0.5 0.3 0.4
Carcinogens 12 2 14 0.6 0.1 0.3
Unsafe sex 3 9 11 0.1 0.4 0.3
Lead 4 2 6 0.2 0.1 0.1
Iron deficiency 2 3 5 0.1 0.1 0.1
Risk factors for injuries 4 0 4 0.2 0.0 0.1
Childhood sexual abuse 1 1 2 0.0 0.0 0.0
Unsafe water, sanitation, and 0 1 1 0.0 0.0 0.0
hygiene
Alcohol 65 -85 -20 3.2 -4.1 -0.5

The World Health Organization (WHO) defined a number of social determinants of
health!" which will be dealt with in more details in the following sections. The non-
modifiable determinants, such as genetic predisposition, will not be addressed.
Social gradients will be discussed in section 1.2 subsequently, as they are more

relevant to inequalities in health.

Netherlands, Norway, Portugal, San Marino, Slovenia, Spain, Sweden, Switzerland and the

United Kingdom.



1.1.1 Childhood

Circumstances prior to birth and during childhood can have a significant impact on
health during adulthood and later life. To a large extent, the circumstances in
childhood that lead to poor adult health are socioeconomic in nature and reflect
many elements of deprivation.''* Poor socioeconomic conditions in childhood may
be propagated into adulthood, e.g. Davey Smith et al. found that after controlling
for adult socioeconomic status, low social class in childhood increased risk for
mortality from stroke and stomach cancer.”” Low birth weight is associated with
increased risk of poor educational attainment,’® high blood pressure in young
adults,'” hypertension and cardiovascular disease in adulthood,’”® and is a
predisposing factor for metabolic abnormalities (such as atherosclerosis, renal
disease and non-insulin diabetes mellitus), asthma, low IQ, obesity and
psychological distress.!” Globally, child and maternal underweight has been
estimated to explain 9.5% of disability adjusted life years, making it the single most
important cause of the global burden of disease, although within developed
European nations it is not a significant factor."” Such findings suggest that
childhood factors may influence later health independent of later socioeconomic

status.

1.1.2 ‘Stress

Stress can occur at both the individual level and at an area level. For an individual,
stress may be induced by pressures at work or in the living environment and are a
function of the individual’s interactions with others. At an area level, stress may
exist due to crowding (i.e. high population density), conditions of threat, social
disorganisation and a lack of access to opportunities.? 2! Stress in either form
impacts negatively on both mental and physical well-being although access to
good social support and resources can reduce this impact.?? A study by Elliott
suggested that the protective effects of social support only operate in areas of
higher socio-economic status.?> The primary effects of stress are to increase the risk
of mental health problems, such as depression, and cardiovascular morbidity and

mortality.2+2¢



1.1.3 Social support and social exclusion

While social support can offer health benefits, social exclusion can give rise to
health problems. Social support is often measured by social capital - itself a
measure of the level of social organisation, mutual aid, interpersonal relations and
trust within a community or area.”” Social capital is said to affect health in three
ways: the direct beneficial effects on individual attributes and activities; its effects
on the wider social, economic, political and environmental factors; interaction with
other determinants of health at the individual or group level.? The presence of
strong social capital leads to greater well-being of individuals, better group
cohesion and support for individuals and greater opportunities and economic
success. Although social capital may be seen as a group attribute, the benefits can
be observed at the individual level. A study found that self-rated health was
better and obesity lower in suburbs with greater social capital.?® Work by Skrabski
et al. found that social capital measures were significantly associated with middle-
aged mortality in Hungary.* Measurement of social capital is generally based on
the use of proxies that are frequently also proxies for deprivation, making it
difficult to separate socio-economic influence from social capital influence.?
Furthermore, social capital may tend to be better in areas of higher socio-economic

status.??

Social exclusion can be defined as the process whereby an individual or group is
excluded from participation in society and is a multi-dimensional concept that
involves aspects of deprivation and disadvantage.®® 3 Schonfelder and Axhausen
describe social exclusion as “a regular physical and social exclusion from the
resources of a dignified life: an active labour market, good quality health care and
consumption opportunities, and, finally, integration in the wider networks of civic
life”.% Social exclusion can diminish an individual’s ability to cope with hardship
and be detrimental to health.® % It is also suggested that socially excluded
individuals may adopt potentially health-damaging behaviour in the absence of

social roles.3839



1.1.4 Work

Work related stress and occupational hazards can give rise to various health
problems. Job insecurity can lead to health problems in the form of depression and
stress.* 4! Broom et al. found that some poor quality jobs could be as bad in terms
of stress and health as being unemployed.* A British study of worker health found
that occupations with low autonomy, rewards and security are associated with
greater declines in health with age.* Aggression and bullying in the workplace can
lead to depression and mental health problems.#- Roberts and Lee showed that
different occupations had different prevalence of depression, alcohol abuse and

drug abuse.?

Different occupations also have differing risks of accident in the workplace. Rates
of worker fatalities are published by the Health and Safety Authority showing the
highest rates in the agriculture, hunting and forestry industry.* An Italian study of
repeat accidents by occupation type found substantial variation in the accident

rates across occupations.*

1.1.5 Unemployment

The relationship between unemployment and health is complex and affected by
economic context.®® Unemployment causes increased financial strain and damage
to an individual’s sense of self.>' The former is believed to primarily affect
individuals of a lower socio-economic status while the latter is more applicable to
those of a higher socio-economic status. Bartley” pointed to four mechanisms that
needed to be considered in the relationship between unemployment and health:
the role of relative poverty; social isolation and loss of self esteem; health-related
behaviour; and the effect that a spell of unemployment has on subsequent
employment patterns. Despite the above examples, it can be difficult to directly
link unemployment to ill-health due to the many confounding factors associated
with unemployed persons (e.g. increased smoking rates).” An assessment of
research into unemployment and health by Mathers and Schofield concludes that

there is consistent evidence linking unemployment to adverse health outcomes.”



Despite the difficulties in linking unemployment to ill-health, there is evidence to
suggest that young adulthood unemployment can lead to health problems in later
adulthood.® Individuals who experienced unemployment between the ages of 16
and 21 showed increased smoking and psychological problems. Young adulthood
unemployment was also shown to be associated with decreased health capital,

measured by body mass index, physical exercise, good diet and not smoking.*

However, the association between unemployment and health is affected by the
wider social and economic context. In times of recession, for example, the
relationship between employment status and health may change or be masked by
other factors influencing behaviour.”” * Ruhm showed that during an economic
downturn, rates of smoking and obesity decreased while rates of physical exercise
increased.” Work by Bellaby and Bellaby found that increasing rates of
unemployment impact on job stress while high levels of unemployment influence
premature death and self assessed health.®® A study by Williams showed that an
unemployed individual was ‘better off’ in a poorer area than a more affluent area
due to factors such as cost of living.®® Not only is unemployment important in
influencing health, but also the local community, job market and economy in

general.

1.1.6 Education

Individuals with better education tend to be healthier although uncertainty exists
as to whether or not the link is causal.®? It is possible that a better education leads to
better employment, income and general circumstances compared to someone with
a poor education, who is more likely to work in an unskilled manual occupation.®
In some studies of mortality differentials by education level, education is treated as
a socioeconomic marker rather than an independent factor.®* A Dutch study
concluded that material factors contribute more to educational differences in
incidence of acute myocardial infarction (AMI) than behavioural factors.®® The
differences were most pronounced for individuals with only a primary education

who tended to live in worse material circumstances. This suggests that what is



observed is a socioeconomic difference rather than an educational difference. A
Danish study, however, found that both educational level and income
independently affect mortality after AMI suggesting that education may have an
influence on health irrespective of socioeconomic status.® A study of ischaemic
heart disease in France and Northern Ireland showed a significantly lower
prevalence among individuals with a higher education after controlling for
smoking.”” Individuals with lower levels of education were also shown to have
higher rates of smoking and alcohol consumption. A European study observed
large variations between 11 European countries in the effect of education on self-
reported morbidity, although there was a universal trend for higher rates of less
than good health and chronic illness among people with lower levels of
education.®® Studies in Europe and the US have also shown similar reductions of 6
to 8% in mortality for 35 to 54 years olds for each one year increase in education.*®”
In other words, each additional year spent in education results in a reduction in
mortality. Research by van Oort et al. noted that lifestyle risk factors such as
smoking, excessive alcohol consumption and physical activity have a higher
prevalence among people with a lower level of education, increasing the risk of
poor health.”" So while the reasons for the association between lower education and
poorer health may not be clear, there is nevertheless a strong association that

impacts on health.

1.1.7 Housing and living environment

The indoor and outdoor living environments can have many influences on health.
The indoor environment, or home, is where people tend to spend much of their
time. Home ownership can confer considerable protection against poor general and
mental health status through control over home environment as well as typically
being associated with better housing conditions.”? 7 Housing tenure refers to
ownership status — whether an individual owns or rents the home they live in. It
has been shown that housing tenure in the form of rented accommodation is
predictive of poor health which is linked to both the socioeconomic status of the

individual and to the health hazards commonly found in and around rented



accommodation.” Such hazards are in the form of poor quality housing which may
be lacking heating and subject to damp, and in the form of area characteristics such
as crime and poor access to amenities. A study by Macintyre et al. found that
virtually all of the adverse health effects associated with rented accommodation
could be explained by factors such as housing problems, lack of access to garden,
overcrowding, area poverty and lack of area amenities.”” An estimated 1,500 to
2,000 excess deaths occur in Ireland every winter which is largely attributed to
poor quality housing with no proper heating.” Excess winter mortality is generally
associated with a lack of central heating combined with lowered external
temperatures.” 7 Indoor pollution, often from an exterior source although also
through smoking and pets, is also a factor contributing to increased prevalence of
asthma and other respiratory diseases.”$!' Overcrowding leads to health problems
in the form of mental disorders,® # particularly amongst children, and the spread

of infectious diseases such as meningitis,” scabies* and tuberculosis.®

The wider area within which an individual lives also impacts on health in a
number of ways. Local amenities such as green space for recreation can have
significant positive impacts on the health of the individual.®* Predominantly
disadvantaged neighbourhoods have higher rates of mental disorders,? %% crime,”
drug dealing,” high risk behaviour,” early school leaving® and general ill health®>
% — all of which directly or indirectly impinge on well-being and health. While
many confounders exist, and the area level effects may be much smaller than the
socio-economic status and behaviour of the individual, the neighbourhood can

have an impact on health.”

1.1.8 Transport

Transport can affect the health of the population in a number of ways: through
increased pollution; road traffic accidents; sedentary lifestyle and social exclusion.
As the latter is addressed separately in section 1.1.3, it will not be dealt with here.
Traffic introduces particulate pollution into the atmosphere that adversely impacts

on the health of individuals in the form of increased respiratory problems.!?-192 The
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Vesta project, for example, found a significant association between childhood
asthma and exposure to traffic exhausts.'® Road traffic accidents (RTAs) also
contribute to the negative impact of traffic. In the year 2000, a total of 12,458
hospitalisations occurred in Ireland due to RTAs, including 407 fatalities.'® 1% Elvik
estimated the cost of road accidents to the economy for twelve countries and found
that, on average, RTAs cost about 2.5% of the gross national product.’® A study by
Kiinzli et al. found that air pollution caused 6% of total mortality, with
approximately half of that figure being attributable to air pollution due to
motorised traffic.'” Traffic pollution also contributed substantially to cases of
chronic bronchitis, asthma attacks and person-days of restricted activities.
Furthermore, the use of the car in preference to other modes of transport such as
walking and cycling leads to a more sedentary lifestyle with increased risk of
obesity and the consequent health risks such as diabetes and heart disease.'” In

essence, road traffic has a significant impact on population health.

1.1.9 Addiction

Dependence on and abuse of substances such as tobacco, alcohol and illicit drugs
leads to social problems and has adverse health effects. It is estimated that 26% of
male deaths and 9% of females deaths in developed countries can be attributed to
smoking — the single most important risk factor.!” Peto et al. estimate that in the
year 2000 in Ireland, 20.4% of male deaths and 15.9% of female deaths could be

attributed to smoking.""° This represents a serious burden of disease.

It is estimated that 4% of the global burden of disease is attributable to alcohol
through contributions to certain cancers, neuro-psychiatric disorders,
cardiovascular disorders, cirrhosis of the liver, and unintentional and intentional
injuries.'' Moderate alcohol consumption can, however, offer a protective effect
against coronary disease and respiratory deaths and may even lead to a net
reduction in mortality although the benefits primarily occur in the older
population.’? "3 For younger members of the population, alcohol consumption is

generally associated with poorer health outcomes.'
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The 2001 hospital in-patient statistics for Ireland show that there were 2,326 cases
of ‘alcohol/drug use and alcohol/drug induced organic mental disorders’,
representing 0.43% of in-patient events.'™ Accidental and deliberate overdose,
diseases contracted through sharing of needles and psychiatric disorders are just
some of the health problems associated with problem drug use.!'>"? Although the
burden is very small and is much lower than that for smoking, illicit drug use
contributes significantly to health care utilisation indicating its contribution to
health problems in general.’?122 Furthermore, environmental chemical exposures,
such as drugs, alcohol, and tobacco, contribute to neuro-developmental disabilities

and disorders.!?3

1.1.10 Nutrition

Bad diet can give rise to numerous problems at different stages of the life cycle:
high blood pressure, poor dental health and a predisposition to infection in
childhood; higher rates of dental caries and a predisposition to anaemia in
adolescents; coronary heart disease, atherogenesis, stroke, peripheral vascular
disease, cardiovascular disease, thrombosis and high blood pressure in adults; and
osteoporosis, poor vision and weakened immune system in the elderly.”” A poor
diet can also lead to obesity which brings with it an increased risk of chronic health
conditions such as high blood pressure, type 2 diabetes, high blood cholesterol,
coronary heart disease and gallbladder disease.’”'?” Studies of the relative risk of
excess mortality show that both underweight and obese individuals are at
increased risk of excess mortality.?¢ 12 For obese individuals there is an increased
risk of death from cardiovascular diseases, diabetes and digestive diseases in
men.'* It has also been shown that obesity is associated with increased odds of

mood, anxiety and substance use disorders.'3!

1.1.11 Physical inactivity

Evidence has been gathering since the 1950’s to identify physical inactivity as a risk

factor for cardiovascular disease and all-cause mortality.’> The WHO defines diet
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and physical exercise as two of the main factors for non-communicable disease and
notes how “physical activity reduces blood pressure, improves the level of high
density lipoprotein cholesterol, improves control of blood glucose in overweight
people, even without significant weight loss, and reduces the risk for colon cancer
and breast cancer among women.”'® A study of exercise habits among civil
servants in London found inverse associations between leisure time physical
activity and mortality from all-causes, coronary heart disease, cardiovascular
disease, all cancers, lung cancer, colorectal cancer and haematopoietic cancer.'
Small improvements in physical health were associated with significantly lowered
mortality risk amongst healthy middle-aged men.'® Poor physical fitness in young
adults has been shown to be associated with the development of increased
cardiovascular risk factors such as hypertension, diabetes, metabolic syndrome and

hypercholesterolemia in middle age.!

1.2 Health inequalities

The social and environmental determinants discussed in the previous section do
not affect all individuals equally: there exists a social gradient whereby poor social
and economic circumstances adversely affect health throughout life." Individuals
of a lower socioeconomic status tend to have poorer health than those of a higher
socioeconomic status. An investigation into inequalities in health Ireland in 2001
confirmed the presence of socioeconomic differences in health across a range of
health measures including all cause and cause specific mortality, perinatal
mortality, low birth weight, psychiatric admissions, depressive disorders, alcoholic

disorders and treatment for drug misuse.!¥ 13

Of the eleven broad determinants of health discussed in the previous section,
socioeconomic differences are implicit in a number of them: work; unemployment;
education; housing and living environment; and social support and social
exclusion. Work and unemployment are indirect measures of income and direct
measures of occupation, while education is itself a socioeconomic measure.

Housing tenure and the prosperity of the area in which one lives are also markers
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of socioeconomic position. Being able to own a house indicates a degree of wealth.
Social support and social exclusion highlight social rather than economic
inequalities, although these also contribute to socioeconomic differentials. In all
five groups of determinants, what might be considered as ‘poor’ conditions are
linked to poorer health and health outcomes, as outlined in the previous section. Of
the remaining six determinants, each can be shown to display a socioeconomic
gradient. Low birth weight, with its immediate and delayed consequences for
health, is correlated with lower socioeconomic status as measured using the
Townsend deprivation index.”® Low socioeconomic status in childhood is also
predictive of high blood pressure in later life.'* Increased stress associated with
skilled positions is a rare instance where health is adversely affected by a higher
socioeconomic position. However, the risk for cardiovascular mortality is high
when work demand and effort is high, but rewards and job control are low.? Thus
the increased risk to skilled workers may be moderated by increased job control
and pay. Area level stress due to fear of crime and violence is associated with
disadvantaged neighbourhoods.”” Transport has a greater effect on lower
socioeconomic groups in terms of both pollution' and pedestrian accidents.'®
Illicit drug availability and usage is greater is disadvantaged neighbourhoods.? 143
Physical inactivity is associated with low socioeconomic status at both an
individual and an area level, the latter possibly being related to the availability of
amenities for recreation.'* People in lower socioeconomic groups consume more

energy dense foods and fewer fruits, vegetables and high fibre foods.!*

Socioeconomic differences in the prevalence of high blood pressure,'# 14 14 tobacco
use, 09147148 high cholesterol,®” 14 1% high body mass index,'?* 1! 12 physical activity,”
193154 Jow fruit and vegetable intake,'*>'>” and alcohol consumption 15815 have been
shown, with higher incidence amongst those in lower socioeconomic groups. These
represent the seven most significant risk factors for mortality in Table 1.1 and
account for an estimated 64.8% of deaths in Western Europe. Inequalities by
socioeconomic status extend to a vast range of health measures, access to treatment

and outcomes at all stages of life. Some examples are: diabetes in women,'® stroke
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incidence,'®' cancer survival,'® 6 coronary heart disease,'®* common mental
disorders,'®> dental caries,'® childhood asthma,'” road traffic injuries in children
and adolescents,'*® coronary artery bypass graft survival,'® and mortality amongst
older people.'” There is, in all cases, a clear and strong relationship between lower

socioeconomic status and increased morbidity and mortality.

Mackenbach et al. compared socioeconomic inequalities in morbidity and mortality
in eleven European countries.””! Three measures of socioeconomic status were
used: education, occupation and income. All three measures were found to give
broadly similar results but it was also found that each measure was distinct and
may capture a different element of socioeconomic status. Figure 1.3 shows a
schematic of a conceptual model proposed by Lahelma et al. that marks the
assumed pathways between three key socioeconomic indicators and health.'”? Each
of the three indicators has a direct impact on health but there is also a hierarchy
whereby education contributes to occupation which, in turn, contributes to income.
Lahelma et al. argue that the three indicators are all independently and inter-
dependently important when assessing inequalities in health with respect to
socioeconomic differences. As income is frequently not measured at an individual
or even small area level, the choice of indicator of socioeconomic status is
frequently some measure of occupation which separates skilled from manual
workers. The principal difficulty with occupation is that the groupings are quite
broad. Furthermore, it was found in Ireland that the number of individuals labelled
as “unknown” socioeconomic group was increasing and appeared to represent a
group with worse health than those in the “unskilled manual” grouping.'” While
education data are available, education is less frequently used as a measure

socioeconomic status.
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Figure 1.3 Pathways between socioeconomic determinants of health'”?
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\ 4

Education Occupational

class

The differing contribution of different indicators of socioeconomic status to health
suggests the need for a multi-dimensional approach to measuring socioeconomic
status. This is one of the motivations for the development of deprivation indices,

which will be discussed in the following section.

1.3 Deprivation

Measures of socioeconomic status provide a method of grouping individuals of
similar social and economic standing. However, a low socioeconomic status is not
necessarily indicative of poverty — it is assumed that an unskilled manual labourer
has a low income but they might be above the poverty line. Peter Townsend
defined poverty in the following manner: “Individuals, families and groups in the
population can be said to be in poverty when they lack the resources to obtain the
types of diet, participate in the activities and have the living conditions and
amenities which are customary, or are at least widely encouraged or approved, in
the societies to which they belong. Their resources are so seriously below those
commanded by the average individual or family that they are, in effect, excluded
from ordinary living patterns, customs and activities.”!”

In Townsend’s definition, people are labelled according to what resources they do
not possess, rather than those they do possess. The resources need not only be
income, education or good social support — they might include household goods
such as a washing machine or television, clothes, and access to a social life. This
definition also places poverty in terms of what resources and amenities the average
individual expects to have access to, making poverty a relative measure. The

difficulty with such a definition is that an individual may choose not to have an
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item that the average person possesses. This definition of poverty is, in effect, a
definition of deprivation — a state of being deprived of that which one should have

access to according to the norms of society.

To measure poverty or deprivation in this manner requires both a list of the
resources that people should have access to and a count of how many people lack
each of the respective resources. Some cumulative score can then be generated
which makes it possible to label an individual as deprived or not deprived. An
example of such a deprivation measure would be that of Maitre et al. using the EU
Statistics on Income and Living Conditions (EU-SILC) data.'” Such individual level
measures are difficult to generate as they require individual level data of the sort
that is not routinely collected. Census data, for example, might identify households
with no central heating and also households with no indoor toilet. However, as the
data are provided in aggregate format is not possible to identify households
lacking both central heating and an indoor toilet. As a result, composite measures
using census data were developed to identify areas with high proportions for a

number of deprivation indicators.

Early attempts at a composite index were made in 1972 by Craig and Driver in an
attempt to identify small areas of adverse social conditions.'” They chose a number
of census variables that were seen as potential indicators of adverse social
conditions - variables such as proportion of people with low social class,
proportion of population under 15 and households with more than 1.5 persons per
room. They highlight some of the possible methods of combining the indicators
and present two indices using arbitrarily chosen weighting schemes. Subsequent
work by Jarman in the UK resulted in the underprivileged areas score wh ich
identified small areas that are likely to have an increased primary care workload.'”
The weights for combining variables were derived by scores given to different
variables by general practitioners responding to a questionnaire on social and
service factors that contribute to increased workloads. There followed small area

deprivation indices for the Northern region of England by Townsend'” and for
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Scotland by Carstairs and Morris.'”® In both cases, census proxies for deprivation
were identified and combined to produce a continuous score that could then be
presented in deciles. Thunhurst presents an overview of indices by Jarman, Scott-
Samuel and Townsend et al. before presenting his own method of combining
census and specific survey data to identify areas of poverty in Sheffield, again with
a view to identifying small areas with increased need for primary care services.'”
Since then there have been numerous deprivation indices produced along similar

lines in the UK, Jreland8!-18> and elsewhere.186-189

More recently, there has been a move from a single index to domains of
deprivation in England, Scotland, Wales and Northern Ireland.'®*% These indices
of multiple deprivation are intended to group variables that represent specific
forms of deprivation such as housing, employment and physical environment. This
makes it possible to analyse the relationships between ill-health and different

aspects of deprivation.

1.3.1 Deprivation and health

Deprivation measures are typically area based rather than individual based. It
cannot be assumed that all individuals in an area experience the level of
deprivation found for that area as a whole. It is a summary statistic and, depending
on the homogeneity of the population in that area, it may be a misleading label for
many of the people living in that area. However, it has been shown that when
deprivation indices are calculated for reasonably small areas, the deprivation score
for an area is predictive of deprivation for individuals living in that area.’ In that
case, reasonably small referred to UK enumeration districts (average population
450) rather than wards (average population 5,500). With increasing aggregation
and hence increasing heterogeneity, the area label has decreasing likelihood of

being representative of individuals in that area.

Like single variable measures of socioeconomic status, such as occupation or

income, composite deprivation measures also show strong correlations with a
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range of morbidity, mortality and health outcome measures. This is not surprising
as deprivation indices typically contain one or more measures of socioeconomic
status. However, associations that apply at an individual level do not necessarily
apply at an area level and vice versa. In terms of the main risk factors associated
with mortality, increased area deprivation has been shown to be related to high
blood pressure,'” higher smoking rates,'” higher cholesterol,'” high BMI,'*® higher
physical inactivity,'™* lower fruit and vegetable intake'” and increased alcohol

consumption.'*

Some examples of types of morbidity and mortality that have been shown to be
associated with area deprivation are: depression;?® angina;?"' irritable bowel
syndrome;?’! cancer survival;?>2% excess diabetes mortality;?> infant mortality
rate;'® asthma admissions;?® morbidity due to musculoskeletal diseases, angina,
myocardial infarction, bronchitis and emphysema;?” and mortality due to all
causes, ischaemic heart disease, all cancers , lung cancer, and stroke.?®*2” As before,
all measures show an increase with increased area deprivation with the exception

of survival from a range of cancers, which decreases with increasing deprivation.

As an area level measure, it could be anticipated that associations between lower
socioeconomic status and health might be less apparent. For example, the
association between cholesterol and deprivation is not as compelling as at an
individual level. As was mentioned previously, an area level measure is in effect a
mean. The presence of very deprived individuals may be moderated by the
presence of some affluent individuals resulting in a medium deprivation score.
Furthermore, for most associations it is not assumed that the link is causal — for
instance, area deprivation does not cause irritable bowel syndrome, but it is a good
predictor of elevated incidence rates. For measures such as neighbourhood crime
rates and the associated increased stress levels, they are linked to area
characteristics for which deprivation is a more direct measure. In these instances, a
causal relationship may well exist. Neighbourhood violent crime and

unemployment have been shown to increase the risk of coronary heart disease
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independent of individual factors.”” Higher rates of obesity in deprived
neighbourhoods have been linked to a greater density of fast food outlets in

deprived areas.?'?

1.3.2 Service provision and resource allocation

Although area level measures of deprivation remove the possibility of inferring
associations between health and the individual, for health promotion, resource
allocation and service provision, small areas have a greater utility than larger

administrative areas such as counties.

The correlation between deprivation and increased mortality and morbidity makes
it a proxy for health care need and as Julian Tudor Hart stated: “the availability of
good medical care tends to vary inversely with the need for the population
served.”?!" If Hart’s “inverse care law’ holds, then the availability of medical care
will be lower for deprived populations. At this point the distinction between
provision and availability or access is important. Living next door to a GP is not
very useful if it is not possible to get an appointment due to limited availability,
high demand or an overworked GP. In terms of health care services, there is
evidence to suggest that access, if not provision, is sometimes lower in more
deprived areas. For example, a study of general practices in Perth, Australia, found
that although there were more practices in the vicinity of deprived areas the
patients from the most deprived neighbourhoods were less likely to be able to see a
GP at short notice or have access to a female GP.?"> Other examples associated with
increased area deprivation include decreased likelihood of referral for bone
densitometry,?® longer waiting times for cardiac surgery,* and lower breast cancer
screening uptake.?’® These studies suggest that increased deprivation may be
linked to poorer access to services, even though provision may be good. It is not
explained why differential treatment may be applied to more affluent patients but
the association exists and effectively increases the disadvantage of deprived

patients.?'* Goddard and Smith found that due to the difficulties in assessing the
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causes of differences in access it was difficult to draw firm conclusions and make

practical policy recommendations.?'®

Provision of services and, to some extent, access to those services is tied in to
resource allocation. The underprivileged areas score developed by Jarman?'” was
developed to identify areas with a predicted high primary care workload. Practices
in underprivileged areas could then be targeted for increased funding to
compensate for the higher workload. The benefit of using socioeconomic indicators
rather than health outcomes such as mortality to predict workload is related to the
notion of identifying the at-risk populations — a dead person is not a good predictor
of future health care need. However, not all forms of morbidity are correlated with
deprivation so resource allocation based on deprivation alone might not be a
sensible approach.?’® Moore argued that making additional payments to GPs based
on how many deprived patients they served may be of limited use without using
the money to tackle the specific health needs of the population.””” A further
criticism by Connolly and Chisholm is that no deprivation index will perfectly
identify the areas of highest need and hence resources, thus local knowledge
should support decisions made using a deprivation index.? An important final
point is that even in a highly deprived small area the majority of inhabitants are
probably not living in poverty, so that when targeting additional resources at such

a small area the majority of people who benefit are not actually in need.?”!

1.4 Urban-rural differences

The difference between rural and urban geography is important with regard to
both health and deprivation. The structure of communities and behaviour of the
population is markedly different in urban and rural areas with a consequent
impact on health. Urban areas are often typified as having high population density,
a more built environment and an industrialised economy while, in contrast, rural
areas are seen to have more open space, a less stressful pace of life and less
pollution. The effect of the urban-rural divide can be a significant predictor of

health independent of socioeconomic status. However, due to the difference in
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settlement patterns across different countries, results found in one country may not
be applicable to another. In Ireland there is a trend for a dispersed population in
rural areas, rather than the more clustered settlements found in countries such as

England.

1.4.1 Urban-rural health differences

Some aspects of ill-health are more generally associated with hazards found in
urban environments: substandard housing, crowding, air pollution, insufficient or
contaminated drinking water, inadequate sanitation and solid waste disposal
services, vector-borne diseases, industrial waste, and increased motor vehicle
traffic.??? Such environmental factors may give rise to higher rates of morbidity and
mortality in urban areas. Air pollution is associated with increased risk of stroke,??’
asthma, and circulatory and respiratory mortality.??* After controlling for smoking,
lung cancer rates were still significantly higher in urban areas in Scotland which
may be due to more air pollution, higher exposure to passive smoking or selective
migration.?> The concentration of ultrafine particles, which can have adverse
health effects, is highest in urban areas.?* Mental and physical health in children
can also be adversely affected by overcrowding which is more commonly seen in

urban areas.s28

With regard to risk factors, few show a consistent difference between urban and
rural areas. It is sometimes assumed that due to fewer opportunities or exposure,
younger people may be less likely to smoke, drink excessively or use illicit drugs.
A review of studies analysing risk behaviours such as smoking, drug use and
alcohol consumption among adolescents found that the view that rural adolescents
engaged in fewer risk behaviours was misleading.??” 26 An American study found
increased risk for substance abuse among rural adolescents??” while work by
Levine and Coupey could not find an increased risk of substance abuse in urban
areas.? The general conclusion is that for adolescents there is little difference

between rural and urban areas in engaging in risk behaviour. Higher smoking rates
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for adults were predicted for urban areas in Scotland, based on the socio-

demographic profile of smokers.?!

Haynes and Gale found significantly better than average health in rural areas of
England and Wales after controlling for deprivation, although the relationship
between deprivation and health was weak in rural areas.??> Levin compared
limiting long term illness (LLTI) in urban and rural areas and found the highest
rates in urban areas.?® While rural areas appeared to have lower rates, she found
that this could be partly due to the heterogeneity of rural populations and that
rural small areas should be sub-divided into more homogeneous communities to
get a better picture of variations in health. A somewhat contradictory finding by
Phillimore and Reading stated that when rural small areas are increased to have
population sizes closer to urban small areas, the relationship between deprivation
and health resembled that of urban areas.?® While the gap between healthiest and
poorest is generally smaller in rural areas, so is the gap between least and most
deprived. They did find, however, that health in remote rural areas was better than
in conurbations but could only speculate that this may be due to less pollution and
slightly better social capital. Senior et al. showed that mortality differences between
urban and rural areas could be partially explained using deprivation, depending
on how deprivation was measured.?> Judd et al. review a range of studies
comparing psychiatric morbidity but show that there is little agreement on whether

rates are higher in urban or rural areas.?®

A Swedish study compared the health of farmers with urban and rural non-
farmers.?” The farmers and rural non-farmers had significantly lower morbidity
and mortality rates than the urban non-farmers. Farmers also had better health
than the rural non-farmers which was linked to the active and outdoor nature of
their occupation. Work by Boland et al., however, found increased mortality and
hospital admission rates in rural areas for unintentional injuries in Ireland.?® Some
of the excess mortality and morbidity was due to increased exposure to hazardous

farm machinery.
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Several reasons are put forward as to why there may be different rates of mortality
and morbidity in urban and rural areas.? The differences may be due to spatial
variations in behaviour and exposure to environmental factors. Alternatively, the
differences may be due to selection due to migration. In the first hypothesis, a
spatial concentration of poor health is due to increased exposure to risk factors
such as air pollution, traffic, poor housing, drug abuse and physical inactivity.
Health is a function of the social and physical environment. In the latter
hypothesis, healthy people migrate, or remain together, to live in similar areas.
People with similar health characteristics tend to end up living together. An
example would be the movement of upwardly mobile individuals out of a
deprived neighbourhood to be replaced by downwardly mobile, and typically less
healthy, individuals. Boyle et al. compared the health of migrants in Scotland and
found that those who moved a large distance were healthy while those who moved
short distances tended to be unhealthy.?*® Short distance movers were often in
social housing and did not have the opportunity or resources to move to a less
deprived area. Verheij et al. found that people who migrated between urban and
rural areas tended to be younger and healthier than those who had stayed in the
same area type, although when demographic and socioeconomic factors were
controlled for, this reversed the relationship.?! The inconclusive findings suggest
that to test the selection theory fully would require detailed information on the

migration patterns and socioeconomic status of individuals over time.

1.4.2 Rural poverty and deprivation

It has become increasingly apparent that measures of poverty and deprivation may
be biased towards an urban rather than a rural context.?®? If deprivation is to be
defined by the lack of access to resources commonly available, any systematic
spatial variation in what resources are defined as necessary will introduce
difficulties in assessing the spatial variation in deprivation. For example, car
ownership is a commonly used deprivation indicator. In an urban context, the lack
of a car may be counterbalanced by access to frequent affordable public transport.

In a rural setting, where public transport may be quite infrequent, the lack of a car
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may be a much greater sign of deprivation. Lack of car ownership is a sign of
poverty in rural areas while car ownership may be a sign of wealth in urban areas.
Employment opportunities in rural areas may be far fewer than in urban areas,
making it harder for an unemployed individual to get back into the workforce and
out of a situation of poverty. While overcrowding is a distinctly urban problem,
under-occupancy is a rural problem with disproportionate heating bills creating a
financial burden. This lack of equivalence has implications for the suitability of

many deprivation indices to capture poverty in both urban and rural areas.

On foot of the Rural Lifestyle Project in the UK, Woodward discussed some of the
nuances of rural deprivation as seen by rural residents.?*® People living in rural
areas, perhaps through a lack of anonymity, are unwilling to acknowledge
personal poverty or deprivation. Some members of the population may be living
well below the poverty line but accept this as their lot and make do in a manner
contrary to that of urban dwellers. This is coupled with an overriding public
opinion that rural life is idyllic and contented, free of the stresses and poverty
associated with inner cities. Rural inhabitants, however, are faced with few options
and often have limited access to resources and amenities that are taken for granted
in cities, such as health care services, social settings and childcare facilities.
Milbourne notes how in the rural English county of Wiltshire, with some of the
least deprived areas in England, the majority of parishes lack basic services such as
a shop, post office, daily bus service, a bank or cash dispenser, and a general
practice.?* For those with a car it is possible to access these services in the nearest
town, but for the minority without a car they must use the infrequent bus service.
The lack of a car results in much greater disadvantage than it would in an urban

area where most of those services may be present.

Cloke et al. describe Shaw’s model of rural deprivation in which there are three
categories of deprivation: household, opportunity and mobility deprivation.?®
Figure 1.4 shows the diagram of Shaw’s model. The problem of accessibility and

transport is a category of deprivation in itself. Such a category may be of little
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practical use when considering urban deprivation. It is apparent from Shaw’s
model that low income can lead to increased mobility deprivation which, by
reducing opportunities, can hinder attempts to increase income. For example,
someone on a low income may not be able to afford to get a job further away as
they cannot pay the transport costs associated with taking that job. Such situations

lead to persistent poverty.

Figure 1.4 Shaw's model of rural deprivation?*
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These categories of rural deprivation are reflected in the choice of indicators of
rural disadvantage put forward by the UK Countryside Agency.?* The indicators
chosen include income, geographic availability of services, employment and
mortgages. They also include educational and health disadvantage as pertinent
measures. The Countryside Agency argue that the standard deprivation index does
not adequately highlight rural disadvantage and the subset of indicators presented
can be use to better distinguish between rural areas with high and low levels of

deprivation.

Noble and Wright attempted to address deficiencies in a standard deprivation
measure by collecting data on benefits for small areas as a proxy for low income
households.?” They used ordinary least squares regression to predict benefits with
deprivation indicators in a subset of rural areas. They were able to produce a

model which was better able to predict low income households in all rural areas
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than the existing UK deprivation index. A selection of variables that predict low
income well in rural areas might not be as good a predictor in urban areas, giving
rise to the notion of different indices for urban and rural areas. Such a scheme
retains the problems of lack of equivalence but at least gives more accurate
measures of deprivation for specific areas. The incorporation of some measure of
sparsity can act of a proxy for cost of transport and access to services which may
enhance the utility of an income measure. A higher cost of transport adds to the

cost of living in rural areas.

Nolan et al. investigated poverty in Ireland by area type in 1994 and found that
35.6% of households below the 60% income line lived in open country areas.? The
incidence of poverty in open country areas dropped substantially between 1987
and 1994 while rates increased in Dublin city. The greatest risk of poverty was
found in villages and towns with a population of less than 3,000 persons, where
46.5% of the population is at risk of being below the 60% income line. This
contrasts with the 27.4% of persons at risk of being below the 60% income line in
Dublin city. Commins refers to work by Frawley et al. to examine deprivation in
low income Irish farm households.?** Household items, such as strong footwear,
that when lacking would be considered a sign of deprivation are occupational
necessities for a farmer. These findings, coupled with those of Noble and Wright,¥
certainly suggest that income is a more appropriate measure of deprivation in rural
areas than in urban areas, particularly if combined with some measure of cost of
living or sparsity. In this context, sparsity acts as a measure of distance between

people and also distance to services and employment.

1.4.3 Rural exclusion and access to health services

While crowding and the associated stress may be a problem in urban areas, the
converse is true in rural areas where the greater distances between houses can lead
to isolation. Coupled with living away from social hubs such as towns, rural life
can be synonymous with social exclusion. The concept of social exclusion refers to

the “dynamic processes of being shut out, partially or fully, from any or all of
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several systems which influence the economic and social integration of people into
their society.”?* Social exclusion is a problem of both urban and rural
environments, although geographic isolation is almost intrinsic to the definition of
rural. Living a distance from community centres will inevitably lead to exclusion
particularly if there are few options for travel. McDonagh notes how, in rural Irish
counties, high rates of car ownership are indicative of there being no practical
alternative for transport.®® This has been exacerbated by the lack of investment in
rural infrastructure and transport policy. This has also lead to the increasing
marginalisation of young and elderly people with no access to personal transport.
Policies to reduce traffic congestion such as increased taxes on fuel tend to
adversely affect those in rural areas who frequently do not have a viable alternative
mode of transport. The sum effect is to increase exclusion from society for rural

inhabitants.

The lack of transport options can have implications for timely or reasonable access
to health services. A study in Ontario looked at repeated hospitalisations of
children with chronic conditions.? Having to travel over larger distances to reach
the hospital was found to strain family relationships. Jones et al. found that
inaccessibility of acute hospital services may increase the risk of asthma mortality
having accounted for deprivation.?? Panelli et al. investigated access to health
services in rural New Zealand.?® Some of the issues highlighted included the
difficulty in getting appointments at a convenient time, work time lost travelling to
and from an appointment, and the time to wait for an ambulance being
unacceptably long. A study of access to general practices in a region of England
found that most of the population lived within a short distance of a practice but for
5% of the population a longer distance was coupled with no weekday bus
service.?>* For this rural subgroup, access to services is dependent on access to a car
or the costly alternative of a taxi. Although it is not possible for the entire
population to live within close proximity of a health service, those who have

further to travel almost inevitably live in rural areas where transport options are
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limited. The combination of low provision and poor access can have health

consequences if timely treatment is not available.

1.5 Problems with existing methodology

It is evident from the preceding sections that there are a large number of factors
that influence health, many of which display a social gradient. These social
gradients are also observed at an area level, although not necessarily in a causal
relationship. Deprivation indices offer a methodology for representing the
socioeconomic conditions present in an area. It has also been noted that spatial
variation can be observed in health inequalities, and that this spatial variation may
be linked to differences between urban and rural areas. These differences may be
partly explained by environmental differences and partly through selective
migration. It has also been shown that the notion of poverty and deprivation may
be different in urban and rural areas as a consequence of differing opportunities,
accessibility and demography. By virtue of the indicators used, some existing
deprivation indices are criticised for being biased towards urban areas. It is
therefore imperative that adequate measures of poverty and deprivation are used
in the investigation of health disparities and for the purposes of policy
development with a view to reducing inequalities. Some of the studies mentioned
in this chapter have highlighted situations when deprivation indices may be
inadequate or inappropriate for use in analysing health inequalities. A number of
the principal problems with existing methodology for both urban-rural

classification and deprivation indices are identified in the following sections.

1.5.1 Urban-rural classification

The difference between urban and rural areas is often characterised as a simple
dichotomy where urban areas have a high population density while rural areas
have a low population density and are predominantly agricultural. This
representation is convenient for simple comparative purposes but may ignore the
gradient of settlement types that exist between dense metropolitan areas and

sparse rural areas.
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Approaches to defining urban and rural areas often begin with a definition of what
constitutes urban with all remaining areas being labelled as rural. Many countries
have adopted a simple cut-off for settlement size to distinguish urban from rural.**
Such a method assumes that all settlements above the cut-off size have an inherent
similarity and can be described as urban. Cut-offs can vary enormously from
country to country depending on settlement patterns which can show marked
differences across countries. Other methods include the use of population
density,?¢ accessibility?” and multivariate techniques.?® Some applications use a
simple binary classification while others use a range of classes to distinguish

between cities, towns, villages and dispersed rural populations.?*

The urban rural classification in use in Ireland is a simple settlement size cut-off
provided by the Central Statistics Office (CSO).2° Although the classification is not
provided at a small area level, with the data provided it is possible to determine
the percentage population classed as urban and rural in each area. A small area
that contains a town of 1,500 persons is considered the same as a small area at the
centre of a city such as Dublin. In reality, these two small areas may be very
different in terms of population density, access to services and typical land use. To
better understand the health and socioeconomic differences between urban and
rural areas, it is imperative that a suitably detailed small area urban-rural
classification scheme is used rather than a simple dichotomy. At present no such

classification exists for Ireland.

1.5.2 Choice of indicators and validation

The choice of indicators for a deprivation index is partially driven by theory and
partly by availability. The latter limitation is understandable given the potentially
sensitive nature of the data required and the small area level at which it is needed
to produce a sufficiently detailed picture of the spatial distribution of deprivation.
In Ireland, for example, many useful indicators are only available at a county or
Local Authority level. An index at such a geographic level would not be

particularly useful for policy or research purposes. Routinely collected data such as

30



live register unemployment figures, medical card ownership, crime figures,
hospital in-patient data — data that could be usefully incorporated into a measure
of deprivation — are not routinely coded to small area. As there is no detailed postal
code system in operation in Ireland, coding addresses to small areas is time
consuming, expensive, often unreliable and may not be feasible due to issues of
confidentiality. Although the census is conducted every five years, with the current
climate of high immigration and rapid changes in demography the data are out of
date and potentially misleading before the next census is conducted. Nevertheless
census data are the only realistic source of deprivation indicators in Ireland despite

the problem of timeliness.

Validation is the process whereby a deprivation index is assessed in relation to
how well it measures deprivation which is essential in terms of the utility of an
index.?20 201 This aspect of validation rarely extends beyond an assessment of the
correlation matrix to confirm that all of the variables appear to indicate the same or
a similar notion of deprivation. To assume that a deprivation index is a good
measure of deprivation solely on the grounds that the variables were chosen on a
sound theoretical basis would be unwise. In reality, there needs to be an analysis of
the relationship between a deprivation index and the relevant health outcomes
associated with deprivation. Gordon looked at validation using surveys to
determine the likelihood of an individual to be deprived given some characteristic
as recorded by the census.?? The most popular measures of the outcomes of
deprivation, however, are health related: mortality, morbidity and mental health.
As outlined in section 1.3.1, extensive research has been conducted in the UK
looking at the association between deprivation and health. Given the lack of small
area health outcome data in Ireland it has been difficult to obtain suitable data for
validation although mortality,'® medical card ownership and disability have been

used.'® An Italian index has also been validated using mortality data.!®
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1.5.3 Data transformation

Once collated, deprivation indicators are frequently transformed in some way prior
to combination into a single or smaller number of deprivation measures. Common
types of transformation are log and logit transforms. Such transformations are
generally used to improve the normality of the data.?®® Depending on the method
of combination used, approximate normality of the data may be desirable, if not a

prerequisite.

Another form of transformation that has emerged more recently is that of
shrinkage. As deprivation indices are generally computed at a small area level
where the denominator population may be quite small, a small fluctuation in the
numerator may translate into a relatively large change in the observed proportion.
The purpose of shrinkage is to move indicator values based on very small numbers
closer to the mean for that indicator.?* The degree of shrinkage is related to the
standard error associated with the small area. The standard error is, in turn, related
to the population of that small area such that a large population equates to a small
standard error and vice versa. The technique of shrinkage is analogous to
smoothing in that it reduces random fluctuations in the data. Shrinkage is not ideal
as assumptions are made to associate the standard error with the population size.
Criticisms have been levelled at the use of shrinkage on the grounds that in the
subsequent stage of data combination, the small area values are no longer
independent of each other.?® In the Irish context, given the fact that the more
populated small areas tend to be found in urban areas, shrinkage will tend to affect
rural areas more than urban areas.’® If rural areas are more affected by shrinkage
they will tend to move closer to the mean and hence a more moderate deprivation
score. A further point is that the properties of shrinkage and possible consequences
are not fully described in relation to deprivation. It is generally assumed to be
appropriate to apply shrinkage when an indicator displays large standard errors

for some areas.
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1.5.4 Regional bias and spatial autocorrelation

An issue that is alluded to in deprivation index literature is the problem of
indicators that may reflect a primarily urban or rural measure of deprivation.
Spatial autocorrelation is a measure of the degree of similarity between
neighbouring areas. High values indicate that geographic areas that are close in
space tend to be similar, which in turn is indicative of systematic regional

variation. Spatial autocorrelation can be quantified using metrics such as Moran’s

I 266

In their assessment of car ownership as a suitable proxy for deprivation in Wales,
Christie and Fone?” found that car ownership negatively correlated with the other
Townsend indicators in rural areas. This was in contrast to positive correlations in
urban areas and for all areas, suggesting that indicator correlations were driven by
urban areas. Pacione looked at indicators of rural disadvantage in Scotland and
noted how a number of the traditionally used deprivation proxies were more
indicative of urban poverty than rural poverty.?® Such analyses are unfortunately
uncommon in the literature, as stated by Milbourne in his paper on the
geographies of poverty.?* He points to the dearth of research in the “local
geographies of poverty” and the lack of understanding of spatial variation in the
components of poverty. The contrast between urban and rural deprivation causes

difficulties for a nationally calculated deprivation index.

One of the methods used to solve the problem of different urban and rural forms of
deprivation has been the use of a range of indicators and retention of separate
factors that appear to measure urban and rural deprivation.’® 2 In such cases the
deprivation measure is calculated for the whole region of interest including both
urban and rural EDs giving rise to urban EDs influencing the weights for a
measure of rural deprivation and vice versa. In the case of Neylon*® who
developed four indices of deprivation for County Clare, he shows Ennis Rural ED
to be rurally deprived. This is despite the fact that 87.7% of the Ennis Rural ED

population live in Ennis town.
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1.5.5 Data combination

Deprivation scores are typically generated using a weighted sum of the indicators
expressed in a standardised form. Numerous methods exist and have been used to
derive the weights. These methods range from equal weights,'” arbitrarily selected
weights,'® weights derived by survey,'”® Principal Components Analysis (PCA)'¥,
and Factor Analysis (FA)"®. The arguably simplistic approaches of equal and
arbitrary weights selection have been replaced by the use of PCA and FA. This
change may be partly explained by the advent of cheap high-power computers to
facilitate calculation of PCA and FA. Both of these methods have been used for
numerous deprivation indices and, although they tend to produce similar
solutions, there is a fundamental theoretical difference between the two methods.
While PCA is a straight arithmetic combination of the indicators, FA seeks one or
more underlying factors. PCA does not account for differing levels of statistical
accuracy or the imperfect measurement of the underlying factor.?** Some forms of
FA, such as Maximum Likelihood (ML) FA can distinguish between these forms of
variance and take them into account. FA is founded on the notion that there are
one or more underlying factors that can be identified from the indicators. It is at the
discretion of the researcher who applies FA to determine how many underlying
factors exist. That decision may be based on a sound theoretical justification or it
may be determined by comparing the results from a range of choices of number of
factors. A further set of options are available in both PCA and FA regarding
rotation whereby a transformation can be applied to the results to make them

easier to interpret.

In terms of deprivation index development, it has been argued that PCA is more
appropriate than FA'? and vice versa.?** Without a consensus it is at the discretion
of the researcher to decide which method is appropriate for the theory they adhere
to. The choice between PCA and FA may have significant implications for the

resultant index although no comparison is in evidence in deprivation literature.
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1.6 Aims and objectives

The preceding sections have outlined some of the deficiencies of existing
deprivation and urban-rural classification methodology. Given the extent to which
both are used independently and in conjunction, it is important that the issues
relating to both are dealt with in detail. The aim of this research is to assess
deprivation index methodology and to address the issue of urban-rural variation in
deprivation indicators. The specific objectives of the research are:

e To develop an urban-rural classification for Ireland

e To assess the characteristics of shrinkage

e To assess methods of combining indicators for deprivation scores with a

view to accounting for urban-rural variations in deprivation indicators
e To identify the key problems and possible solutions associated with area-

level deprivation measure methodology

There is no comprehensive rural-urban classification system for small areas in
Ireland. It is proposed to develop such a classification using a range of data
sources. Chapter 2 assesses methods for defining areas as urban and rural before
developing a rural-urban classification for Ireland. In chapter 3, issues relating the
now commonly used methodology of shrinkage are investigated. Chapter 4 looks
at methods of combining indicators and dimension reduction for the development
of deprivation indices. It is also proposed to develop a method for combining
indicators such that urban-rural differences may to some extent be accounted for. A
sensitivity analysis is conducted in chapter 5 to illustrate the impacts of different
choices regarding data selection, transformation and combination. The discussion

and conclusions are presented in chapters 6 and 7, respectively.

The methodological issues and suggested solutions in this study are applicable to

small area deprivation measurement in any region.
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2 Defining the urban-rural divide

It is evident from chapter 1 that there are geographic variations in both deprivation
and health, and to some extent, these variations can be explained by the distinction
between rural and urban areas. The differences in environment, lifestyle and access
to essential services result in noticeable differences in health and poverty. To
properly assess those differences, a classification system is required whereby areas
can be labelled as urban or rural. This chapter sets out to define such a
classification for Ireland. Section 2.1 contains a general discussion on urban and
rural ideology which is followed in section 2.2 with a discussion of the Irish
context. In section 2.3 a range of methods of urban-rural classification used
internationally are applied for the first time to Irish data. Methods of data
combination are discussed in section 2.4 and finally in section 2.5 a new urban-

rural classification for Ireland is outlined.

2.1 What defines urban and rural?

The definition of rural area is often constructed in a negative manner - defining
what might constitute the urban area and then labelling all other areas as rural. As
a result, the label ‘rural’ can be attached to a large variety of areas that might
otherwise be considered as very different. There is an assumption that a clear
distinction exists between urban and rural and that areas can be labelled as one or

other however misleading that label might be.

‘Urban’ can generally be described as any area that is part of or has the
characteristics of a city.>® A city has a concentration of population with distinct
employment patterns and lifestyle. One would expect a diversity of social,
economic and cultural activity in a city. There should also be a variety of facilities,

services and amenities in a city to cater for the large and varied population.

To say that everything else is ‘rural” is to ignore the variety of settlement types and

environments that exist outside of cities. The continuum from rural to urban is
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shown in Figure 2.1 below. Within the extreme rural population there is a further
distinction between agricultural and non-agricultural land. There are large areas of
peat bog and native forestry with small isolated populations with no local means of
farming. Coupled with little or no local commerce, inhabitants of these regions

must travel long distances to work.

Figure 2.1 Rural-urban continuum

Hamlets Villages Towns Cities Metropolitan
Remote, sparse, Concentrated,
agricultural non-agricultural
society society

There is a further complication that a town may be in close proximity to a number
of other towns or distant from other towns. This can be important as an isolated
town will potentially be an important hub of activity in that region while a town in
proximity to others may be relatively less important but the inhabitants may have
greater opportunities and access to services such as medical care, policing and
child care. With increasing house prices in Dublin, former villages are being
expanded into satellite towns to accommodate the growing number of people
working in Dublin city but unable to buy houses in the city. These satellite towns
are generally quite immature and lack many of the services and amenities
associated with urban centres and yet they do have substantial populations with

medium to high population density.

In attempting to describe an area outside of a city, it is important to maintain
information on the settlement size, local land use and proximity to other
settlements. This is likely lead to a classification system with many levels which
may result in small numbers of areas in some levels. However, this would be
preferable to a simple dichotomy which would maximise loss of information and

distinction.
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2.2 Urban-rural divide in Ireland

Ireland, like almost any other country, is composed of a mix of urban and rural
areas. While rural areas are typically sparsely populated with a predominantly
agricultural economy, the urban areas are densely populated with a wide range of
employment types. Rural areas can broadly be seen as dependent on the extraction

of natural resources while urban areas process and sell services.

In the Republic of Ireland the term ‘small area’ generally refers to Electoral
Divisions (EDs). There are 3440 EDs and they are the smallest output area for
census data. Counties and other government constituencies are comprised of
aggregations of EDs. Populations range from 55 to 24,404 in the 2002 census and
areas range from 0.046 km? to 126.04 km?. If an individual can be identified in the
census results for one ED, that ED will be merged with a neighbouring ED. As a
result, there were only 3,422 output EDs in 2002. Town boundaries are not
restricted to EDs so it is possible for a town may have parts in multiple EDs. It is

also possible for multiple distinct towns to be in a single ED.

The definition of urban in Ireland is based on the town-dwelling population.
Towns are comprised of those with and those without a legally defined boundary.
Where a legally defined boundary exists, the town size is defined as the population
living within that boundary. For towns without a legally defined boundary, there
must be a cluster of 50 or more occupied dwellings. There must also be, within
800m of that cluster, a nucleus of either 30 occupied dwellings on both sides of the
road or 20 occupied dwellings on one side of the road. Currently in Ireland, the
population living in clusters of 1,500 or more persons is described as urban.?”’ The

rest of the population is termed rural.

Suburbs are defined based on a 200m criterion recommended by the United
Nations?”® whereby a cluster is defined where no occupied dwelling is more than
200m from another occupied dwelling. Industrial, commercial and recreational

buildings are not regarded as breaking the continuity of a built-up area. Suburbs
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and environs are included in a town when counting the population resident in that

town.

There is a further administrative distinction between urban and rural in Ireland -
the urban and rural district boundaries. These are aggregations of electoral
divisions (EDs). All EDs in town and city boundaries are classified as urban and
the remainder are aggregated into 160 rural districts. These districts are
intermediate in size between EDs and counties but are rarely used in research or
governance. Mortality data published in the vital statistics aggregate rural districts

by county to give data for 88 urban and rural districts.

2.3 Urban-rural measures

A number of different methods of urban-rural classification have been identified in
the literature. In the following section these will be described and briefly applied to

Irish data to give an indication of the differences between the methods.

2.3.1 Population size

In a number of countries the definition of urban relates directly to settlement size.
A settlement is generally defined as a collection of houses where every house is
within 200m of another house. The settlement size that constitutes “urban” varies

from country to country, as can be seen in

Table 2.1 below.?> The assumption is that above a certain population, a town can
automatically be considered as “urban”. This is based on a critical mass of
population having access to a number of essential services and that such a number
of people living in relatively close proximity will automatically classify as urban.
Different countries have very different notions as to what qualifies as urban and
this is probably in part associated with population density and historical
precedent. The choice may also be partly political as service provision or funding
may be affected by the urban-rural status. The distinction between rural and urban

would then have implications for government obligations as regards services.
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Table 2.1 Minimum population sizes used by countries to define urban areas

Minimum
Country i
population
Sweden 200
South Africa 500
Australia* 1,000
Ireland 1,500
France 2,000
United States 2,500
Belgium 5,000
Spain 10,000
Japan 30,000

* To qualify as urban Australia also stipulates that there must be a minimum

population density of 400 persons/km?.

Figure 2.2 shows a plot of 700 Irish towns and villages ranked by size (towns with a
population greater than 5,000 not shown). For illustrative purposes, it is intended
to split towns into two groups: urban and rural. Due to a small number of towns
and cities with extreme population sizes relative to other towns, the populations

were log transformed.

Data can be grouped using k-means clustering. This is a method of clustering in
which the user pre-defines the number of groups. The observations are then

grouped so as to minimise the difference between observations in each group.

Application of k-means clustering to log-transformed town populations to identify
two clusters results in a cut-off at 1,553 persons. If we accept a cut-off of 1,553
persons, then there are 713 EDs with the majority of the population living in a town

of 1,553 or more persons.

41



Figure 2.2 Ranked town populations in Ireland (towns > 5000 persons not shown)
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The advantage of this method is that it is relatively easy to compute. The main
difficulty with this method is that the choice of cut-off tends to be somewhat
arbitrary. It also leads to a potentially misleading dichotomy — a town classed as
rural may be reclassified as urban if the population increased by one person. This
precise distinction is unrealistic and unreasonable. This method also ignores
proximity to urban areas. A remote rural area is given the same classification as a
town just below the cut-off size. This lack of distinction is also unreasonable. Figure

2.3 shows the number of EDs classed as urban by choice of urban population cut-
off.
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Figure 2.3 The number of EDs classed as urban by cut-off to describe settlement as

urban
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An alternative approach would be to classify a town based on the essential services
available in that town. These may include emergency services, amenities and other
facilities that may act as indicators of urban life. Collecting these data reliably may
prove difficult and it leads to further problems. The most critical problem is that
the location of most services is driven by the population distribution and market
forces. This complicates matters where a town is in close proximity to other larger
towns. For example, Portmarnock with a population of 8,376 does not have a
Garda station. Meanwhile Donard, with a population of 201, does have a Garda
station. It would be incorrect to label Portmarnock as rural and Donard as urban.
Of course such a classification method would not be based on the presence or

absence of a single service but on a range of amenities.

Furthermore, due to the sparser population in more rural areas, towns with small
populations may have the services normally associated with larger towns in more
urban regions. A small town in an agricultural region will be relatively urban in its
context as it may act as a centre of commerce and interaction. An example would
be Achill Sound, with a population of only 355, it has a supermarket, bank, post

office and Garda station. It is a link between Achill Island and the bridge to the
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mainland. Much larger towns close to major urban centres may essentially act as
commuter towns. In terms of facilities they may be underdeveloped but the
population lives a largely urban lifestyle. A town such as Portrane with 1,726
inhabitants does not have a supermarket, bank, post-office or Garda station and yet
it has sizeable population and is considered urban under the definition applied in

the Irish census.

So while the presence of certain amenities may point towards an urban
environment it is not a reliable distinction. This information is perhaps more useful
for differentiating between different types of settlement rather than their status as

urban or rural.

2.3.2 Population density

Instead of using the population of a town or area, it is possible to use the
population density (i.e. persons per kilometre squared) for distinguishing rural and
urban boundaries. High densities should only occur in urban areas where people
tend to live close together. In rural areas, where people frequently live further

apart, population density is lower.

This method shifts the problem from having to identify a suitable population cut-
off to finding an appropriate population density cut-off. It also gives rise to the
question of what area is the density being calculated for. Typically the area covered
by water bodies such as lakes and sea are ignored in the density calculation.
Perhaps it would then make sense to also exclude land above a certain height or
any land that is otherwise uninhabitable. There may be instances of small areas
where nearly all of the population lives in a small portion of the land in that area.
Thus the inhabitants may experience a high population density but the calculation

for the area would return a low density.

Determining what might constitute an urban level of population density is not

straightforward. Both Australia and Canada use a cut-off of 400 persons/km? for
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urban areas. This is a very arbitrary rule-of-thumb and it would make more sense
to use data for undisputed urban areas to understand what might be a reasonable
cut-off point. For example, the population densities for Dublin, Cork and Limerick

cities are 4191.6, 3124.9 and 2610.3 persons/km?, respectively.

The definition of the area of an ED is important. It is acceptable to exclude areas of
water from the calculation as they are uninhabitable. It is also arguable that if any
portion of an ED is uninhabited, it is acceptable to ignore it in calculations. One
solution is to define the area of an ED as the total area within 200m of a dwelling -
the United Nations criterion for neighbouring houses. This can be referred to as the
inhabited area of an ED. If an ED is sparsely populated, then most houses will not
have a neighbour within 200m and thus the inhabited area will be large. If the ED
is densely populated, there will be a large amount of overlap between the 200m
radii. Another method would be to calculate the housing or population density
within 200m of each dwelling in an ED and then determine the mean or median

200m dwelling density.

Figure 2.4 shows a plot of ED population density calculated using 2002 census
data. This is based on a measure using inhabited land. Application of k-means
clustering to log-transformed population density values to identify two clusters
results in a cut-off at 676.48 persons/km?. This suggests that EDs with a population
density greater than 676.48 persons/km? are distinct from those with a lower
population density. If we assume that EDs above this figure are urban, this results
in 611 of the 3,422 EDs being classed as urban. Using a measure of total land area
less water bodies, the cut-off occurs at 235.18 persons/km?, which is somewhat
lower than the cut-off used in Australia and Canada. This cut-off also results in 611
urban EDs, although there are differences in which EDs are labelled urban. The
smallest town included in the urban areas in both instances has 1,064 persons. This
suggests that the measure may indeed be capturing larger population centres.
However, some EDs with a large population almost entirely situated in a city are

classified as rural. For example, if classed by population density over the entire ED

45



area, Phoenix Park ED in Dublin city is classed with rural EDs. This ED contains a
large public park with a very low population density. On the basis of inhabited
area it is classed as urban. The opposite also occurs with Cabinteely-
Loughlinstown ED being classed as rural using inhabited area, but urban using the
entire area encompassed by the ED. These apparent discrepancies occur where the
different definition of inhabited land leads to a substantial difference in computed

population density.

Figure 2.4 Ranked ED population densities
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In Ireland, the EDs comprising the five cities can safely be labelled as ‘urban’. They
are within the defined city boundaries so it is an acceptable assumption. They

comprise of 332 city EDs with varying geographic sizes and population numbers.

Using the notion of inhabited area, an analysis of the city EDs shows that urban
population densities range from 161.6 to 16,836.2 persons/km?. On closer

inspection, a number of the Waterford city EDs are transitional between the city
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and the neighbouring rural areas. To account for these EDs, the city EDs have been
ranked by population density and the bottom 1% have been ignored as effective
outliers. Thus the minimum city population density is given as 693.1 persons/km?.
If we apply this cut-off to the full set of Irish EDs, there are 609 urban EDs. Using
the typical housing density around dwellings, between 673 and 680 EDs are
classified as urban, using mean and median housing density respectively. There is
a substantial difference in urban classification depending on whether population or
housing density is used. Using mean housing density as a measure also results in
small towns being classified as urban. A town with a population of only 502 would
be classed as urban. As with population density, there are EDs with large city-
based populations that are classified as rural, making this an unsatisfactory

classification method.

A method employing a proxy for population density has been adopted in the UK
developed by Bibby and Shepherd.?”! This method uses housing density calculated
for increasing radii around 1 hectare grid squares. Although the exact population
per house is not known, the housing density is a sufficient proxy for population
density. The method is applied to all areas outside the officially recognised urban
boundaries. The density of households within 10, 20 and 30km of each grid cell are
calculated and a summary measure is calculated for each small area based on the
grid cell values. The sparsest 5% of small areas are noted for each radius size to
identify the areas that might be considered most sparse and therefore most rural.
Housing densities are also computed for smaller radii of 200, 400, 800 and 1,600m
with a view to identifying settlement types. For example, grid cells that show a
sharp drop in housing density with increasing radius are presumed to be in a small
village. It is not described how cut-offs are decided on to distinguish between

town, village and hamlet based on the housing density profile.

As was the case for classification by settlement size, there is plenty of opportunity
for misclassification. This is particularly evident for EDs on the edge of an urban

ED. There are numerous instances of donut shaped EDs that enclose an
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approximately circular urban ED, an example of which is shown in Figure 2.5
below. There are, in fact, 80 instances of EDs that enclose EDs containing towns.
The outer ED is typically a combination of the outskirts of the enclosed town and
the surrounding rural environment. There is generally a sharp transition from
urban to rural landscape. If the majority of the population in the outer ED is living
in the suburbs of the town, it would make sense to refer to the outer ED as being
urban. However, using population density as the classifier can often result in the
outer ED being classed as rural. The example in Figure 2.5 shows Castlebar Urban
and Rural EDs. The entire population of Castlebar Urban ED lives in Castlebar
town. Of the 5,882 people living in Castlebar Rural ED, 3,702 are defined as living

in Castlebar town.

Figure 2.5 Example of a donut shaped ED enclosing a town
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A further drawback to this method is that it does not take into account proximity to
an urban area. Therefore everything that is not urban is automatically rural. As was

discussed previously, this is not a very helpful classification method.

2.3.3 Access

The use of a gravity model approach allows for the combination of both population
size and spatial location into a single measure (Equation 2.1). This formula
essentially measures the spatial interaction between an origin ED and destination

towns.



N
a,=pY.pd, 2.1)
J=1

Where: ai=accessofareai,i=1,2,...,N

pi = population of town j (may be log

transformed)
d, = distance from i to j to the power of n

(where n is -2 by the inverse square

law)?72

There are some difficulties in the measurement of distance. It can be expressed as a
simple distance either as-the-crow flies or along a road network. It can also be
expressed as some form of cost distance such as travel time. It is also often in the
form of a distance decay function so that influence declines rapidly in relation to
proximity. For cities, they will generally have numerous centres. These might well
have been suburbs or even outlying villages that have now been subsumed into the
city as suburbs. The distance from a suburb to the centre may be significant which
raises the question of where should the distance be measured to. It is possible to
determine local centres of activity within a city using the distribution of

commercial locations or population density.

Despite incorporating spatial location, the nature of the interaction between areas
and towns is lost in a summary measure such as access. It becomes impossible to
distinguish between a remote area with a town and a rural area on the edge of a
city. It can be argued that there is a degree of equivalence between the two — both
have aspects of urban and rural environments — but the distinctions between
remote town and city edge are lost. A further problem is the bias towards the
greater Dublin area, which includes counties Dublin, Kildare, Meath and Wicklow.
This is an extensively developed area with many towns in addition to the major
urban centre of Dublin city. Even the remote parts of Wicklow have relatively good

access to towns when compared to western counties.
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The access measure was determined for EDs to towns within a 48km radius with
the distance decay set at di?. The distance decay function is one often used in
applications regarding population influence and interaction. The distance limit was
chosen arbitrarily as it represents a typical travel time of between 45 minutes and 1
hour. Beyond that distance the influence of a town on daily life may be limited. It is
assumed that opportunities and services more than one hour away are considered
to be much less significant and so are not included in access calculations. The
ranked values are shown in Figure 2.6 below. Using k-means clustering on log-
transformed access values to define two clusters, a cut-off is identified at an access
value of 2.07 which would have 1,135 EDs classed as urban. This includes many
EDs that are small rural areas close to a number of urban centres. A different choice
of distance cut-off and decay function will lead to different results but the current

choice is justifiable in the context of this exercise.

Figure 2.6 Ranked ED access values
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The advantage of this method is that it incorporates proximity to urban centres into
the measure and results in a continuous, rather than binary, variable. That the

variable is continuous also gives rise to the problem of how to classify the resultant
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values. An area can have a high degree of access whilst being entirely rural. If it
has high access to town and city areas, it is indicative that the population
experiences a high degree of interaction with those urban areas. However, the
population of that area lives in a rural environment rather than a built-up urban
environment. Any classification of the access variable will group areas that are

quite different, which needs to be avoided.

2.3.4 Land use

Using satellite imagery, land use can be mapped to a grid of relatively high
resolution — sufficient for variation across a small area to be picked up. It can then
be seen if an area is predominantly residential, industrial, agricultural or natural

habitat. It provides a realistic representation of what an area is used for.

An example of land use data would be the Corine dataset maintained by the
European Environment Agency. The Corine dataset is an inventory of land cover
divided into 44 classes and is publicly available for the year 2000. The data can be
broadly divided into the built environment, agricultural land and natural habitat.
The latter includes natural forestry and peat bog. The proportion of land in each
ED that falls into these three categories can be determined using GIS. It is possible
to adopt a ‘majority rules’ type approach to classify areas. If the simple majority of
the land is built, then the ED is classed as built, and so forth. Where there is no
clearly dominant land use type, then a combination of land use types may be used

(i.e. built-agricultural, mixed, etc).

Classifying areas according to land use can be problematic. As with the definition
of population density, the concept of inhabited land may be useful. An ED may be
defined by the total area or by the area on which the population resides. For
example, there may be the situation where the majority of the population lives on
built land but the area is predominantly agricultural. In that case, the average

individual experiences a built environment even though the average acre of land is
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agricultural. It raises the question of whether the population or the land is being

classified.

The graphs in Figures 2.7a and 2.7b show proportion land use by ED for all land
and inhabited land respectively. EDs have been ranked by the proportion built
environment, agricultural land and natural habitat, respectively. When using the
proportion inhabited land, as shown in Figure 2.7b, almost all EDs are mainly
comprised of built and agricultural land. This indicates that only a very small
portion of the population live within 200m of land that is natural habitat. The most
common situation is for the majority of an ED to be agricultural land, irrespective

of whether the proportion of all land or only of inhabited land is used.

Figure 2.7 Percentage land use by ED (ranked by proportion built environment)
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EDs were classified by both the proportion of built-land and the proportion of the
houses on built-land. The former resulted in 530 urban EDs, the latter 763 EDs.
Both methods give rise to different problems. EDs on the edge of a city are likely to
contain substantial tracts of agricultural or non-built land. If classified by all land
use they are generally labelled as rural. For example, 89% of the 18,624 persons
living in Navan Rural ED are living in Navan town or its suburbs. Approximately
75% of the population lives on built land, which covers nearly 20% of land in the

ED. Classified by proportion of land area it is rural, classified by inhabited land it is
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considered urban. A second example is Stradbally ED in Kerry with a population
of 230 living in a rural area. Just less than 6% of the land is built and yet 55% of the
houses are on that land. According to land use it is clearly a rural ED but when it is

classified by inhabited land it is labelled urban.

A small isolated population living in a predominantly built ED should not be
classed as urban. Town size, population density and proximity to the nearest town

are all ignored in this method and this gives rise to misclassification.

2.4 Combination methods

Data derived from the above methods (e.g. population size, population density,
access and land-use) can be combined using factor analysis, principal component
analysis or other multivariate variable combination techniques. These methods
have the benefit that all useful data can be incorporated into a single derived
variable. Such methods have been used by Cloke,?* Cloke and Edwards,>* and
McDade and Adair.?* Cloke used census indicators relating to population
structure, occupancy, household amenities, occupation, migration and distance to
urban centres. McDade and Adair used a large set of indicators including
demography, infrastructure, household and neighbourhood amenities. The
principal drawback is that if a method is used that results in reduction to a single
continuous variable, it may be difficult to compare values as is the case with using
a measure of access. Some combination methods look for clusters across a number
of dimensions which enables retention of more information and grouping EDs with
similar attribute values. As has already been discussed, it is imperative that a rural
ED close to an urban centre is distinguishable from an ED containing an isolated

town.
Combination methods of classification can be divided into supervised and

unsupervised methods.””> The latter type typically attempts to seek either

convenient breaks in the data or some sort of structure which can be used to
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delineate clusters in the data (e.g. cluster analysis). Supervised techniques require

some form of prior knowledge about the classification.

2.4.1 Supervised classification

For supervised classification it is required to have some form of prior knowledge
about the classification structure. Frequently there will be a training dataset for
which the classes are known and a number of variables are recorded for each
observation. A model can be constructed to predict the classes using the variables
and that model applied to a complete dataset for which the classes are not known.
The methods used in that instance are predictive methods. In some cases classes
are not known for any observation in which case there is no training dataset
available. If there is a theoretical basis for developing classes then it is possible to

use a supervised method such as multi-criteria classification.

2.4.1.1 Multi-criteria classification

One approach to supervised classification is multiple criteria classification (MCC)2
whereby qualification criteria are specified for each class and each observation is
tested to see which class it qualifies for. The criteria can incorporate numerous
variables. For example, an ED might be classed as urban if the majority of the
population is in a town of 1,500 or more persons and either the population density
is greater than 693 persons/km? or more than 50% of the land is built. Criteria can
be developed that guarantee that a point can only be eligible for a single class. The
problem of choosing cut-off points between classes becomes an issue once again as

the criteria must be well specified.

The MCC approach has been implemented using a number of the variables and
cut-offs suggested in the previous sections. For example, if 50% or more of the
population lives in a city, then the ED is labelled as urban. In consideration of
different settlement types, six classes were defined for the analysis, four of which
contained predominantly settled population (urban, town, near village and remote

village). The remaining two classes encompass rural land divided into near rural
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which is less than 15 minutes from a town, and remote rural, which is more than 15
minutes from a town. The urban class is defined by city population, where the five
cities of Dublin, Cork, Limerick, Galway and Waterford are the only cities

included.

Table 2.2 Criteria for MCC classification

Distance to
% in town the nearest
Count of | % living in | of 1,553 or | % living in town of
Class )
EDs a city more a settlement 1°5538i0r
persons more
persons
Urban 472 =05 > 0.5 >0.5 <15
Town 247 <0.5 >0.5 =205 <5
Near village 137 <05 <05 >0.5 <15
Remote village 75 <0.5 <0.5 >0.5 >15
Near rural 1803 <05 <05 <05 <15
Remote rural 688 <0.5 <0.5 <0.5 >15

A problem with a simplistic MCC approach, such as the one outlined above, is that
based on the indicator means, EDs may be closer to a class other than the one they
have been assigned to. In other words, some EDs may bear more similarity to the

EDs of a group other than the one they have been classed in.

2.4.1.2 Predictive methods

For the following methods, the MCC classification can be given as a function of
several variables other than those used to construct the classification. It is then
possible to predict the class of each ED given the observations in each class. For
example, the urban-rural classification may be defined using the MCC approach
and variable selection outlined in Table 2.2 previously. The class of each ED could
then be predicted given the classification provided and a different set of variables,
such as access and land-use. An ED that might be classed as urban may be re-
classed as town if the values for the access and land-use variables were found to be

more similar to town EDs than to urban EDs.
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A number of these methods result in a probability of an ED being in each class. The
class with the highest probability is then the predicted class. The manner in which
the probabilities are calculated depends on the method used. The five methods
considered are as follows:
e Logistic regression”” — a method for predicting the probability of a binary
dependent variable using a set of independent variables
e Discriminant analysis?”® — a method that examines the set of predictors and
uses similarities and differences to assign each observation to one of a set of
classes
e C(Classification tree?”” — a method used to predict membership of cases or
objects in the classes of a categorical dependent variable from their
measurements on one or more predictor variables
e Partitioning? - a method to recursively partition data according to a
relationship between the categorical dependent variable and the set of
independent variables
e Neural network?” — a method to predict response variables from a flexible

network of non-linear functions of input variables

For the five methods listed above, the independent variables can typically be a
combination of continuous and categorical variables. All five methods were
applied using the MCC classification along with three log-transformed predictor
variables: median town size, population density and access to settlements within
48km. The median town size was calculated as the size of the settlement that
contains 50% of the cumulative ED population when settlements are ranked by
population numbers (see page 68 for an illustrative example). Two statistical

packages, JMP 5.0.12% and SPlus 6.0,%! were used to perform all of the calculations.
In Table 2.3 the numbers of EDs in each class for the different methods are shown.

The most apparent disparity occurs for the partition method, which results in quite

a different classification from the other methods.
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Table 2.3

Count of EDs by class for each predictive method of classification

Class | MCC Discrimir'1ant Logist.ic Classification | Neural it
analysis regression tree network
1 472 446 491 470 473 474
2 247 238 302 261 246 245
3 137 119 127 135 164 212
+ 75 128 11 32 48 1,565
5 1,803 1,455 2312 2,038 2,425 737
6 688 1,036 179 486 266 189

This is not exactly the correct application of these methods as they are intended to
predict known classes using observed data — thus allowing classification of
unclassified datasets with the same observed variables. In this case, the method
attempts to identify EDs that, based on the observed attributes, are misclassified
when compared to other EDs within the same class. If the MCC was based on the
same three variables as the other methods, then the predictive approaches would
be able to perfectly predict the MCC classification which would defeat the purpose

of the exercise.

2.4.2 Unsupervised classification

A number of unsupervised clustering methods exist for dealing with multi-
dimensional data. One option is to use k-means type clustering.?”® In this method
the user specifies the number of clusters they want to identify. For example, let
there be m variables and we wish to specify n clusters. The first step is to select n
random points representing cluster centroids in the m-dimensional space. Each
data point is allocated to the nearest cluster centroid. The centre of gravity is
calculated for each cluster and that becomes the new cluster centroid. The last two
steps are repeated iteratively until the centroids show negligible change between
iterations. The main drawback of this method is that the user specifies the number
of clusters even though it will probably not be known in advance how many

clusters there are or need to be identified.

Given that six classes were developed using the MCC approach, k-means

clustering was applied to the same six variables to allocate EDs to six clusters. The
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results are shown in Table 2.4 where the clusters are compared with the MCC
classes. A number of urban EDs are classified with the majority town EDs.
Similarly, a number of town EDs are classified with the villages for which near and
remote are not distinguished. This leaves three rural categories, the first of which

includes EDs that have some settlement but not sufficient to be labelled as village.

Table 2.4 Comparison of ED counts for classes and K-means clusters

K-means cluster

Class 1 > 3 1 5 p Total

Urban 366 | 106 0 0 0 0 472
Town 0 150 97 0 0 0 247
Near village 0 1 187 0 0 0 137
Remote village 0 U4 75 0 0 0 /o
Near rural 0 0 0| 544 | 1,181 78:[+.1,803
Remote rural 0 0 0 79 437 172 688
Total 8661 2561 [« 309111628 111,618 250k(F 37422,

A variation on k-means called self-organising maps (SOMs)?? is also available for
classification applications in JMP.2 In SOMs the clusters have a grid structure
which can aid interpretation of the clusters. Essentially it generates a two
dimensional output where clusters that are close in multivariate space are shown

close together in the SOM grid.

An alternative to iterative techniques are agglomerative methods of clustering,
such as hierarchical clustering.?® In these methods all data points are initially
individual clusters. At each step of the process the two clusters closest to each other
in multidimensional space are combined into a single cluster. This process
continues until all points have been combined into a single cluster. There is no
search for the optimum number of clusters so it is possible to subjectively select
how many clusters will be defined. There are numerous methods for measuring the
distance between two clusters so depending on the metric used the results will be

different.

58



As with the k-means clustering, the hierarchical clustering is compared to the MCC
classes in Table 2.5 below. The first two clusters represent urban areas, giving 490
urban EDs, with the third cluster representing towns. Again the near and remote
villages are merged along with a number of the EDs classed as town using the
MCC approach. There are two rural clusters but the distribution between them is
quite different as the separation is dictated by the access scores rather than distance

to the nearest town.

Table 2.5 Comparison of ED counts for classes and hierarchical clusters

Class Hierarchical cluster Total
1 2 3 4 5 6

Urban 289 180 3 0 0 0 472
Town 0 21| 138 88 0 0 247
Near village 0 0 0| 137 0 0 137
Remote village 0 0 Qv -2 0 0 745
Near rural 0 0 0 0 439 | 1364 1803
Remote rural 0 0 0 0 58 630 688
Total 289 | 201 | 141 | 300 497 | 1994 | 3422

2.4.3 Comparing classifications

There are methods for comparing cluster allocations which can provide a basis for
choosing one technique over another or, indeed, to select the choice of how many
clusters to use. One such measure is the goodness of variance fit (GVF),** outlined
in equation 2.2 below. Values of GVF range from 0 for the very poorest fit to 1 for a
perfect fit. In the case of a single class the GVF will be 0 whereas the GVF will equal

1 when N areas are allocated to N classes.

Where: x =indicator value
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X = mean indicator value
k = number of clusters
M =number of indicators

N =number of areas

A similar measure is the tabular accuracy index (TAI)®* which differs from the
GVF in that it uses Manhattan rather than Euclidean distance. Another useful
measure is Akaike’s Information Criterion (AIC)? which is defined in 2.3 below.

For the AIC, a lower value represents a better fit.

N, m

S 356, unh

AlC = Nt LB ’='N + f(k,N) (2.3)

Where: x = indicator value
X = mean indicator value
k = number of clusters
m =number of indicators
N =number of areas
f(k, N) = penalty function
The AIC includes a penalty function which is a function of k, the number of
clusters, and N, the number of areas. The AIC, Bayesian Information criterion
(BIC), Hannan & Quinn’s criterion (HQC), and the Generalized Cross Validation

criterion (GCVC) penalty functions are shown below.?¢ In all cases the natural

logarithm is generally used.
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2k

AIC, f(k,N)=— :

Sf(k,N) N (2.4)
BIC, f(k,N)= M (2.5)
HQC, f(k,N) = k.log(log(N)) (2.6)
GCVC, f(k,N)=-N. log(l = %) | 2.7)

The intention of the penalty function is to counter the improvement in fit afforded
by an increased number of clusters. If too many clusters are identified there is the
risk of developing a classification that is either too unwieldy or contains classes
with too few members to be of real use. Depending on the penalty function chosen,
the optimal number of clusters may vary. The AIC is more typically used to
identify the optimal number of parameters to be included in a model but has also

been used in classification problems.2®

A small increase or decrease in k does not have a substantial impact on the penalty
function when N is large, such as in the current case where N is 3,422. Given the
data being used in the current classification problem, the penalty functions
outlined above result in values that are too small to identify a benefit for smaller
numbers of classes. The penalty functions listed above generate values under 100
for N = 3,422 and k less than 25. In the current context, the AIC values are in the
order of 1,000s rendering the above penalties functions ineffective for identifying
an optimal number of classes. It is possible to develop a penalty function that will

suit the size of the data and the following function is proposed for the current case:

: k.N
Sf(k,N)= log(V) (2.8)

A difficulty with the AIC is that depending on the data being used, the upper and
lower bounds change so it is not possible to know what the best possible solution is

without searching for the optimal result. For example, with the GVF and TAI
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measures it is known in advance that allocating n areas to n classes will result in an
perfect classification which will return a GVF and TAI of one. Due to the penalty
function, the allocation of n areas to n classes should not result in a maximum AIC
value. When comparing a number of methods of allocat<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>