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Abstract

The capacity for source localisation and measurement in aeroacoustics can be 

enhanced through the use of a microphone array. Although arrays have been 

used in a variety of applications, there are a number of problems manifest 

in their use for analysis of specific systems. The first of these is the depen­

dence of the response characteristic of an array on the source frequency of the 

system being analysed. This can lead both to spurious source identification 

and erroneous source measurement. In this work a technique developed for 

radio antenna applications is adapted to give additional response control for 

linear arrays with commensurate element spacing. This is then applied to an 

aeroacoustic system consisting of twin high-speed propellers where the noise 

generated by one propeller is to measured, while contributions from the other 

are filtered out. The second problem arises due to aeroacoustic source direc­

tivity. This problem is illustrated by means of a simple model, which shows 

that erroneous results are obtained when a dipole source is measured using an 

ordinary beamformer. A procedure which allows the location and orientation 

of such a source to be identified is proposed, and a correction applied to the 

beamformer such that it correctly measures the source. This procedure is then 

applied to an experimental aeroacoustic system containing a single dipole in 

the form of a cylinder in cross-flow. A general methodology for aeroacous­

tic analysis based on these developments is proposed and its implementation 

discussed.
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Chapter 1

Introduction

1.1 Engineering and noise

Noise pollution is an unfortunate consequence of many engineering develop­

ments and is one of the major drawbacks of technological advance in automo­

tive transport systems. Although industrial noise has always been a problem, 

recent legislation for environmental noise pollution has become more stringent 

making the acoustic design of engineering systems a higher priority. Although 

the full effect of noise on society is not yet fully understood, there is little 

doubt that the psychological effects are very real. A comparison between a 

modern capital city and that city two hundred years ago is most remarkable 

for the difference in ambient noise. City sounds today are dominated by the 

sound of automotive engine noise, whereas the ambiance of two hundred years 

ago was dominated by the sounds of human conversation.

The problem of noise control is of particular concern for the aircraft indus­

try, as the more advanced aircraft become in terms of performance the more 

sound they are liable to generate, a consequence of the relationship between 

the intensity of sound generated by an aircraft’s propulsion system and its 

velocity. Depending on the type of aeroacoustic source, sound intensity can 

vary with the fourth, sixth or eighth power of velocity. This fact, together 

with the ever increasing volume of air traffic through most modern airports.
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emphasises the necessity for improved research in the acoustic design of air­

craft. In recent years the number of complaints received from residents living 

near the major European airports has increased substantially, despite large 

reductions in noise levels, indicating that the public are becoming more sen­

sitive to environmental noise and are less prepared to tolerate this intrusion 

into their homes.

1.1.1 Aeroacoustic noise

The noise pollution evident around any modern airport is an example of aeroa­

coustic noise, aeroacoustics being that branch of acoustics concerned with 

sound generated by aerodynamic phenomena. Just as the mechanical work­

ings of large industrial machinery generate noise, the aerodynamic ‘workings’ 

of modern aircraft also generate large amounts of unwanted sound. Aeroa­

coustic systems tend to be more difficult to analyse than mechanical systems 

however, due largely to the fact that the mechanisms responsible for the noise 

are usually invisible and complex. While sound generated by mechanical sys­

tems is due in the main to the vibration and contact of machine components, 

sources of aeroacoustic sound are most often due to aerodynamic mechanisms 

which remain undetectable to the naked eye, for example turbulence and fluid- 

structure interactions.

The most obvious sources of aeroacoustic sound are manifest in the air­

crafts’ propulsion systems, be they jet, propeller or otherwise. However, al­

though a large proportion of the total sound energy can be attributed to the 

propulsion system, it does not account for all of the noise. As propulsion noise 

is reduced, other less obvious sources of sound such as undercarriage noise or 

flap-edge noise become more dominant.

Aeroacoustic sound is the result of disturbances in a sonic medium caused 

by aerodynamic effects. As the aerodynamic and acoustic fields are intrinsi­

cally linked, it is clear that for any complex aerodynamic system, there will 

be an equally complex acoustic field, and it is this complexity which makes
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aeroacoustic systems so difficult to analyse

1.1.2 Reducing noise levels

It is clear, that if the problem of environmental noise pollution is to be ad­

dressed and successfully treated, sources generating noise and their associated 

physical mechanisms must be evaluated and understood, as it is only then that 

better design techniques for the reduction of noise can be developed. The task 

facing the acoustic engineer can be stated as follows: how can a noisy engineer­

ing system be most thoroughly analysed, in order to identify the major sources 

of sound? The primary requirement is that the system be broken down into 

its fundamental components, and that these components and their respective 

interactions be studied to determine the mechanisms generating the resultant 

acoustic field. Aeroacoustic systems generally consist of a large collection of 

arbitrarily correlated individual source components. Thus, important sources 

may often be embedded in a background of noise, making them extremely 

difficult to identify. Separation of these components for examination necessi­

tates a capacity for the examination of very specific regions of space-time, i.e. 

regions of space over a given time period. This thesis is concerned with the 

investigation and development of an experimental tool, based on the principles 

of microphone array technology, capable of this kind of measurement.

1.2 The m icrophone array

As sound is the direct result of physical mechanisms which cause distinctive 

pressure disturbances in the surrounding medium, the resultant behaviour of 

that medium gives valuable information concerning the nature of the source 

mechanism. The microphone array is a device which can focus on specific 

regions of space in order to determine the nature of the acoustic or aeroacoustic 

sources in that region.

In particular this thesis is concerned with sound generated by aerody-
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namic phenomena. These generate distinctive acoustic fields depending on 

the source mechanism, and so, through the medium of sound relay informa­

tion which, when appropriately processed, can reveal the nature of the source. 

The primary focus of this thesis is on two specific aspects of microphone array 

applications.

•  O p tim isa tio n  The way in which the microphone signals are combined, 

together with the characteristics of the system being analysed, play a 

large part in determining the response characteristic which will result. 

Through an examination of basic beamforming, and the mathematical 

formulation of this mechanism, the difficulty of antenna optimisation is 

addressed.

• Source d ire c tiv ity  Ordinary beamforming procedures do not allow for 

the directional nature of certain sources. This thesis demonstrates by 

means of numerical models, which are subsequently validated using a 

simple aeroacoustic system, the effect of a single dipole source on the 

response of an array. It is shown how the beamformer fails to locate and 

measure the source, and a technique is developed which adapts the array 

processing to suit the distinctive characteristics of that source.
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Chapter 2 

Review of array techniques

2.1 Historical perspective

Throughout the twentieth century advances in technology proceeded at what 

appears to have been an exponential rate. Technologies which, at the begin­

ning of the century were in their infancy, developed to become the foundation 

technologies of today’s engineering environment. The concept of array pro­

cessing is one such technology. Initially developed for military purposes, in 

the form of radar and sonar, it has today become a vital element in areas such 

as telecommunications and navigation.

Examples of array techniques can be found as early as the first world war 

where arrays of acoustic receivers were used to ‘listen’ for the approach of en­

emy aircraft, as shown in figure 2.1. This particular device could be manually 

rotated so as to aim it in different directions, and thus identify the presence of 

incoming aircraft. This technology was rapidly developed for military advan­

tage in the form of radar and sonar detection systems. Radar, which was being 

developed by the Germans as early as 1933, uses electromagnetic radiation to 

search space for the presence of solid bodies. Portions of the electromagnetic 

field reflected by a solid body can be manipulated according to the principles 

of array processing so that the location of the body can be determined [1]. 

This technique was developed during world war two into a highly efficient
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Figure 2.1: Early acoustic array
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device for locating and tracking aircraft, and has today become an essential 

tool in the global transport industry. Sonar systems are used in a similar 

fashion to search the seas for submarines and fish, as well as being used by a 

large variety of water craft to identify the depth and topology of the local sea 

bed [2]. There are two basic modes of operation of a sonar system, active and 

passive. Active sonar consists in the radiation of an acoustic field which, when 

reflected by a solid body and processed in a similar fashion to the electromag­

netic wave fields of radar systems, can be used to determine the location of 

that body. Passive sonar consists in ‘listening’ for the acoustic signature of 

underwater craft, and so can only detect objects which generate sound. It is in 

this passive manner that microphone arrays are usually employed. Sonar is an 

inefficient tool for application in air, due to the relatively slow speed of sound 

propagation compared with the speed of modern aircraft. This diff'erence in 

velocity means that by the time the sound from an aircraft has reached the 

receiver, the position of the aircraft has changed and so the location identified 

by the sonar system will always be in error. In underwater applications it is 

more efficient as the sonic velocity is four times that of air, and this, com­

bined with the relatively slow speed of underwater craft make sonar a viable 

option. Other examples of array processing are the telescopes used in radio 

astronomy, whose foci roam about in deep space, probing and gathering new 

information [3]. Instead of microphones these telescopes consist of collections 

of satellite dishes. The VLA (very large array) in New Mexico shov/n in fig­

ure 2.2 is an example. Each satellite dish receives electromagnetic radiation 

from outer space which can be processed and then combined with signals from 

the other satellite dishes so that radio waves which have been bombarding the 

earth for millions of years can be used to determine the nature of their source. 

Another growth area of array processing is the telecommunications industry. 

All radio antennae (receivers or emitters) use array processing in some form or 

other, mobile phones are a recent example. In the case of telecommunications 

the emphasis is on array emitters which concentrate the majority of the signal
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Figure 2.2: VLA, New Mexico

power in a given direction, thus avoiding radiation into redundant regions of 

space. Much of the research in this area is concerned with the optimisation 

of radiation patterns. Dolph [4] developed a technique which maximises ra­

diation resolution, i.e. the majority of the signal power is concentrated in as 

narrow a beam as possible. Bouwkamp et al. [5] argued that there is no exact 

solution to the problem of optimum current distribution for linear radio anten­

nae and they developed a method to realize any radiation pattern by suitable 

choice of current distribution. Riblet, [6] extended the theory of Bouwkamp 

to two-dimensional current distributions to enable the same radiation pattern 

specification for planar antennae.

These techniques are examples of antenna emmitters used in the telecom­

munications industry. The acoustic array is an example of an antenna re­

ceiver, which was developed as a result of the success of radar and sonar as 

an experimental tool for acoustic source localisation in a number of different 

applications. Billingsley and Kinns [7] for example have applied a microphone 

array to jet noise and Marcolini and Brooks [8] more recently used an array 

for the analysis of helicopter rotor noise. In acoustics, the principle is usu-
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ally applied to a collection of microphones (or hydrophones, depending on 

the application), known collectively as an acoustic array. The layout of the 

microphones depends on the system it has been designed to analyse. The mi­

crophone signals can be processed individually and then combined in one of 

any number of different ways (multiplied, added, convolved etc.), depending 

on what is required of the measurement. The array treats incoming sound 

waves in a similar fashion to the treatment of electromagnetic radiation by 

radar systems, and, in the same way, is capable of discovering the direction 

from which a given sound field emanates. Just as radar is used to determine 

the positions of objects in space, an acoustic antenna can determine the source 

of a given sound field.

Arrays can be used to analyse noisy engineering systems in order to obtain a 

better understanding of the noise sources through more accurate measurement. 

With this more fully developed understanding of the sources responsible for 

the sound, the engineer is in a better position to reduce overall noise levels. 

Meadows et al. [9] for example performed measurements on a NACA 632 — 215 

wing section with a 30 percent chord half-span flap. Using two directional 

arrays, correlated with an array of unsteady surface pressure transducers, they 

identified that locally dominant noise sources existed on the flap-side edge.

Before the most recent developments in computing power, acoustic mir­

rors were the preferred tool of acousticians seeking to analyse complex noise 

producing systems. The acoustic mirror is an acoustically reflective surface of 

parabolic shape, with a microphone located at the inner focal point (shown in 

figure 2.3 as FI). The mirror is arranged such that the area of interest lies at 

the outer focal point (shown in figure 2.3 as F2). In this way the majority of 

the system’s energy is focused on the inner microphone, while sound generated 

by regions away from the outer focal point is scattered so as to cause destruc­

tive interference in the vicinity of the inner microphone. These devices proved 

quite successful, although they have a number of drawbacks. The main prob­

lem is that their spatial resolution is inversely proportional to the diameter

9



Acoustic Mirror

Figure 2.3: Acoustic Mirror

of the mirror. Thus, for good resolution huge mirrors are necessary and this 

poses obvious problems from a manufacturing perspective. Another limitation 

is that any modification of the focus position requires that the whole device 

be mechanically translated and/or rotated.

As long as digital signal acquisition and processing remained inefficient the 

acoustic mirrors were a viable option. However, with the recent advances in 

computing power, these devices have, for the most part, become redundant. 

The speed at which data can be acquired and processed has given rise to a 

renewed interest in microphone array systems. There has been an abundance 

of research in the past few years in a wide variety of areas, from the tracking 

of zooplankton [10] to jet noise source localisation [11].

2.2 Beamforming and some of its problems

The most common technique employed with microphone arrays is known as 

beamforming, also referred to as delay-and-sum beamforming, as used for ex­

ample by Billingsley and Kinns [7] in a study of jet noise. The concept consists
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of using a number of transducers at discrete spatial locations in order to sam­

ple a given wave field. The signals are then processed such that signal power 

from a specified region is enhanced, whereas signal power from all other re­

gions is attenuated. The underlying principle is quite simple; if a propagating 

wave field is incident on a collection of transducers, it will arrive at each of the 

transducers at a different time, depending on the source-transducer distance. 

Because the relative time differences are simply dependent on the source po­

sition, the transducer signals can be modified to eliminate the time difference, 

or phase-difFerence in the frequency domain. The time differences are manip­

ulated such that the temporal coordinates of the microphone signals become 

the same, thus forcing the signals into phase with one another with respect to 

a specified source. In this way, those portions of the transducer signals which 

came from a point in space defined by that set of phase shifts, when summed, 

will interfere constructively. Similarly, portions of signals emanating from any 

other region will interfere destructively. By appropriate manipulation of the 

signals’ phases the focus of the array can be shifted about in space, boosting 

the signal to noise ratio of specified regions. This technique can be thought 

of as an adaptable acoustic mirror. Whereas variation of a mirror’s focus 

position and resolution requires mechanical alteration of the device, all array 

adaptation can be achieved electronically. Figure 2.4 illustrates this technique.

2.2.1 Directivity

The performance of an array is often characterised by what is known as its 

directivity pattern, which defines the spatial sensitivity of the array. For any 

given focus position it gives an indication of how susceptible the array will be 

to sources of contamination in other regions of space. An example can best 

illustrate this point. Figure 2.5 shows a linear array of thirty microphones, 

which has been set up to examine a linear region of space. The directivity of 

the array defines its sensitivity to potential sources of contamination from a

11



DELAY 4

DELAY 1

DELAY 2

DELAY 3
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selected region, in this case the linear region AB, parallel to the array axis. 

Figure 2.6 shows the directivity for a lOOOi/z source located directly opposite 

the mid-point of the array. This directivity pattern is generated by moving 

the array focus from point A to point B in increments of a given size. On 

examination of the directivity it can be seen that the pattern consists of a 

mainlobe (or major lobe), centered on the source position, and a series of side- 

lobes (or minor lobes) to either side of the mainlobe. The peak of the mainlobe 

corresponds to thirty signals which are perfectly in phase, and so interfere con­

structively to give a maximum. The sidelobes, a result of partial constructive 

interference, are a major problem associated with array measurement and the 

focus of much research in this area, for example the techniques of Dolph [4] 

and Riblet [6], described earlier, achieved equal minor lobe amplitudes and an 

improved mainlobe width. The effect of the sidelobes is to contaminate the 

measurement, especially if a second source coincides with their position. An 

array’s directivity pattern is a function of array geometry, source frequency 

and array-source distance. Thus it can be seen that the response character­

istic of an array is dependent, not only on the array configuration, but also 

on the frequency of the source being analysed. Much of the research effort 

where arrays are concerned has been with a view to developing optimum di­

rectivity patterns for specific applications, as this will determine the quality of

12
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the measurements which can be taken, for example Marcolini and Brooks [8] 

developed a technique which produced constant measurement resolution for 

different frequencies and applied it to a helicopter rotor in order to obtain 

quantitative measurements.

2.2.2 Source localisation in acoustics and aeroacoustics

In 1976, Billingsley and Kinns [7] developed a microphone array for the loca­

tion of noise sources on a full scale jet engine. By means of statistical averages, 

this system could calculate time varying source distributions with respect to 

position and frequency. This is an early application of beamforming to an 

aeroacoustic system, they called the device an ‘acoustic telescope’. In an a t­

tem pt to improve the measurement capacity of array systems many researchers 

deviate from the traditional delay-and-sum technique. Berman and Clay [12], 

examined the possibility of using a method other than the usual linear op­

eration of adding element outputs for an acoustic receiving array. Replacing 

the linear operation with a form of non-linear processing, they showed that 

with these non-linear operations, a directivity equivalent to that of an array 

with a large number of elements could be obtained using substantially fewer 

elements. Brown and Rowlands [13] investigated further the merits of this 

technique. They demonstrate the improvements in directionality through the 

use of non-linear operations, and show that, for the noiseless case, a two ele­

ment array can be made to yield patterns equivalent to those produced by an 

n-element linear array. These techniques were developed for the noiseless case 

and could be approximated for the case of very high SNR. Kinns [14] used a 

technique in which sources were examined through use of the coherence and 

phase spectra of signals from a closely spaced pair of microphones. These 

were used to compute the moments (i.e. statistical characteristics) of a line 

distribution of arbitrarily correlated omnidirectional sound radiators. This 

work established that, from a single binaural measurement the source location 

could be determined. Flynn and Kinns [15] performed a comparison between
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multiplicative signal processing and additive processing. They found th a t by 

using m ultiplicative m ethods the resolution of an array’s response could be 

improved. Again this technique was for the case of very high SNR.

The spatial resolution of an array is a function of the frequency of the source 

being measured, which means th a t the characteristics of a given measurement 

depend on the frequency of interest. Marcolini and Brooks [8] addressed this 

problem using a m ethod which can be illustrated more clearly through an ex­

am ination of figure 2.6. They considered their effective measurement region to 

be th a t region bounded by the -3dB points, although in their case the measure­

ment region was two dimensional, and so the -3dB points are represented by a 

contour line. The size of this region (i.e. the resolution of the array) depends 

on the source frequency, clearly an undesirable effect. Marcolini and Brooks [8] 

developed a blending type procedure in order to generate constant beam -width 

for varying source frequency. In effect this meant th a t regardless of the source 

frequency, the position of the -3dB points remained constant, giving a con­

stan t effective m easurement region. The array system which they developed 

was for the analysis of helicopter rotor noise. They successfully achieved spa­

tial resolution of the main directional lobe which was independent, not only 

of frequency, but also of look angle. They obtained good agreement in a com­

parison of the spectral results from the array with predicitons of broadband 

self noise, and with to ta l rotor noise measurements obtained from individual 

microphones of the array. Due to the anechoic environment, side-lobe position 

and size was not a m ajor concern.

In 1997 Meadows et al. [9] performed tests on a wing-flap configuration 

using two directional arrays, one large aperture directional array (LADA) and 

another small aperture directional array (SADA). The LADA was for identify­

ing the dom inant sources of sound and had a spiral microphone layout, which 

gives good gain characteristics. This means th a t the difference between the 

mainlobe level and the highest sidelobe is maximised. The SADA was used for 

quantitative spectral analysis of the dom inant sound generating regions and
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included the blending procedure of Marcolini and Brooks. This application 

was for high frequency source analysis (2 — 30kHz).  At these fequencies there 

will be a large number of sidelobes very close to the main lobe and so it is vital 

th a t the gain of the array is optimised, in order to minimise contam ination. 

For low fequency applications this optim um  gain is not as im portant because 

the first sidelobe will often lie outside the sound generating region. This will 

be dem onstrated in the case study discussed in chapter 3.

2.2.3 Microwave antennae

As the beamforming principle derives from antenna theory it is useful to ex­

amine some of the work conducted in this area. Radio antennae use the same 

principle in order to achieve directional electromagnetic radiation. Much of 

the radio literature is concerned w ith the synthesis of optimum directivity 

patterns for linear point arrays, or antennae with continuous current distribu­

tions. Schelkunoff [16] formulated the problem according to a far-field model, 

and using this model approxim ated the directivity of an array as a polyno­

mial. Dolph [4] was concerned with the control of mainlobe width and sidelobe 

suppression, and he developed a technique which was extended by Riblet [6] 

to two dimensions. Duhamel [17] modified the techniques of Dolph and Ri­

blet so th a t a common design procedure could be used. Ziehm [18] worked 

on the optim isation of circular array directivity while Elliot et al. [19] were 

concerned with planar systems. W oodward et al. [20] present a m athem atical 

theory for two-dimensional arrays which suggests the possibility of unlim ited 

directivity control, although in practice the application of this theory is lim­

ited by unrealistic excitation am plitudes. The work of Dolph and Riblet was 

adapted for application to an acoustic antenna by Pritchard [21], who realised 

the potential of these techniques for application to acoustic arrays.

The original work of Dolph [4] showed th a t through specification of equal 

minor lobe amplitudes (side lobes, shown in figure 2.6), the m ajor lobe w idth 

(mainlobe width) could be minimised, and conversely if the m ajor lobe w idth
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was specified the minor lobe levels could be minimised. Further to these ob­

servations, Dolph [4] showed that the relevant element excitations required to 

produce an equal minor-lobe pattern could be found. The method involved 

transforming the array’s directional characteristic to a polynomial in a suitable 

variable, and then applying an appropriate transformation with Tchebycheff 

polynomials - which possess the property that all extrema are of the same am­

plitude. Pritchard [21] extended these techniques to steered or ‘compensated’ 

arrays. The importance of transducer spacing was discussed at some length 

and it was noted, in particular, that spacings equal to the sound wavelength 

resulted in unacceptably large secondary lobes. Arrays with spacing equal to 

or less than a wavelength are referred to as ‘super-gain’ arrays by Riblet [6]. 

In present day array design, it is a prerequisite that the transducer spacing 

be less than half a wavelength. Pritchard [21] also found that as the array 

length was increased the major lobe width decreased (for constant transducer 

spacing), a now well established consequence.

The effect of source frequency and array length on the response of an array 

are illustrated in figures 2.7 and 2.8. For a system set-up as in figure 2.5, 

with the source region at a distance of 2m from the array, and for a thirty 

element, 2m array, the directivities for monochromatic sources of lOOOHz and 

2000Hz are shown in figure 2.7. It can be seen clearly that as the source 

frequency is increased the array’s resolution improves. The effect of array 

length is illustrated in figure 2.8 which shows directivities for 1 and 2m arrays 

in the presence of a 2000Hz source.

2.3 Sum m ary

Acoustic antennae have been developed for application in a wide variety of ar­

eas. This thesis focuses on applications involving aeroacoustic systems, where 

individual source components correspond to different aerodynamic phenom­

ena. Because of the complexity of aeroacoustic systems, it is crucial that the
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array be designed so as to minimise the potential for spurious interpretation 

and contamination from unwanted sources. This requires that the array re­

sponse characteristics be well known for all system set-ups. Emphasis is placed 

on the necessity for directivity control, or where this is not possible, the need 

for a thorough knowledge of the response characteristics of the array.

There are two specific aspects of array measurement which will be investi­

gated in this work. The first is the problem of directivity control, an area which 

has received much attention in the area of microwave antenna, but which has 

not been fully exploited in acoustic and aeroacoustic applications. The second 

aspect is the identification of specific types of aeroacoustic source. If an array 

is to be used to its full potential, it is crucial that both these aspects be given 

due consideration.
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Chapter 3 

D irectivity m odelling and 

control

3.1 Introduction

The dependence of array response on parameters such as source frequency, 

array geometry, position and orientation poses real problems in the practi­

cal implementation of these devices. The external control of directivity is 

something which has been dealt with in some detail in telecommunications 

research, as was seen in the last chapter. Similar control has not been used as 

extensively however in acoustic array design, and so, in this chapter the prob­

lem of acoustic antenna optimisation is addressed. The problem is formulated 

mathematically according to both near and far field models, thus allowing the 

specific difficulties of directivity control to be identified.

3.2 Near field formulation of array response

Using the coordinate system shown in figure 3.1, for a microphone at point M, 

and a source of wavenumber k at point S, the microphone signal due to that
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Figure 3.1: System reference frame

source is given by
p - j k R p

=  ^  (3.1)

Equation 3.1 is the monochromatic solution of the acoustic wave equation. 

When this signal is weighted for focus on point F it becomes
„ j k ( R f - R p )

P{k, Rp, R f )  = (3.2)

Which in terms of the cartesian coordinates of the source, microphone and 

focus position is

P{k ,R, )  =
A'K[{Xm -  XsY + {Vm ~  VsY + (̂ m “

(3.3)

This equation represents a single phase-weighted microphone signal, thus the 

array output can be written as

4ir l ( l m  -  x,Y  +  ( t / „  -  y,Y  +  (z„ -  2 , ) ’ ] ' / ^

(3.4)

q  _  y N  
‘̂ P  ~  ^ m = l
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Equation 3.4 is the array response to a sound source at position S, when 

the focus position is F, for microphone coordinates {xm,ym, ^m) and m  =  

1 : N,  where N  is the total number of microphones. This represents the 

sensitivity of the array at spatial coordinate {xf,  y/, zj)  and constitutes a single 

equation with 3N  unknowns, or 4N  if microphone weights are included. This 

is clearly insoluble. However, given that a selection of spatial coordinates 

and their corresponding requisite sensitivities can be specified, this equation 

can be extended to a system of 4iV equations with the same 4Â  unknowns 

(microphone coordinates and weights). The equation system can be easily 

over determined by increasing the number of spatial coordinates accordingly.

It would seem from this that any arbitrary directivity pattern can be spec­

ified and a set of microphone coordinates and/or coefficients calculated, in 

order to achieve that directivity. Unfortunately, due to the ill-conditioned 

nature of this equation system, obtaining a useful solution is virtually im­

possible. This ill-conditioning is due to a long established tenet of acoustics, 

namely - for any given wave field, there exists no unique solution representing 

the source. If the array elements are thought of as a collection of point sources, 

and the directivity pattern the resultant sound field (which is mathematically 

identical to the more usual formulation), then it becomes clear that any exact 

directivity control will not be achieved by straightforward means. It may be 

possible, using very powerful computers, to design optimisation algorithms ca­

pable of perfect directivity control, however in the absence of supercomputing 

it is neccessary to consider an alternative approach. One such approach is 

to formulate the problem for a farfield setup, and examine how the govern­

ing equations change. This is addressed in the next section using the radio 

antenna theory of Schelkunoff [16].
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3.3 Far field form ulation of array response

When considering an array system located in the far field of an acoustic source, 

the problem is exactly analagous to a radio transm itting  antenna. This is 

because the target region of a radio transm itter lies in the em m iter’s far field, 

so th a t the wave field in th a t region can be considered to consist of plane 

waves. It is for this reason th a t the far field assumption is valid for all radio 

transm itters. Much of the successful directivity control reported in the radio 

literature is based on the foundation work of SchelkunofF [16], which expresses 

the problem in concise m athem atical terms.

Consider the system shown in figure 3.2, consisting of a linear array of 

receivers, equally spaced and in the far field of some acoustic source, whose 

wave field approaches at velocity c (or wavenumber k =  2'Kflc).  Because the 

receivers are in the farfield, the waves can be considered plane when they arrive 

a t the array. The signal received on any of the transducers can be w ritten as

d

Figure 3.2: Far-field setup
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P  =  AnC os{nkdC  os6) (3.5)

where d is defined in figure 3.2. The nkdCosO  term here accounts for the 

phase-shift due to  the signal arriving at each transducer at a different time. 

Writing this in the more general form of

P  =  AnZ (3.6)

where

z =  (3.7)

and

4> =  kdCosO — l3 (3-8)

where is the phase modification associated with focussing, the array output

can now be written as

P  =  \Aq +  A\Z  +  A ^ ^  +  Asz^ + ...... +  Aji—iz^  ̂ +  AnZ^\ (3-9)

It can be seen then that when the array response is formulated according to

the far field assumption, it can be written as a polynomial. This leads to 

Schelkunoff’s first theorem, which states that every linear array with com­

mensurable separations between elements can be represented by a polynomial 

and every polynomial can be interpreted as a linear array. It can be seen from 

equation 3.8 that 0  is a function of 6, i.e. the angle between the array and 

any look direction. 0  is a real valued function, so that the absolute value of z 

is equal to 1, implying that 2  always lies on the circumference of a unit circle.

If the spacing between the elements is equal to A/2 (where A is the sound 

wavelength) then the range of z is equal to 27t, and as the look direction, 

changes from 0° to 180°, z describes one complete circle. In this case there is a 

one to one relationship between points on the circumference of the unit circle 

and directions in space. If the separation between the elements is less than
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\ I 2 ,  z describes a semi-circumference. So, depending on the element spacing 

and the source frequency, regions of space correspond to different regions of 

the circumference of the unit circle.

Consideration of the fact th a t the product of two polynomials is a poly­

nomial leads to Schelkunoff’s second theorem, which states th a t there exists 

a linear array with a directivity (or space factor) equal to the product o f the 

directivities o f any two linear arrays. An example can illustrate this point. 

Consider the two element array whose directivity is given by

Pi = \l + z\ (3.10)

m ultiplying this directivity by itself gives

P2 =  |1 +  2|2 =  11 +  22 +  2̂ 1 (3.11)

which is a three element array w ith transducer magnitudes of 1,2 and 1. From 

theorem 2 it can be said th a t in a direction where Pi has a sensitivity of P 2 

will have a sensitivity of |.T h is  shows th a t the microphone signals of an array 

can be weighted such as to modify the directivity pattern, and the relationships 

between these weight distributions and the resulting directivities can be known 

through the knowledge of the directivity pattern  of the equivalent array to 

which these weights correspond.

Nov/ consider a pair of transducer signals of am plitude 1, —t

P = \ z - t \  (3.12)

The complex number z — t  represents a line from 2  to t, so the sensitivity of 

the two element system in the direcion 2: is given by the length of the line zt. 

For the sensitivity to be zero in any direction, the null of the polynomial \z — t\ 

must be in the range of z and must be on the circumference of the unit circle.

Now, any polynomial of degree (n —1) has (n —1) roots and can be factorised 

into (n — 1) binomials, thus the sensitivity given in equation 3.9 can be w ritten 

as

P  = \{z -  t i ){z -  t2 ) ........{ z - t n - i ) \  (3.13)
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Each of these binomials represents the directivity of a two element array, which 

leads to Schelkunoff’s third theorem which states that the directivity of a linear 

array of n elements is the product of the directivities o /(n  —1) virtual couplets, 

with their null points at the zeros of P.

The implication of Schelkunoff’s work for acoustic receiving arrays is that 

the positions of the nulls of an array’s directivity pattern can be chosen by 

generating a polynomial whose roots lie at the appropriate positions on the 

unit circle. The coefficients of this polynomial are then the weights which need 

to be applied to the elements of the array system in order to achieve the said 

null positions.

3.4 Application of SchelkunofF’s theory

The applicability of Schelkunoff’s theory to an acoustic array for both near 

and farfield formulations was examined using Matlab based models. Directiv­

ity patterns were generated in order to compare true array directivity (nearfield 

formulation) with the approximated directivity (Schelkunoff’s farfield polyno­

mial formulation), and, using these, the effect of sidelobe null specification on 

the nearfield model was assessed.

3.4.1 D irectivity comparison

Near and far-field directivity patterns were generated through numerical imle- 

mentation of equations 3.9 and 3.4 . These are shown in figure 3.3 for a source 

frequency of I kHz.

The discrepancy between the models is due to the approximate nature of 

the farfield formulation. Schelkunoff represents the array sensitivity using a 

polynomial, whereas this is not actually the case. The true mathematical for­

mulation for beamformer sensitivity is more complex than this (equation 3.4). 

There is good qualitative agreement between the models however, which means 

that effects which can be produced in the farfield model should be reproduce-
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Figure 3.3: Near and farfield directivities

able, at least qualitatively, in the nearfield Ccise. The following example was 

used to investigate this possibility. Consider a 3m linear array with thirty 

commensurably spaced elements taking measurements from a linear source 

region, parallel to the array axis, and at a distance of 7m. The directivity 

for this sytem, according to Schelkunoff’s model is shown in figure 3.4. The 

sidelobe nulls directly adjacent to the mainlobe are located at 78° and 102°.

Using the method described in the previous section the directivity can be 

manipulated in order to shift these nulls, and this can be done exactly. In 

this example, a decision is taken to move the nulls to 80° and 100°. Using 

these positions a polynomial is generated whose roots lie at these positions 

and the coefficients of this polynomial are the weights necessary to produce 

the desired effect. It is shown in figure 3.4 that the nulls are shifted to the 

locations specified. A side effect of this directivity manipulation is a reduction 

in mainlobe level and an increase in sidelobe levels. If the nulls are moved 

in the other direction, the side effects are reversed, i.e. the mainlobe level is 

increased and the sidelobe levels decreased. In order for this technique to be
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of benefit for an actual acoustic array, the effect on the nearfield model must 

be assessed, so, using the same test parameters the procedure was repeated 

using the nearfield formulation. Figure 3.5 shows the result.

It is clear that the same effect has been produced on the nearfield model. 

The sidelobes adjacent to the mainlobe have been shifted by approximately 

the same amount as was achieved using the farfield formulation, and a similar 

change is evident in both mainlobe and sidelobe levels. From this it is clear 

that the technique can be used effectively with a real array. Depending on 

the modification required, these numerical models can be used to identify an 

appropriate set of microphone weights.

3.5 A case study

To illustrate the need for optimising both array geometry and processing for 

specific applications, a real experimental campaign is here used as an example. 

The experiments are to be performed as part of a European project known as
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APIAN (Advanced Propulsion Integration Aerodynamics and Noise). The 

objective of this project is to study the aeroacoustics of installed high-speed 

propellers. A microphone array is to be used in these tests to identify the 

contribution to the overall sound field of a single propeller. This requires that 

contamination from the second propeller, as well as acoustic reflection from 

the fuselage, be minimised. Thus, as the major source of contamination in this 

case is the second propeller, the primary design criterion for the array is that 

the contribution of this propellers be entirely filtered out. It is not often the 

case in array applications where there are two such coherent sources of noise 

of similar orders of magnitude and frequency, and so, it is often sufficient 

to design an array with good gain characteristics and then not worry about 

sidelobe contamination. In this case however, as the source of contamination 

is at exactly the same frequency, and of similar strength, it is necessary to 

achieve a higher degree of attenuation. This can be achieved by ensuring that 

the second propeller lies in a region of the sensitivity pattern where attenuation 

is a maximum, i.e. a sidelobe trough. A number of optimum array geometries
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were developed for this application based on test parameters such as model 

size, source frequency, array-source distance, and the relative strengths and 

weaknesses of each was assessed in order to choose the most suitable design.

3.5.1 Test set-up

The APIAN model geometry is shown in figures 3.6(a) and (b). The model 

has a wingspan of 3m and the propeller nacelles are separated by a distance 

of Im. This means that at the fundamental frequency, the array sensitivity 

pattern must be such that the distance between the mainlobe peak and the first 

sidelobe trough is roughly equal to Im. The propellers, which have a diameter 

of 0 .5t t i , are not shown in this diagram. The model is to be tested in the closed- 

loop open-section wind tunnel at DNW (the Dutch-German wind tunnel), and 

will be positioned as shown in figure 3.7. The DNW open-section facility 

has anechoic treatment which eliminates acoustic reflection. This means that 

sidelobes pointing away from the source region are of no concern. In view of 

this the directivity pattern of the array only needs to be considered in the 

region of the aircraft model. The model is approximately 5m from the wind 

tunnel nozzle and at a height of 3m. Acoustic measurements will be taken 

using an out-of-flow microphone array positioned immediately below the wind 

tunnel nozzle. At this point the array is a close as possible, in terms of angle, to 

the propeller axis and will give a measure of the sound radiated in the forward 

direction. This position gives a source-array distance of approximately 7m. If 

this distance is known, and the positions of the main sources of noise are known 

(i.e. the propellers) an array geometry can be chosen with an aperture such 

that one of the propellers lies in the trough of a sidelobe for the frequency 

of interest. For these particular tests the rotational speed of the propellers 

is SOOOrpm, which for a six bladed propeller corresponds to a fundamental 

or blade-pass frequency of 800Hz. A variety of array geometries are now 

considered and the relative merits of each are assessed.
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3.5.2 The linear array

A linear microphone array gives good spatial discrimination along an axis 

parallel to its own axis, in other words, it can not spatially filter along axes 

perpendicular to its own. Thus for a horizontal linear array the sensitivity 

pattern is a function of horizontal distance only. As the source distribution 

in the APIAN case is approximately linear, a linear array is an appropriate 

design. The setup showing a linear array is shown in figure 3.8(a). For a 

fundamental frequency of 800//^ the optimum array length is 3m. At this 

length, the right hand propeller lies in a region of the sensitivity pattern where 

the attenuation is of the order of —28dB. This is shown in figure 3.8(i).

3.5.3 The cross array

The second array design considered for these experiments was a cross array, 

which gives better discrimination for a planar source region. An optimum cross 

array for the APIAN setup is one with a length of Am (this is the distance from 

the tip of one arm to the tip of its opposite member). This setup is shown in 

figure 3.9(a). It can be seen that the array is physically very large, in fact it is 

obstructed by the wind tunnel nozzle. The sensitivity pattern for this array is 

shown in figure 3.9(6). Good attenuation is again achieved on the right hand 

propeller, and a certain amount of vertical discrimination also results. This is 

manifest in the improved attenuation seen in certain regions of the fuselage. 

This design gives a better sensitivity pattern in terms of better attenuation 

on the model fuselage, but the size of the array poses a problem.

3.5.4 The circular array

Another possible geometry is the circular array, and it is found that for this 

case the optimum geometry consists of a 2.5m diameter circular arrangement, 

shown in figure 3.10(a). The sensitivity pattern for this array is shown in fig­

ure 3.10(6), where again it can be seen to give good attenuation on the right
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hand propeller. As was the case with the cross array, this array geometry 

provides a degree of vertical discrimination, again showing better attenuation 

on regions of the fuselage than can be achieved with a linear array. However, 

as was the case with the cross array, it is physically too large.

3.6 Discussion

The previous section illustrated the performance potential of a number of 

different array geometries. The purpose of this discussion is to illustrate the 

process whereby an optimum array can be chosen based on its performance 

characteristics with respect to a specific system.

It can be seen in each case that an optimum array size can be chosen so 

as to ensure that the right hand propeller lies in a region of high attenuation. 

However, a difficulty with these planar designs becomes clear as focussing is 

attem pted at frequencies other than the fundamental. In these cases the side- 

lobes will move, causing the amount of attenuation at the right hand propeller 

to change. This means that measurement at frequencies other than the fun­

damental will be prone to varying degrees of contamination. In the case of the 

linear array however, through application of the technique described earlier in 

this chapter the sensitivity pattern can be manipulated so as to ensure that 

the propeller remains in a region of high attenuation. This is illustrated by 

changing the measurement frequency to 600ii/z and observing the change in 

array sensitivity. The result is shown in figure 3.11. It is clear from this that 

the beamformer is no longer performing at its optimum. The attenuation on 

the second propeller has now changed from —2SdB to —9dB. This will result 

in considerable contamination of the measurement. Another consequence of 

this change in array sensitivity is that measurements taken at the two different 

frequencies will not be comparable, due to the varying degrees of contamina­

tion. Using the null specification technique based on Schelkunoff’s theory of
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the second propeller  has now changed from —2 S d B  to —9dB.  T h is  will result 

in considerable  c o n ta m in a t io n  of the m easu rem en t.  .A.nother consequence of 

this change in array  sensitiv ity  is t h a t  m easu rem en ts  taken a t  the  two different 

frequencies will no t be com parab le , due to  the  vary ing  degrees of c o n ta m in a ­

tion. Using the null specification technique based on Schelkunoff’s theory  of 

arrays, the sensitiv ity  p a t te rn  can be m an ip u la te d  in o rder to re-optim ise the 

a rray  system . A simplified rep resen ta tion  of the  d irec tiv ity  p a t te rn  is shown 

in figure 3.12. For the sys tem  se tup  the  propeller  being m easured  is located  

a t  90° and  the  second propeller  a t  98°, ind ica ted  by the dashed  line. From 

figure 3.12 the m ax im um  a t te n u a t io n  is shown a t  101°, so a  m odification of 

3° is required in order to re-optim ise the array. T he  d irec tiv ity  as represented  

by SchelkunofF’s a p p rox im ation  is shown in figure 3.13. Because of the  dis­

crepancy  between the two form ula tions  it is no t  possible to give the ac tual  

location of the  second propeller  for null specification. However, the  am o u n t  

of m odification required  is known, and  so an a p p ro p r ia te  null location can be 

chosen. T he  best result is given when a  m odification of 4° is specified. The 

resu lting  changes in b o th  d irectivies are shown in figures 3.14 and 3.15. The
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that the array has been sucessfully optimised for operation at 600ffz. In this 

case the increased sidelobe levels are not a problem as there are no sources of 

sound at these locations. The attenuation at the second propeller is now of 

the order of —28dB, an improvement of l9dB.
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Figure 3.14: Modified farfield array sensitivity for 600Hz

3.7 Conclusion

The foregoing discussion illustrates how a microphone array can be customised 

in order to suit the characteristics of the system it is being used to analyse. 

In the case of the APIAN experiments the source region is approximately lin­

ear and so the superior performance of the cross and circular arrays, in terms 

of their two-dimensional discrimination capabilities, could be considered an 

overdesign. However, in considering directivity manipulation, the linear array 

is ideally suited to this application because of the control possible using the 

technique of Schelkunoff. Using this technique it has been shown how the sen­

sitivity of the linear array can be controlled in order to ensure that the second
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propeller always lies in a region of high attenuation, and so, measurements can 

be taken from the propeller of interest in the confidence that contamination 

from the other propeller is minimised.

Before a system is analysed using an array, an initial study must be per­

formed which identifies the significant parameters with respect to array re­

sponse. These parameters include, the dominant source frequencies, the ge­

ometry of the system, the distance at which the array will be positioned relative 

to the source, and the estimated source distribution. Using these parameters, 

response characteristics for the array can be calculated, and thus an optimum 

design developed.
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Chapter 4

Application to aeroacoustics

4.1 Introduction

The far-field characteristics of an aeroacoustic system depend on the aero­

dynamic source mechanisms and the m anner by which they interact. It is 

im portant to  identify these mechanisms, so th a t their individual contributions 

to the acoustic far-field can be assessed. There are three fundam ental aeroa­

coustic sources each of which corresponds to a different physical mechanism. 

These are the monopole, the dipole and the quadrupole. The acoustic field of 

an aerodynamic system is a result of the interaction of these three sources, 

and so, any aeroacoustic analysis requires th a t they be well understood.

4.1.1 The m onopole

The simplest aeroacoustic source is the monopole, which can be thought of as 

a small sphere of fluid, radius a ^ , whose volume Vo fluctuates, as shown in 

figure 4.1. Its ra te  of change of volume, dV o/d t  =  Vq, is called its strength, and 

if Um is the radial velocity of the surface of the sphere, then Vo =  4Tca^Um- 

The m otion of the boundary induces outgoing waves in the surrounding fluid, 

symmetrical about the sphere, and the pressure in this outgoing wave is



Figure 4.1: The monopole

where po is the density of the undisturbed medium and c is its sound speed. 

Due to the finite length of time required for propagation of the sound field, 

the pressure p(x, t) at the point x  is generated by the motion at the origin at a 

time x /c  earlier, i.e. at time {t — x/c)  which is indicated by the operator {t)*. 

The monopole is associated with volumetric displacement of the sonic medium. 

The blades of a propeller for example cause periodic volumetric displacement 

of the surrounding fluid as they turn, thus generating monopole sound.

4.1.2 The dipole

The dipole source is the second type of fundamental aeroacoustic source and 

can be constructed from a pair of point monopoles of opposite sign and a very 

small distance y apart, shown in figure 4.2. In the far field there would be 

total cancellation if it were not for a difference in the time delay. Because 

signals arriving at x  at the same instant must leave at times 5t = {ycos9)/c 

apart, the time-varying source velocities differ by an amount 5t .d/dt . {dUm/dt ) .  

Consequently, the net sound pressure in the far field at x  is

 ̂ ycosOdpM poal,^y cos 9 
p^ (t;x ) =  — —  =  — (4.2)

It is zero on the plane where points are exactly equidistant from each of the 

constituent sources, and of opposite sign on the two sides of it. This source
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Figure 4.2: The dipole

can be thought of as a sphere which oscillates in the y-direction with velocity 

Ud- The component of velocity in the x-direction of the local velocity of a 

point fixed on the sphere is Ud,x =  Ud cos 9, and in terms of this

/ .  \  U d  v  t  A o \=  - ( - ) —  (4.3)

The sphere could be made to oscillate because of a force F  acting on it in the 

y-direction. This force is F  =  {3/2){4/S)po'iTa^.dU/dt, where the extra (3/2) 

accounts for the additional “virtual” mass of the sphere, due to the inertia of 

the surrounding fluid set into motion. The dipole pressure field can then be 

written as

where is the component of force in the x-direction, Fx = F  cos 9.

It is in this form that the dipole can be seen to represent the generation 

of sound by aerodynamic forces. Again a propeller is a good example, the 

aerodynamic thrust generated by the blades generates dipole sound.

While the disturbance caused by motion of the sphere of the monopole 

was constrained to move radially, the greater degree of freedom for the dipole 

results in most of the disturbance oscillating directly between areas of the 

spherical surface moving in opposite directions, in circular paths. Thus the
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dipole is not as efficient at driving the far field as the monopole. These circular 

paths are the same as would be induced by a small vortex ring, and form the 

basis of the theory of aerodynamic sound generation by vorticity.

4.1.3 The quadrupole

The th ird  and final fundam ental aeroacoustic source is known as the quadrupole 

and can be constructed by combining two point dipoles of opposite sign, a very 

small distance 2: apart, shown in figure 4.3.

©/©

Figure 4.3: The quadrupole

The pressure field of a quadrupole is given by

^ x c o s Od p D  poal,  ̂z  cos (f)y cos
c d t  X  ̂ c c ’ dt^  ̂ ’

In terms of the velocity Uĝ x in the direction of x of a point on the sphere of 

radius a ,, the pressure can be w ritten as

with Uq̂ x — Uq COS (f) COS 9. The fiuid near the sphere has a greater degree of 

freedom, and so is even less efficient a t driving the far field than  the dipole. It 

can be seen th a t with the quadrupole source there is no fluctuation of volume 

of the sphere, as for the monopole, nor is there any resultant force, as for 

the dipole. For the quadrupole an elliptical distortion of the sphere is the
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cause of radiation and this motion is associated with aerodynamic turbulence. 

One variation of the quadrupole is where the four poles are colinear, in this 

configuration the source is known as a line quadrupole and it exhibits the same 

basic characteristics as the lateral quadrupole.

4.1.4 Summary of source characteristics

This analysis illustrates clearly the relationship between the fundamental com­

ponents of an aeroacoustic system and the associated aerodynamic phenomena. 

These relationships can be summarised as follows.

• The volumetric fluctuation of the monopole is associated with the vol­

umetric displacement of a fluid by a solid body, such as the periodic 

displacement of air by a rotating propeller blade.

• The fluctuating force of a dipole is related to unsteady aerodynamic 

loading, such as the blade loading associated with propellers.

• The elliptical distortion of a quadrupole is related to the fluid dynamics 

of turbulence.

Each of these sources has its own distinctive radiation characteristics. The 

most efficient radiator is the monopole, due to the radial motion of the imag­

inary sphere of fluid. This is followed by the dipole, the efficiency of which 

is decreased due to the extra degree of freedom evident on the surface of the 

sphere. The quadrupole’s efficiency is decreased once again, as a result of yet 

another degree of freedom. These extra degrees of freedom cause more energy 

to be expended in the aerodynamic near field, leaving less energy for driving 

the acoustic far-fleld.

Another important property of these sources is the relationship between 

their sound intensity and the local fluid velocity.

• Monopole intensity varies with the fourth power of velocity.
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• Dipole intensity varies with the sixth power of velocity.

•  Quadrupole intensity varies with the eight power of velocity.

Depending then on the aerodynamic system under consideration, the dom­

inance of each of the sources will vary. W ith relatively low speed systems, such 

as propeller driven aircraft, the dominant sources are monopole and dipole, 

where, as well as low fluid velocity, there are very obvious periodic volumetric 

and force fluctuations. In jet or rocket propelled aircraft however, due to the 

higher velocities involved and the absence of periodic solid body interaction 

in the free field, the dominant source is quadrupole.

4.2 Source identification in aeroacoustics

The complexity of an aeroacoustic system is due to the fact that often the ba­

sic sources all combine to generate the resultant acoustic field, and so a single 

sound measurement taken from such a system usually consists of a superpo­

sition of these three source types. In order to develop a more comprehensive 

understanding of the fundamental aeroacoustic phenomena, a more detailed 

analysis is necessary, in which the system can be broken down into a collection 

of simpler component models which can then be examined in isolation. In this 

way source estimates can be made which lead to the development of better 

global source-models. The distinctive characteristics of the individual source 

components provide a basis for the development of these component mod­

els, and, combined with spectral analysis, a framework for more sophisticated 

analysis methodologies. Whereas spectral analysis separates sources according 

to frequency, beamforming separates acoustic energy based on spatial location 

and so a combination of the two constitutes a more powerful experimental tool. 

However, the standard beamformer is fully efficient only when the source re­

gion is constituted of monopole sources. When the source region begins to 

exhibit non-monopole type propagation, the beamformer is liable to generate
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data which may be easily misinterpreted. In order to illustrate this, the effect 

of both monopole and dipole sources on a standard beamformer are now ex­

amined using numerical models, which are later validated and further assessed 

in an experimental environment.

4.2.1 The m onopole source

The monopole mechanism described earlier (see figure 4.1) causes omnidirec­

tional radiation of spherical waves into the local sonic medium. Thus, all 

acoustic energy generated at the source a t a given time propagates equally 

in all directions. W hen this energy reaches a microphone array the sound 

pressure distribution shown in figure 4.4 results (this is for a single monopole 

source located directly opposite the mid point of a linear array). The sound

0.04 

0.0395 

0.039 

o> 0.0385
T3
3

□) 0.038m
E
I  0.0375
5
0)

0.037

0.0365

0.036

0.0355 *
0 5 10 15 20 25 30

Array element

Figure 4.4; Sound pressure magnitudes on array for a monopole source

pressure is a maximum at the centre of the array because the microphones 

here are closer to the source, and a minimum at the array extremities where 

the microphones are furthest from the source. This is due to the inverse re­

lationship between sound pressure m agnitude and distance from the source.
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The phase distributions across the array before and after weighting are shown 

in figure 4.5. It can be seen here that prior to phase-weighting the phases
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Phase distribution prior to weighting 
Phase distribution after weighting
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Array element

25 30

Figure 4.5: Monopole phase distributions before and after weighting

of the individual signals are misaligned, due to the different distances from 

the source to each of the microphones. After weighting however, due to the 

omnidirectional nature of the monopole, the phases are all aligned, so that 

summation will yield a maximum of constructive interference. It can be seen 

from this that the beamformer is best equipped for measurement of sources 

which exhibit omnidirectionality. For directional sources, where waves prop­

agate in different directions with different phase, it is clear that the phase 

weighting used in standard beamforming will not be effective in aligning, and 

so any measure of the source strength is likely to be in error. The directiv­

ity corresponding to a monopole source is shown in figure 4.6. Due to the 

constructive interference which occurs when the beamformer is focused on the 

source, a maximum is measured. For all other positions in the source region the 

measurement is attenuated, due to varying degress of destructive interference 

when the signals are summed.
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Figure 4.6: Monopole directivity 

4.2.2 The dipole source

Considering the physical significance of the m athem atical expression for a 

dipole as given by equation 4.2 (shown below as equation 4.7),

=  =  (4.7)
c d t X c dt"̂

the acoustic field of a point dipole can be thought of as follows. A dipole can 

be considered as a system where two adjacent volumes of fluid (modelled as 

points) fluctuate alternately, and so are 180° out of phase with one another, 

as illustrated in figure 4.7. Each consecutive pulse generates a pressure d istur­

bance (a sound wave) which propagates spherically into space. Because the 

sound waves are being generated perfectly out of phase, there exists a planar 

region between the two poles and perpendicular to the dipole axis (shown in 

two dimensions in figure 4.7 as the axis of to tal cancellation), where sound 

waves from the two poles combine to achieve complete destructive interfer­

ence. This is the same as saying th a t the null is due to the difference in 

propagation delay from each of the poles. An observer in the plane of to tal
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cancellation will hear no sound. As the observer moves around the dipole this 

cancellation becomes less efficient, until a point is reached on the dipole axis 

where there is no cancellation and the sound pressure observed is a maximum. 

In this region the sound pressure is the same as would be found if the second 

pole did not exist (a monopole). As an observer moves around the dipole, at 

a constant radius, the change in cancellation efficiency gives rise to a gradual 

increase in sound pressure as the dipole axis is approached. This is illustrated 

in figure 4.8. It is assumed that the distance between the poles of a dipole 

is small compared with a wavelength so that the net result of this gradual 

cancellation is a single spherically propagating sound wave with the unusual 

characteristic of two hemispheres which are 180° out of phase. In addition to 

this, the sound pressure amplitude around the sphere varies with cos d (due to 

cancellation), according to equation 4.7. Figure 4.8 shows a two dimensional 

polar plot of absolute sound pressure. The far-field acoustic properities of 

the dipole are dependent on cos d, and so the expression for the acoustic field 

of a monochromatic dipole can be simplified and written as

P{x,9 ,k)  = —— cos9e^'‘̂  (4.8)
X

where k = u/cxs  the wavenumber, B  the sound pressure magnitude and uj the 

sound frequency in radians. Using this expression a far field radiation pattern
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for a dipole was generated using Matlab code. A polar plot of absolute pressure 

generated by this simulation is shown in figure 4.8. Using this acoustic field, 

signals corresponding to a linear array of thirty microphones arranged parallel 

to the dipole ajcis and at a distance D were generated, these are shown in 

figures 4.9 and 4.10.

Figure 4.9 shows the magnitude of sound pressure measured by each of the 

microphones for the dipole. It can be seen that the pressure is a maximum 

towards the outer edge of the array where the microphones are closer (in terms 

of angle) to the dipole a.xis. Comparison with figure 4.4, which shows a similar 

sound pressure distribution for a monopole, illustrates very different signatures 

for the two kinds of source. In the presence of a dipole, the microphones 

towards the centre are closer to the region of complete cancellation and so 

measure much lower sound pressure. Figure 4.10 shows 10 fully reconstructed 

signals. Here it can be seen that there is variation in both pressure amplitude 

and phase across the array.

If the orientation of the dipole is changed the microphone signals will
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Figure 4.9: Sound pressure magnitude distribution on array for dipole source

change accordingly, as seen in figures 4.11 and 4.12. It can be seen that 

as the dipole is rotated, the far-field radiation pattern changes significantly. 

It is necessary to examine how this information can be best utilised in order 

to identify the location, orientation and strength of a dipole source.

4.3 Beam form ing for a dipole source

Ordinarily, when source localisation is necessary, a beamformer can be used to 

perform a sweep of the region of interest in order to identify the source. On the 

application of an ordinary beamformer to a point dipole source however it was 

found that the source is not identified. In fact the beamformer measures zero 

sound pressure at the source location. Figures 4.6 and 4.13 show directivity 

patterns for monopole and dipole sources respectively.

It is clear from this that ordinary beamforming is insufficient for the mea­

surement of dipole sources. The dipole directivity pattern does however give 

an indication as to how one might proceed in the development of a dipole 

location technique, that indicator is the null seen at the source origin (fig-
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Figure 4.10: Fully reconstructed microphone signals for linear array

ure 4.13). In order to identify the mechanism which generates the null, the 

phase weighted microphone signals for that location were reconstructed. The 

result is shown in figure 4.14.

From figure 4.14 it can be seen that the signals prior to summation are 

such that complete destructive interference will occur, this explains the null 

seen at the source location. Figure 4.15, shows the first 15 microphone signals 

(those on the left of the dipole zero-plane), all perfectly in phase. Signals from 

right of the dipole zero-plane exhibit the same similarity of phase. There is 

however, a difference in phase between the two sides of the dipole zero-plane 

of 180°. The result of this is that when the entire array of signals is combined 

(illustrated in figure 4.14), half of the signals are out of phase with the other 

half, leading to perfect destructive interference, and hence the null seen when 

the beamformer tries to focus on the dipole origin. This of course is due to 

the two hemispheres of each spherical wave being 180° out of phase.

Complete cancellation will only occur when the dipole axis is parallel with 

that of the array, and the dipole is located at the array mid-point. It is only in 

this set-up that the two sides of the array are identical, but for being perfectly

55



120

150

180

210 330

240 300
270

Figure 4.11: Dipole rotated through 30°

0.7

0.65

0.6

0.55f

0.5

0.45

0.4

0.3

0.25

0.2

0.15

0.1

0.05

0

n----------1----------1----------1----------1---------- 1----------1----------r

• • • • • •
.  • • •

....... .......... .................... ....... ................................

........ ...........
...... .......... • .

......... ....... .

•

<• •

i • :

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
A nay-axis [m]

Figure 4.12: Array sound pressures for rotated dipole
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Figure 4.15: Microphone signals from one side of cancellation axis

out of phase. If the dipole ajcis is rotated relative to the array axis, or if the 

dipole is not exactly positioned over the array mid point, instead of a null 

being generated at the source origin, there will be a lesser attenuation. An 

attenuation of this kind is equally misleading, as it looks like a sidelobe, and 

may easily be identified as such.

4.4 Source location

The distinctive characteristics of the dipole, and the problems that these pose 

for an ordinary beamformer have been illustrated. The beamforming principle 

is based on an assumption of propagation from a monopole source, and so, 

when a source exhibits a more complicated propagation pattern, the beam- 

former will generate unreliable data. A source can only be successfully iden­

tified and measured by an array if some model is initially assumed, and then, 

based on this model, a correction is introduced to the array processing which 

accounts for any deviation from monopole propagation. The following de­

velopment is based on an ideal point dipole, whose acoustic field propagates
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through a homogeneous medium. Although a significant simplification of an 

aeroacoustic system, this model provides an illustration of how a beamformer 

can be adapted to  the characteristics of a given system.

Consider once again a 30 element microphone array arranged parallel to 

a point dipole, which is again positioned opposite the mid-point of the array 

at some distance, D. The beamforming process consists in choosing a point in 

space and weighting the individual microphone signals such th a t waves ema­

nating from th a t point come into phase. The focus of the beamformer can be 

made to perform a sweep of a region simply by choosing weights corresponding 

to a set of points within th a t region. The microphone signals corresponding 

to each focus position can then be analysed as follows.

Let

<t>i =  (4.9)

be the set of microphone phase angles for a given focus position. If th a t focus 

position contains a dipole source, the pha^e angle of any signal will be either 

0 or 7T (for an ideal, point dipole). If the focus position does not contain a 

source the phase angles will differ (displaying some pattern  which is a function 

of the microphone weighting and the phase characteristics of the appropriate 

spectral component). A dipole source can then be identified by performing 

the following operation on the set of signals.

7T
t=l

hcj, — [h — round{b)]

This division by tt and subsequent subtraction of the result from the nearest 

integer to th a t result gives a measure of the nearness in phase of the micro­

phone signals. This value will be a minimum when the focus lies on a point 

in space which contains a source, be it monopole, dipole or otherwise, and so 

the source location is given by

Source location =  min |[6^i]| (4-10)
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In order to decide the type of source, the phase distribution for that focus 

position must be examined and compared with any knowlege of what is located 

at that point in space. The search algorithm will not differentiate between 

individual sources, but it will identify the presence of a source. In order to 

identify the specific type of source, the phase signature for that focus point 

must be examined.

4.4.1 Source orientation

If the source is a dipole then calculation of its orientation is straightforward by 

considering the phase angles of the microphone signals when the beamformer 

is focused on the source, (equation 4.9). All signals corresponding to micro­

phones lying to the left of the dipole zero-axis will have phase angle equal to 

7T, whereas those lying to the right will have phase angle equal to zero. The

Dipole axis

Figure 4.16: Dipole orientation

intersection between the dipole zero-a^xis and the array is that point where 

the transition from 0 =  tt to 0 =  0 occurs. This is shown as point x  in fig­

ure 4.16. This is enough information to calculate the dipole orientation (which 

will lie at 90° to the vector joining the dipole location and the zero-axis/array
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intersection). Thus, from figure 4.16

/3 =  cos - 1 (x -  y) ■ AB
(4.11)

| { x - y ) l

which gives the angle between the array axis and the vector (x — y), where 

X is the intersection between the array axis and the dipole zero-plane, y is 

the source position and A B  the array axis. The dipole orientation is at 90° 

to the vector (x — y). The orientation of a dipole source is of interest for 

two reasons. First, the dipole axis and zero-axis correspond to directions of 

maximum and minimum acoustic radiation respectively. Secondly, the dipole 

axis gives the direction of the corresponding aerodynamic force. Identification 

of source orientation gives valuable information concerning both the acoustic 

directivity of the source and the associated aerodynamic force map.

4.4.2 Source measurement

Thus it is clear why ordinary beamforming fails to measure correctly a dipole 

source. Correct measurement of the dipole’s acoustic energy, in the direction of 

the array, requires that the microphone signals be in phase before the summa­

tion process is employed, and so, the signals must be appropriately weighted 

prior to summation. This involves augmenting the signals from one side of 

the dipole zero-ax;is with a correction of tt radians. Figures 4.17 and 4.18 

show directivity patterns for beamformers measuring dipoles with and without 

modification. The dipole was located at 20cm from the left hand side of the 

array and at 30° (distance of source region from array is assumed known). The 

ordinary beamformer shows an attenuation at this point (figure 4.17), whereas 

the modified beamformer shows a maximum (figure 4.18), and the algorithm 

successfully calculates the dipole orientation.

4.4.3 Conclusion

The technique developed here provides a means for detecting the presence 

of a dipole source, calculating its orientation in space (which corresponds to
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the direction of the corresponding aerodynamic force) and then modifying a 

beamformer in order to focus on the source so th a t its strength can be mea­

sured. The strength which this beamformer measures is not the maximum 

strength (which is seen on the dipole axis), but an average of the strength in 

the direction of the array. The individual microphones do however contain a 

record of the pressure distribution and so once the source location and orien­

tation have been established, and a good source model is available the actual 

source strength can be calculated. This can be shown as follows. Each of the 

microphone signals can be w ritten as

S  cos . .
M. =  (4.12)

where S  is the true source strength, r, are the distances from each of the 

microphones to the source, 9 is the source orientation and k is the wavenumber. 

Once the source location and orientation have been determined the source 

strength can be found. In fact, if a number of sources have been identified, 

and good models are available for all of them , then 30 source strengths can 

be calculated before the equation system becomes undetermined. This will be 

discussed in the next chapter.

This technique was developed for an ideal point dipole. In dealing with 

real da ta  a more robust m ethod will be necessary. This is developed in the 

next section.

4.5 E xperim ental validation  

4.5.1 Introduction

In using a microphone array to perform measurements on a system containing 

a real aeroacoustic dipole, allowances must be m ade for the fact th a t the real 

source will adhere only approximately to characteristics defined by a numerical 

model. The following development outlines a series of tests which serve both
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to ascertain the vaHdity of the numerical model used in the last section, and 

also to examine how, using real data, the distinctive nature of an actual dipole 

source can be used in order to identify its location.

4.5.2 Experim ental set-up

A linear array of th irty  microphones of length 1.015m was designed with an 

element spacing of 35mm, so th a t the upper limit of the array’s operating 

range is A.^kHz.  This is shown in figure 4.19. The experimental facility, 

shown in figure 4.24 was designed to minimise acoustic reflection from the 

wall, floor and ceiling. The rest of the laboratory was treated as a half-space.

Two sources were used, the first was an acoustic source, consisting of a 

louspeaker rotated with its principle radiation axis parallel to the array axis. 

The second source was a cylinder in cross-flow, a typical example of an aeroa- 

coustic dipole. Each microphone was calibrated in an impedance tube, and 

the processing algorithms autom atically corrected for magnitude and phase 

discrepancies over a frequency range of 3.2kHz.

4.5.3 An acoustic source

The set-up for the acoustic source is illustrated schematically in figure 4.20 The 

speaker in this orientation approximates a dipole due to its sound generating 

mechanism. An acoustic source was used in order to  guarantee a clean signal, 

with a high SNR. The frequency of the source was 800Hz.  The test procedure 

was sim ilar to the procedure followed for the numerical model. Choosing a 

linear source region, parallel to the array axis and including the source (shown 

as AB in figure 4.20), the focus of the array was swept incrementally over this 

region and the beamformed signal recorded at each point. P lotting this mea­

surement as a function of the focus position generates the directivity pattern  

shown in figure 4.21. There are two different ways in which this result can be 

used. If the source position is unknown, then the directivity is a means for es-
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Figure 4.19: Microphone array
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timating its location. If the source position is known then by focussing on that 

location the beamformer can be used to estimate the strength of the source, 

while filtering out noise coming from other regions of space. It is clear from 

figure 4.21 that the beamformer has failed in both these modes of application. 

The source position is not identified, nor is a measure of the source’s strength 

obtained, when focused on the source position it measures -23dB relative to 

the maximum strength measured. This is the pattern predicted by the numer­

ical model. Extracting the phase and magnitude values from the appropriate

30 element linear microphone array

Figure 4.20: Test setup

spectral component of the Fourier transforms of the microphone signals, af­

ter they have been phase weighted so as to focus on the source position, and 

plotting them as a function of array element gives the distributions shown in 

figures 4.22 and 4.23. Both distributions show characteristics indicative of 

the dipole mechanism. The magnitude distribution shows maximum values 

towards the extremities of the array, where the microphones are closer (in 

terms of angle) to the dipole axis along which the sound pressure radiated is
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Figure 4.23: Phase distribution for focus on source

a maximum. The minimum values are towards the centre of the array, where 

the dipole’s cancellation axis intersects the array axis. The asymmetry of 

the sound pressure distribution is due to the shape of the loudspeaker, which 

is designed to radiate efficiently in one direction only. The back side of the 

loudspeaker consists of a large magnet which interfere’s with the sound waves 

which try to propagate in this direction. The phase distribution clearly shows 

a difference of tt radians on either side of the array mid-point.

4.5.4 An aeroacoustic source

The experimental facility for aeroacoustic testing (shown in figure 4.24) con­

sists of a fan and nozzle arrangement, capable of generating a jet of up to 

50m/s through the semi-anechoic chamber. This chamber was designed to 

minimise acoustic reflection for frequencies down to 500Hz. The fan and noz­

zle setup, shown in figure 4.25, has a steel support structure attached to the 

end of the nozzle to hold the aeroacoustic test specimen. The aeroacoustic 

specimen consisted of a 6mm diameter solid cylinder in a cross flow of 50m/s,
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Figure 4.24: Experimental setup

69



Figure 4.25:
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and generated sound at 1650i/^. This is a typical example of an aeroacoustic 

dipole. The sound which it generates is often referred to as Aeolian tones, 

named by the Greeks after the sound the wind used to make blowing through 

the trees on an Island called Aeolus.

4.5.5 Aeroacoustic testing

Aeroacoustic testing was performed in the same manner as the acoustic tests. 

Once again the focus of the array was swept over a linear region (shown as 

AB in figure 4.26(a) containing the source, and the sound pressure measured 

by the array at each focus position. The resulting directivity pattern is shown 

in figure 4.26(6). As with the acoustic source, it is clear that the beamformer 

has again failed to identify the source. It does not give a measure of the 

source strength, nor does it represent the source distribution over the region 

AB. It could be argued that the double peak shown in figure 4.26(6) identifies 

the presence of a dipole, however the position and width of these peaks are 

a function of the array geometry, its position and the source frequency. 

The phase and magnitude distributions (generated in the same way as for the 

acoustic test) shown in figures 4.27 and 4.28, again show dipole characteristics. 

In this case the patterns agree more closely with an ideal point dipole. The 

magnitude distribution is more symmetrical than for the acoustic source, and 

the phase distribution is more like that of an ideal dipole. This is a reflection 

of the fact that the aeroacoustic source is a better approximation of a point 

dipole.

These magnitude and phase distributions are the distinctive dipole char­

acteristics, and so, it is by searching for these trends that the source can be 

identified. The location technique proposed for a numerical dipole will not be 

applicable to a real dipole as the phase of the microphones will be subject to 

experimental uncertainty. An alternative method must be developed which 

will allow for this variation.
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Figure 4.26: Test setup and resulting directivity pattern
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4.5.6 T he search algorithm

As the phcise of the weighted array-signals represent the phase of a source 

at the focus position corresponding to that set of weights, any technique for 

source location must be designed to use this data. In order to search for the 

phase signature of a dipole for real data, where noise will contaminate the 

phase data, an algorithm must be capable of identifying a trend in the data 

which corresponds to the source characteristics. For a dipole these trends are

•  A difference of tt radians along the array.

• A large number of the signals’ phase lie in one of the two regions.

-  0  =  + /  -  7T

-  0 =  0

•  At some point along the array there is a sudden phase shift of tt radians.

Using these criteria an algorithm was designed to search a given region for 

the presence of a dipole. For each focus position in the linear region AB (see

PDF = dM l + dM 2
dM2

Phase
Pi radiansPhase

distributiondMl

Microphone number

Figure 4.29: The dipole signature
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figure 4.26(a)), the relative phase of each signal is calculated by means of a 

Fourier transform. Thus, the distribution of phase over the array for each focus 

position is obtained. Each distribution is tested for dipole characteristics by 

examining the degree of concentration of phase values within the phase bands 

indicated in figure 4.29. Shown in this figure is a sample phase distribution, 

and a pair of ‘phase bands’, indicated by the dashed lines. These phase bands 

are separated by a distance of tt radians. If the array is focused on a dipole 

source, the phase distribution will show a high concentration of points in these 

phase bands. If not focused on a dipole, the distribution will show a phase 

characteristic whose points are scattered outside these phase bands. For each 

focus position the algorithm counts the number of signals whose phase falls 

within these bands. The focus position with the highest concentration of 

phase in these regions is the most likely location for finding a dipole. Shown 

in figure 4.30 is phase distribution as a function of focus position for the 

aeroacoustic source. Each line in this graph represents the phase distribution 

for a single focus position, from A to B. Application ot the search routine 

to this data results in successful identification of the dipole location. The 

distribution indicated by the circles in figure 4.30 is the dipole signature, and 

the focus position corresponding to this distribution is the dipole location. 

This technique is also successful in locating the acoustic source, whose phase 

signature is less like that of a point dipole, as shown in figure 4.31. These 

dipole distributions can be compared with the monopole distribution shown 

in figure 4.32, which was generated when the loudspeaker was oriented with its 

radiation axis perpendicular to the array axis. Here the phase distribution is 

approximately linear, corresponding to the propagation characteristics typical 

of monopole sources. In figures representing dipole distributions it can be seen 

that there are three phase bands instead of two. This is because the phase 

is calculated relative to the phase of the first microphone, and it is unsure 

whether the phase on the other side of the cancellation axis will lead or lag.
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monopole

After the dipole location has been determined, calculation of the source 

orientation is straightforward, as the intersection between the cancellation 

axis and the array axis is given by that point at which the phase moves from 

one phase band to another.

4.5 .7  Source m easurem ent

Having located the dipole and calculated its orientation, the beamformer can 

now be modified in order to obtain a measure of the source strength. As shown 

in figure 4.21, when the beamformer is focused on a dipole source, it fails to 

give an indication of the source strength. In order then to measure the strength 

of the source, the phase must be aligned, in order to remove this difference. 

This is achieved by subtracting from the dipole phase signature the theoretical 

dipole signature (shown in figure 4.33). The phase distribution prior to correc­

tion is shown by the dashed line. The solid line is the theoretical dipole phase 

distribution and by subtracting this from the actual distribution the series of
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circles results. After this operation has been performed, the phase across the
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Figure 4.33: Beamformer modification

array is now aligned according to a theoretical model. When summation is 

performed, the signals interfere constructively, and so give a measure of the 

sound power radiated by the source in the direction of the array. The result of 

this modification is shown in figure 4.34, for the aeroacoustic source. Whereas 

the standard beamformer measured a minimum when focused on the source lo­

cation, the modified beamformer correctly measures a maximum. Figures 4.35 

through 4.37 dem onstrate the full effect of this technique. Figure 4.35 shows 

the Fourier transform  of a single microphone signal. It can be seen here th a t 

the dipole source is evident (approx. 1650Hz),  but the spectrum  is dominated 

by lower frequency fan and nozzle noise. The effect of an ordinary beam- 

former on the system is shown in figure 4.36, where no real improvement is 

evident. Once the beamformer modification has been applied however, it can 

be seen from figure 4.37 th a t the dipole power has been reinforced and the 

unwanted noise attenuated. The peak at 1650Hz represents an average of the 

dipole sound radiated in the direction of the array. These Fourier transforms
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Figure 4.34: Modified directivity

were calculated using a single stream of data with no averaging, hence the 

noise. Averaging would produce a smoother spectral distribution, and a more 

pronounced spike at the dipole frequency. This development does not con­

sider any quantitaive measure of the dipole’s strength, the emphasis is on a 

qualitative illustration of the difficulties involved with ordinary beamforming 

when sources exhibit propagation characteristics which do not conform to the 

monopole model.

4.6 D iscussion

The technique described has been shown to work well, provided a number 

of criteria are met, Firstly, the frequency of interest must be known, as the 

search is implemented only at one frequency. Secondly, it must be possible 

to inspect each potential source location, visually or otherwise, in order to 

determine if the location identified does indeed contain a source. Even if there 

are no dipoles present, the algorithm will identify the focus position with the
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Figure 4.37: Fourier transform after modified beamforming

highest concentration of phase in the specified bands. It is important that the 

method be used only as an aid in the location of potential sources. Another 

difficulty which will be addressed in the following chapter is the problem of 

contamination from other sources of the same frequency.

The technique has potential for use in the determination of the physical 

nature of known sources if it is combined with local measurement techniques 

such as LDA or hot wire anemometry. If, for example, LDA is being used 

to analyse an aeroacoustic source at a given location, it can give information 

about the spectral content of that source. It cannot however determine any 

propagation characteristics, which are important in determining the far-field 

contribution of the source. Using LDA in conjunction with the proposed tech­

nique, the focus of the array can be held on the source location and the phase 

signature analysed as discussed. This information can then be correlated with 

data generated by the LDA system, giving a more complete picture of the 

source.
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4.7 Sum m ary

It has been shown that delay-and-sum beamforming is Umited in its capacity 

as an analysis tool when source propagation ceases to be omnidirectional. A 

point dipole source was used as a test specimen in order to illustrate the nature 

of this problem. The results demonstrate clearly the mechanism whereby a 

beamformer fails, and through an identification of this mechanism an adaptive 

technique was developed which shows how the problem can be overcome. In 

using a very simple set-up, the problem of multiple source interaction has been 

neglected. This will be dealt with in the next chapter.
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Chapter 5 

M ultiple sources

5.1 Introduction

A technique has been developed for the identification of an aeroacoustic dipole 

based on its distinctive farfield phase characteristics. The technique was de­

veloped for a system consisting of a single point dipole, free from sources of 

contamination at the same frequency. Aeroacoustic systems are often more 

complex than this, with a number of sources contributing to the resultant 

sound field. In light of this, the effect of other sources on the phase signature 

of a single dipole must be examined, in order to evaluate the usefulness of the 

technique for analysis of more complex systems.

5.2 T w in sources

To investigate these effects, a system was simulated (again using Matlab), 

which consisted of a point dipole, as before, and a point monopole, whose 

position and strength could be varied. This system is shown in figure 5.1. 

The thirty element array was \ m  in length, and the source region parallel to 

the array axis at a distance of 0.8m. The dipole source position was directly 

opposite the array mid-point, while the position of the monopole was varied 

over a Im  region in increments of 0.1m (shown in figure 5.1 as XY, from
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Y

.....

Thirty elem ent linear array

Figure 5.1: Twin source system

Im at Y to 2m at X). The monopole was restricted to this region so as to 

keep the separation between the sources greater than one acoustic wavelength. 

For each position of the monopole, its strength was varied from one tenth 

dipole strength to full dipole strength. With the focus of the array maintained 

on the dipole, phase distributions were calculated for each case, in order to 

give an indication of the degree of contamination caused by the monopole for 

different strengths and positions. These are shown in figures 5.2 through 5.6.

Each individual figure shows phase distributions along the array for one 

monopole position but different monopole strengths. The phase distribution 

for a single point dipole is shown by a series of circles (i.e. no contamination) 

while distributions including the said monopole contributions are shown by 

the dashed lines. In each figure, i.e. for each monopole position, there are a 

number of phase distributions which retain the basic dipole pattern. These
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are the distributions whose values remain roughly within the bounds of the 

phase bands (shown as solid horizontal lines). When this basic pattern is 

evident, the identification technique will be able to identify the presence of 

the dipole. As the strength of the contaminating source increases however, the 

monopole phase characteristics begin to dominate and the dipole signature is 

lost. This can be seen in each figure as that set of phase distributions which 

have entirely lost the characteristic dipole pattern and have moved away from 

the dipole phase bands. From this data it is difficult to characterise the effect 

of a second source on the identification technique. Figures 5.2 through 5.6 

do not show any obvious pattern as the monopole strength and position is 

varied. In each figure there are a number of distributions which retain the 

dipole characteristics and others where the monopole dominates, however it is 

difficult to see any relationship between the monopole strength and position 

and the degree of dipole phase distortion. This is a consequence of using only 

the signals’ phases as search criteria.

5.2.1 D ealing w ith  m agnitude and phase

The technique proposed for dipole identification in the last chapter uses the 

physical characteristics of dipole sources, and the signature these leave in the 

far field, as a means for identifying their location and orientation. These char­

acteristics are features of its distinctive propagation pattern, and are repre­

sented by the phase distribution across a focused beamformer. Using the phase 

alone in this way has certain drawbacks. The first of these is that the magni­

tude characteristics are neglected, even though these are an equally important 

property of any source. The reason for neglecting the magnitude distribution 

is because it is independent of the beamformer focus - the essence of the tech­

nique consists in searching for characteristics which are a function of the focus 

position. The second problem in dealing with phase is that the phase of a 

microphone signal which results from two separate sources at different spatial 

locations, can not be simply broken down into two additive components, one
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for each source. It is this difficulty which makes the contamination effect of a 

monopole so difficult to characterise. It appears from figures 5.2 through 5.6 

that the contamination is not simply dependent on the monopole position 

(which amounts to a change in phase), but also its strength. The magnitude 

and phase components of a signal are convenient parameters because of their 

obvious physical significance, but they are difficult quantities to deal with in 

this kind of study.

5.2.2 Real and imaginary com ponents

In order to investigate the effect of a second source on the absolute contam­

ination of a dipole signature, that is, to identify at what point the dipole 

characteristics are lost to the monopole, it is useful, instead of looking at the 

phase characteristics of a dipole, to examine its real and imaginary compo­

nents. This is a different abstraction of the physical properties of the source, 

which, while less intuitive, is equally representative of the dipole nature. The
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real and imaginary distributions for a setup which consists again of a thirty
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Figure 5.8: Real and imaginary distributions for focus on point dipole

element microphone array opposite a single point dipole with no contamina­

tion are shown in figure 5.7. Although these distributions represent the farfield 

signature of a point dipole and include both magnitude and phase effects, they 

do not lend themselves to the same physical interpretation as do the phase and 

magnitude representations. It is for this reason that they are less attractive 

as a means for identifying the source.

The dipole identification technique relies on changes in the dipole signature 

brought about by the focus of a beamformer. This change is shown in figure 5.8 

which shows the real and imaginary distributions which result when the mi­

crophone signals are phase weighted to focus on the source. It can be seen 

here that the imaginary distribution is zero, corresponding to the alignment 

in phase brought about by focusing, whereas the real distribution retains its 

assymetry, corresponding to the fact that when the pressure is positive on one 

side of the cancellation axis it is negative on the other (a further demonstra­

tion of the mechanism which generates the null when an ordinary beamformer 

tries to measure a point dipole). In this representation of the dipole field
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characteristics, the distinctive nature of the dipole is still evident. Thus, ab­

stractions using the real and imaginary components of a source field retain 

the distinctive characteristics of the source, and, as they have the additive 

properties lacking in phase and magnitude representations, their use in the 

characterisation of monopole contamination is more straightforward. The real 

and imaginary distributions equivalent to figures 5.2 through 5.6 are shown in 

figures 5.9 through 5.13.

The effect of monopole strength and position on the dipole signature is 

much easier to see when the data is presented in this form. As the monopole 

strength is increased, the deviation of the real and imaginary distributions 

about their mean values becomes larger, this is evident in the larger oscil­

lations of the dashed and solid lines about their mean. The same effect is 

evident as the monopole position is changed. Compare the maximum am­

plitude of the real distributions in figure 5.9(a) (corresponding to the closest 

monopole position) with those in figure 5.13(6) (corresponding to the most 

distant monopole position). Also note that depending on the position of the 

monopole, the frequency of undulation of the real and imaginary distributions 

varies. This is caused by variation, with monopole position, of the angle be­

tween the propagation direction and the array axis. For larger angles, as the 

sound field passes the array, more microphones are contained within a sin­

gle wavelength. Conversely, when the angle is smaller fewer microphones are 

contained within a single wavelength.

Despite the contamination caused by the monopole, the presence of the 

dipole can still be recognised from the asymmetry of the real distribution, and 

this is an indication that a search technique based on the real and imaginary 

distributions might be a better approach to dipole identification. One further 

abstraction of this kind is to base a search algorithm on the full complex signal.

Figure 5.14 shows the complex distribution for a dipole source before and 

after focusing. In this form the data is again further removed from an intu­

itive grasp, but mathematically it remains a valid representation of the dipole
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nature and so, as the basis of a search technique, is perfectly acceptable. This 

analysis gives an indication of the potential for improvement in the dipole 

identification technique, by the application of search criteria which include 

both m agnitude and phase characteristics.

5.3 Calculating source strength

Using a microphone array simply as a collection of microphones, it is possible, 

through knowledge of source position and type, to determine the strengths of 

the individual sources.

For an array of N  microphones, the strength of N  sources can be deter­

mined, provided a good propagation model is available. Consider the twin 

source system shown in figure 5.1. This consists of a point monopole and a 

point dipole, the propagation characteristics of which are well known. The 

real and imaginary distributions corresponding to these sources, for given lo­

cations, are shown in figures 5.15(a) and (b). Due to the additive nature of 

real and imaginary signal components the total distribution over the array in
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both cases is simply the sum of the individual distributions. Figures 5.16(a) 

and {b) show real and imaginary distributions for monopole (solid line) and 

dipole (dashed line) sources of varying strength. From these figures it can be 

seen th a t the basic shape of the distributions remains the same for all source 

strengths, it is only the size of the deviation about their means which varies. As 

mentioned previously, the actual distribution over the array (which is known) 

will simply be the sum of these distributions. So, for given source positions 

and types, the shape of the associated real and imaginary distributions are 

known, and the to ta l distribution over the array is known in full. This leaves 

two unknowns, namely, the extent of the deviations of the distributions, which 

are related to  the source strengths by the propagation model. As there are 

th irty  microphones, a system of th irty  equations and two unknowns can be 

set up and the sources strengths thus determined. It is clear from this th a t 

there is room for another 28 unknowns in this equation system, and so, with 

30 microphones a system containing 30 sources can be evaluated. This can be 

dem onstrated m athem atically as follows.

Consider the system shown in figure 5.1, consisting of two sources, one 

monopole and one dipole. Let the sound pressure distribution over the array 

resulting from this source system be denoted by the 30 element vector S.  Each 

microphone signal will consist of contributions from each of the sources, which 

can be w ritten as

P m  — -^ M
M

cos{9 — (t>)e 
P d  =  A d -------------- —5--------------

where Pm  is a 30 element vector containing contributions from the monopole, 

Pd is a vector of the same length containing the dipole contributions (in this 

case the real and imaginary components are not separated, the signals are 

m aintained in complex form) • A m  and A d are the actual source strengths
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while R m and are vectors containing the distances from the array elements 

to the monopole and dipole sources respectively. The remaining terms in each 

expression contain details of the source propagation characteristics. In matrix 

form the equation system can be represented cis

[Prop][A] = [5] (5.1)

where is a two element column vector containing the source strengths, 

[Prop] is a [30 x 2] element matrix containing the propagation models, and 

[5] is a thirty element column vector containing the actual sound pressure 

distribution across the array. The source strengths can thus be solved for 

through the following operation.

[A] =  [Prop]-^[S] (5.2)

The matrix [A] can contain up to thirty source strengths before the equation 

system becomes underdetermined. Thus with an N  element array N  individual 

source strengths can be determined.

5.3.1 Lim itations

This technique requires a substantial quantity of information concerning the 

source region, and in systems where the source mechanisms are uncertain, the 

technique will be weak. It is clear that any of these techniques used alone will 

be limited to a certain extent, and for this reason it is im portant that aeroa- 

coustic analysis be approached with a variety of tools, both experimental and 

theoretical. By combining the strengths of the various methods, information 

regarding the source region can be gradually gathered and distributed to the 

appropriate tools for analysis. It is only in this way that an aeroacoustic 

system will ever be fully understood.

103



Chapter 6 

General discussion

6.1 Beamforming for specific applications

In many array applications, emphasis is on the maximisation of measurement 

gain, (gain is defined as the difference in levels between the main-lobe and 

the highest side-lobe). This is because of the way in which a beamformer is 

most often applied - to perform a sweep of a region where both the spatial 

and spectral source distributions are unknown. Applications of this kind are 

susceptible to varying degrees of error, depending on the characteristics of the 

system. One source of error is the change in beam pattern which occurs with 

varying frequency. This difficulty is addressed by Marcolini and Brooks [8], 

where they demonstrate how an array can be weighted in order to maintain 

constant beamwidth independent of frequency and look-angle. Meadows et 

al. [9] combine this technique, applying it to their small aperture directional 

array (SADA), with a spiral array configuration known as LADA (large aper­

ture directional array), which minimises sidelobe levels for broadband appli­

cations. By this combination the arrays have been further improved, to give 

constant mainlobe beamwidth in the case of the SADA, and maximum gain 

in the case of the LADA. The arrays have thus been designed to best suit the 

particular characteristics of the system they are being used to analyse.

For the APIAN application, described in chapter 3, the source region con-
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sists of two major narrowband sources of similar strength and an array is to be 

used to perform quantitative measurement of one of the sources. The require­

ments of the array are thus quite different from the application of Meadows 

et al.. Even if the techniques applied in their case were applied to the APIAN 

array, the measurement capacity would still vary as a function of frequency. 

This is because of the comparable strengths of the sources. Despite maximised 

gain and constant mainlobe beamwidth, measurement at frequencies where the 

sidelobes fall on the second propeller will be subject to more contamination 

than frequencies where this is not the case. For this application the array must 

again be designed to suit the characteristics of the system being investigated. 

It was demonstrated in chapter 3 how a linear array can be controlled so as 

to keep the major source of contamination - the second propeller - in a region 

where attenuation is a maximum, and this independent of frequency. This 

technique allows a good degree of accurate directivity control which is useful 

in systems where quantitaive measurements are required, and the positions of 

the major sources of contamination are known.

This comparison demonstrates the importance of designing an array to 

suit the specific characteristics of a given system. Each of the arrays, while 

suited to their own specific application, would be considerably weakened if 

they were applied to the opposite system. The setup of Meadows et al., be­

cause it consisted of broadband sources up to very high frequencies, is an 

example of a case where the most important array characteristic, for source 

localisation, is its gain. The APIAN application, consisting of low-frequency 

narrowband sources, is a system where the more important array characteristic 

is the particular shape of its sensitivity pattern and the positions of the side­

lobes. Rather than simply using a configuration which gives the best gain, by 

looking a little closer at the system under analysis an array can be customised 

to suit that application and so provide better performance characteristics.
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6.2 A eroacoustic sources

In most aeroacoustic systems there exist fluid-structure interactions which re­

sult in unsteady aerodynamic loading. This is one of the major sources of 

dipole sound and such systems will exhibit a degree of source directionality 

which is not allowed for in standard beamformer algorithms. It was demon­

strated in chapter 4 how failure to account for source-directivity can lead to 

erroneous interpretation of array data. Using a simple system consisting of a 

single aeroacoustic dipole, it was demonstrated how, once a source model is 

available, sources can be identified through a search for the appropriate char­

acteristics, and the beamforming analysis procedures subsequently modified 

so as to perform a true measurement of that source.

This investigation illustrates how, in order to perform effective measure­

ments using a microphone array, some attention must be given to the possi­

bility erroneous interpretation due to source-directivity. If directional sources 

can be identified and modelled, then beamformer algorithms can be adapted 

in order to perform effective quantitative source measurement.

6.3 A nalysis techniques

Each of the techniques discussed in the foregoing chapters have had their 

associated weaknesses and limitations. It is clear, that due to the impossibility 

of specifying a unique source distribution for a given set of field measurements, 

no method which is restricted to this kind of data can ascertain the actual 

source responsible. A general methodology is now proposed which combines 

these techniques in order to perform a more effective analysis of aeroacoustic 

systems.
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6.4 Sum m ary of analysis tools

• B asic  a rra y  o p tim isa tio n  : The relationship between the response 

characteristic of an array and any combination of array/source param­

eters is well known and can be modelled. Using models such as these, 

the measurement capacity of an array for a given system can be readily 

determined. W ith a basic knowledge of the system to be analysed, array 

geometry can be optimised for that application.

• F u r th e r  o p tim isa tio n  - D ire c tiv ity  co n tro l : By weighting the indi­

vidual signals of an array, the response characteristic can be manipulated 

to suit a given system. For nonlinear array configurations the control 

parameters (weights) can be chosen based on results from numerical sim­

ulation of the array’s response. However, there is no way of calculating 

a set of weights for a desired response characteristic. For a linear array, 

using the technique described in chapter 3, a set of microphone weights 

can be calculated which will effect an accurate repositioning of the di­

rectivity’s sidelobes. Thus, a certain degree of directivity control can be 

achieved.

• D ipo le  id en tifica tio n  : The technique developed in chapter 4 is capa­

ble, under certain conditions, of determining the location and orienta­

tion of an aeroacoustic dipole. The limiting factors for this method are 

known, and so again, with a basic knowledge of the aeroacoustic system 

under investigation, the applicability of the technique can be assessed.

• S ource  s tre n g th  ca lcu la tio n  : If the location of the dominant sources 

of a system are well known, and good propagation models are available, 

then using the technique discussed in chapter five, with an array of N  

microphones, N  source strengths can be evaluated.

For thorough investigation of a given system, these tools must be used so as 

to compliment one another and thus improve their overall analysis capability.
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6.5 General m ethodology

The flowchart shown in figure 6.1 proposes a general procedure for the analysis 

of an aeroacoustic system. The first step involves assumptions concerning 

the source region, which are made using a priori knowledge combined with a 

basic visual inspection. From these assumptions an initial estimate is made 

regarding the source distribution, which includes a rough estimate of both the 

spatial extent of the source region and its spectral content. Based on these 

assumptions an initial array is designed and optimised through consideration 

of the expected source distribution. This design will most likely be planar. 

Using this array design, initial measurements are made, giving an indication 

of the spatial distribution of dominant sound sources. By comparing the results 

of this measurement with the initial source estimate, the array configuration 

is reassessed in order to determine if further optimisation is necessary. Once 

the array has been well optimised, the next stage involves the design of a 

linear array for more localised analysis. This array should be mobile, so as to 

allow the determination of source directionality (by moving the array around 

a source, changes in the signature left on the array can be used to infer source 

propagation patterns) and is applied in two different ways. The first is for 

measurement of monopole-type sources for which it can be controlled using 

the technique described in chapter 3. The second mode of application is for 

the detection of dipole sources using the technique described in chapter 4. By 

combining the results of these measurements, a third estimate is made of the 

source region which includes details of the source types and their propagation 

characteristics. This estimate is then used as the basis for a calculation of 

the individual source strengths using the technique described in chapter 5. In 

order for this operation to yield a good estimate of the source, the models 

developed in the last stage of the analysis need to be accurate. If the estimate 

is very different from the previous estimate, the models must be reassessed and 

the operation repeated. Once some degree of convergence has been achieved.
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and estimates 3 and 4 are in good agreement, the design of array 1 can be 

reevaluated in hght of the source information available from estimate 4, and 

the entire procedure repeated if necessary.

6.6 Discussion

Because of the impossibility of attaining a unique solution for a source region, 

given any amount of field data, analysis of a source region using measure­

ments taken in the farfield will be limited in some form or another. This is 

evident in every technique described in this thesis. Given these limitations, 

the only option open to the aeroacoustic engineer is to approach the prob­

lem in a way similar to that described in the previous section. This involves 

making assumptions about the source region, and, by combining these with 

far-field measurements, arriving at an estimate of the source distribution. It 

is sure that this estimate will not be an exact solution, but should be used as 

a means for sharpening the intial assumptions, in order, through a process of 

iteration, to cause the subsequent series of estimates to converge. If in-flow 

measurements are also available, in the form of LDA or hotwire anemometry, 

these measurements will serve to further condition the analysis methodology, 

(the same goes for CFD and theoretical analysis). It is clear, tha t in order 

to fully evaluate the nature of an aeroacoustic system, the engineer must use 

every tool available, combining their strenghts and abating their weaknesses 

by mutual support, in order to arrive at a valuable set of conclusions concern­

ing the nature of any system. W ith this more rounded appreciation of the 

workings of an aeroacoustic system, attem pts to reduce, enhance, and gener­

ally manipulate those phenomena responsible for the sound will be made more 

effective.
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Chapter 7

Conclusions

Array techniques have been developed which can be used to improve the mea­

surement capacity of a microphone array. This was achieved by focussing on 

the two major weaknesses of array measurement systems, namely, the effects 

of source-frequency and source-directivity on the performance of an array. It 

has been demonstrated how, due to these difficulties, measurements may often 

be prone to erroneous interpretation.

• Sidelobe contamination can lead to spurious source identification when 

the array is used for source localisation, or incorrect source measurement 

when it is used to take measurements from a single source.

• The directional nature of certain aeroacoustic sources can lead to erro­

neous source measurement and localisation.

To address the sidelobe problem, a technique was adapted from microwave 

antenna theory for application to a linear microphone array. This technique 

gives control of the array’s directivity pattern such that the sidelobe posi­

tions can be manipulated. In this way sources of contamination can be kept 

in regions of maximum attenuation. The implementation of this technique 

was demonstrated in the design and optimisation of an array for a specific 

aeroacoustic application.
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The problem of erroneous source measurement due to the directional nature 

of a dipole source was demonstrated by means of a numerical model, which was 

then validated using a simple aeroacoustic system - a cylinder in cross flow. 

Based on these investigations a technique was developed which is capable of 

identifying the location and orientation of a point dipole, thus overcoming the 

problems posed by the directivity of that source.

The limitations of these techniques were assessed and shown to be due 

largely to the same limiting factors which arise in all analysis techniques based 

on farfield measurements, i.e. the impossibility of determining the actual 

source distribution responsible for a given sound field.

A general methodology for aeroacoustic analysis is proposed which com­

bines the relative strengths of the different techniques.

7.1 Future work

This work has addressed a number of aspects of microphone array technology, 

and in each case developed techniques to improve array performance. There 

is scope for the further development of each of these techniques which is now 

briefly outlined.

• The technique for directivity control developed in chapter 3 will be ex­

tended to a two dimensional array to make it applicable to planar source 

regions. In the same way that sidelobe position can be controlled as a 

function of one spatial dimension, using a two dimensional array it should 

be possible to control the sensitivity as a function of two dimensions.

• The dipole identification technique will be improved by using real and 

imaginary array distributions as search criteria. It was shown in chapter 

4 that the search technique based on a dipole’s phase signature showed 

weaknesses which might be avoided through use of the complete micro­

phone signal.
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• Techniques which use array data in parallel with LDA measurement will 

also be developed. It was seen that some of the major difficulties in 

array applications arise from the fact that measurements are taken in 

the farfield. If these measurements are combined with measurements 

taken at the source, the limitations may be substantially reduced. W ith 

these improvements, the analysis methodology described in chapter 6 

can be further refined.
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