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Summary

This thesis analyzes the performance of a Peer-to-Peer (P2P) nmltimedia content delivery system for a 

network architec ture based on next-generation Passive Optical Networks (PONs).

A PON is an optical access technology th a t  is able to  deliver high bandw idth  capacities a t  a fraction 

of th.e cost of traditional point-to-point fiber solutions; this is achieved by sharing the same feeder fiber 

among several customers through the use of optical splitters. Established s tandards  such as G PO N  

and E PO N  have a reach from the Central Office of about 20 Km and a fan-out of around 32-64 u.sers. 

Next-generation PON s aim to increase this reach, in order to  enable the consolidation of central offices; 

to increase the split size, in order to help reducing the cost per customer; and to increase the bandw idth  

capacity to multi])le 10 Gbps channels.

One of the reasons why operators are investing on F ib e r- to th e -X  (F'TTX) solutions is to increase the 

capacity of the access section in order to remove w hat traditionally  was the bandw idth  bottleneck of tlie 

network. Over the  last decade nmltimedia s treaming services have become increasingly popular, with 

companies like Netflix. Amazon Prime and many more reaching millions of customers and billions of 

revenues. W ith  bo th  the number of active subscribers and the  quality of the streamed videos steadily on 

the rise, network infrastructures are being put under an increasing strain to support these data-intensive 

services. Several reports have shown tha t  the  vast majority  of the d a ta  currently traversing the Internet 

on a daily basis is related in one form or another  to multimedia content retrieval.

Increasing the  capacity in the access is certainly going to  remove one of the obstacles to high-definition 

s treaming of multimedia content. However, as users s ta r t  to take advantage of the increased bandw idth  

allowance granted to them by fiber, the aggregation section of the network (i.e., the  core) will s ta r t  to 

suffer; and as we do not have any bet ter  technology than  fiber, the only way we have to improve core 

capacity is to  stack up netw'ork equipment, a process tha t  is neither efficient nor cost-effective. It is hence 

imperative to find al ternative solutions th a t  will allow us to support bandwidth-intensive multimedia 

services while keeping operators ' costs to a minimum, ensuring th a t  these services are sustainable in the 

long term.

One promising strategy consists in placing caches managed by the Internet Service Provider (ISP) 

a t the edge of the network. Once content has been delivered to  a customer, it can be stored and redis

tributed  to  other users in the area to minimize bandw idth  consumption in the core. More specifically, in 

this work we show tha t,  by reserving a small am ount (4-16 GB) of the storage space typically available
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oil m ost Set-Top Boxes (STBs), and by allowing users to  cache nuiltim edia conten t th a t they requested 

for the ir own personal consum ption, we can greatly  improve the efficiency of these next-generation  ne t

works. Indeed, the  com bined effect of the large synm ietric upstream /dow nstream  capacity  of PO N s and 

the custom er aggregation brought by long reach feeders greatly  increase the efficacy of locality-awareness 

-  i.e., a  strategy  by which content requests are redirected to  local available sources whenever possible. 

More specifically, sym m etric access bandw idth  m eans th a t a single source is in principle sufficient to 

provide all the upload capacity  th a t a requester is able to  handle; at the sam e tim e, the consolidated 

arch itec tu re th a t results from bypassing th e  m etro  section greatly  expands the pool of po ten tia l sources 

a ttach ed  to  the access section of the requester, thus increasing the chances of a local d a ta  transfer. 

Furtherm ore, since the caches are m anaged by the network opera to r itself and in tegrated  into the equip

m ent required to  connect to  the In ternet, they are less susceptible to  churn and allow for a sim pler 

im plem entation  of locality-aware policies.

Extensive sim ulation cam paigns, carried out first using a s teady -sta te  analyzer and subsequently 

th rough  our custom  event-driven sim ulator PLACeS. show th a t a locality-aw are P 2P  stra tegy  can confine 

m ost m ultim edia traffic inside the m c tro /co re  node from which the requests orig inated , thus drastically  

reducing core bandw idth  utilization. An energy consum ption model tak ing  into account bo th  sta tic  and 

dynam ic consum ption of electronic devices was fornnilated. showing th a t locality-aw are P 2P  is able to 

reduce the overall power required to  run the network and to  offer cost-saving opportun ities for operators.

In order to  im plem ent locality-aw are policies for content delivery, we postu la te  the  existence of 

an oracle service, whose responsibilities include keeping track of the content of each user cache and 

m atching requests w ith a local available source whenever possible. This thesis explores som e of the issues 

th a t m ight arise when designing such a service, and it [)roposes two proof-of-concept im plem entaticjns 

based on OpenFlow. In particu lar, the aim of these im plem entations is to  show th a t such an oracle 

could be designed to  be transparen t to  the underlying m ultim edia applications, allowing it to  be used 

in conjunction w ith legacy services th a t were never expected to  be locality-aware. Furtherm ore, using 

OpenFlow' allows us to in tegrate  the oracle functionality  w ith the control plane of the o p e ra to r’s network, 

i.e., allowing us to  im plem ent redirection policies th a t can react to  anom alous load conditions.

Finally, we present an optim ization  algorithm  to  reduce the am ount of caching storage req\iired to 

im plem ent our proposed P 2P  solution. T he algorithm  takes as inpu t the num ber of requests observed 

by the oracle service for previous elem ents of the catalog, and estim ates fu ture request p a tte rn s  for 

elem ents w ith the sam e popularity  rank. T his inform ation is then used to  determ ine w'hich contents 

should be cached a t each STB. O ur sim ulations show th a t such a solution is able to  achieve the  sam e 

levels of locality of a trad itional caching eviction policy (such as Least Frequently Used or LFU) while 

reducing the am ount of storage required by up to  77%. Even higher storage savings of up to  92% can 

be achieved if we are willing to  accept a reduction of abou t 5 to  8% in th e  percentage of requests served 

locally to  the access segm ent of the requester.
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1. INTRODUCTION 1

1 Introduction

T his thesis investigates the benefits of a peer-to-peer based locahty-aw are caching system  for on-dem and 

m ultim edia d istribu tion . We will show th a t, com pared to  s ta te  of the a r t strateg ies such as C onten t De

livery Networks (CDNs) and unicast stream ing, our solution is able to  reduce core bandw id th  utilization , 

thus reducing the overall energy consum ption of the system  and providing cost-saving oppo rtun ities for 

network operators. Furtherm ore, we sketch an OpenF'low-based pro to type of a Locality Oracle, i.e., 

a  service whose function is to  track  the content of each d istribu ted  cache and to  transparen tly  m atch 

requests for videos to  local available sources. Finally, we propose an optim ization stra tegy  to  minimize 

the cache storage utilization while retain ing the high percentages of locally available conten t achieved 

by trad itional caching policies.

1.1 Overview and Motivations

M ultim edia stream ing  services have becom e extrem ely popular in recent years, also thanks to  the  in

creasing deploym ent of F iber-'lb - 'rhe-X  (F'TTX) technologies, which support the capacities required 

to  deliver a satisfactory Q uality  of Service (QoS) to  custom ers. Video on D em and (VoD) and IPTV  

services have become the biggest sources of In ternet traffic (SANDVINE 2013), and th is trend  is only 

going to  consolidate as more and more com panies enter the fray to com pete in th is boom ing m arket 

segm ent. However, m ultim edia services still pose a num ber of challenges to  curren t network infrastruc

tures. T he com bination of heavy bandw idth  requirem ents and high concentration  of requests during 

peak-hours m eans th a t serving each user individually (i.e.. th rough unicast) is very costly and inefficient. 

M ulticasting approaches, on the o ther hand, need to  employ special strateg ies to  m erge requests coming 

at slightly different tim es into a single stream ; cyclic broadcasting, batching and patching have been 

proposed to  address this issue, each technique w ith its own drawbacks (Choi et al. 2012).

Peer-to-Peer (P2P) is ano ther very popular approach to  m ultim edia content delivery. As every new 

peer in the .system adds its own upstream  capacity  to the pool of com mon resources, it is inherently 

more scalable and cost-efficient for service providers than  client-server approaches. On the o ther hand, 

the efficiency of P 2P  strateg ies is lim ited by the dynam ic behavior of peers; because users are free to 

join or leave the network at any tim e, the availability of critical resources in the  system  cannot be 

guaran teed  in general.

lO th  J u l y  2015 P h . D ,  T h e s i s



2 1. INTRODUCTION

C ore M esh
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Figure 1.1: 'I'hanks to  their long reach, next-generation optical access technologies will enable node 
consolidation, allowdng us to  bypass trad itional m etro  rings and aggregate custom ers through a lim ited 
set of m e tro /co re  nodes.

However, these lim ita tions can be overcome if P2P exchanges are m anaged and coordinated by the 

network in frastru c tu re  itself, ra th e r than  by a user application. By using a small portion of tlie storage 

typically present in m ost custom ers' se t-top  boxes (or adding one w'hen required), network operators and 

service providers can easily im plem ent a cost-effective, alw'ays-on d istribu ted  caching system . I’lie re

duced gap betw'een upstream  and dow nstream  capacity  and the increased custom er aggregation brought 

by cu rren t (GPON (ITl.^-T 2008), EPON (IEEE 2012). XG-PON (I'rU-T 2010)) and next-generation ac

cess technologies (XG-PON2 (ITU-T 2013)), together w ith the decreasing price of ma.ss storage devices, 

make such a netw 'ork-m anaged F’2P solution very promising. Furtlierm ore, in tegrating  peering m echan

isms into the netw'ork in frastructu re  w'ould greatly  simplify the im plem entation of locality policies (Dai 

et al. 2010), th u s im proving the bandw 'idth and cost efliciency of this approach.

One fundam ental advantage of locality-aw are peer-to-peer based approaches to  caching is th a t they 

allow' us to  tu rn  around  traffic as close as possible to  the end user, w ithout unnecessarily allocating 

netw'ork resources in the  core. T raditionally, the In ternet developed over the years into a hierarchical 

netw'ork. w'here a high-speed optical core aggregated traffic th rough  sta tis tica l m ultiplexing, d ispatching 

it to  S D H /S O N E T  m etro  rings and finally to  copper-based access sections. However, F T T X  is changing 

the rules of th e  gam e by grea tly  sim plifying and “flattening” the s tru c tu re  of the network. Due to  the 

low a tten u a tio n  of fiber. Passive O ptical Networks (PONs) are able to  suppo rt a longer access reach, 

thus allowing us to  bypass p a rt or all of the m etro  transm ission in frastructu re  (see Fig. 1.1).

'I'his is particu larly  tru e  for Long-Reach PO N  (Payne 2009), a technology whose aim is to  achieve 

a  reach in excess of 100 Km. T his would enable a significant consolidation of the network d istribu tion  

nodes: m any of the local exchanges and central offices th a t are now required to  support a large-scale 

network could be removed, w ith  a consequent reduction  of bo th  capital and operational expenditure. The 

resulting  arch itec tu re  would only be com prised of a lim ited num ber of m etro /co re  nodes, each providing 

access over fiber to  a large num ber of users (see for exam ple the DISCUS arch itecture discussed in 

Subsection 2.1.4),

A byproduct of these a rch itec tu ral m odifications, however, is th a t now' the sam e transm ission tech-
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nology (i.e.. optical fiber) is installed in both  the access and the core segm ents of the network. Since 

no b e tte r transm ission technology than  fiber curren tly  exists, core bandw id th  can only be increased by 

stacking more and more com m unication equipm ent, a practice th a t is neither efi'ective nor sustainable 

from an economic perspective. Consequently, traffic aggregation in the  core becom es less and less effect

ive -  a problem  th a t is aggravated by the high concentration  in tim e of m ultim edia requests. F'or these 

reasons, while F T 'l’X is effectively rem oving the bandw id th  bottleneck from th e  access section of the 

network, it is also shifting it tow ards the core. We believe th a t the synergy of P 2P  and next-generation 

long reach access arch itectures can solve (or a t least strongly  m itigate) the problem  from an arch itecture 

point of view, ra th e r than  from a technology viewpoint. By tu rn ing  aroim d traffic a t the  edge of the 

network we can reduce the load on core links and thus improve the scalability  of the  system .

A nother im portan t m etric is the power consum ption associated w ith each conten t delivery strategy. 

Green IC T  has been the sub ject of m any research studies and continues to  be a relevant topic. Peer- 

to-Peer is often believed to  be more power-hungry th an  solutions based on C onten t Delivery Networks 

(CDN). due to  the high power budget as.sociated w ith m any small storage devices in the users' premises. 

However, using P 2P  does not necessarily require additional storage devices: m ost se t-top  boxes nowadays 

already come w ith a hard  drive or flash m emory to  allow for recording of TV  shows or to  provide a way 

to  pause live program s. By taking advantage of a small portion  of the  space available on these drives, 

an operator might be able to  reduce its energy bill w ithout increasing the overall energy consum ption.

1.1.1 Network-Managed P2P

T he use of peer-to-peer to  deliver m ultim edia content is certainly not a novelty: from live stream ing 

application such as PPL ive or SopC ast to  catch-up IP T V  applications like the  early  versions of the 

BBC iPlayer. not to  m ention the large num ber of movies and TV-series dow nloaded every day through 

B itTorrent and o ther sim ilar applications. P 2P  is widely used to  d issem inate video conten t bo th  legally 

and illegally to  millions of users.

U nfortunately, application-layer P 2P  services like the ones m entioned above have a num ber of draw

backs. Firstly, they can only take advantage of a peer's upload capiacity when bo th  its hardw'are and 

the P 2P  software running on it are tu rned  on; as users continuously and dynam ically  enter or leave 

the P 2P  overlay network {peer churn), preserving QoS is not a triv ial task. Secondly. P 2P  is typically 

very disruptive for In ternet Service Providers (ISPs), wliich are called to  cover the  costs generated by 

the vast quantities of inter-AS traffic generated by these applications (see Section 3.1) w ithout directly 

gaining any benefit from them  (Dai et al. 2010). This leads to  an arm s race betw een ISPs try ing  to 

limit the effectiveness of these applications (e.g.. th rough bandw id th  th ro ttlin g ) and their developers 

try ing to  keep P 2P  exchanges undetected  (e.g.. th rough protocol obfuscation).

In this thesis, we investigate the m erits of a P 2P  content delivery service m anaged by the network 

operator itself, e ither in partnersh ip  w ith a Video Service P rovider (e.g., selling d istribu ted  caching
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space to content providers in terested  in reaching its custom ers) or privately to  enter the content delivery 

m arket, like m any current opera to rs offering “trip le play” services. On one hand, th is facilitates the 

use of dedicated se t-top  boxes (STBs), through which we expect to  see a greatly  reduced peer churn 

com pared to  a purely software-based application (for a discussion on the im plications of removing the 

always-on assum ption for STBs, please refer to  Sec. 3.2.5); on the o ther, we can exploit the  knowledge 

of the underlying network in frastructu re  to  ensure th a t d a ta  exchange is perform ed in the m ost efficient 

way. bo th  for the user (e.g., guaranteeing required QoS levels) and for the network (e.g., using locality- 

awareness to  reduce core traffic and ISP costs).

It is w orth no ting  th a t ISP-ownersliip is not stric tly  required to  im plem ent the service described 

here. It is possible to  envision a cross-layer approach w ith a P 2P  application developed by the Service 

P rovider (e.g., Netfiix, Amazon P rim e etc.) coordinating  w ith the IS P 's network in frastructure , e.g., 

th rough the use of the  ALTO protocol (Alimi et al. 2013) or sim ilar options. However these approaches, 

while technologically m ature, are still m ostly confined to  research environm ents due to  the natu ra l 

m istrust betw'een P 2P  application  developers and netw'ork operators, w ith bo th  parties reluctan t to 

share w hat they  consider sensitive inform ation (Stiem erling & Kiesel 2013). ISP-ow nership solves this 

issue while at th e  sam e tim e greatly  sim plifying the design and deploym ent processes, as the service can 

benefit from the  full integration  w ith  the network m anagem ent and control planes.

At the sam e tim e, there are some economical factors supporting  an ISP-run. P2P-based content 

delivery system . N ext generation PO N s will offer upstream  capacities which are in principle as large as 

the ir dow nstream  equivalent. For exam ple, a 10 Gbps PON can ofl'er a sustained bandw idth  between 160 

and 20 M bps, respectively for split sizes between 64 and 512. It is currently  hard  to  envision applications 

th a t can make extensive use of such upstream  bandw idth: th is excess upstream  capacity  (due to  the fact 

th a t every device in the access and core network uses bidirectional interfaces w ith synnnetric capacity) 

represents a fixed cost which brings no revenue to  the opera to rs in the curren t business model. For this 

reason, im plem enting services th a t  could generate profit by exploiting th is  dorm ant capacity  seems like 

a  logical option. Similarly, reserving a portion of th e  storage space already available on m ost set-top  

boxes for o ther purposes represents a m arginal cost.

1.2 Key Contributions

As a result of our work, the  following contributions have been made.

1.2.1 Simulation Tools for the Study of Large-Scale Multimedia Delivery Services

T he first step  of our work was to  assess the efficiency of our proposed solution for content delivery over 

a  reference netw'ork scenario, w ith  lOG sym m etric capacity  in the access and a consolidated architecture 

thanks to  the reach of next-generation  PONs. We call th is  the L H -P O N  scenario, because it represents
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the ta rge t of th is access technology. However, due to  the large scale of typical on-deniand m ultim edia 

services and the lack of any com m ercial LR-PO N  deploym ent, sim ulation  was really the only viable 

investigation tool. Even so. sinuilating  the w atching p a tte rn s  of a  large num ber of users over weeks or 

m onths in a reasonable com putational tim e was a significant challenge. C h a p te r  3 details th e  steps 

th a t led to  the developm ent of PLACeS. the custom  event-based netw ork sim ulator th a t we designed 

and used th roughout most of our studies. We will also describe the popu larity  models th a t were chosen 

to  sim ulate user behavior in the  absence of real video usage traces.

Please note th a t PLACeS has been released as open source software; it can be freely used an d /o r  

modified to  support fu rther research in th is field.

1.2 .2  Analysis of Edge Caching in Next-Gen Optical Networks

T he m ain contribu tion  of our work is an analysis of the  bandw idth  and energy efficiency of our P 2P-based 

content delivery stra tegy  over a next-generation  PON based network, com pared to  other s ta te -o f-the-art 

alternatives such as C^ontent Delivery Networks (CDNs) and U nicast delivery.

The results of our investigations are presented in C h a p te r  4. We sliovv th a t P2P  is able to  greatly  

reduce core traffic for both  Video on D em and (VoD) and tim e-shifted IP T V  services. Furtherm ore, we 

present an energy consum ption model to  evaluate the po ten tia l benefit of our content delivery strategy; 

indeed, a reduction in core traffic transla tes to  a lower num ber of line cards and network interfaces 

reciuired in the  core, while the increased upstream  access traffic generated  by peer-to-peer is shown to 

be essentially cost-free.

1.2.3 Design of a Peer-to-Peer Multimedia Distribution System

Having shown th a t locality-aw are P 2P  is a valid solution to  the dissem ination of m ultim edia content, 

we devoted our a tten tion  to  the  design of such a system , tak ing  in to  consideration the challenges th a t 

one would face to  im plem ent it and proposing solutions to address th e  issues th a t m ight arise.

Locality O racle Im plem enta tion

At the heart of our proposed P 2P  content d istribu tion  system  is the  so-called Locality Oracle (LO). The 

LO is a service w ith the double responsibility of tracking the conten t of each user cache and m atching 

a content request w ith a local source (when one is available).

W hile th is concept is not entirely  new. there are still m any considerations to  be taken into account 

when designing such a service, particu larly  w ith regards to  its scalability  and resiliency. T he LO can be 

m onolithic and centralized, or d istribu ted  and hierarchical; deployed a t any one of different layers of the 

protocol stack, as p a rt of the network architecture, or rtm as an application  on top of the network; it 

can be deployed as a public A PI th a t o ther applications can take advantage of. or as a netw ork-m anaged

lO th  J u l y  2015 P h . D .  T h e s i s



6 1. INTRODUCTION

tran sp a ren t service th a t  does not require any coordination from the video chent. We discuss some of 

tliese choices in C h a p te r  5, where we also present a proof-of-concept im plem entation of a transparen t 

O penFlow -based locality oracle.

Cache Storage Space Optimization

T he system  th a t  we describe th roughout tliis work is based on the idea of allowing users to  cache 

w hatever conten t they requested for the ir personal consum ption, and then using th is stored  content 

to  serve fu tu re requests from other custom ers. Intu itively  th is  works well because of the Pareto-like 

n a tu re  of con ten t popularity, w ith a small percentage of very popular videos being responsible for a very 

large percentage of th e  to ta l traffic. However, given the small capacity  of the user caches th a t might be 

set aside for netw 'ork-m anaged P2P applications and the large num ber of users in each Access Section, 

chances are th a t  very popular elem ents are going to  be over-replicated, while content on the long-tail 

of the  popu larity  curve m ight be overw ritten off the caches - a situation  th a t can po ten tia lly  lead to 

unnecessary un icast re-transm issions.

F urtherm ore, if we consider a scenario in which the  storage space is shared am ong m ultiple services 

(e.g., in the case of a next-gen gam e console which is also used to  access VoD services), we might 

be in terested  in optim izing the  space u.sed for caching even when there is no need to  overw rite some 

previously cached content.

T he question  then is. can we exploit the knowledge of user request pa tte rn s of the LO to  guide the 

caching decision process? In o ther words, can we be sm arter abou t w hat we decide to  cache, so th a t 

the storage occupancy is minimized w ithout sacrificing the percentage of locally-served requests? In 

C h a p te r  6 we describe an optim ization  algorithm  th a t a ttem p ts  to  do ju s t tha t.
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2 Background and Related Work

In  th is  chap te r we w ill exp lo re the  background o f o u r w ork , d e ta ilin g  the re levant l ite ra tu re  and show'ing 

how ou r research fits  in th is  w id e r con tex t. We s ta r t  w ith  Section 2.1. where we b rie fly  describe the  

advances in next genera tion  passive o p tic a l ne tw orks, w i t l i  p a r tic u la r  regard to  Long-R each P O N s, and 

we de linea te  the  DISC'US a rch ite c tu re  w h ich  is the  reference fram ew ork fo r th is  study. In  S ection 2.2 we 

then  give an overv iew  o f con tent caching in  te lecom m unica tions, the  reasons th a t made i t  such a p o p u la r 

so lu tio n , and the  m ost ty p ic a l p itfa lls  and tra d e -o ff th a t one has to  take in to  account w hen des ign ing  a 

cach ing system . F in a lly , we conclude in Section 2.3 w ith  a rev iew  o f the  relevant w o rk  in  lite ra tu re  on 

m u ltim e d ia  con tent de live ry  and its  specific challenges, w i t l i  p a rtic u la r regards to  novel con ten t de live ry  

stra teg ies, energy consum p tion  studies, and the m ode ling  and forecasting o f user behav io r in  m u ltim e d ia  

systems.

2.1 Next-Generation Optical Networks

In  th is  section we set the scenario fo r o u r w ork  by presen ting  an overv iew  o f Passive O p tic a l N e tw orks 

(P O N s) and th e ir  evo lu tion . We in tro d u ce  basic a rc h ite c tu ra l concepts, b r ie fly  describe the  e x is tin g  

P O N  standards, and discuss the  cu rren t in ves tig a tion  trends fo r the next genera tion  o f o p tic a l access 

technologies.

2.1.1 Network Hierarchies: Core, Metro, Access

A  typ ica l te le com n nm ica tion  ne tw ork  can genera lly  be d iv id e d  in to  th ree m a in  sub-com ponents: the 

core ne tw ork  (also know n as the  backbone), the m e tro  ne tw ork , and the access ne tw ork.

Core ne tw orks are used fo r long-d is tance transm iss ions and aggregate tra ffic  com ing  from  the  p e ri

phery  o f the  ne tw ork . The  requ irem en t fo r very h igh  capac ity  and the p o s s ib ility  to  share th e ir  costs 

am ong a large num ber o f end-users ty p ic a lly  mean th a t s ta te -o f-th e -a rt op tica l technolog ies are deployed 

at the  core, such as 100 Gbps coherent transm iss ion over re -con figurab le  Dense W ave length  D iv is io n  

M u lt ip le x in g  (D W IO M ) mesh networks.

M e tro  ne tw orks are at an in te rm ed ia te  level in  the  h ierarchy, p ro v id in g  tra ffic  g ro o m in g  and m u l

t ip le x in g  func tions . I ’hey are ty p ic a lly  im p lem ented  as r in g  topolog ies in te rcon nectin g  a num ber o f
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C entral Offices (COs) or medium  businesses sites, using a range of technologies (SO N E T/SD H . FC. 

E therne t etc.).

Finally, connectiv ity  to  end-users and sm all businesses is provided through  Access networks. These 

networks are located very close to  the custom ers and are deployed in large num bers: thus their cost 

needs to  be kept as low as possible. For th is reason, network operators try  to  minimize the ir investm ents 

by tak ing  advantage of existing in frastructures: DSL popularity  stem s from th e  ub iquitous presence of 

tw isted copper pairs belonging to  the  legacy telephone network.

How'ever, as end-users bandw idth  requirem ents steadily  increase due to  the advent of new services 

and technologies, copper-based access technologies are rapidly reaching their lim its. New technologies 

such as VDSL prom ise higher bandw idth , b u t are lim ited by their very short range (hundreds of m eters) 

which makes it unfeasible or very costly for network providers operating  in sparsely populated  areas.

On the o ther hand , trad itional F T T X  solutions (Fiber-To-The-X , w here the  final X can stand  for 

either Home. C urb. Prem ises etc.) are trad itionally  very costly, as they require the deploym ent of a 

large num ber of ded icated  fiber links whose costs would fall entirely on the few users connected through 

each of them .

2.1.2 Passive Optical Networks

Passive O ptical Networks (PO N s) have long been known as a po ten tia l solution to  these issues. PON s 

are essentially F T T X  arch itectures in which a large part of the network is shared between several users. 

In its basic im plem entation , a feeder fiber is deployed from the O ptical Line Term inal (OLT) in the 

CO to a rem ote node located close to  the end-u.sers; here, a passive sp litte r is used to  connect m ultiple 

O ptical Network U nits (ONUs) to  the OLT. Passive sp litte rs  can also be cascaded into m ultiple stages 

to  allow for a m ore efficient fiber deploym ent. Each ONU can serve one (in the case of F T T H ) or more 

(F T T C /F T T B ) users, allowing for huge cost savings: moreover, the en tire path  between the OLT and 

ONUs only em ploys passive com ponents, reducing OpEx and C 0 2  emissions.

Split ratios of trad itiona l com mercial PO N  im plem entations range between 1:16 and 1:64. W hile 

a  high split ra tio  is obviously desirable as it allows for b e tte r  cost-savings, it also d irectly  affects the 

system  power budget and transm ission loss. Reach is ano ther key lim iting factor of PO N  networks: 

cu rren t s tan d ard s sup p o rt a m axim um  distance of abou t 20 km from the CO to  the  end-users. For 

these reasons, while the  concept of PO N s has been around since the 1990s, their ac tual deploym ent has 

only s ta rted  recently, when the  increased requirem ent for bandw idth  and the  reduced costs of some key 

optical com ponents have m ade it a viable option.

Standard TD M -PO N  Infrastructures

The two m ajo r s ta n d ard s  describing PO N  im plem entations are Fl’LI-T G.984 series G igabit-capable 

PON (G P O N ) r rU - T  (2008) and IEE E  802.3ah E therne t PO N  (EPO N ) IEE E  (2012). W hile differing
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on som e specific aspects ,  these  s t a n d a rd s  bea r  m an y  similarities. In  th is  p a ra g ra p h  we will descr ibe  

th e i r  c o m m o n  tra its ;  the i r  respective  pecu liar i t ies  will be deta i led  fu r th e r  on.

In b o th  G P O N  an d  E P O N .  an  O LT  is typically  con nec ted  to  th e  O N U s via  a 1:32 passive sp l i t te r ,  

over a  m ax im u m  d is tance  of 10 to  20 km. E ach  G N U  fea tu res  one  o r  m ore  p o r t s  for voice a n d  client 

d a t a  connect ions. A t th e  C O  side, m u l t ip le  O L T s are  in te rconnec ted  v ia  a sw itch  or c ross-connec t which 

is aLso responsib le  for th e  b ack bo ne  ne tw ork  connection .

T lie  1.3 /xm an d  1.49 f im  w avelengths  are  used respective ly  for u p s t re a m  (from O N U s to  O LT ) an d  

d o w n s tre a m  (from O L T  to  O N U s) traffic. Signals are  fram e in terleaved, w ith  each f ram e  ca r ry in g  a 

u n iq ue  O N U  ID in th e  fram e head e r  to  identify  its in tend ed  rec ip ien t /sen d e r .  N otice  t h a t  d o w n s tream  

t ran sm iss io ns  are  inheren tly  b ro a d c as t  transm iss ions ,  as th e  signal is equally  sp lit  and  relayed to  every 

ONL'. O n  th e  o th e r  h and ,  u p s t re a m  t ransm iss ions  need to  rely on a channel access con tro l  m echan ism  

in o rd e r  to  avoid collis ions on th e  sha red  feeder section. In both, G P O N  and  E P O N . th is  is achieved 

th ro u g h  a T D M  pro toco l in which th e  O L T  is th e  a rb i te r .

r h i s  has  m ore  im plica tions  th a n  it may be inu ned ia te ly  ev ident.  For s ta r te r s ,  it requ ires  a  p rop e r  

ra n g ing  fu nc tiona l i ty  to  be available  a t  th e  OLT. A typical TDM pro toco l is im p le m en ted  th ro u g h  

g ra n t  messages sen t by the  scheduler  (in th is  case th e  O LT) to  a lloca te  a t im e  window  to  a specific user 

(an  O N U ). based  on its specific b a n d w id th  req u irem en ts  and  a given o p t im iza t io n  policy. However, as 

dif ferent O N U s are  loca ted  a t  variab le  d is tan ces  from th e  O LT. g ran t  messages will experience  different 

de lays before reach ing  the ir  in tend ed  ta rge ts .  T ak ing  these  delays in to  accoun t is essen tia l  to  avoid 

p o ten t ia l  collis ions due  to  m isca lcu la ted  R T T s  of th e  g ran t  messages.

M oreover, in a shared  channel a rch i te c tu re  such as th e  P O N  one. idle t ran sm iss ion  p a t t e r n s  can 

no longer be used to  m a in ta in  syn ch ron iza t io n  betw een th e  sender  a n d  the  receiver in betw'een ac tua l  

d a t a  t ransfers ,  th u s  effectively forcing u p s t re a m  co m m u n ica t ion s  to  o p e ra te  in b u rs t  m ode. A pream ble  

is sen t before any ac tu a l  d a t a  is t ran s fe i re d .  in o rder  to  achieve syn ch ron iza t io n  an d  a d ju s t  decision 

th re sho ld s  a t  th e  O LT  (as d ifferent d is tances  betw'een O N U s and  O L T s  also t r a n s la te  to  different power 

levels a t  th e  receiver). A dditionally ,  a g u a rd  t im e  is enforced be tw een  b u rs ts  from different O N U s to  

allow th e  O L T  to  recover its in itia l s t a t e  before th e  beg inn ing  of a new cycle. B o th  these  techn iques  

in t ro d u ce  ad d it io n a l  overhead , l im iting  b a n d w id th  efficiency.

GPON and EPON comparison

D esp ite  the i r  conm ion  basic tra i ts .  G P O N  and  E P O N  differ on m an y  o th e r  levels. T h e  m o s t  ev iden t  is 

p ro b ab ly  th e  su p p o r te d  b i t ra te s ,  as show n in T able  2.1.

A n o th e r  m a jo r  difference be tw een  th e  two s ta n d a rd s  lies in th e  f ram ing  of d a ta  signals. G P O N  

divides signals in to  125 /xs frames, th en  w rap s  those  fram es using th e  so-called G P O N  E n c ap su la t io n  

M ode  (G E M ).  T h e  p u rp ose  of G E M  is b o th  to  allow for traffic m ul tip lex ing  ( th ro u g h  a T2-bit p o r t  ID) 

an d  to  su p p o r t  pay load  d a t a  f r ag m en ta t ion ;  it also simplifies th e  a d a p ta t io n  of different signal fo rm ats .
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G P O N E P O N

Downstream
(Mbps)

1244.16 /  2488.32 1000

Upstream
(Mbps)

155.52 /  622.08 /  
1244.16 /  2488.32

1000

Table 2T: G PO N  and EPO N  supported  b itra tes.

'J'his m echanism  is used bo th  upstream  and dow nstream ; v irtual upstream  fram es are com posed of d a ta  

bursts com ing from different ONUs. Special pointers are used in the dow nstream  fram e header to  assign 

tim e slots for individual ONUs transm issions, allowing the upstream  bandw idth  to  be controlled wdth a 

g ranularity  of 64 kbps. T his enables the creation of v irtua l TD M  circuits between OUl' and ONUs w ith 

guaranteed bandw idth  and fine grain control.

EPO N  on the o ther hand was engineered to  provide native support for E therne t frames. As such, its 

d a ta  frames have variable length; circuit em ulation is thus required to im plem ent fixed-bandw idth I ’DM 

circuits. MAC addresses are used to  identify bo th  source and destination  of the frame. A M ultipoiiit 

Control P rotocol (M PC P) is used to  a rb itra te  upstream  access am ong ONUs; tim e slots are assigned 

w ith a 16 ns granularity. T im e-stam ps in the  frame header are used to  estim ate F^TTs for ranging 

purposes. Notice th a t vendors are free to  im plem ent the ir own D ynanuc B andw idth A llocation (DBA) 

strategy: M P C P  only defines the required interface to  achieve access control.

XG-PON and  lOG-EPON

To keep up the pace w ith  the  continuous increase in bandw idth-in tensive services and applications, 

bo th  r rU -T  and IEEE have been working on new stan d ard s able to  deliver higher data-ra tes. These 

new system s are called respectively X G-PON (or lOG-PON) and lOG-EPON, and they are essentially a 

rate-m ultip lied  (10 G bps) version of their respective predecessors. However, suppo rt for such high d a ta  

rates requires some non-triv ial design m odifications.

B oth stan d ard s use the  L -band (1575 - 1580 nm) for dow nstream  transm issions and the 0 -m inus 

band (1260 - 1280 nm) for upstream  transm issions, essentially to  avoid overlapping w ith legacy access 

technologies. Moreover, bo th  employ Forward E rror Correcting (PEC ) codes to  improve the  BER and 

lower the  power budget, a t  th e  cost of some bandw idth  overhead ab o u t 13% for the  m ost typical 

candidate, a tru n ca ted  RS(255.223) Reed-Solomon code.

T here are many m inor diff'erences w ith respect to the lower ra te  stan d ard s exam ined earlier on. T he 

pream ble in lOG-EPON has been modified to  minimize j i t te r  effects and optim ize peak detectors. W ord- 

alignm ent was enforced in X G -PO N  frames to  simplify com m ercial im plem entations and reserve space 

for fu ture extensions. G EM  has been revised and expanded to be more flexible and b e tte r  in tegrated  

into th e  standard . A com plete list of all these m odifications is however beyond the scope of th is section.
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2.1.3 Long-Reach Passive Optical Networks

Besides increasing the available b itra te . researchers have been working on increasing the coverage of 

a PON . i.e., by extending its feeder section and increasing its split ratio; the resulting arch itectures 

typically go under the  nam e of Long-Reach PO N  (LR -PO N ) or Super-PO N  Payne (2009). W hile we 

have already discussed the advantages in term s of cost-savings of an higher split ratio, achieving long 

reach would bring the additional benefit of effectively elim inating the need for a  m etro network. If. 

for exam ple, the feeder section could be extended as far as 90-100 km from the m etro /core  node to 

the Local Exchange, then it would be possible to  cover the whole of Ireland w ith as few as 20 m e tro / 

core nodes (including the additional requirem ent of dual-hom ing for protection  purposes), thus greatly  

sim plifying netw ork m anagem ent procedures and drastically  reducing O perational E xpenditure (OpEx) 

Ruffini e t al. (2012). Sim ilar results have been shown for the U.K.. where the node consolidation brought 

by LR-PO N s could reduce the over 5600 current local exchanges to  about 75 DISCUS nodes Ruffini 

et al. (2014).

However. LR-PO N  still presents several challenges th a t need to  be addressed before they can go 

into deploym ent. M ore specifically, the  increased d istance between ONUs and the OLT affects various 

aspects of a trad itional PO N  architecture:

•  Longer distances m ean higher power loss figures, requiring the adoption of active com ponents (i.e.. 

am plifiers) in the field in order to  meet the power budget. Thus, while they are still identified 

as PO N s, these new arch itectures are not technically com pletely passive. Besides lim iting the 

cost-effectiveness of these system s, am plification in troduces fu rther com plications. For sta rte rs , 

special care needs to  be taken in order to  keep Amplified Spontaneous Emission (ASE) effects low 

while m ain ta in ing  a high Signal-to-Noise R atio  (SNR). Furtherm ore, power level variations due to 

the different distances of ONUs from the OLT make trad itional Erbium -D oped F iber Amplifiers 

(EDFAs) less a ttrac tive , due to  their relatively slow speed in ad justing  the gain to  com pensate 

these effects. Various .solutions - ranging from the im plem entation of a separate  wavelength gain 

control system  to  the adoption of Sem iconductor O ptical Amplifiers (SOAs) - are being considered 

to  tackle th is  problem .

•  The low-cost, uncooled tran sm itte rs  employed in trad itional PO N  ONUs are not designed to be 

used across the high d istances of an LR-PO N . Moreover, if W DM  is used to  accom m odate a larger 

u.ser base, the tem peratu re-induced  wavelength drift of these cheap devices suddenly becomes a 

m ajor issue.

•  Similarly, a b e tte r  burst-m ode receiver is recjuired at the OLT to accom m odate for different 

propagation  a tten u a tio n  levels of the  signals com ing from the ONUs. T he broader range of DC 

levels in troduced by the am plifiers, the larger a tten u a tio n  in troduced by high split ra tios and long 

distances, and the s tric t tim ing control required to  achieve bandw idth  efficiency in TD M  schemes
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all con tribu te  to increasing the  com plexity of the problem.

•  Over such long distances, control-plane transm ission delays become significant, in troducing the 

need for efficient rem ote-scheduling solutions to  address upstream  bandw idth  allocation.

•  Finally, an increase in the  num ber of users covered by a single LR-PO N  (be it th rough longer 

d istance feeder sections, higher split ratios or bo th) tran sla tes  into stric te r p rotection  requirem ents 

to  avoid po ten tia l faults th a t could affect sim ultaneously thousands of custom ers.

D espite all of these challenges, LR -PO N s represent a very a ttrac tiv e  approach to  next-generation 

access networking. M ost of the issues presented above are only related to  cost efficiency and power 

budget lim ita tions ra th e r tlian  being real show -stoppers. A huge effort is being pu t in the  scientific 

com m unity to  tackle these issues; it is reasonable to  expect researchers to  come up w ith practical 

solvitions in the  near future. For a survey of existing LR-PO N  dem onstrations, please refer to  Song 

e t al. (2010). Furtherm ore, a survey on the s tandard ization  trends of next-generation  optical access 

system s, including LR-PON s, can be found in Effenberger e t al. (2010).

2.1.4 The DISCUS Architecture

DISCUS (Ruffini et al. 2014) is an FP7-funded research project investigating end-to-end solutions for 

ub iquitous b roadband  optical access. T he project is coordinated by CTVR through its two P is Prof. 

David B. P ayne and Prof. M arco Ruffini and as such it represents the arch itectural vision of the 

center for nex t-generation  networking. W hile my work is not s tric tly  p art of DISCUS, it shares sim ilar 

m otivations and follows alm ost identical assum ptions. As such. DISCUS can be seen as the  reference 

fram ework for m ost of my studies.

One of th e  m ain assum ptions from DISCUS is th a t, in order to  reduce costs and energy consum ption, 

network resources should be shared am ong m ultiple users. W hile th is is the norm  in the core and m etro 

sections of th e  network, it usually isuH the case for the  access, where the low capacity  of the existing 

copper in frastru c tu re  led to  po in t-to -po in t arch itectural choices. However, technologies like the LR-PON 

allow sharing  a single high-capacity fiber access am ong as m any as 1024 users, while a t the  sam e tim e 

reducing th e  am ount of electronic com ponents typically required in a DSL-based infrastructure .

As m entioned in the previous sections, the  longer optical reach of these fibers allows us to  reduce the 

num ber of te rm ination  points required, thus aggregating a large num ber of small C entral Offices (COs) 

into a  handful of so-called m etro /co re  (M C) nodes. It is then  possible to  connect these M C nodes into 

fully tran sp a ren t optical islands, so as to  minimize the num ber of IP switches and electronic convertors 

required. T h is helps reducing bo th  the  costs and the energy footprin t of the considered network.

In short, the  DISCUS arch itecture is based on LR-PO N  in the access and a collection of flat optical 

islands in the  core (see Fig. 2.1). However, besides investigating the technical challenges of th is proposal. 

DISCUS aim s to  evaluate its economic feasibility, to  identify the  regulatory  framework th a t would
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O N U

M e tro /C o re  (MC) n o d e

O N U IP ro u te r

3"^ s t a g e  s p l i t t in g

E th e rn e t M etro /C o re  (MC) 
n o d e

2"‘* s t a g e  s p l i t t in g A m p lif ie d

s p l i t t e r

O ptical sw itch

Optical
Island

A m p lif ie d

s p l i t t e r

M etro /C o re  (MC) 
n o d e

Optical sw itch1“  s t a g e  s p l i t t in g

P ro te c ted , d u a l-h o m ed  
fe e d e r  fiber 

(over =90 Km)

E th e rn e tOptical D istribu tion  N etw ork  
(up  to  =10 Km)

IP ro u te r

M e tro /C o re  (MC) n o d e

F'igure 2.1: Diagram of the DISCUS architecture.

benefit such an architecture, and to model the services and usage pa t te rns  that the network would need 

to  support.

The target scenario of our studies borrows heavily from the DISC'US architect viral view, assuming a 

next-generation network deployment based on LR-PO N trees with up to  512-1024 users term inating  in a 

small set of MC’ nodes. However, in our model these MC nodes are typically interconnected through IP 

or O TN  links, ra the r  than  transparen tly  through all-optical switches; in other words, we forego the  flat 

optical core, as this aspect is still being investigated in order to assess its feasibility and the dimensions 

to  which it would be able to scale.

2.2 Overview of Network Caching

In the previous section we briefly described the network architectures supporting  the multimedia services 

we are interested in studying. Indeed, the focus of this work is essentially on multimedia content caching 

and distribution, ra the r  than  on the technical aspects of future oi>tical access networks. In the following 

paragraphs, we present an overview of network caching and the challenges typically associated with it. 

before delving into the literature specifically targeting  multimedia caching over next generation networks.

In brief, caching consists in storing replicated copies of da ta  th a t  is assumed to be of interests to  end 

users, so th a t  future requests for it can be served more efficiently. Typically, caches are located closer 

to the users with respect to the origin of the data; the aim of caching can then be either to improve 

user experience (i.e., by reducing delays), to reduce bandwidth  usage (i.e., by having the d a ta  traverse
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a sm aller n u m b e r of links to  reach its  d e s tin a tio n ) , to  reduce  th e  load on th e  orig in  server (i.e., by 

d is tr ib u tin g  it am o n g  a  n u m b er of cache se rv ers), o r a co m b in a tio n  of th e  th ree .

W henever a new  request is received from  a user, th e  sy s tem  checks w h e th e r th e  req u es ted  co n ten t 

can  be round in th e  cache; if t h a t ’s th e  case {cache h it) ,  th e  sy s tem  p roceeds to  serve th e  c o n te n t d irec tly  

from the cache. O therw ise , we say th e re  w as a cache miss,  an d  th e  co n ten t h as to  be  fe tched  from  th e  

origin server. W h en  th is  h ap p en s , ty p ica lly  th e  new ly req u es ted  co n ten t is ad d ed  to  th e  cache, in o rd e r 

to  in te rcep t fu tu re  req u es ts  from  o th e r  users.

2 .2 .1  Eviction Policies

N aturally , cach ing  co n ten t im plies a c e rta in  degree  of red u n d an cy , as th e  sam e d a ta  is copied  an d  s to red  

in m ultip le  lo ca tio n s . I 'h e re  is an  obvious trad e -o ff be tw een  m in im izing  th e  level of re d u n d a n c y  requ ired  

an d  increasing  th e  hit rate  of a  cache - th a t  is, th e  proV)ability of hav ing  a cache h it on a new  request. 

R ep lica ting  th e  en tire  ca ta lo g  availab le  on th e  o rig in  server w ould en su re  a 100% hit ra te , b u t it w ould  

also  be  h igh ly  w astefu l in te rm s  of s to rag e  resources. Luckily, in m ost p rac tic a l cases th a t  is n o t requ ired , 

as there  is u su a lly  a  m o d est p o rtio n  of th e  ca ta lo g  th a t  is responsib le  for th e  vast m a jo rity  o f th e  req u es ts  

(see S ubsection  2 .2 .3). I t is th e n  po.ssible to  design  caches th a t  a re  nnich sm aller th a n  th e  orig in  server, 

an d  hence can  on ly  s to re  a su b se t o f its  o rig inal ca ta lo g , w hile still be ing  ab le  to  g re a tly  reduce  cache 

misses.

The p ro b lem  th e n  becom es d e te rm in in g  w h a t to  s to re  in th e  cache. U nless th e  sy s tem  designer has 

som e p rev ious in fo rm a tio n  on th e  fu tu re  p o p u la r ity  o f co n ten t, ty p ica lly  caches are  in s tru c te d  to  s to re  

every  o b jec t for w hich th ey  observe  a req u es t -  in  o th e r  w ords, a t  every  cache m iss th e  req u es ted  co n ten t 

is added  to  th e  cache. W h en ev er th e re  is n o t enough  availab le  space  to  do  th a t ,  one (o r m ore) o f th e  

p rev iously  cached  e lem en ts  is era.sed to  m ake room  for th e  new  en try . T h e  w ay in w hich  th e  e lem en t(s) 

th a t  need to  be d e le ted  a re  se lec ted  is defined by th e  evic tion policy  o f th e  cache.

Since th e  o b jec tiv e  o f th e  cache is to  m ax im ize  its  h it ra te , m ost ev ic tion  policies tr y  to  e s tim a te  

th e  p o p u la r ity  o f th e  e lem en ts  cu rren tly  s to re d  in  th e  cache using  som e sim ple  m etric , so th a t  th e  item s 

th a t  are less likely to  be req u es ted  again  can  be  erased . T w o of th e  s im p lest an d  m ost p o p u la r  ev ic tion  

policies a re  Leaist R ecen tly  U sed (L R U ) an d  L east F req u en tly  U sed (L F U ).

W^ith L R U , each  o b je c t in th e  cache h as an  a sso c ia te d  tim e -s ta m p  re la tiv e  to  its  la te s t req u es t. T h e  

basic  assu m p tio n  o f th is  policy  is th a t  an  item  th a t  h as  n o t been  req u es ted  in a long tim e  m igh t be  

no  longer re lev an t o r p o p u la r , an d  as such c o n s t itu te s  a  good  c a n d id a te  for ev ic tion . T h e  ad v an ta g e  of 

th is  s tra te g y  is th a t  it is sim ple  to  im p lem en t an d . for m ost ap p lica tio n s , it w orks q u ite  w^ell; how ever, 

p a rtic u la r ly  in m u ltim ed ia  cach ing  sy s tem s, th is  is n o t alw ays an  o p tim a l policy. For exam p le , it is 

n o t uncom m on for an  “o ld” e lem en t o f th e  c a ta lo g  to  see a su d d en  increase  in p o p u la r ity  -  e .g ., in th e  

case  of o ld  ep isodes of a  T V  series in m ied ia te ly  befo re  th e  release o f a  new  one. M ore in g en era l, if th e  

cache  size is to o  lim ited , a  n u m b er of req u es ts  for u n p o p u la r  c o n ten ts  could  erase  from  th e  cache several
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popular elem ents w ith an older tim e-stanip . T he m ain draw back of LRU, in o ther words, is tlia t it is 

short-sighted , in th a t it only stores inform ation on the am ount of tim e elapsed since the last access -  

w ith no regards for the actual ra te  of request of a video element.

LFl^ tries to  address th is issue by keeping a history  of the frequency w ith which an element has 

been requested. In the last exam ple shown, an elem ent th a t was recently accessed bu t received only a 

few requests would be prioritized for eviction over some o ther object which was requested several tim es, 

albeit some tim e ago. This policy seems to  b e tte r fit our intuitive idea of w hat popularity  means, but 

it is not exem pt from drawbacks: since the only relevant m etric is the num ber of tim es an object has 

been accessed, item s th a t were popular in the past will be kept in the cache long after the ir popularity  

has faded, often a t the expense of young elem ents w ith  higher request rates. For this reason, modified 

versions of th is  algorithm  have been proposed where the weight of the recjuests received decreases over 

tim e to  account for aging content (LFU-Aging).

The two sim ple algorithm s presented above are ju s t a small sam ple of the vast variety of strategies 

tiia t have been devised over tim e to  improve the efficiency of caches under specific assum ptions. For 

exam ple, in some applications the difference in popularity  between the elem ents of the catalog could 

be m arginal com pared to  the ir difference in size, and a policy th a t prioritizes small ob jects over larger 

ones m ight be more beneficial. O ther policies a ttem p t to  use previous knowledge of the popularity  

distriljvitions of the elem ent in the catalog to  make educated  guesses on future recjuest p a tte rn s  indeed, 

tha t is th e  principle behind the caching optim ization  scheme presented in C hap ter 6. An exhaustive 

coverage of all the caching eviction policies in lite ra tu re  is beyond the scope of th is work: the interested 

reader can refer to  the survey by Podlipnig &• Boszornienyi (2003). We will however re tu rn  to  this topic 

when describing the specific issues of popularity  estim ation  for m ultim edia caching in Section '2.3..S.

2.2.2 Freshness and Consistency

Storing m ultiple copies of the  sam e content in different locations of the network becomes particularly  

problem atic when the d a ta  is sub ject to changes and updates; this introduces the additional problem 

of ensuring th a t the cache d a ta  is fresh, or, in o ther words, up-to-date . A typical exam ple where this 

])roblem arises is the caching of dynam ic web-pages. like the content of an on-line new spaper: if we 

decide to  add today 's  front-page to  the cache, there is only a lim ited window of tim e in which th a t 

content is going to  be relevant, afte r which we will need to  fetch the updated  page from the origin 

regardless of w hether we have a local copy available.

T he problem  becomes even m ore com plicated if the ob jects th a t we are caching can be modified by 

any of the d istribu ted  clients th a t hold a local copy. W ithou t taking specific precautions, chances are 

th a t the consistency  of the caches will be com prom ised, w ith different users seeing different versions of 

the sam e content. To prevent this, cache designers im plem ent coherence protocols th a t ensure th a t any 

m odification to  a cached object is p ropagated  th roughout the system , e.g., by signaling the o ther caches
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to  invalidate th e  o u td a ted  content so th a t a t the next request it will be fetclied from the up-to-date 

source.

W hile both  of these issues are significant in a generic cache system , none of them  really applies to 

th e  focus of our studies, th a t is. m ultim edia caching system s. Unlike web pages, videos are usually not 

modified over the ir life span, neither by the publisher (fresliness) nor by the consum er (consistency). 

'I'he only real issue w ith m ultim edia elem ents is tiieir expiration  and consequent retirem ent from the  

catalog, either due to  a decrease in relevance or because of lim itations in the copyright license of the 

publisher. W hen th is  happens, however, it is sufficient to  in struc t all caches to  erase any residual copy 

of the expired content.

2.2 .3  W eb-Caching and Multimedia Caching

As shown by the last exam ple in the  previous section, different kinds of content often have distinctive 

tra its  th a t nuist be taken into account when designing the caching system . 'I'his is particu larly  true  for 

the popularity  d istribu tion  of elem ents in the catalog.

Historically, network caching was in troduced to  support the W orld W ide W eb and In ternet browsing. 

Researchers ciuickly found th a t the popularity  of web pages could be fitted to  a Zipf d istribu tion  - in 

o ther words, on a log-log graphs m apping the num ber of average requests for each content based on its 

popularity  rank, the resulting curve is close to  a straight line. M athem atically , if we rank the  item s in 

our catalog sequentially from 1 to  N , where lower ranks imply higher popidarity. an item  w ith rank i 

will be selected w ith probability

=  ( 2 . 1 ) 
E „ = i  1/” '̂

where e is the exponent pam m eter  of the d istribu tion .

In laym an 's term s, th is m eans th a t, depending on the slope of the popularity  curve, a very sm all 

percentage of the conten t of the catalog is responsible for a very large portion  of the  user requests. T he 

20-80 rule, which is often quoted in litera tu re , s ta tes th a t the most popular 20% content will account 

for abou t 80% of the  to ta l requests. W hen th is happens, we say th a t  the popularity  curve is Pareto-like, 

from the nam e of the Ita lian  m athem atician  who first observed th is phenom enon.

However, as shown first by G um m adi e t al. (2003) and la ter re-affirmed by Yu et al. (2006), the 

popularity  of m ultim edia elem ents is not correctly m odeled by a pure Zipf d istribu tion . S tudies on 

several traces from real-world deploym ent of VoD services usually show a lower num ber of requests for 

the m ost popular elem ents and a longer tail of low -popularity item s com pared to  w hat one would have in 

a purely Pareto-like d istribu tion . G um m adi e t al. G um m adi et al. (2003) speculate th a t th is  might be 

due to  the “fetch-at-m ost-once” natu re  of video on-dem and catalogs, where m ost users will only access 

a given elem ent once regardless of its popularity ; in o ther words, once a movie has been w atched, it is 

unlikely to  be requested  by the sam e user any tim e soon. This con trasts  w ith the "fetch-repeatedly”
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Zipf Distribution, exp=1 f-Mandeibrot Distribution, exp=1, shift=50

F igu re  2.2: P ro b a b ility  mass fu n c tio n  graphs o f a Z ip f d is tr ib u tio n  w ith  u n ita ry  exponen t ( le ft)  and a 
Z ip f-M a n d e lb ro t d is tr ib u tio n  w ith  the  same exponent and a s h ift pa ram ete r o f 50 ( r ig h t) ,  for a ca ta log 
o f 10“* item s.

na tu re  o f web pages, where po pu la r websites m igh t be accessed several tim es in  a day by the  same users.

A s  a resu lt o f th is , some researchers suggested th a t the  p o p u la r ity  o f m u ltim e d ia  con ten t is b e tte r 

repre.sented by a Z ip f-M a n d e lb ro t d is tr ib u tio n  a generalized version o f the Z ip f  d is tr ib u tio n  w ith  an 

a d d itio n a l shape param eter, whose effect is to  reduce t iie  slope o f the  curve fo r the  lowest ranks. M ore 

specifica lly , accord ing to  a Z ip f-M a n d e lb ro t d is tr ib u tio n  o f exponent e and s h ift s. an e lem ent o f rank i 

w il l be selected w ith  p ro b a b ility

P( i )  =
l / ( ?  .s)*^

E„=i i/(« + sY
(2 .2 )

B o th  a Z ip f and a Z ip f-M a n d e lb ro t d is tr ib u tio n  are shown in F ig. 2.2, w ith  an exponen t o f 1 and. fo r 

the  Z ip f-M a n d e lb ro t case, a s h ift pa ram ete r o f 50.

A s a consequence o f th is  reduced relevance o f the  m ost po pu la r item s, m u ltim e d ia  caches tend to  

un de r-pe rfo rm  com pared to  web caches w ith  the same level o f re p lica tio n  (e.g., some percentage o f the 

ca ta log  size). I t  is im p o rta n t to  keep th is  in  m in d  when designing a cache system  fo r m u ltim e d ia  content.

A n o th e r im p o rta n t d ifference regards t lie  g ra n u la r ity  o f caching. W eb ob jec ts  tend  to  have a lim ite d  

size and as such are usua lly  cached as a whole. M u ltim e d ia  item s, on the o th e r hand, can span several 

G igabytes in the  case o f h igh  d e fin itio n  movies. T he  storage and transm iss ion  o f such huge ob je c ts  can 

o ften  lead to  ineffic iencies, especia lly when users are on ly  in te rested in  a sm all p o r tio n  o f the  ob je c t -  

indeed m any videos are no t w atched in th e ir  en tire ty . For these reasons, m any m u ltim e d ia  prov iders 

d iv id e  th e ir  con tent in to  m u ltip le  chunks, i.e.. fixed-size po rtion s  w h ich  are easier to  hand le  and tra n s m it. 

T he  size o f these chunks is a sensitive pa ram ete r o f the  system: ve ry  large chunks do l i t t le  in  te rm s o f 

so lv ing  the issues o u tlin e d  above, w h ile  very  sm all chunks in tro du ce  a s ig n ifica n t overhead in te rm s o f 

m anagem ent, in de x ing  and signa ling.
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T h ro u g h o u t o u r w ork , in  o rder to  s iiiip U fy  our m odel we do no t consider the issue o f chunking; in 

o th e r words, we w il l  assume th a t videos are tra n s m itte d  and cached in  th e ir  en tire ty . For an analysis 

o f the  consequences o f in tro d u c in g  chu nk ing  in ou r m odel, please refer to  Section 7.2.1.

2.3 Related Work on Multimedia Caching and Delivery

A fte r  an overv iew  o f the  basic concepts beh ind  our thesis, we can now devote ou r a tte n tio n  to  the  works 

a lready  present in  lite ra tu re . T he  m ost re levant papers w 'ill be reviewed and d iv id e d  in to  three m ain 

sections. We firs t exam ine the  various strateg ies and a rch itec tu res proposed to  o p tim ize  the  ne tw ork  

d e live ry  o f m u ltim e d ia  con ten t in  Section 2.3.1. In  Section 2.3.2 we sam ple the lite ra tu re  dea ling  w ith  

the  p rob lem  o f m in im iz in g  th e  energy consum ption  o f m u ltim e d ia  con tent de livery. F in a lly , in  Section

2.3.3 we cover the  p u b lica tio ns  focusing on the  e s tim a tio n  o f m u ltim e d ia  con tent p o p u la r ity  fo r the  

p iirposes o f caching.

2.3.1 Novel Architectures for Multim edia Content Delivery

F o llow ing  the  w idespread p o p u la r ity  o f v ideo  services over the  In te rn e t, the prob lem  o f how to  e ffic ie n tly  

de live r m u ltim e d ia  con tent to  users has been the sub jec t o f a ve ry  large body  o f w ork. We l im it  ou r 

a tte n tio n  to  a sam ple o f the re levant papers pub lished in  recent years.

Live-Streaming

M an y  o f the  stud ies in  lite ra tu re  focus on live  s tream ing  services, i.e.. ap p lica tio ns  where the  user is 

in te rested  in  w a tch ing  a live  p rogram  such as a spo rt event. T he  pecu lia r na tu re  o f live  s tream ing  

in troduces  b o th  s im p lify in g  assum ptions and a d d itio n a l cons tra in ts . O n one hand, a ll users are syn

chronized, i.e., the y  are requesting  (ro u g h ly ) the same p o rtio n  o f the con tent a t the  same tim e ; th is  

ob v io us ly  s im p lifie s  the de live ry  o f con ten t, as the same piece o f d a ta  is va luab le  to  a ll o f the users. On 

the  o th e r hand, the  live  n a tu re  o f these events means th a t nu ich s tr ic te r  t im in g  con s tra in ts  are in  place: 

re -b u ffe rin g  events do n o t s im p ly  tra n s la te  in to  m om enta ry  pauses, b u t ra th e r in  p o rtio n s  o f the  stream  

be ing missed in o rder to  catch up w ith  th e  live  progression o f the  video.

Due to  the  synchronous n a tu re  o f the  stream s, m ost service p rov iders  (SPs) select m u ltic a s t as the  

pre fe rred de live ry  stra tegy. However, P 2P  is o ften  used e ith e r in  c o n ju n c tio n  w ith  o r in  s u b s titu t io n  o f 

m u ltica s t, e.g., to  reduce the  load on the  v ideo servers, to  enable tim e -s h iftin g  fu n c tio n a litie s , o r s im p ly  

to  reduce costs fo r new SPs. Here we w il l  lis t some relevant stud ies th a t investiga te  the  usage o f P2P 

in live  s tream ing  services.

C ha et al. (2008) propose a P2P-assisted n m ltica s t de live ry  fo r a te lco-iuanaged live  IP T V  service 

w ith  rew ind  fu n c tio n a lity , i.e., a llow in g  users to  go back to  the  b e g iiu iin g  o f an ongo ing stream  regardless
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of the ir joining tim e. The traces used in the study  were taken from an opera to r using IP  m ulticast over a 

DSL-based broadband network. P 2P  is only used for patching, i.e., to  d istribu te  content th a t was already 

broadcasted  before the joining tim e of a  user. Meanwhile, the in-sync portion  of the stream  d is trib u ted  

th rough m ulticast is cached for fu ture use, to minimize the im pact of P2P. A sim ilar a rch itec tu re  is 

described by Gallo et al. (2009).

C a rta  et al. (2010) focus on the signaling protocol required to  trad e  chunks between peers in a purely 

P 2P-based live stream ing  service. T hey investigate optim al strategies to  minim ize queues, reduce delays, 

and avoid losses or re-buffering events.

T he work by Jin  & Kwok (2011) analyzes the im pact of bo th  locality awareness and capacity  aw are

ness (i.e., prioritizing peers w ith liigher upload capacities) on the effectiveness of a P2P-based live m edia 

stream ing  service, both  in term s of user experience and ISP costs. T he au tho rs show th a t bo th  strategies, 

when not properly m itigated , can hinder efficient chunk dissenim ation due to  clustering effects between 

peers. Tliey propose a hybrid neighbor selection strategy  to  overcome these issues, and they in troduce 

a D ecentralized Network Awareness (DNA) protocol to  improve the overlay construction  process.

\Vu et al. (2011) jjropose R ation, an algorithm  to forecast the am ount of bandw idth  th a t a media 

server in an ISP network is required to  allocate in order to  support a live P2P-based stream ing channel. 

1,’sing an array  of dynam ic learning techni()ues (e.g.. tim e series forecasting and dynam ic regression), 

Ration is reported  to  be able to  dynam ically predict the dem and in each channel and to  proactively 

provision optim al server capacities acro.ss different channels. Furtherm ore, since R ation is carried ou t on 

a per-ISP  basis, it has full ISP-aw areness and is thus able to  guide the  deploym ent of server capacities 

so to  constrain  P2P  traffic inside ISP boundaries as much as possible.

Bikfalvi et al. (2011) propose a live stream ing  IPT V  arch itecture using m ulticast for popular channels 

and unicast P 2P  flows for less popular channels. They argue th a t while dynam ic IP  M ulticast is in 

general more efficient in term s of bandw idth , it carries an overhead in term s of scalability (linked to  the 

num ber of forwarding entries to  be stored  a t each core network router) and signaling. They show th a t, 

for unpopular content, the bandw idth  overhead of P 2P  is minimal and thus it represents a valid option 

to  make the system  more scalable.

T he paper by Xu Cheng et al. (2012) deals w ith P2P d istribu tion  of User G enerated  C’onten t (UGC) 

over social network services. Only the flash crowd scenario is addressed, since i t ’s considered the 

m ost problem atic. T he au thors distinguish between so-called storage users, who do not wish to  watch 

im m ediately the content they are downloading (e.g., because they 're  w aiting for it to  reach a certain  

threshold  or m aybe downloading it for a  later tim e), and users who are stream ing  live content. Storage 

users are less likely to leave the overlay and thus they are prioritized in the d istribu tion  tree (i.e.. 

they are placed closer to the source), w ith the exception of tlie in itial phase of the flash crowd, where 

stream ers are prioritized th rough a separate  tree (which is la ter m erged w ith the m ain one) to ensure 

their perceived s ta rt-u p  delay is low.
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T he work by Mu Mu et al. (2012) describes the L ancaster Living Lab. a walled garden testbed  for 

P2F^-based IP T V  services, whose users are either cam pus s tuden ts (circa 6000 households) or people 

living in a nearby village cabled w ith fiber links (circa 300 families). Set top  boxes are used to  dissem inate 

content, bo th  for live stream ing  and catch-up TV  up to  30 days after the original broadcast. QoE 

m easurem ents are taken thanks to  in teractive feedback from the  users m ediated by the STBs. QoS and 

various other network sta tis tics can also be collected.

Please note th a t in our work, w'e focus on on-dem and m ultim edia delivery and we do not take 

live stream ing  into consideration. T he m ain reason behind th is choice is th a t in our architecture of 

reference, based on PO N  trees directly  connecting users to  the  core, nuilticast is an obvious choice for 

live stream ing  scenarios, due to  the broadcast natu re  of the PO N  dow nstream  channel. The usual lack 

of suppo rt in core networks for IP  m ulticast is not a problem  either, since we are envisioning an ISP- 

m anaged IP T V  service and it would be in th e  o p era to r 's  own in terest to pu t an in frastructu re in place 

to  support it; furtherm ore, the flat-optical core of DISCUS would remove th is issue by allowing us to 

transparen tly  bypass IP rou ters while inside an all-optical island. However, the problem  of supporting  

tim e-shifted stream ing  of live TV  channels over our arch itec tu re m ight be an in teresting tojaic for further 

investigation, e.g.. analyzing how to optim ize the P 2P  overlay building process, and how to make use of 

the broadcast feature of our P’ON arch itec tu re  to  improve the efficiency of patching for m ultiple users.

C o n te n t  Delivery Networks for M ultim edia

C ontent Delivery Netv.'orks (CDNs) are arguably th e  de-facto default solution for content dissem ination 

over the In ternet. T here are a num ber of publications investigating strategies to  optim ize the specific 

scenario of on-dem and m ultim edia caching. In m any cases, these works disc\iss a massively d istribu ted  

CDN. which can be easily m apped  to  our P 2P  case by assum ing th a t the STB s are the basic com ponent 

of the conten t delivery in frastructu re .

T he paper by Borst e t al. (2010) a ttem p ts  to  determ ine an optim al replacem ent policy for objects in 

a d is trib u ted  cache, w ith th e  aim of m inim izing bandw idth  usage in the network. T he au thors consider 

bo th  a tw o-tier cache arch itec tu re  -  w ith th e  origin server acting  as a root, a single paren t representing 

a larger server closer to  the core, and m any sm aller leaves -- and a sim ilar arch itecture where only 

the leaf nodes are allowed to  cache content. T he paper shows th a t under certain  assum ptions (namely 

uniform ity of cache sizes, con ten t request p a tte rn s  and bandw idth  constra in ts across users) a d istribu ted  

greedy algorithm  th a t uses popularity  estim ations to  decide w hether to  replace a cached content w ith 

a  newly requested  one i.s a 4 /3  approxim ation  of the  optim al algorithm . Furtherm ore, even when some 

of these assum ptions are relaxed, the  sam e greedy algorithm  is still a 2-approxim ation of the optim um . 

N aturally , th e  algorithm  requires knowledge of the content of o ther caches and some sort of estim ation of 

the popu larity  of each conten t. T he au tho rs acknowledge th a t when dynam ics in popularity  are present 

a larger gap from the op tim al is likely to  be ob ta ined  as a result of errors in the estim ation  of fu ture 

requests.
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A jjp le g a te  et al. (2010) define a M ixe d  In teger P rob lem  a tte m p tin g  to  o p tim ize  the  placem ent o f 

v ideos in caches located in  each m e tro  node. T h e y  in it ia l ly  assume th a t each con tent item  m ust be 

rep lica ted  in its  e n tire ty  (hence the in teger na tu re  o f the  p rob lem ), b u t th is  con s tra in t is la te r re laxed 

to  convert the  p rob lem  in to  a L ine a r P rog ram m in g  one. T h is  is then  solved th ro u g h  heuris tics  whose 

so lu tions  are proven to  be w ith in  1% o f the  o p tim u m . L in k  capac ity  con s tra in ts  o f 1 Gbps are o n ly  

enforced a t a selected num ber o f pe ak -tim e  slices. User requests are m odeled using traces from  a real 

V oD  service dep loym en t. V ideo  elem ents are assumed to  be encoded a t 2 M bps and to  have one o f fou r 

possib le lengths, i.e.. 5m. 30m . Ih . o r 2h. P o p u la r ity  e s tim a tio n  is done com paring  new videos w ith  

s im ila r  prev ious item s (e.g., the  previous episode o f a T V  series). 5% o f each cache is reserved to  be 

used w ith  a s im p le  LR U  p o licy  to  m itig a te  the effects o f erroneous p o p u la r ity  p red ic tions. E xpe rim en ts  

are ru n  on a custom -m ade s im u la to r. Results show an im provem ent in  term s o f to ta l bytes transfe rred  

and peak lin k  b a n d w id th  u t il iz a t io n  w ith  respect to  LR U , L F U  and a p o p u la r ity -p ro p o rt io n a l top -100 

p lac ing . However, because the lin k  cap ac ity  con s tra in ts  are enforced o n ly  a t specific tim e  w indow s 

o f 111 each, the  expected b a n d w id th  u t il iz a t io n  is reported  to  be abou t 30% h igher tha n  the ac tu a l 

ava ilab le capacity. T h is  is a re levant issue in ou r op in ion , since exceeding the  ava ilab le capac ity  in  

a real dep loym en t could generate re -b u ffe rin g  events and genera lly  degrade the  Q u a lity  o f Experience 

perceived by the  users.

Spagna et al. (2013) exam ine the design challenges o f a te lco-ow ned h ig h ly  d is tr ib u te d  ( ’ I )N , T he  

focus in  on m ob ile  ne tw ork  opera to rs , b u t m ost p rinc ip le s  app ly  to  ou r fixed -ne tw o rk  scenario too . I t  is 

also in te re s tin g  th a t the au tho rs  use the  A L T O  p ro to co l to  im p lem en t locality-awareness in  th e ir  C’D N  

in fra s tru c tu re . T h e ir  so lu tio n  in troduces a h ie ra rch ica l caching a rch itec tu re  where m u ltip le  local d a ta 

center c lusters are coo rd ina ted  th rou gh  g loba l C D N  C 'ontro l F unc tio n  elements. Requests are addressed 

in a b o tto n i-u p  fash ion by a tte m p tin g  to  f ind  a local cached copy and push ing the request to  the u jjp e r 

layers on ly  in  case o f a mi.ss. C on ten t is d iv id e d  in to  three classes ba,sed on the s ta b ility  o f its  p o p u la r ity  

dynam ics and the  geograph ica l ex te n t o f its  in tended audience; content expected to  be po pu la r can 

be pre-fe tched. w 'hile m ore v o la tile  con ten t is o n ly  cached on-dem and. T hey  suggest th a t  caching at 

edge core ro u te r level is the  o p tim a l so lu tio n  in  te rm s o f ba lanc ing  costs and tra ffic  reductions; note 

however th a t in  the  m ob ile  case, caching a the end-user lo ca tion  is no t a v ia b le  so lu tio n , u n like  in ou r 

fixed -ne tw o rk  scenario.

T he  so lu tion  presented by A be yw ick ra m a  &  W ong (2013) is ta ilo re d  fo r P O N  netw orks, spec ifica lly  

G P O N  or equ iva len t (i.e., 32-64 O N U s per P O N , 20K m  d istance between O L T  and rem ote  node). 

I t  revolves a round  a Loca l Server (LS ) placed in  the  rem ote node, where the  O L T  is located, r i ie y  

propose a m o d ific a tio n  to  the D yn am ic  B a n d w id th  A ss ignm ent (D B A ) a lg o rith m  so th a t the  LS can 

keeji track  o f v ideo  requests com ing from  the  O N U s and s ta rt cach ing p o p u la r con tent d ire c t ly  from  

the  dow nstream  channel. T h e ir  a rch ite c tu re  requires an a d d itio n a l 2xN  s p lit te r  a t each O L T  to  allow' 

the  LS to  “eavesdrop" and in te rcep t V oD  requests: fu rthe rm o re , an a d d itio n a l w aveleng th is required 

to  push the cached con tent to  O N U s, w h ich  then need to  be f it te d  w ith  an a d d itio n a l receiver. The
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au thors analyze the QoS of the proposed system  and show th a t it leads to  an increase in ji t te r  of up 

to  ~  ‘iOuis. which they claim is acceptable. They also perform  a power consum ption analysis using 

the model by Baliga. Ayre. H inton & Tucker (2009), and show an average increase of 10.4% in power 

consum ption per custom er.

C han & Xu (2013) present a d istribu ted  CDN arch itecture for VoD. They show th a t the  problem  

of jo in tly  optim izing content placem ent and retrieval to  minimize costs for the Service P rovider is NP- 

Hard. I'hey propose to  decom pose it in two linear problem s (for placem ent and retrieval respectively), 

and show th a t th is solution converges asym ptotically  to  the optim um  as the num ber of chunks in which 

the conten t is divided approaches infinity. In reality, the au thors show th a t a m odest num ber of chunks 

(in the  order of m agnitude of 5-10) is sufficient to  rem ain w ithin 7% of the optim um  in the ir case studies.

Zhe Li fe Simon (2013) look a t the case of an ISP w anting to  im plem ent its own CDN platform , 

based on m etro-regional repositories, and coexisting w ith trad itional inter-ISP  CDNs. T heir approach 

consists in determ ining the optim al placem ent of content in the ISP-controlled repositories based on the 

videos individual users are expected to  request (i.e., based on the recom m endations to  the users m ade 

by the  VoD service). T he objective is to  maxim ize the hit ratio  while a t the sam e tim e m inimizing 

some network cost function. T he linear problem  is N P-com plete. and it 's  solved w ith a m eta-heuristic 

(genetic algorithm ) im plem ented and solved th rough M apReduce on a small cluster. T heir topology 

is based on the F'rench backbone topology, and they evaluate the ir results using real traces from the 

O range VoD service. I ’he paper has. however, a num ber of lim itations. Firstly, the algorithm  relies 

heavily on the prediction of user requests. 'I’heir results require an extensive w arm -up period (7 days) 

after which the ir scenario only lasts between 1 and 7 days, w ith the la tte r  being problem atic because 

the estim ated  popularity  no longer m atches the real request pa tte rn s. Furtherm ore, com putation  of the 

optim al placem ent takes 12 hours on a cluster of 10 m achines and considering only a lim ited d a ta  set. 

I'he au tho rs claim  th a t some of the inconveniences of the ir approach could be reduced or elim inated  by 

running the replacem ent algorithm  daily, b u t given its com putational com plexity th is seems unfeasible. 

Finally, th e  results section m ostly focuses on the com parison between LRU caching and perf-opt, which 

is an upper bound of w hat the algorithm  can really achieve based on perfect knowledge of the future, 

while very lim ited results are presented for the realistic case.

Similarly. Claeys et al. (2014) describe a scenario in which an ISP leases caching storage space located 

a t the edge of its network to  th ird -p arty  content providers. T heir algorithm  a ttem p ts  to  jo in tly  optim ize 

conten t placem ent and rou ting  w ith the objective of m inim izing the to ta l bandw idth  used. However, 

con ten t popularity  is assum ed to  be known a priori and it is expressed as request rates for each elem ent 

from each edge network node.

F ra tin i et al. (2014) s tudy  the perform ance of VoD content placem ent a t various levels of the m e tro / 

access netw ork hierarchy. They propose an in tegrated  m etro /access arch itecture where, regardless of 

the netw ork technology em ployed in the access (e.g., DSL or PO N ), there is a long-reach branch-tree 

s tru c tu re  connecting custom ers in the access to  a root point in the core. T he nodes in these trees can
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then  be connected w ith peer-nodes from otlier access trees in a mesh s tru c tu re  th a t allows the cache 

servers to  increase their po ten tia l pool of users. T he au tho rs also distinguish between active and passive 

arch itectures, based on the technology employed in the  m etro /access segment and consequently on the 

ability  to  swdtch flows w ithou t reaching the root of the  tree. I ’heir results show th a t the additional mesh 

links between peering nodes are only useful for active architectures. More in general, active networks 

are shown to  perform  b e tte r than  passive ones in term s of bandw idth  efficiency, bu t they are also more 

costly and less energy-efficient.

In form ation-C entric  Networking

Inform ation-C entric Networking (ICN), also referred to  as C ontent-C entric Networking (CCN ), is a 

branch of telecom m unications th a t advocates a re-design of com puter netw'orks to  acknowledge the 

fact th a t  we are not usually in terested  in connecting to  a specific machine, as postu lated  by the current 

dom inant network protocols, bu t ra th e r in retrieving some inform ation. U nder th is  asstunption. a typical 

user does not really care where the inform ation is coming from, as long as its retrieval is as quick and 

efficient as possible. Users should then be allowed to  request content using .some nam ing mechanism 

(ra ther than  providing the  address of the m achine holding it), and the network should use its knowledge 

of the locations in which th a t content is replicated to  pick the best source am ong those available. Very 

often. IC’N proposals support the idea of in-network caching, tu rn ing  routers into a d istribu ted  network 

of caches th a t are able to  hold replicated copies of the conten t they are forwarding. A good survey of 

the m ost relevant IC’N arch itectures can be found in (Ahlgreii et al. 2012).

ICN has received nuich a tten tion  and as such it 's  no longer a uniform field but ra th e r a complex 

galaxy encom passing different viewpoints. For exam ple, some au thors argue th a t a “clean slate" redesign 

of the netw orking protocol stack is required to  overcome the  lim itations of the curren t IP-centric model; 

on the o ther hand, m any researchers believe th a t these approaches are either unfeasible (due to  economic 

reasons) or even unnecessary, as sim ilar benefits can be achieved by modifying and evolving the current 

netw’ork architec tures. T he work by Ghodsi et al. (2011) does a great job  of surveying the m ajor 

differences and conunonalities in the various ICN designs proposed, showing the downsides of clean 

slate approaches, and evidencing the areas th a t need fu rther investigation, such as verifying the actual 

benefits of cooperative caching.

Cho e t al. (2011) detail a telco-m anaged in frastructu re  using modified rou ters to  store content. Since 

i t ’s ISP-specific, th is  stra tegy  does not require a clean sla te approach for the whole In ternet and i t ’s 

also designed to  be backward coinjiatible. Nam ing is perform ed trough a unique URL associated to 

each content. Item s are downloaded th rough a B it'lb rren t-like swarm  where the seeds are the m ultiple 

rou ters holding the content. S inm lations com pare the perform ance of their solution w ith CT)N. tm icast 

and locality-aw are P 2P  - however they strive for 10 concurrent uploading peers, and there are only 100 

rou ters in the  whole network (with 1 tran sit dom ain and 5 stu b  dom ains), so the chances of finding
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enouga local peers to  satisfy a request are low. By considering sym m etric bandw idth  in the access, we 

move '.o a model w here a single peer is sufficient, thus overcoming these lim itations.

In (Cho et al. 2012) the sam e au thors present a popularity-based decentralized ICN caching scheme, 

where the upstream  node offers recom m endations to  th e  dow nstream  one on the num ber of chunks of 

a given content th a t should be cached based on the request ra te  observed. N ote th a t the s ta tis tics 

on request p a tte rn s  th a t are saved a t each rou ter are related to  the whole file, not to  the individual 

chunk, in order to  reduce storage overhead. LRU is used to  evict chunks when necessary. In the results 

presented, this stra tegy  beats o ther rou ter caching policies in minim izing inter-ISP  traffic, but it still 

out-perform ed by a trad itional CDN solution.

riie paper by Garci'a et al. (201 f) describes the vision of the C O M ET project, whose m ain contribu

tion is the in troduction  of a content m ediation  plane which is responsible for nam e resolution and path  

preparation . At the core of it there 's  a hierarchical p u b /su b  system  where each block has full knowledge 

of w hat has been published in its area of control. The system  is agnostic to  the  specific location of the 

caches (e.g., rou ters/se rvers/S T B s); the em phasis is on the global nam e resolution system  and the path  

selection m echanism , which takes as inpvit inform ation on the  s ta te  of the network.

Li & Simon (201 f) propose a cooperative caching stra tegy  for content-storing  rou ters to reduce 

inter-AS traffic. A ccording to  their label-based policy, content routers are only allowed to  store chunks 

whose progressive ID is a m ultiple of the label assigned to  the router. This sim ple way of associating 

content chmiks to  rou ters also allows them  to easily identify viable neighboring sources for chunks when 

required.

T he litera tu re  on ICN is vast and an extensive review of it would be outside the  scope of th is thesis. 

U ndoubtedly, there are m any common aspects between ICN and the vision supported  by our work: 

locality-awareness, a b e tte r  integration  between the networking layer and the application  layer, and the 

recognition th a t “conten t is key” are staples of bo th  approaches. How'ever there are some aspects of 

ICN solutions th a t do not fully convince us, such as the idea of caching content pervasively in routers, 

or the necessity to  re-invent existing protocols to  accom m odate th is new networking paradigm . O ur 

perplexities are well cap tu red  and described by Fayazbakhsh et al. (2013); the ir paper shows th a t the 

perform ance of ICN in an optim istic best-case scenario is still w ithin 6% of an edge caching solution for 

all th(! m etrics of in terest (e.g., response tim e, network congestion, origin server load etc.).

Peer-to -P eer Based A rchitectures

Peer-to-Peer (P2P) is a t the core of our proposed solution. I ’he idea of using P 2P  to  dissem inate 

m ultim edia content, however, is certain ly  not novel in itself; in th is section we will exam ine o ther works 

th a t have addressed th is  topic in recent years.

H uang et al. (2007) were am ong the first to  analyze P2P-assisted  VoD. They use traces taken from a 

real VoD deploym ent, nam ely MSN videos. T he paper focuses on a model where peers can only upload

Ph.D. Thes is lOlh Ju ly  2015



2.3 RELATED WORK ON M ULTIMEDIA CACHING AND DELIVERY 27

pieces of the video tliey are curren tly  watching. T he VoD server only intervenes when there is not 

enough upload bandw idth  to  satisfy the dem and. T hey consider pre-fetching by allowing custom ers to 

use surp lus bandw idth  to  fetch fu ture chunks of th e  video currently  being w atched. This is shown to  be 

beneficial, for in tu itive reasons.

Several papers have been published on the optim ization  or ad ap ta tio n  of the B itT orrent protocol for 

the delivery of on-dem and m ultim edia content. Ja n a rd h an  & Schulzrinne (2007) present a high level 

descrip tion  of a P2P-assisted  VoD service arch itecture tak ing  advantage of the storage of STBs, using 

a B itTorrent-like protocol. T he VoD server is expected to  seed or possibly pre-fetch conten t expected 

to  be popular. A large p art of the paper describes design consideration regarding various com ponents 

of th e  system  (e.g., the sliding window module, chunking, where to  place anchor points in a video etc.). 

T here is no locality-aw areness -  peers use DHTs instead to  fetch content of interest. No experim ental 

results are presented, sim ulated or otherwise.

A ntFarm . proposed by Peterson & Sirer (2009), is also a pure P 2P  arch itecture based on B itTorrent. 

J’he au tho rs in troduce a coordinator, i.e.. a  modified B itT orren t tracker whose job is to  optim ize how 

much bandw idth  is assigned to  each swarm by the seeds, so th a t the global average latency for all 

downloads is minimized. This is achieved through a constra ined  optimizatic)n problem , where the 

coord inator uses the slope of the response curve (i.e., the  plot of the aggregate download bandw idth  as 

a function of the  assigned seed bandw idth) to  estim ate  the  residual u tility  of the bandw idth  assigned 

lo  each swarm. Intuitively, once the  peers in a swarm  have the ir upload capacity  sa tu ra ted , additional 

bandw idth  only benefits individual users receiving it. ra th e r than  the  whole swarm.

T he work by Yang et al. (2010). which de.scribes a B itTorrent-like P2P  protocol for bo th  live stream 

ing and VoD. a ttem p ts  to  improve the chunk prioritization  policy for video stream ing. Indeed B it'l’o rrent 

was designed to  optim ize the th ro u g h p u t of file transfers, and thus it tries to  prioritize the  dissem in

ation of rare chunks (so th a t more replicas are available in the network) and to  encourage fairness in 

sharing  th rough  a so-called tit-fo r-ta t incentive m echanism . T he chunks of a m ultim edia file, however, 

are usually accessed seciuentially, im posing a constra in t on the order in which they are required; this 

na tu ra lly  clashes w ith the rarest-first approach of B itT orrent. Furtherm ore, the  incentives to  fairnes.s 

are not ideal for live stream ing  environm ents due to  the fact th a t new peers have no conten t of in terest 

to  be shared w ith the early jo iners of the swarm.

Similarly, Parvez et al. (2012) develop an analytic model to  characterize the behavior of B itT orren t- 

like protocols for VoD stream ing. They focus on the efficiency of various chunk selection schemes, 

including rarest-first (the default B itT orrent policy for file sharing), in-order, and probabilistic policies. 

They show th a t the ra te  a t which the stream  progresses is a function of bo th  the sequential progre.ss (i.e., 

the usefulness of the ob tained pieces for sequential playback) and the overall download progress. For 

th is reason, they argue th a t a naive in-order policy, which strongly favors the former while ham pering 

the la tte r, is not an optim al choice, while a probabilistic policy can achieve b e tte r  results by striv ing  

for the best of bo th  w'ords.
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In our opinion, liowever. a purely B itTorrent-based system  is always going to  be sub-optim al for 

a  VoD service like ours for all the reasons already m entioned, such as the out-of-order retrieval of 

chunks, the lack of integration w ith the network in frastructu re  etc. Furtherm ore, nmch of the success 

of B itTorrent is due to  its tit-fo r-ta t fairness m echanism , which w'ould not be s tric tly  recjuired in a 

netw ork-m anaged scenario like the one we are considering.

Considerable research ha.s already been done on the use of STB s as the basic units of a d istribu ted  

P 2P  cache. M ore specifically, in ECHOS (Laoutaris & Rodriguez 2008) the au thors sketch the  basic 

idea th a t is behind our own w'ork pushing content a t the edge of the netw'ork by tu rn ing  STB s in 

nano-datacenters, as the authors call them . However, no analytic s tudy  or sim ulation of the perform ance 

of such a system  is shown.

In Zt'broid, a work by Chen et al. (2009), not only nm ltim edia content is divided into chunks, but 

those chunks are then stri|)ed w ith erasure codes so th a t a subset of them  is sufficient to  reconstruct 

the original ob ject ( Wikipedia - Erasure Code n .d.). This is done to  circum vent the problem of set top 

boxes shu tting  down; based on observed m easurem ents, in their sinuilations 20% of the STB s on average 

m ight become unavailable, wliile the rest are considered to be always on. S tripes are sent to  se t-top  

boxes during off peak hours, in a typical pre-fetching scheme. T he VoD servers only kick in when there 's  

not enough bandw idth  from the peers. 'J'heir reference arch itecture uses F T T N  from the core and DSL 

for the last mile. In their paper, a com m unity of users (the equivalent of our Access Section) is the set 

of custom ers a ttached  to  the same DSLAM switch. E xperim ents are V)ased on a testbed  of 64 VM or 

on sim ulations of 300 nodes in a com m unity w ith 500 movies. A discussion of the applicability  of the 

Zebroid apijroach to  our study can be found in Sec. 3.2.5.

In the  work by Han et al. (2011) content is pre-fetched via m ulticast to  STBs during off-peak hours, 

based on estim ated  fu ture request rates. T he peculiarity  of the ir proposal is the use of a lternative 

connection routes to  d is trib u te  th is content am ong neighbors (e.g., home wireless netw'orks, power line 

in frastructu res etc.), which how’ever introduce security  and access concerns. STB s are assum ed to  be 

always on but w'ith a non-negligible chance to  fail; for th is reason content is purposely over-provisioned.

The work by Chellouche e t al. (2012) is p art of th e  A LIC A N TE project, and it has m any sim ilarities 

W'ith our study. The au thors design a hybrid P2P-)-CDN system  for VoD, where the term  is used loosely 

to  include U ser-G enerated C onten t (UGC). T he P 2P  p art is im plem ented over home-boxes (HB) which 

are equivalent to  our netw ork-m anaged se t-top  boxes. T here is a Service M anager (SM) which acts as 

our Locality Oracle: it keeps track  of content popularity, redirects requests to  caches, and enforces the 

replication strategy. F urtherm ore, there is a Service Register (SR) which keeps track  of the content 

available in the catalog and of who is caching it. Users are served by a HB if possible, or by the CDN if 

not (either because the conten t w asn’t cached or because the QoS could not be guaran teed  by th e  HB). 

Like us, they rely on user requests to  populate  the caches, ra th e r th an  enforcing a content placem ent 

allocation. Caching in HBs however is only allowed for the m ost popular Mp contents. T he optim um  

value of Mp is ob ta ined  by gradually  increasing it from an initial conservative estim ate and calculating
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t l ie  derived system  cost for each value u n t il i t  is m axim ized  -  a process w h ich  can take s ig n ifica n t 

am ounts o f tim e . T h e ir  approach is eva luated th ro u g h  an NS2 s im u la tio n , b u t the  param eters o f the 

s im u la tio n  are chosen in  a som ewhat a rb itra ry  way: request a rriva ls  are m odeled w ith  a Poisson process, 

videos are assumed to  be ju s t  5 m inu tes  long, the top o lo gy  is a r t if ic ia lly  generated th ro u g h  B r ite , and 

there  are no traces o r ins igh ts  taken from  a real w o rld  scenario. S im u la tio n  are cu t a t 30 m inu tes o f 

s im u la ted  tim e , and we are n o t to ld  i f  the  system  reaches some sort o f regim e a t th a t p o in t -  indeed, 

from  the g raph  i t  does no t appear like  th a t is the case.

T he  prev ious w o rk  is extended by B runeau-Q ueyre ix  et al. (2014); here the  H Bs are a llow ed to  keep 

a lis t o f ne ighbors they  can use to  re lay requests, bypassing the  need fo r the  S M /S R  in tro d u ce d  above. 

T he  au tho rs  c la im  th a t th is  a d d itio n a l layer o f cach ing can coexist w ith  and im prove  the  perfo rm ance 

o f a tra d it io n a l C D N  in fra s tru c tu re ; however ou r experim ents  (see Section 4.1.2) and estab lished w orks 

in  lite ra tu re  (W ohnan et al. 1999) show th a t h ie ra rch ica l cach ing is n 't  very he lp fu l, and th a t a single 

layer can p rov ide  alm ost exa c tly  the  same benefits th a n  those achievable by m u ltip le  layers o f caching.

J ia ng  et al. (2012) describe w h a t they  define as a m assively d is tr ib u te d  C^DN system , b u t re a lly  i t  

is a te lco-m anaged P2P system , as they  use storage on N A S  and S T B s inside users' premises. T hey  

a tte m p t to  pe rfo rm  a jo in t  o p tim iz a tio n  o f content ro u tin g  and con ten t ])lacem ent, in  o rder to  m in im ize  

CT)N tra ffic  costs. T h e y  a.ssume to  know  the desirable re p lica tio n  ra t io  fo r each content ite m , given a 

fixed Pois.son request rate. W hen the y  re lax th is  assvunption. they use the  rates from  the  p rev ious day 

as a p ro je c tio n  o f the  requests fo r the  cu rre n t one. T h e  jiape r. however, has a num ber o f sho rtcom ings. 

C 'on tra ry  to  w ha t one w ou ld  expect, in  th e ir  resu lts increasing the  num ber o f con ten t item s th a t can be 

cached at each S T B  also increases the  loss p ro b a b ility , i.e.. the  p ro b a b ility  o f hav ing  to  use the  CT)N 

in fra s tru c tu re  because there  is no availab le  loca l up load  s lo t fo r a con ten t item . W hen th e y  have to  

re d is tr ib u te  con tent in the S 'l'B s, they make i t  so th a t a m in im a l num ber o f transfe rs is recjuired. in 

o rder to  m in im ize  b a n d w id th  overhead however they do not investiga te  the  cost o f keeping the  system  

in  a sub -op tim a l s ta te  fo r a longer tim e  (they  assume transfe rs  are done d u r in g  off-peak hours). F in a lly , 

when show ing the  perfo rm ance o f th e ir  a lg o rith m  against no n -co o rd ina te d  schemes like  L F U  o r LR U , 

they  do no t inc lude  the  overhead due to  con ten t pre -p lacem ent - indeed, th e ir  benchm ark o fflin e  o p tim a l 

scheme has a cost o f 0, since it  can ju s t  push con tent th a t  i t ’s go ing to  be requested to  S l'B s  fo r “ free” .

G ra m a tiko v  et al. (2013) analyze a wa lled-garden peer-assisted system  fo r the  s tream ing  o f V oD  

con tent, where the  S 'l’Bs are under the  con tro l o f the  service p ro v id e r, b u t servers are s t i l l  requ ired 

to  guarantee QoS. T he  au tho rs  define a de ta iled  m a th e m a tica l m odel o f the  system  behav io r. T h e ir  

reference ne tw ork  is based on D S L -  hence the assum ption  th a t u p lin k  s tream ing  capac ity  is low er than  

the s tream ing  b itra te s  and the reason w hy servers are deemed necessary. Users are connected to  a 

D S L A M  and can o n ly  share con tent w ith  o th e r people in  the  same co m m u n ity , so lo c a lity  is enforced. 

C aching con ten t is not based on v ie w in g  h is to ry  bu t instead is chosen by the SP (pre -f'e tch ing). N a tu ra lly  

th is  con tent has to  be re d is tr ib u te d  p e rio d ic a lly  to  o p tim ize  the  storage po licy . T h e  m odel o n ly  perfo rm s 

a s ta tio n a ry  s ta te  analysis and has a num ber o f s im p lify in g  assum ptions (e.g., t l ie  usual Poisson m ode ling
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of request arrivals).

Most of the studies m entioned so far are either network-agnostic or assum e a DSL access network 

in frastructure . T here are, however, some papers specifically ta rge ting  PO N -based access networks. For 

exam ple. K erpez et al. (2010) explicitly investigates P 2P  delivery of m ultim edia content over bo th  

G PO N  and N ext G eneration  PO N s. A hybrid hyperbolic (i.e., power law) and exponential d istribu tion  

is used to  model content popularity. An arb itra ry  lim it of one th ird  of the to ta l upstream  capacity  

of each peer is im posed on uploads, to  ensure th a t the VoD service does not sa tu ra te  it - th is seems 

unnecessary. T he au tho rs also use a  very high encoding b itra te  of 19.3 M bps for all content, nnich higher 

than  the cu rren t typical HD quality  and even of the  15 M bps envisioned for 4k content. M ontecarlo 

sim ulations are used to  evaluate the proposed strategy, w ith  a sta tic  content popularity  and a random  

user d istribu tion . I'he content storage is also random  and not a function of w hat has been requested 

(i.e., the ir sim ulations are not tim e-driven, like in our steady -sta te  analysis). In general their conclusions 

are in agreem ent w ith ours in term s of bandw id th  efficiency.

Similarly, Jayasundara , N irm alathas & W ong (2011) specifically ta rge t P 2I’ caching for VoD services 

nm ning  over PO N  (bu t not LR -PO N ). Like o ther of the studies m entioned above, they pre-fetch content 

during  off-peak hours; however videos are stored in the ONUs ra ther than  the STBs. T he idea is th a t 

the form er are under the control of the  ISPs and hence more stable; furtherm ore, one can use the 

PO N  broadcast n a tu re  to  push conten t to  m ultiple ONUs at the sam e tim e. However, in practice 

th is is not really useful, as ONUs on the  sam e PO N  share the  sam e upload capacity  pool, and in 

general sto ring  m ultiple copies of the sam e movie in different ONUs on the sam e PO N  is in tuitively 

sub-optim al. F urtherm ore, it is likely th a t  STBs and ONUs would be in tegrated  in a netw ork-m anaged 

P 2 P  scenario like the one we consider. T he au thors use an optim ization  algorithm  to  determ ine which 

conten t to  replicate. M ore specifically, they are interested in the estim ated  num ber of sim ultaneous 

requests a conten t item  will receive (sim ilar to  w hat we propose in C hap te r 6). However they use a 

Poisson d istribu tion  to  model request arrivals, and they assum e th a t th is request ra te  is known, w ithou t 

m entioning how it is estim ated . R esults show th a t their solution works b e tte r  than  a purely popu larity  

based caching strategy. However they do not take into account the bandw idth  consum ed for the  pre

fetching and they  do not com pare it to  a pull-based system , i.e., w ith the  content being determ ined  by 

the requests of the users.

Hwang & Liem (2012) also propose a  P 2P  scheme for VoD over PO N -based networks. T heir reference 

network, however, is based on E PO N  ra th e r  th an  LR-PO N ; furtherm ore, caches (called buffer m aps) are 

very small -  ju s t 10 MB -  and in tegrated  into the ONUs. These are equipped w ith an additional receiver 

tuned  a t the  upstream  wavelength; a s ta r  coupler w ith an isolator is used to  broadcast upstream  traffic 

to  all local ONUs when required. By doing so. all optical inter-O N U  com m unication is m ade possible, 

i.e., w ithou t having to  rou te packets electronically th rough  the sw itch a t the rem ote node. ONUs keep 

a rou ting  tab le  to  determ ine which flows are local (in tra-PO N ) and which are inter-PO N . However it is 

not clear how these tab les are bu ilt or m aintained, nor which en tity  is in charge of redirecting  requests
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to  an available cached copy of the content. Furtherm ore, to  simplify the process of gran ting  upstream  

bandw id th  to P 2P  flows, ONUs use their RTT to the  OLT also for P 2P  purposes. T he assum ption is 

th a t th is value is higher than  th e  actual ONU-to-ONU R TT, which makes sense if the s ta r coupler is 

the only sp litting  stage, but it m ight be troublesom e in our LR-PO N  arch itecture w ith m ultiple stages 

of sp litting . Finally, the cache size seems to  be exceedingly small to be significant; the ir sim ulations 

use artificially  generated  traffic and the am ount of requests th a t can be served locally through P 2P  

redirection  is fixed as a sim ulation param eter, ra th e r than  a consequence of the  caching process.

N aturally , there are a num ber of publications th a t address the application of P2P to  VoD services 

w ithou t falling in to  any of the categories above. Some of these studies are listed below.

T he residential gatew ays (RGW s) are the peers in FLaC oSt, a work by G arcia-Reinoso et al, (2009); 

however, while th is proposal m arkets itself as P2P, it is really based on m ulti-tier A pplication Layer 

M ulticast (ALM ) trees. The P 2P  flavor comes from the fact th a t these trees are constructed  as dynam ic 

overlays between the RGW s. using a modified version of P astry /S cribe . Each RGW  decides w hether or 

not it can su p p o rt children in the m ulticast tree based on its available resources. Furtherm ore, peers can 

use SIP  sessions to  reserve bandw idth  along these trees so to  assure their sustainability. L’nfortunately, 

this proposal suffers from all the typical disadvantages of network-unaw are P2P. s\ich as overlay/underlay  

m ism atch, random ness and high deviation in the dep th  of the trees etc., w ithout the benefits of pure IP 

m ulticast. As a consequence of these im balances in the b\iilding of the m ulticast trees, weird artifacts  

appear in the ir sim ulation results, such as scenarios w ith  abundan t network resources perform ing worse 

than o thers w ith  less.

Liu & Sim on (2011) focus on peer-assisted tim e-shifted video service, where the users are allowed to  

rewind a live stream  to watch segm ents they missed. In the ir m easurem ents, perform ed over real usage 

traces, ab o u t 40% of the users are lagging behind the live stream  by no more than  3 hours and abou t 

80% by no m ore than  84 hours. R equests are generated synthetically  to  model the d a ta  ob ta ined  from 

the traces. A m ultiple-interval graph is kept by the tracker to  know which peer can serve which o ther 

(based on the chunks th a t they o irre n tly  hold). Each chunk represents one m inute of video. W henever 

a new chunk is needed, the tracker sends a set of potential sources to  the requester, which in tu rn  

picks one random ly. However, the subset of peers sent by the tracker to  the requester can be chosen 

either random ly, based on the available capacity  of the  peers, or using locality considerations. For their 

sinnilations, the au thors use a worldwide topology w ith 28421 ASes, taken from the  C^AIDA ])roject. 

T heir findings are in line w ith w hat we would expect, w ith a lower load on the m ultim edia server thanks 

to  P 2P  and a much sm aller num ber of ASes traversed on average for content delivery com pared to  a 

centralized unicast solution. However, they do not perform  any com parison w ith a CDN scenario.

Zhou et al. (2011) perform  an analytic s tudy  of a push-based P 2P  caching system  for a VoD service. 

However they use a ra th e r sim plistic popularity  model - a transfer m atrix  tha t determ ines the probability  

of w atching movie j  after finishing movie i in order to  keep the stochastic content request process 

sta tionary . F urtherm ore, the paper does not take into account any sort of distance m easure between
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peers, nor any form of locality, nor the cost to push content to the caches. As as a results of these 

limitations, their caching algorithm, which is based on a random selection of video elements up to the 

point where the number of replicas are sufficient to meet the estimated demand for that content, is not 

particularly interesting in our opinion.

Wu & Lui (2012) discuss optimal caching strategies for a P2P based VoD system. They distinguish 

between active peers, which are currently watching a given content item, and inactive peers, which 

are not actively watching that item but can contribute to the stream through caching. Given these 

definitions, popular contents wall naturally have much more active peers, so the authors argue that 

caching these contents will not provide much benefits. This argument is somewhat fallacious in tha t, in 

a non-live streaming service, active peers will be at very different stage of the content and. if no caching 

is enforced, there is going to be significant churn (i.e.. users are likely to leave the system once they are 

done with their watching activity). Furthermore, in our study, content transfers are very fast due to the 

high capacity of next-gen PONs, and as such a peer would be active for a very limited amount of time 

during each request. Finally, their results are ba.sed on a very limited scenario with just a tiny mnnber 

of videos and other param eter choices that in general do not seem to be sufficiently justified.

To summarize, our work extends the existing literature on P2P approaches to nuiltimedia distribution 

by specifically targeting next-generation optical access netw'ork (the so-called LR-PON scenario): to the 

best of our knowledge we are the first to explore the benefits of symmetric access bandwidth for locality- 

aware policies. Furthermore, while there is a number of related publications in literature, many of those 

completely lack simulation results (e.g., Janardhan k  Schulzrinne (2007). Laoutaris & Rodriguez (2008)) 

or limit tliemselves to simplistic simulation scenarios. For example. Kerpez et al. (2010) only perform 

a static Montecarlo analysis; Chellouche et al. (2012) run limited 30-minute simulations that do not 

reach a regime, using only a small catalog of 10000 elements of 5 minutes each of which only the most 

popular 10% can be cached by their IlomeBoxes; Jayasundara. Nirmalathas & Wong (2011) mostly 

focus on pre-fetching w'ithout taking into account the bandwidth cost of pushing content to STBs, thus 

missing the benefit of a pull-based caching strategy; Hwang & Liem (2012) use exceedingly small buffers 

of just 10MB to support contents tha t on average can be in the order of magnitude of the Gigabytes, 

etc. Some studies presented here depart from our work by adopting BitTorrent-like protocols, which are 

sub-optimal for multimedia streaming due to the erratic order in which the content is retrieved (despite 

the work by Parvez et al. (2012) attem pting to mitigate this issue); others do not take into consideration 

locality awareness, focusing instead on other aspects such as resiliency to peer churn (Chen et al. 2009) 

or maximizing tlie overall throughput of the system (Peterson & Sirer 2009).

2 .3 .2  Analysis o f  the Energy Consumption of Multimedia Caching

Various authors attem pted to investigate the power consumption of telecommunication networks; in 

this section w'e give a brief overview' of the papers that tackle the problem of nmltimedia distribution
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in th e ir  analysis.

B a liga . A y re . H in to n . S orin  &  Tucker (2009) present an a n a ly tic  m odel based on a “ paper design”  

o f a ne tw o rk  th a t  can p rov ide  a ce rta in  access ra te  to  custom ers o f a n a tion a l b roadband service. The  

m odel ca lcu la tes the  pe r-custom er power consum p tion  fo r a ll the  equ ipm ent in  the  ne tw o rk  as a fu n c tio n  

o f the  peak access ra te  o f the  custom ers. W ith  regards to  m u ltim e d ia  services, the au tho rs  assume the  

existence o f a separate V ideo  D is tr ib u t io n  Netw 'ork (V D N ). w h ich  uses IP  m u ltica s t fo r s ta tic  IP T V  

chaim els and has some b a n d w id th  reserved for V oD  and p re m ium  IP  services. T he  V D N  is assumed to  

bypass the  m e tro /c o re  rou te rs  and plugged in  d ire c tly  in to  the  aggregation E th e rn e t sw itch  a t the  edge 

between m e tro  and access segments. However, the a u tho rs  do com pare th e ir  resu lts w ith  an a lte rn a tiv e  

a rch ite c tu re  lack ing  a dedicated V D N , show ing th a t the  its  presence g re a tly  lie lps  in reduc ing  the  to ta l 

power consum ption .

rh e  m odel presented in th is  paper has been w id e ly  c ited  and used as a reference in  m any o f the 

successive w orks in lite ra tu re . In  p a rtic u la r, the au tho rs  extend  th e ir  w o rk  in  (B a liga , A y re . H in to n  

&  Tucker 2009) by a p p ly in g  th e ir  energy consum p tion  m odel to  the specific p rob lem  o f on-dem and 

m u ltim e d ia  con ten t de live ry  over the  com m on In te rn e t in fra s tru c tu re . 'I'he au tho rs  investiga te  the 

effic iency o f re p lic a tin g  content a t d iffe ren t layers o f the  ne tw o rk  biised on the  n tnnber o f dow n loads per 

hours th a t the y  w ill receive. T hey  show th a t fo r low  dow n load  rates the storage com ponent dom ina tes 

the  to ta l power consum p tion , w h ile  fo r very  p o p u la r con tent transm ission  costs are d o m in a n t. T h is  

trans la tes  to  an o p tim a l jio lic y  o f re p lic a tin g  po pu la r elem ents near the  acces.s section o f the  custom ers, 

w h ile  keeping the  less po pu la r con ten t in a sm all num ber o f servers in the core. T he  au tho rs  also 

investiga te  the  m e rits  o f P2P; th e ir  resu lts in d ica te  th a t it  is o n ly  benefic ia l fo r m ovies th a t  are not 

ve ry  popu la r. O u r find ings  are in  com ple te d isagreem ent w ith  the irs , possib ly due to  the  lim ita t io n s  o f 

th e ir  paper-based m odel, the a rb itra ry  l im it  o f 4 M bps th a t the y  im pose on the  up load  cap ac ity  o f the 

STB s, and the  lack o f recogn ition  o f the  fac t th a t con ten t requested by users can be cached on th e ir  

S T B s w ith o u t any a d d itio n a l power cost.

Fe ldm ann et al. (2010) use the  same m odel to  analyze the  power consum ption  o f va rious m u ltim e d ia  

de live ry  stra teg ies, e.g.. based on a cen tra l da ta  server, us ing C D N s or th ro u g h  P 2P -enabled se t-top  

boxes. T h e ir  conclusions show th a t w h ile  P2P lowers the  energy consum ption  o f ISPs, i t  increases the 

overa ll con sum p tion  o f the ne tw ork , and thus i t  is s u b -o p tim a l com pared to  C D N . I t  is w o rth  n o tin g  

th a t th e ir  reference ne tw ork  is based on V D S L  in the  access, the  upstrean) cap ac ity  o f th e ir  se t-top  

boxes is l im ite d  to  5 M bps, th e ir  tra ffic  m odel (e.g. average num be r o f hops, lo c a lity  o f con ten t e tc .) is 

based on w h a t the  au thors  loosely ca ll “ com m on sense estim ates” , and no F T T H  analysis is p rov ided. 

T he  ne tw ork  is q u ite  sm all com pared to  ours (10000 users) and the da ta  ca ta log has the  same size o f 

the  custom er base (10000 elem ents).

T he  paper by C'han et al. (2011) fu r th e r  extends the  w'ork o f B a liga . A y re . H in to n  &  Tucker (2009) 

by a llow in g  the  s tream ing  o f d iffe re n t p o rtio n s  o f a v ideo  from  caches s it t in g  at d iffe re n t ne tw ork  layers 

(i.e., at the  O L 'l'.  a t the  m e tro  edge ro u te r, at a cache in the  core, o r from  the o r ig in  server in a data
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cen ter). They then evahiate the  benefits o f a s ing le-layer o f caching in  the  access versus a n m lti- la ye r 

approach, as a fu n c tio n  o f the  s im ila r ity  o f requests between users from  a same com m un ity , i.e.. o f the 

lik e lih o o d  o f users loca ted  geograph ica lly  near to  each o th e r to  request the same con tent item s due 

to  a s im ila r ity  in in terests. I ’he ir resu lts show th a t sing le-layer caching is always less convenient than 

m u lti- la y e r caching, b u t also th a t fo r com nm n ities  w ith  very  h igh s im ila r ity  scores th is  difference is 

neglig ib le . As a lready no ted above, the re  is a num ber o f e x is tin g  p u b lica tio ns  show ing th a t the  benefits 

of a d d itio n a l layers o f caching past the  f irs t are m odera te  a t best.

S im ila rly . Jayasundara  &  N irm a la th a s  (2011) use B a liga 's  m odel to  evahiate the  power consum ption  

o f V oD  caches at d iffe re n t depths in  the  ne tw ork , i.e.. closer o r fu r th e r away from  the  end user. N o te  

th a t  however they o n ly  consider a p re -fe tch ing  scheme where con ten t is rep lica ted  u n ifo rm ly  in every 

single cache a t a g iven layer, w ith  no p o s s ib ility  o f P2P Hows from  o th e r caches a t the  same layer. 

For th is  reason, a ll b u t the  m ost p o p u la r elem ents are b e tte r cached fu r th e r away from  the  user, since 

re p lic a tin g  less p o p u la r videos in  each G N U  w ou ld  requ ire  im m ense storage and p rov ide  l i t t le  benefits. 

T h is  w o rk  is extended in (Jayasundara , N irm a la th a s , W ong k . Chan 2011) where, by using a Z ip f 

p o p u la r ity  d is tr ib u tio n  and L i t t le ’s T heorem , the  au tho rs  show the m in im u m  ra te  o f requests th a t a 

con ten t item  nu is t receive on average before it 's  conven ient to  store i t  a t a ce rta in  layer in the  netw ork. 

W e believe th a t these stud ies, w h ile  in te res tin g  in  th e ir  own r ig h t, fa il to  recognize the  p o te n tia l o f 

cach ing requested con ten t and a llow in g  fo r P2P flows between caches a t the  same ne tw ork  depth.

G uan et al. (2011) com pare the  energy effic iency o f t ra d it io n a l C D N s. IC'Ns. and a cen tra lized C D N  

so lu tio n  with, a dyn a m ic  o p tic a l bypass fo r the  purpose o f con tent de livery. In  o th e r words, they a tte m p t 

to  eva luate  the  bene fits  o f d y n a m ic a lly  p ro v is io n in g  a transparen t o p tic a l pa th  across the  core between 

source and de s tin a tio n , th tis  bypassing core IP  rou te rs . T hey  fin d  th a t on average IC N s are the  most 

e ffic ien t so lu tio n  fo r p o p u la r con ten t item s, w h ich  can be cached a t rou te rs  near the  edge. For lower 

p o p u la r ity  ob jec ts , an o p tic a l bypass is the  m ost energy-e ffic ien t a lte rn a tive , a lthough  the  costs o f se tting  

up such dyn am ic  tra n sp a re n t pa ths are no t assessed. T h is  paper does no t analyze the  energy effic iency 

o f P2P.

Savi o t al. (2014) propose an energy saving a lg o r ith m  fo r VoD  d is tr ib u tio n  over a tree-shaped active 

ne tw ork , i.e., w ith  sw itches a t every s p lit t in g  p o in t in  the  tree, as opposed to  the  passive s p litte rs  o f 

PO N s. "The au tho rs  define a usage-p ropo rtiona l m odel fo r b o th  the  tra n s p o rt and cach ing com ponents o f 

the  to ta l energy con sum p tion  equa tion . T h e ir  a rch ite c tu re  assumes th a t the whole ca ta log  is rep lica ted 

b o th  in  a cen tra l re p o s ito ry  fo r the  ne tw o rk  and in  C D N  servers located closer to  the  users, i.e., a t the 

second s p l it t in g  stage o f the  d is tr ib u tio n  tree. T he  idea then is to  sw itch  the C D N  servers on o r o ff 

depend ing  on the  m easured request ra te  from  V oD  custom ers, and the correspond ing  aggregated V oD  

tra ffic . I 's in g  th is  s tra teg y  th e ir  a lg o rith m  is show'n to  be able to  reduce energy usage com pared to  b o th  

a pu re  un icas t s o lu tio n  and a pure C D N  one. N o te  however th a t th e ir  m odel assumes a s ta tic  m u ltim e d ia  

ca ta log  and thus ignores the  cost associated w ith  the  tra n s p o rt o f copies o f the  new elem ents from  the 

cen tra l re p o s ito ry  to  a ll the  C D N  servers. N a tu ra lly  these d is tr ib u te d  servers canno t be upda ted  th rou gh
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pu ll-based updates from  custom ers w hen the y  are tu rn e d  off.

F io ra n i et al. (2014) pe rfo rm  an extensive analysis o f the  energy consum p tion  o f a ne tw o rk  based on 

th e ir  H y b r id  O p tic a l S w itch in g  (H O S ) concept -  a techno logy th a t allows the  coexistence o f d iffe ren t 

o j jt ic a l s w itch in g  parad igm s (i.e.. packet, bu rs t and c irc u it  sw itch ing ). In  p a rtic u la r, in  th is  w o rk  they 

propose an in te g ra te d  in tra -d a ta ce n te r and core ne tw o rk  a rch itec tu re  based on the  HOS parad igm , and 

the y  investiga te  the  e ffic iency o f edge-caching for the  purpose o f m u ltim e d ia  con ten t de live ry. They find  

th a t t fie  size o f the edge caches is a c ruc ia l pa ram ete r fo r the  overa ll effic iency o f the system , and th a t in  

general edge cach ing is advantageous fo r th e ir  a rch ite c tu re  o n ly  when considering  a h ig li load scenario.

M a n d a l et al. (2014) propose an a n a ly tic  m odel o f the  energy consum p tion  o f a h y b r id  ( 'D N -P 2 P  

system  fo r m u ltim e 'd ia  de livery. In  o rder to  do so. they m ake a num ber o f s im p lify in g  assum ptions, such 

as Poisson m ode ling  o f request a rriva ls  and a ca ta log  w ith  a single element (i.e., no in te r-ca ta log  com 

p e t it io n  fo r cach ing and no p o p u la r ity  dynam ics). T h e y  propose tw o  a lg o rith m s  to  de te rm in e  the  m ost 

a p p ro p ria te  s tra teg y  to  serve a request, e ith e r using the  C'DN in fra s tru c tu re  o r a num ber o f ava ilable 

I>eers; these a lg o rith m s  a tte m p t to  respective ly  m in im ize  server load o r reduce the instantaneous energy 

consum ption . T h e ir  resu lts show th a t s ig n ifica n t b a n d w id th  savings can be achieved w ith o u t increasing 

energy consum p tion  or, in  some scenarios, even reduc ing  the  to ta l energy consum ed (depend ing on the 

a rr iv a l rates and the tim e  th a t peers spend in the  system  a fte r com p le ting  th e ir  dow n load).

O u r w o rk  d iffe re n tia te s  its e lf  from  a ll those in s jjired  by the w ork  fron j B a liga . A yre , H in to n , Sorin S,’ 

Tticker (2009) in th a t we do no t a tte m p t to  b u ild  an a n a ly tic  m odel o f the ne tw ork , l ju t  ra th e r re ly  on 

s im u la tio n  resu lts to  estim a te  the  power consum ption  o f the  ne tw ork. W h ile  a the o re tica l m odel can be 

a u.seful too l o f analysis, it  is p ro ba b ly  no t the  best approach to  investiga te  the  benefits o f a pu ll-based 

caching system , where the dynam ics o f con ten t a v a ila b ility  are to o  com plex to  be m odeled fo rm a lly . 

Indeed, a ll the  a fo rem entioned stud ies on ly  consider p re -fe tch ing  schemes, where con ten t a v a ila b ility  at 

each cach ing lo ca tio n  can be pe rfe c tly  pred ic ted ; these stra teg ies heav ily  penalize P2P by en fo rc ing  a 

fu ll re p lica tio n  o f the  selected con ten t in  every s ingle S 'lT i, w h ich  leads to  heavy energy costs re la ted to  

b o th  the  transm iss ion  and storage o f a ll these replicas,

2.3.3 Popularity Estimation Algorithms for Multim edia Services

T h is  section provides an overv iew  o f the  relevant w orks in  lite ra tu re  a tte m p tin g  to  m odel the  p o p u la r ity  

o f m u ltim e d ia  elem ents fo r the  purpose o f im p ro v in g  the  e ffic iency o f a m u ltim e d ia  d is tr ib u t io n  system.

T he  w ork  by Yu et al. (2006) is one o f the  firs t stud ies an a lyz ing  a real V oD  dep loym en t, nam ely a 

free s tream ing  service offered by a la rge C’hinese ISP in 2004. T he  au tho rs  find  th a t the  use o f a Poisson 

d is tr ib u tio n  to  m odel user a rriva ls  over the  peak-load t im e  w indo w  tends to  ove r-estim a te  the  num ber 

o f large groups o f users and conversely to  unde r-es tim ate  sm a lle r a rriva ls . T he  s tu d y  also shows th a t 

a very  large p o rtio n  o f the  v ideo requests have a very sho rt session leng th  (i.e., less th a n  10 m inutes), 

due to  users sam p ling  the ca ta log w h ile  lo ok in g  fo r con ten t o f in te rest.
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riioLin & Coates (2007) describe the design principles and possible challenges of a VoD system  

su p p o rttd  by P 2P  content d istribu tion . W ith  regards to  the issue of es tim ating  video popularity, it 

sim ply e.aborates on the “fetch-at-m ost-once” model proposed in G um m adi et al. (2003). showing th a t 

ill a  typical VoD system  the  top-ranked item s con tribu te to  a sm aller percentage of the to ta l requests 

com pared to  a typical Zipf-like model.

Ilefecda & Saleh (2008) propose a caching stra tegy  to  reduce inter-AS traffic in P 2P  file-sharing 

applications. In order to  do this, they perform  an extensive m easurem ent of the popularity  of objects 

in the Gnutella network. T heir results are sim ilar to  those observed in G um m adi et al. (2003). w ith  

a populfcrity d istribu tion  showing a flat-head tow ards the top-ranked objects. T he au thors show th a t 

a M andelbrot-Z ipf d istribu tion , which is a generalized Zipf d istribu tion  w ith an additional additive 

param eter, is able to  model the object popularity  w ith a greater accuracy. 'I’liis is the model we used 

in m ost of our experim ents.

Avramova et al. (2009) collect traces from a num ber of different sources, m onitoring the num ber of 

views tha t a set of video elem ents had collected over time. I ’hey propose a param etric  form ula to  model 

the num ber of requests th a t an object will have received after a certain  am ount of tim e; depending 

on the  choice of param eters, th is  fimction can tu rn  into an exponential-like d istribu tion  or a heavy-tail 

power-law distribu tion . T he au tho rs find tha t a varying percentage of these elem ents exhibit exponential 

behavior (about 20% for YouTube and 50% for a ca tch-up  TV  portal), while the rest of the traces follow 

a power-law distribu tion .

Based on the s ta tis tics  on the  top-50 DVD ren ta ls in the  US for a num ber of years. De Vleeschauwer 

& Laevens (2009) show th a t the  popularity  of these video ob jects decreases exponentially  over tim e 

together w ith the ir generated  revenue. T he average param eters ex tracted  from these sta tis tics are then 

used to  model the num ber of requests a certain  video will receive from its in troduction  in the VoD system  

to a givon instan t in tim e. A tracking algorithm  a ttem p ts  to use th is model to  determ ine the ac tua l 

popularity  of video elem ents com pared to  o ther videos in the catalog; th is algorithm  inform s a caching 

policy, which is show'n to  ou t-perform  LFU and m arginally  improve on LRU, given an appropria te  

choice of param eters. T here  are however a num ber of sim plifying assum ptions which in our opinion 

would deserve m ore a tten tio n , such as: equating  physical DVD ren ta ls w ith VoD requests, Poisson 

d istribu tion  for bo th  requests and the  in troduction  of new elem ents, m em ory occupation  of the  tracking 

algorithm  for a large num ber of elem ents, independence of the popularity  of various ob jects in the 

catalog, no m odeling of user behavior outside of th e  requests for a single elem ent (i.e., lack of a lim it on 

th e  num ber of viewing hours th a t  can be spent by the  user, or ac tual viewing pattern s).

'I'he previous two works were expanded and im proved upon in (Avram ova et al. 2010), where the per

formance of the caching algorithm  is com pared w ith  those of an ideal algorithm  w ith perfect knowledge 

of fu ture requests, show ing a significant gap in all cases. Furtherm ore, it is shown th a t it is possible 

to  accurately model the cap tu red  traces th rough a set of clustered d istribu tions based on the  values 

assum ed by the param ete rs of the ir dem and function; however, identifying the correct param eter ranges
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th a t define these chisters is no t s tra ig litfo rw a rd .

T he  paper by Cha et aL (2009) focuses on an analysis o f the  p o p u la r ity  o f User G enerated C on ten t 

(UG C '), e.g., in  systems like  Y ouTube. T he  au thors  show th a t  U G C  has d is t in c t ly  d iffe re n t cha racteris tics  

from  tra d it io n a l V o l)  services: a U G C  cata log tends to  be several orders o f m ag n itu de  bigger, composed 

m os tly  by sho rt videos, m any o f w h ich  h a rd ly  receive any request. T h e ir  p o p u la r ity  is shown to  be well 

m odeled by a pow er-law  d is tr ib u tio n  w ith  an exponen tia l cu to ff.

T he  w o rk  by Jayasundara et al. (2010) is based on the idea o f the  paper from  the  same a u th o r 

de ta iled  in  Subsection 2.3.1, i.e., p lac ing  sm all caches in  a P O N  and using the  broadcast na tu re  of the  

dow nstream  channel to  a u to m a tic a lly  s tore po pu la r contents. In  here, however, the  focus is on the  

p o p u la r ity  p re d ic tio n  a lg o r ith m  th a t de term ines w h ich  elem ents should be cached. T he  au thors  propose 

a L a s t-k  a lg o r ith m  w h ich  keeps track  o f the in te rva ls  o f tim e  between the  la tes t a rr iv a l and the previous 

k-1 ones. 'I'he  sm n o f these a rriva ls  is u.sed as a measure o f the  p o p u la r ity  o f an ob je c t, w ith  h igher sums 

equa ting  to  lower p o p u la r ity . T h is  approach is showed to  be as e ffic ien t as LPT l, b u t w ith  a qu icker 

response t im e  to  changes, e.g.. due to  the  in tro d u c tio n  o f new elements. T he  t im in g  o f the  pa ram ete r k 

is however not investiga ted , and la rger values o f k appear to  increase the response tim e  o f the  a lg o rith m ; 

a t the same tim e , the  au tho rs  c la im  th a t la rger k w ill increase the accuracy o f the  pred ic tions.

r^orghol et al. (2011) analyze an extensive set o f traces from  Y ouTube, show ing th a t the am ount o f 

weekly requests fo r user-generated videos is la rge ly  w eek-invarian t and o n ly  depends on the phase o f 

the  v ideo w ith  regards to  its  peak ing  week (i.e., the week in w h ich  i t  w i l l  receive its  biggest surge o f 

new requests). T h is  a llows the fo rm u la tio n  o f an a lg o r ith m  to  a r t if ic ia lly  generate w eekly views closely 

m a tch ing  the  behav io r o f the real traces. In o u r w ork , we use th is  m odel to  ap p ro x im a te  the p o p u la r ity  

e vo lu tion  o f a V oD  cata log  (see Section 3.2.2).

S im ila r ly  F igue iredo  et al. (2011) analyze three datasets o f Y ouT ube videos, nam ely T op  ( in c lu d in g  

a ll the  videos from  the various n a tio n a l top -100 lis ts  on the  day o f the  sa m p lin g ), Y ouT om b ( in c lu d in g  

videos w h ich  had been rem oved from  Y o \iT u be  due to  c o p y rig h t in fr in g e m e n t) and R andom  ( in c lu d in g  

the firs t resu lts  o f searches fo r random  words o r tags). T hey  show th a t Y ou T om b  videos gain much 

o f th e ir  p o p u la r ity  in th e ir  ea rly  life  stage, fo llowed by T op  and R andom . 'Ib p  videos seem to  have 

the highest bu rs ts  o f p o p u la r ity  over a s ingle day. b u t a ll datasets present a som ewhat bu rs ty  nature . 

P’ ina lly . the  au tho rs  show th a t in te rn a l Y ouT ube m echanics such as the  search fu n c tio n  and re la ted  

videos lis t are key mechanism s to  a ttra c t new users to  a video.

Famaey et al. (2011) investiga te  the  benefits  th a t cou ld be achieved by the o re tic  cach ing a lgo rithm s 

th a t have a perfect know ledge o f fu tu re  requests, a lbe it over a f in ite  tim e  w indow . T w o  such a lg o rith m s  

are described, based respective ly  on recency (P -L R U ) and frequency (P -L F I I ) .  T h e ir  perfo rm ance is 

com pared to  those o f an a lg o rith m  whose know ledge o f the  fu tu re  is no t lim ite d , rep resenting  the  o p tim a l 

benchm ark. A l l  tests are pe rfo rm ed using a dataset o f traces taken from  a rea l V oD  dep loym en t. T he  

au thors also show th a t t lie  o p tim a l size o f the  p re d ic tio n  w indow  is dependent on the  cache size, and

lO th  J u ly  2015 P h .D . T h e s is



38 2. BACKGROUND AND RELATED WORK

they investigate these interactions. However, it is obvious th a t the proposed algorithm s are not usable 

in real deploym ents and are only m eant as a way to  estim ate  upper bounds of w hat can be achieved.

As an extension of th is work, in (Fam aey et al. 2013) the au thors use non-linear optim ization  

techniqties to  fit the historical d a ta  of observed requests for a  given video elem ent to a set of s ta tis tica l 

distribu tions. T he ex trapo lated  model is then used to  predict future request p a tte rn s  for th a t video, and 

hence to inform the cache eviction policy. However the fitting  operation  was shown to be com putationally  

intensive and to  require an extensive set of d a tap o in ts  to  perform  adequately. Furtherm ore, once again 

the au thors only describe the perform ance of theoretical versions of their prediction algorithm , which 

use fu ture inform ation not available in a real system  deploym ent.

A braham sson & N ordm ark (2012) present ano ther analysis of traces taken from a real tim e-shifted 

IP T V  and VoD deploym ent from N orthern p]urope. T he m ain contribu tion  of their work is showing 

liow different types of videos have different popularity  cvirves: i.e., on-dem and movies show a long tail 

of requests. TV  news only stay  relevant for a few hours after their first airing, and episodes of T V  series 

see a sm all bum p in popularity  near the  release of ano ther episode. T hey also show how different types 

of conten ts peak a t different tim es, w ith cartoons predom inantly  being w atched in the m orning and 

movies being accessed at prim e tim e in the evening or during weekends.

Ling et al. (2014) use an exponential weighted m oving average of the access intervals of video elem ents 

to  determ ine the popularity  of contents for the purpose of defining the cache eviction ])olicy. They also 

in troduce a separation  between the segm ent size in which a video is divided for the pin-pose of m anaging 

requests and the block size which is the m inim al un it of caching storage. I 'h is  generates additional 

com plexity, as each segm ent m ight only be cached partially, but allows for a b e tte r  u tilization  of the 

caching space.

C om pared to these studies, the algorithm  we use in our work on caching optim ization (see C hap te r 

6) is m\ich sim pler and adm itted ly  less am bitious, as we only calculate the average num ber of requests 

th a t  a conten t of a given popu larity  rank has received in th e  past and then use this as a m easure of th e  

fu tu re m nnber of requests for elem ents of sim ilar popularity. W hile being less sophisticated , th is solution 

has the advantage of being nmch less onerous com putationally  th an  some of the  strateg ies presented 

here (e.g., in (Jayasundara  et al. 2010) or (Fam aey et al. 2013)) and it is shown to be sufficient for 

our purposes. Furtherm ore, unlike in (Avram ova et al. 2010) and (Fam aey et al. 2011), our algorithm  

uses only past historical inform ation th a t  is ac tua lly  available th rough the locality oracle, and as such 

it could be im plem ented in a real world system .
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3 Simulation Methodology

In  th is  chap te r we de ta il the tw o  s in m la tio n  too ls th a t we developed to  pe rfo rm  ou r studies: a steady- 

s ta te  s im u la to r w h ich  was created as a p re lim in a ry  step to  ve rify  the  fe a s ib ility  o f o u r approach, and a 

m ore de ta iled  even t-d riven  to o l w h ich  was used fo r the  rem inde r o f ou r analyses.

Indeed, several challenges had to  be tack led in o rder to  eva luate the  effic iency o f o u r proposed 

approach to  m u ltim e 'd ia  con tent d is tr ib u tio n . T he  m ost obvious one was the lack o f a physica l im p le 

m e n ta tion  o f o u r reference scenario, i.e., a sym m etric  lO G bps up s tre am /do w n s tre am  access ne tw ork  

w ith  enough reach to  a llow  fo r a conso lida ted a rch itec tu re , w ith  a lim ite d  num ber o f m e tro /c o re  nodes 

rep lac ing the  thousand loca l exchanges o f tod ay 's  netw orks, as prom ised by cu rre n t L R -P O X  proposals. 

U n fo rtu n a te ly , the  technology requ ired to  im p lem ent th is  v is ion  is s t i l l  be ing perfected in re.search labs 

aro tm d the w o rld , and as such it  is not yet ava ilab le for testing.

In a d d itio n  to  th a t, due to  the  na tu re  o f the m u ltim e d ia  de live ry  prob lem , tes tin g  re levant use 

cases requires the  rep ro d u c tio n  o f the behavior o f a ve ry  large set o f users. Since ou r s tra teg y  relies 

on o p p o rtu n is t ic  caching o f content requested by users (i.e.. pull-based cachiny).  its  effectiveness is 

dependent on the  size o f the  user base. A  la rger num ber o f custom ers w ill generate m ore requests, 

b u t also p rov ide  a la rge r d is tr ib u te d  cach ing space. As we aim ed to  s tudy  a na tion -w id e  m u ltim e d ia  

on-dem and service, we needed to  be able to  scale to  very large num bers, up  to  the  o rder o f m ag n itu de  o f 

m illio n s  o f users -  som eth ing th a t is obviovisly no t p ra c tica l over a physica l testbed. For these reasons, 

s im u la tions  W'ere rea lly  the  o n ly  ava ilab le  op tion .

N a tu ra lly , even w ith in  a s im u la tio n  env ironm en t, sca ling up to  these num bers is no t a t r iv ia l  task. 

In  o rder to  do so w ith in  reasonable execution  tim es we had to  be w illin g  to  sacrifice accuracy in  some 

departm ents . T h is  is. in  ou r op in ion , an acceptable trade -o ff, since we are no t re a lly  in te rested in  the 

fine -gra ined d e ta il o f physica l layer em u la tion , nor in  the in tricac ie s  o f ne tw ork  p ro to co l im p lem en ta tions , 

b u t ra th e r in  an a lyz ing  the  effect o f user w a tch ing  pa tte rns  and cache size on the  tra ffic  generated in 

the  various segments o f the  ne tw ork.

A s none o f the  s im u la to rs  ava ilab le seemed to  sa tis fy  these s c a la b ility  requ irem ents, we decided 

to  develop ou r ow n too ls. T he  firs t step in  th is  d ire c tio n  was the  crea tion  o f a s teady-s ta te  tra ffic  

load analyzer, w h ich  was \ised to  test the soundness o f o u r assum ptions. Section 3.1 describes the 

developm ent process and the  fu n c tio n a lity  o f th is  basic s in u ila to r.
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U nfortunately  our s teady-sta te  analyzer was unable to  take into account the dynam ic aspects of 

m ultim edia delivery and caching, such as the  evolving popularity  of video elem ents, the volatility of 

the  conten t stored  on user Set-Top Boxes (due to  their lim ited cache size and the replacem ent policies 

running on each of them ), and the bandw idth  constra in ts of the network links when facing a surge of 

sim ultaneous requests. In order to assess th e  im pact of all of these factors on our proposed solution, we 

developed a flow-based, event-driven sim ulator, which we called PLACeS (Peer-to-peer Locality Aware 

C onten t dElivery Sim ulator).

From  Section 3.2 onwards, th is chapter describes the design principles th a t were used in the devel

opm ent of PLACeS. the models th a t were used to  em ulate popularity  dynam ics, and the lim itations of 

the  sim ulator,

3.1 Steady-State Analyzer

T he s tead y -sta te  sim ulator was developed to  b e tte r understand  the effects of synnnetric access band

w idth  and node consolidation on the efficiency of locality-aw are mechanism s for peer-to-peer (P2P) 

conten t d istribu tion . Locality-aw are policies have been repeatedly  proposed by researchers (e.g., Xie 

e t al. (2007), Choffnes & B ustam ante (2008). Aggarwal et al. (2007), Seedorf et al. (2009)) for their 

in tu itive benefits: by lim iting P 2P  exchanges to  peers residing in the sam e A utonom ous System (AS) 

it is possible to  reduce traffic over th e  In tern e t backbone, speed up d a ta  transfers by reducing network 

latency and. m ost im portantly , drastically  reduce costs for ISPs.

In order to  understand  why this is the case, we need to make a brief digression on network topologies 

and service providers. T he In ternet is com posed by a num ber of backbone networks interconnected at 

some specific peering points. Since handling incoming traffic requires the provision of network resources, 

some ISPs do not allow ex ternal flows to tran s it over their network unless the flow's destination  resides in 

the portion  of the network under they control or, alternatively, unless some sort of agreem ent is reached 

between the involved parties. Sometimes, if the am ount of traffic th a t crosses an AS boundary  in each 

d irection is roughly equal, the  respective network owners reach a settlem ent-free peering agreem ent, in 

which no paym ent is m ade under norm al circum stances. In m any o ther cases, small-sized operators 

are forced to  buy connectiv ity  from larger ISPs in the  form of IP  tran s it rights, i.e., paying a fee th a t 

is roughly proportional to  the  am ount of traffic they send across the larger o p era to r’s network. W hile 

a com plete coverage of these issues is outside the scope of th is thesis, it should be evident th a t i t ’s 

in the in terest of m ost ISPs to  prevent traffic from crossing the ir AS boundaries unless i t ’s necessary, 

and particu larly  over those peering links for which no settlem ent-free agreem ent exists. U nfortunately, 

P 2P  applications in general have no knowledge of such agreem ents (or of the location of AS boundaries, 

for th a t  m a tte r) , and the ir typical random  selection peer policy can generate high am ounts of costly 

inter-A S traffic for operators: hence the research in terest in locality-aw are policies for P2P.

R egardless of how they are im plem ented, liowever. these policies can only be successful for a given
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P 2P  client when there are enough local peers sharing its desired content. P 2P  protocols such as B itTor- 

rent typically aim for a  ratio  of 5-10 uploading peers for each downloading client, in order to  overcome 

the discrepancies between upload and download bandw idth  of residential DSL custom ers. Considering 

th a t on average 82% of all to rren ts have less than  10 active peers in the entire network a t any given 

m om ent (Zhang et al. 2010), it should be evident th a t finding enough local peers to  satisfy the 1:10 

ra tio  is often hard  if not impossible; therefore, locality schemes have lim ited applicability  in trad itional 

networks.

However, th is im balance between upload and download bandw idth  is only due to  the cu rren t lim

ita tions of copper-pair based technolog\'. As m entioned in Section 2.1. curren t F iber-T o-l'he-H om e 

(FT T H ) deploym ents have already reduced this ra tio  to  4:1 or even 2:1 in some cases (e.g., G PO N ), 

w ith next-generation  optical access network arch itectures such as LR -PO N s expected to fu rther reduce 

it to  an even 1:1 ratio  We argue th a t in a sym m etric bandw idth  framework such as our next-gen 

PO N  scenario, a single uploading peer w ith the desired content would be able to  com pletely fulfill a 

client's request by m atching its download capacity. Obviously in a real environm ent it would still be 

advisable to  have m ore than  one active peering connection at any tim e for robustness and resiliency 

reasons; however, as we do not include peer churn and node failures in our analysis, in the  sim ulations 

we assum ed th a t synnnetric bandw idth  clients only need to  contact a single peer to  retrieve their desired 

conten t a t an acceptable speed.

Similarly, the arch itec tu ral transform ations and node consolidation enabled by the increased reach 

of these nex t-generation PO N  technologies will likely affect locality policies by expanding the  pool of 

neighboring users from which a desired content can be retrieved. To investigate the im pact ol these 

arch itec tu ral changes on locality-awareness. we run our sim ulations on bo th  a trad itional th ree-tier 

topology w ith d istinct Core, M etro and Access sections, and an envisioned fu ture network w ith  long- 

reach PO N s bypassing the m etro area to  directly  interconnect end-users to  a lim ited set of m etro /co re 

nodes.

T he aim of our s teady -sta te  sim ulations is to  test the hypothesis th a t sym m etric access bandw idth  

and the  custom er aggregation enabled by fu ture PO N  arch itectures will improve the efficiency of locality- 

aware policies, bo th  by (a) reducing the num ber of uploading peers required a t each client to  maximize 

dow nstream  bandw idth  and (b) greatly  increasing the chance to  find a local peer sharing the required 

content. N ote th a t, while locality policies usually aim to confine P 2P  traffic in its orig inating A utonom 

ous System  netw ork, in th is thesis we loosely use the te rm  locality to  indicate any policy which takes 

into account topology inform ation to  identify the peers located closest to  the ta rg e t client. Specifically, 

the d istance between any two nodes is m easured as the num ber of hops required to  go from source to

'T h is  im balance is n o t due to  a  b an d w id th  h n iita tio n  as in th e  case of copper-based  DSL access technologies, b u t 
ra th e r  to  th e  high cost of bu rst-in o d e  receivers capab le  of su p p o rtin g  h igher d a ta  ra tes. T hese  com ponen ts , w hich are 
requ ired  to  hand le  th e  different levels of a tte n u a tio n  and  d ispersion  in th e  u p stream  channel affecting  d istin c t users, are 
m ore expensive th a n  th e ir  continuous-w ave co im terp art because th ey  are a  younger technology w ith  a  sm aller m arket, 
b u t th e ir  price is going to  decrease as F T T X  so lu tions becom e m ore w idespread. F u rtherm ore , b u rst-m o d e  receivers are 
deployed in th e  O LTs an d  shared  am ong th e  m ultip le  u.sers of a  P O N . m aking th e ir  ad d itional cost per user sm all.
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destination , and a request is considered to  be served locally if it does not traverse any core link.

A sim ple sim ulation tool was hence developed in C + +  to  perform  a steady -sta te  evaluation of traffic 

loads imposed by different content delivery schemes under various network conditions. In each sim ulation 

run, we com pare the perform ance of th e  following content delivery methods:

•  unicast client-server, from a central repository  in the network which holds a  copy of every elem ent 

in the catalog;

•  C ontent Delivery Networks (CDN), i.e., delivery from one of a set of cache servers located a t the 

edge of the  core network:

•  non-local peer-to-peer (P2P ), i.e., retrieving content from random ly chosen users holding a cached 

copy of it;

• locality-aw are P2P, i,e., as above, b u t prioritizing P 2P  sources which belong to  the  same access 

section of the requester.

N ote th a t for locality-aw are P 2P  we sim ulated  two different scenarios, respectively w ith  asym m etric 

(1:10) and synnnetric (1:1) upstream /dow nstream  access bandw idth  in order to  assess the im pact of 

sym m etric access bandw idth , as detailed above.

Sim ulations w'ere run on a sam ple topology generated in the following fashion: the E uropean optical 

backbone pro to type network described in A iyarak et al. (1997) was chosen as a reference for a small 

national core network of 20 nodes. Each of the  core nodes was subsequently  been expanded into a ring 

of m etro  nodes; each m etro  node was in tu rn  cotm ected to  an access node, aggregating up to  20000 

end-users. As a result, a 3-tier network of up to  2 millions custom ers could be sim ulated. We also 

considered a po ten tia l evolution of th is  sam ple netw'ork topology, in which the in troduction  of LH-PON 

access technologj' elim inates th e  need for m etro  rings; in th is case, core nodes directly  aggregate access 

traffic, as shown in Fig. 1.1. On each of the ta rge t topologies, we ran sim ulations w ith 1%, 10% and 

100% active users. The first two scenarios represent different adoption rates of the proposed conten t 

delivery technologies; the 100% case m odels a netw ork-m anaged system  in which the conten t d is tribu to r 

is able to  leverage always-on equipm ent deployed a t the custom ers premises, such as se t-top  boxes.

C ontent popularity , which is assum ed to  be sta tic , is m odeled using a Zipf-M andelbrot d istribu tion ; 

the exponent and  shift p aram eters of the d istribu tion  were chosen in accordance w ith the  findings of 

Saleh & Hefeeda (2006), P lacem ent of CDN servers in a subset of the core nodes is perform ed using a 

nearly-optim al greedy algorithm  which solves the k-m edian problem  (Qiu & P adm anabhan  2001), w ith 

k = 10; m ore specifically, a t each ite ra tion  a single server is added in the location th a t minim izes to ta l 

transm ission costs, w ithou t tak ing  in consideration the fu tu re ite ra tion  steps. Each CDN replica hosts 

half of the  to ta l d a ta  catalog; elem ents to  be stored  in the  cache are chosen random ly according to  the 

Z ipf-M andelbrot popularity  d istribu tion . In the  CD N  scenario, con ten t is served from the nearest server 

to  the  requester holding a copy of th e  desired content.
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Table 3.1: P aram eters for th e  s teady -sta te  sim ulation tool
P a r a m e te r T y p ic a l  V a lu e s
% of active PO N  clients 1%, 10%. 100%
Peers to  contact a t each client 10, 1
C ontent elem ents in the catalog 10000
E xponent param eter of the  ZM D istribution 0.6
Shift param eter of the ZM D istribution 20
CDN replicas in the  core network 10
C ontent types cached at each peer 1, 2
C ontent types cached at each CDN replica 5 000

Similarly, peers are assum ed to  only cache 1 or 2 elem ents from the content catalog, in accordance 

w ith  the  findings of A perjis & Johari (2011): these item s are chosen random ly for each peer based on 

the ir popularity. For each P 2P  request, viable sources are sought either random ly across the whole 

network (for the random P2P  scenario) or a ttem p tin g  to  find the closest source in term s of num ber 

of hops required (for the locality-aware P 2P  scenario). Furtherm ore, in the asym m etric  scenarios we 

require 10 sources each uploading one ten th  of a trafhc un it, while in the  sym m etric  scenario a single 

source will be responsible for the whole d a ta  transfer. W hen the desired content is not available a t a 

sufficient num ber of peers, it is retrieved from a central server located in the core section of tlie network. 

The most significant sim ulation param eters and the ir typical values can be found in Table 3.1.

I ’he size of each element of the video catalog is assum ed to  be constant and eciual to  one generic 

traffic unit; by sum m ing those \m its of load over each of the hops required to  deliver conten t to  the 

in terested  custom ers, our sim ulator m easures the aggregated traffic im posed on each of the network 

links. R outes are calculated sta tically  using D ijkstra 's algorithm . Note tlia t for peer-to-peer we have to 

account for the fraction of content th a t is shared from each peer, e.g., one ten th  of a un it per peer in 

the case of asynnnetric 1:10 schemes.

We differentiate traffic belonging to  the  core, m etro and access regions respectively, as the  energy 

and economic cost of transferring one unit of d a ta  varies depending on the characteristics of the  network. 

As our tool does not perform  any tim e analysis, link congestion scenarios are not sinnilated; hence, link 

capacities are not a constra in t of the model.

The results of th is sinnilation cam paign, published in a 2012 ONDM paper (Di Pascale e t al. 2012), 

are reported  in Section 4.1.1 and Section 4.2.1. respectively for the bandw idth  and energ>' efficiency. 

W hile they provided us w ith good d a ta  on the quality  of our proposed solution, it is evident th a t there 

are many aspects of a real world system  tlia t are not correctly  m odeled by th is sim ple tool. More 

specifically, a steady -sta te  analysis prevents us from studying  the im pact of any kind of tim e-driven 

dynam ic, be it related to changes in the  popularity  of content, bandw idth  constra in ts on network links 

during flash crowds, or to  the volatility  of the elem ents stored  in P2P  and CDN caches. In o rder to  test 

our system  in the face of these dynam ic changes, we had to  move to  an event-driven sinuilator.
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3.2 PLACeS: An Event-Driven, Flow-Based Simulator

P LACeS, o r Peer-to-peer L o c a lity  A w a re  C on ten t d E liv e ry  S im u la to r, represents ou r a tte m p t to  over

come the lim ita t io n s  o f the  s teady-s ta te  tra ffic  analyzer. I t  is an even t-d riven  s in u ila to r. w h ich  allow's 

us to  in tro du ce  tim e-dependent dynam ics such as p o p u la r ity  evo lu tions, lin k  congestions etc. I t  m odels 

da ta  exchanges as end-to-end flows between a source and a de s tina tion , a b s tra c tin g  the  com p le x ity  o f 

ne tw ork ing  pro toco ls  in favor o f a cen tra lized  bandw 'id th  s lia r in g  m echanism  am ong flows com peting  

on the same ne tw ork  links. I t  suppo rts  tw o  d iffe re n t p o p u la r ity  m odels, representing respective ly  a 

tim e -sh ifte d  IP T V  service (e.g., like the  B B C  iP laye r. S ky G o /S k y  A ny tim e -I-. o r the R 'l’E P layer) and 

a m ore t ra d it io n a l V ideo  on Dem and service (e.g., like  N e tf lix  o r Y ouTube).

The next paragraphs d e ta il key aspects o f its  so ftw are  developm ent process, the  m odels th a t were used 

to  de term ine the  behavior o f cvistomers and m ap the  p o p u la r ity  o f v ideo contents, and the b a n d w id th  

sharing a lg o r ith m  used. 'I ’he source code fo r the  s im u la to r is free ly ava ilab le  on G itH u b ; a lin k  is 

p rov ided a t h t t p s : / / s i t e s . g o o g le . c o m /a / tc d . ie /e d ip a s c a le /s o f t w a r e .

3.2.1 Software Development

PLA C eS was developed as a C-I--I- stand-a lone a jjp lic a tio n  on L in u x /U n ix .  I t  relies heav ily  on the Boost 

lib ra ries  fo r various tasks, inc lud ing :

•  m anagem ent o f con n iian d -liue  op tions  and param eters, th ro u g h  the  p ro g ra m ^ o p tic n s  lib ra ry :

•  random  generators and s ta t is t ic a l d is tr ib u tio n s  (such as Z ip f, L’ n ifo rm . Gaussian etc.) th rou gh  

the random  lib ra ry , w ith  the  a d d itio n  o f the  open-source Z ip f-M a n d e lb ro t lib ra ry  im p lem ented by 

K e n ta  M u ra ta ;

•  the b in o m ia lJ ie a p  s tru c tu re  used to  im p lem e n t the  event queue;

•  the  g r a p h /a d ja c e n t_ l is t  s tru c tu re  to  store a rep resen ta tion  o f the  ne tw ork  topo logy;

•  the d i  jk s t r a _ s h o r te s t_ p a th  a lg o r ith m  im p le m e n ta tio n  to  im p lem e n t ro u tin g ;

and m any more. I 'h e  purpose o f re ly in g  on w e ll-tes ted  th ird -p a r ty  lib ra ries  whenever possib le was b o th  

to  reduce developm ent c o m p le x ity  and to  ensure re l ia b il ity  o f the  key com ponents o f the  s im u la to r.

Som etim es we cou ld n o t find  su itab le  im p le m e n ta tio n s  o f a d a ta  s tru c tu re  we requ ired ; when th is  

happened, we developed o u r ow n version as a generic tem p la te  lib ra ry , w h ich  was u n it-te s te d  and. in  

some cases, released as s tand-a lone  p ro je c t on G ith u b . As a no tab le  exam ple, we developed a generic 

cache d a ta  s tru c tu re , s u p p o rtin g  b o th  Leas t-R ecen tly  Used (L R U ) and Least-F requen tly  Used (L F U ) 

ev ic tion  po lic ies; th is  was used to  m odel the  caches in  users’ se t-top  boxes, as w e ll as the  large cache 

servers used fo r C D N  system s. We also im p lem ented  a ra n k in g  tab le  to  d yn a m ica lly  keep tra ck  o f the  

rank o f v ideo  elem ents based on the num ber o f h its  observed fo r each o f them .
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F
F igu re  3.1: A  snapshot o f a tra ffic  s im u la tio n  using Lh iicast from  a cen tra l re p o s ito ry  loca te ti in  the 
r ig h tm o s t node. T he  co lor o f the  lin ks  in d ica te  the  am oun t o f tra ffic  observed on average, w ith  “ h o t" 
links  be ing close to  s a tu ra tio n . T he  size o f each node is p ro p o rtio n a l to  the  num ber o f users a ttached 
to  it .

T he  s im u la to r is able to  im p o rt ne tw ork  top o lo gy  descrip tions e ith e r as a s tan da rd  graphm l f ile  or 

as a te x t file  using a custom  syn tax , describ ing  th e  num ber o f nodes, the  lin ks  connecting  them  w ith  

th e ir  respective b a n d w id th  capac ity  in  each d ire c tio n , and the  users connected to  each node (in  term s 

o f an average num ber o f users and a s tandard  de v ia tion , w h ich  w il l  be used to  generate a Gaussian 

d is tr ib u tio n  from  w h ich  the  actua l num ber w i l l  be ex trac te d ). T h e  s im u la to r is also able to  ro u tin e ly  

o u tp u t a yraphm l snapshot o f the  top o lo gy  under s im u la tio n , w h ich  includes the  average tra ffic  observed 

on each o f its  links. These snapshots can then be ed ited  w ith  any s tandard  g raph  v is u a liz a tio n  p la tfo rm , 

such as G ephi^, to  generate a hea tm ap like the  one in F ig. 3.1.

^h ttp :/ /g e p h i.g ith u b .io /
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Results are shown on screen a t the end of each sim ulation round, and then prin ted  to  file a t the end 

of the sim ulation, both on a per-round  and an aggregate basis. T he m etrics included in the o u tp u t file 

include:

•  average and peak traffic observed on upstream  and dow'nstream access links, core links and. if 

present, m etro links;

•  num ber of video requests served or blocked (i.e.. for lack of an un-congested source, as described 

in Sec. 3.2.3);

•  luim ber of requests served locally to  the access section of the  requester, also expressed as a per

centage of the to ta l requests served;

•  num ber (and percentage of the to ta l) of requests served respectively through peer-to-peer, core

located caches or via un icast from a central repository;

•  average tim e required to  com plete a transfer for requests served through P 2P  and through CDN 

caches;

•  tim e-w eighted average cache occupancy of the user se t-top  boxes and of CDN cache servers.

3.2.2 Popularity  Evolution

A very relevant step  tow ards the sim ulation of a m ultim edia d istribu tion  system  is the m odeling of 

content requests. C ap tu ring  the com plexity behind the dynam ics of video popularity  has proved to  be 

an elusive task, also partly  due to  the reluctance of the m ajor VoD players to  share w hat they perceive 

as sensitive d a ta  on user behavior. W hile .some au thors have tried  to  come up w ith a closed-form 

expression based on tunab le  param eters to  model the am ount of requests th a t a video elem ent would 

receive th roughou t its life, w'hat we required for our analysis was some sort of predictive algorithm  to 

adequately  sim ulate user requests.

Video O n D em and

As m entioned in Subsection 2.3.3, Borghol et al. (2011) have shown th a t the am ount of weekly requests 

received by a user-generated video is largely week-invariant th roughou t its life, and only depends on the 

phase of the video w ith regards to its peaking week (i.e., the week in w'hich it will receive its biggest 

surge of new requests). This allow's the form ulation of an algorithm  to  artificially generate weekly views 

closely m atching th e  behavior of real YouTube traces. In PLACeS, we use th is model to  approxim ate 

the popularity  evolution of a VoD catalog; while some caveats are required, as the  difference in size 

between typical user generated  content item s and VoD movies m ight affect usage p a tte rn s , we believe 

th a t th is  is a reasonable approxim ation. In fact, it is becom ing m ore and m ore com mon to upload entire
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movies or series episodes on YouTube, and a t the sam e tim e the catalog of m any VoD service providers 

is expanding to  include content item s of shorter length such as series o r an im ated  shorts.

Specifically, the  aforem entioned algorithm  generates the peaking week and the weekly views for 

each content elem ent of the catalog. These views are then scaled to  th e  num ber of active users in 

the  system , to  ensure th a t the  to ta l hours of stream ed content per user converge to  an average of 4 

hours per week. Finally, the views predicted  by the popularity  model are m apped to  content requests 

from random ly chosen PO N  users. The s ta rtin g  tim e of each request is determ ined by a probability  

d istribu tion  m odeling real peak-usage sta tistics, bo th  in term s of hour of the day and day of the week; 

relevant d a ta  was taken from (Choi et al. 2012).

O ur Vol) catalog is com posed of 50000 elem ents; in com parison, a t th e  tim e when the VoD study 

was conducted. N etflix’s catalog was believed to  include 60000 different videos, while A m azon Prim e 

was estim ated  to  have arom id 17000 items. Each video is encoded at a constan t 3 M bps b itra te . The 

length of each content elem ent is norm ally d istribu ted  w ith a m ean of 120 m inutes and a s tandard  

deviation of 15 m inutes, to  m atch the length of an average blockbuster movie. P̂ or VoD. unlike in the 

IP T V  scenario, we do not consider the in troduction  of new video elem ents to  the catalog afte r the  s ta rt 

of the sim ulations.

T im e-S h if ted  IPT V

C om pared to  Video On D em and. I ’im e-shifted IPT V  (also known as catch -up  TV) has very peculiar 

characteristics in term s of popularity  evolution. A very large num ber of new videos is m ade available each 

day by each channel, generating  a constan t stream  of new content. On the o ther hand, m ost service 

providers remove older contents from their catalog after a  lim ited tim e from their first publication 

(typically 7 to  14 days), partly  to  limit the size of the catalog and partly  to  pro tect the in terests of 

copyright holders. T his has inevitably consequences on the effectiveness of caching algorithm s.

For IPT V . each round of sim ulation spans a single day. ra ther th an  a week as in the VoD case. At 

the beginning of each day we generate a new TV session for each user in the  system , whose length is 

ex tracted  from a norm al d istribu tion  w ith a mean of 5 hours and a variance of 1 hour, to  model the 

typical am ount of TV  tim e for an average LIS household. A tim e of the day representing  the middle 

point of each user's viewing session is ex tracted  from a discrete d istribu tion  m odeling real usage pa tte rn s , 

in order to  cap tu re  the concentration  in tim e of content requests during peak hours; once again, the 

relevant d a ta  was taken from (Choi et al. 2012).

In order to  actually  generate video requests for each active user, we use a  Zipf d istribu tion  to  select 

the release day of the  desired content (w ith newer videos having a higher probability  of being chosen), 

and then a Z ipf-M andelbrot d istribu tion  to  choose a video am ong tho.se released on the selected day (see 

Section 2.2.3). To account for the “zapping" users, we assum e th a t half of the  tim e u.sers will switch 

to  a new video elem ent after a random  fraction of the original content length (between 10% and 90%),
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ra th e r  th a n  w a tch in g  th e  en tire  co n ten t. T h e  request g en e ra tio n  p rocess is rep ea ted  for each user un til 

its  da ily  v iew ing  session has been  com pleted .

O ur ca ta lo g  is com posed  of 100 T V  channels, each  re leasing  30 new  videos p e r day. V ideo e lem en ts 

have a m ean  len g th  of 45 m in u tes  an d  a s ta n d a rd  d ev ia tio n  of 5 m inu tes , as sh o r te r  v ideos such as new s 

p ro g ram s a re  typ ica lly  no t inc luded  in th e  tim e-sh ifted  ca ta log . A t th e  end  of eacli day, a f te r  re leasing  

th e  new  co n ten t, v ideo e lem en ts  o lder th a n  a w eek a re  rem oved from  th e  ca ta log .

A 5 M bps b it r a te  is assum ed , equ iva len t to  N etflix  c u rre n t H igh D efin ition  (H D ) q u a lity  encod ing  

{Internet Connection Speed R ecom m endations - Netflix Help C en ter  n .d .). W hile  tim e-sh ifted  IP T V  

is o ften  no t delivered  a t  such high q u a lity  b it ra te s  a t  th e  m o m en t, we assum e th a t  in th e  fu tu re  HD 

c o n ten t will becom e m ore an d  m ore th e  no rm , especia lly  w ith  h igher reso lu tions (e.g., 4k v ideo) a lread y  

m ak in g  th e ir  first ap p ea ran ces . In  o rder to  m odel such  fu tu re  increased  reso lu tions, we also  consider a 

15 M bps en co d in g  scenario .

3 .2 .3  Traffic Simulation

V ideo  co n ten t is d is tr ib u te d  over o u r env is ioned  fu tu re  netw ork  topology, in w hich a sm all n u m b er of 

M etro /C ’ore nodes ag g reg a te  th o u sa n d s  of cu s to m ers  th ro u g h  L R -P O N  trees  w ith  a sh a red  feeder section  

o f u p  to  100 K m . For th e  VoD s tu d y  we m odeled  th e  core sec tion  of th e  netw ork  on th e  w ell-know n 

G erm an  b ack b o n e  topology, w ith  21 core links in te rco n n ec tin g  14 m e tro /c o re  nodes (see Fig. 3.2). 

E ach  of th ese  nodes is th e n  co n n ec ted  to  1 000 L R -P O N  trees, w ith  a sy n n n e tric  u p s tre a m /d o w n s tre a m  

ca jjac ity  of 10 G bps sh a red  betw een  th e  cu s to m ers  of each P O N . T h e  n u m b er of househo ld s served by 

each  P O N  is a key s im u la tio n  p a ra m e te r  (we will use th e  le t te r  p  th ro u g h o u t th e  th es is  to  in d ica te  th is  

v ariab le ); in o u r VoD ex p e rim e n ts  we varied  it b e tw een  16 an d  512. w ith  a  m ax im um  c ap ac ity  o f a ro u n d  

7 n iillion  cu s to m ers  served by th e  netw 'ork. A s a re su lt, u p  to  57 m illion VoD req u es ts  w ere served over 

a s im u la te d  sp an  of 4 weeks.

For th e  IP T V  case, we used  a d ifferen t topo logy  based  on th e  re su lts  by Ruffini e t al. (2012) -  a  

s tu d y  a tte m p t in g  to  m a p  L R -P O N  to  Ire lan d  by ag g reg a tin g  th e  L ocal E xchanges o f th e  m a jo r Irish 

netw ork  o p e ra to r  in to  a m in im um  n u m b er of m e tro /c o re  nodes. T h e  se t o f lo ca tio n s com ing  from  

th a t  s tu d y  w as th en  in te r-c o n n ec ted  w ith  fiber rings, re su ltin g  in  a ne tw ork  w ith  27 physica l core links 

in te rco n n ec tin g  20 m e tro /c o re  nodes (see F ig . 3.3). T h e  n u m b er of u sers  p e r node  show n in  th e  figure 

is th e  n u m b e r o f c u s to m ers  o f th e  o rig inal Irish  o p e ra to r ’s d a ta s e t  th a t  a re  a tta c h e d  to  each node as a 

re su lt o f th e  p lacem en t in (R uffini e t al. 2012). T h ese  cu s to m ers  a re  co n n ec ted  to  th e ir  assigned  node 

th ro u g h  L R -P O N  trees , w ith  a  sy n n n e tric  u p s tre a m /d o w n s tre a m  cap ac ity  of 10 G b p s sh a red  betw een  

th e  c u s to m e rs  of each P O N  tree . For o u r ex p e rim en ts , we e x tra c t th e  n u m b er of P O N  trees  of each 

m e tro /c o re  n o d e  by d iv id in g  th e  n u m b er o f users a tta c h e d  to  it by a m ax im um  o ccu p a tio n  of 512 users 

p e r P O N ; w e can  th e n  sca le  th e  size o f o u r ac tiv e  u ser base by v ary ing  th e  n u m b er p  o f u sers p e r P O N  

over d iffe ren t s im u la tio n  in s tan ces. In  o u r IP T V  ex p e rim en ts  we used  64 <  p  <  512. w ith  a m ax im um
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Figure 3.2; I 'h e  core network topology used in our VoD sinnilations. based on the German backbone 
topology, and its expansion through LR-PON trees. Note th a t  the  single splitter block in the figure is 
purely symbolic; in practice, a nnilti-stage splitter architecture would be used.

capacity of abou t 2.2 million customers served by the network (i.e., the whole datase t of customers at 

our disposal). This translates to  over 300 million video requests for the busiest IP'l 'V scenarios over a 

simulated span of 2 weeks.

To simulate such an am ount of traffic in a reasonable com putational time, a centralized bandwidth  

sharing algorithm was adopted. Each streaming flow transiting  on a particular link is entitled to at least 

an equal share of the available capacity of th a t  link. This process is repeated across each link of the flow's 

route to identify the tightest capacity constraint (i.e.. the bottleneck), which determines the capacity 

assigned to  the  flow. 'I'his capacity is updated  dynamically whenever a flow enters (respectively leaves) 

the network; however, only the bottleneck for the new (respectively leaving) flow is used to calculate 

the  new capacity allocation. This is done to  alleviate the time complexity of the bandw idth  sharing 

algorithm, at the  expense of some lo.ss in terms of optim al resource allocation.

No individual flow is allowed to  receive more than  1 Gbps of bandwidth, in an a t tem p t  to  model 

both  network operators constraints  on maximum available capacity per user and the  limits imposed 

by T C P  mechanisms (e.g., due to the  congestion control mechanisms, as we do not simulate packet 

loss). Furthermore, if a new request wotfld not be able to achieve a transmission capacity  sufficient to

lOtl i J u l y  2015 P h . D .  T h e s i s



50 3. SIMULATION METHODOLOGY

Users per Node
V 32929  • 46625

V 48648  - 48858

t 51249  - 62808

f 77509  - 78100

T 78218  - 112236

t 115341 154280

t 154329 - 270596

t 294461 - 312740

Figure 3,3: The logical core topology for Ireland th a t was used in our IP T V  sim ulations.

tran sm it the requested content a t its  encoded b itra te . the system  will a ttem p t to  find an alternative, 

un-congested source for th a t content. In case an appropria te  un-congested source cannot be found, the 

request will be blocked; however, th is  never happens in any of the  scenarios analyzed in th is  work.

Each user in the system  acts as an elem ent of a d istribu ted  cache, sto ring  a certain  num ber of video 

conten ts previously downloaded for personal consum ption. The dim ension of each P 2 P  cache in our 

scenarios varies between 4 and 16 GB for the VoD study, and is fixed a t 16 GB for the  IP T V  case. 

Videos are stored in the cache until the replacem ent policy (Least F requently Used, or LFU) determ ines 

th a t they need to  be deleted to  make space for new content. W ith  the  exception of the  work shown 

in C hap te r 6, no coordination is enforced between the d istribu ted  caches; every user sim ply stores the 

la test videos they  requested.

C ontent requests generated  by users are in tercep ted  by a centralized locality oracle, which will try  to  

redirect them  to a local P 2P  source if possible, i.e., to  a user a ttached  to  the sam e m etro /co re  node of 

the requester; if more th an  one local source is available, the choice will be m ade random ly, as a way to
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Table  3.2: S in m la tio ii Param eters
P a r a m e te r V o D I P T V
N um ber o f M e tro /C o re  nodes 14 20
N um ber o f physica l core links 21 27
C apac ity  o f a P O N 10 G bps u p /d o w n
Users per P O N 16 to  512 64 to  512
N um ber o f v ideo elements 50000 3000 per day.

7-day cata log
Le ng th  o f a v ideo con tent (mean) 120 m in 45 m in
Leng th  o f a v ideo con tent (std. dev.) 15 m in 5 m in
E nco d ing  b itra te 3 M bps 5-15 M bps
Size o f an S T B  cache 4 /8 /1 6  G B 16 G B
Size o f a C D N  cache 16/32 T B 12/24 T B

im p lem e n t an e lem entary load -ba lanc ing  measure. I f  no such local source can be found, the oracle w ill 

look  fo r a non-loca l F 2P  source (i.e., a user a ttached  to  a d iffe re n t node, thus re q u irin g  tra n s it over the 

core backbone); sources closer to  the  requesting custom er in  te rm s o f core hops requ ired  are p r io r it iz e d  

over m ore rem ote  sources. F in a lly , i f  no su itab le  P2P  source is ava ilable, the  request is red irected  to  

a cen tra l v ideo reposito ry. I t  is assumed th a t a ll the  users be long to  the  same service p rov ide r, or 

equ iva len tly , th a t m u ltip le  prov iders  agreed to  share the same cach ing in fra s tru c tu re  for th e ir  cata log.

U s ing  a s ingle cen tra lized  oracle fo r the  en tire  viser base, as opposed to  hav ing  a lo c a lity  oracle fo r each 

o f the  m e tro /c o re  nodes, a llows for a great s in q jlif ic a tio n  o f the s im u la tio n  m odel. However, th is  does 

no t s ig n if ic a n tly  affect the  ob ta ined  results, because the  percentage o f non-loca l P2P flows (i.e., between 

users res id ing  in d iffe re n t access sections) th a t are made possible by th is  single database o f available 

sources is neg lig ib le  less than  3% o f the to ta l, as shown by o u r e xp lo ra to ry  tests. F u rthe rm ore , it 

is possib le to  achieve the same resu lt by in q jle m e n tin g  a h ie ra rchy o f oracles and coo rd ina to rs , a t the 

p rice  o f an increased co m p le x ity  in the  request serv ing  p ro toco l. T h e  design and im p le m e n ta tio n  o f a 

L o c a lity  O racle service is ex])lo red in  C h ap te r 5.

A s  a benchm ark fo r the  effic iency o f ou r system , w'e s tu d y  b o th  the  perfo rm ance o f a un icast so lu tion  

(i.e .. based on a cen tra l rep os ito ry  server fo r the  en tire  n a tion a l ne tw ork) and a d is tr ib u te d  C D N  caching 

approach, w ith  dedicated m edia servers located in each o f the  m e tro /c o re  nodes. T he  size o f these m edia 

caches varies between 16 and 32 T B  fo r the  V oD  case; fo r the IP T V  case, we used values o f 12 /24 T B  

based on the  spec ifica tions in (Edgeware 2013). T h e  cen tra l re p o s ito ry  acts bo th  as the  last resort 

fo r v ideo requests and as the  source fo r con ten t item s th a t have never been requested before. In  a ll 

scenarios, the caches o f bo th  P2P users and m edia servers are e m p ty  at the s ta r t o f the s im u la tio n , 

w h ile  the  cen tra l server holds a copy o f every elem ent in the  cata log.

A  recap o f the  s im u la tio n  param eters used in ou r tests can be found in Tab le  3.2.

lO t h  .J u ly  2 0 1 5 P h .D .  T h e s is



52 3. SIMULATION METHODOLOGY

T ab le  3.3; 95%  C onfidence In te rv a ls  for L ocality  % in IP T V , 10 runs
p S D  ( a ) S E 9 5 % C l
64 0.3144 0.0994 90.6761% ±  0.2215
128 0.1675 0.0530 95.4248% ±  0.1180
256 0.1462 0.0462 97.7544% ±  0.1030

3.2.4 Simulation Error and Confidence Intervals

T h e  re su lts  of o u r sim u la tio n s cam p a ig n  a re  p resen ted  in S ections 4.1.2 an d  4.1.3. T h ese  re su lts  a re  

taken  from  a single sim u la tio n  in s tan ce  for each scenario ; how ever, since each ru n  encom passes several 

days (for IP T V ) or w eeks (for V oD) of s im u la ted  tim e , an d  since th e  re su lts  a re  ag g reg a ted  an d  averaged  

over a very  large n u m b er of v ideo  req u es ts  - in th e  o rd e r o f th e  ten s  o f m illions -  th e  re su lts  o b ta in ed  

w ith  d ifferen t seeds for th e  p seu d o -ran d o m  n u m b er g e n e ra to r  show  a very  lim ited  variance. For exam ple, 

ru n n in g  ten  s im u la tio n s  w ith  d ifferen t seeds for o u r P 2 P  I P l 'V  scenario  an d  for p  =  64 users per P O N  

resu lted  in a s ta n d a rd  e rro r  o f 0.0994%  for th e  p e rcen tag e  of locally  served  req u es ts  an d  a 95%  confidence 

in te rva l o f ± 0 .2215%  a ro u n d  th e  m ean  value. T h is  in te rva l becom es even sm alle r for h igher values of p, 

as show n in T ab le  3.3, due  to  th e  la rg e r n u m b er o f req u es ts  g en e ra ted  in th o se  cases. For th is  reason, 

th e  g ra p h s  describ ing  o u r re su lts  do  n o t inc lude  e rro r  bars .

3.2.5 Model Discussion and Limitations

O ne possib le  question  is w h e th e r  such a  d e ta iled  s im u la tio n  m odel w as a c tu a lly  req u ired  for o u r study . 

Indeed , a s  we will show  in C h a p te r  4. th e  re su lts  o b ta in ed  th ro u g h  th e  sim ple  s te a d y -s ta te  s im u la to r 

are  c |u a lita tiv e ly  in line w ith  th o se  ach ieved  w ith  th e  m uch m ore com plex  ev en t-d riv en  too l. However, 

since o u r re su lts  a re  en tire ly  based  on  s im u la tio n s, and  given th e  re la tiv e  ease w ith  w hich  a m alicious 

e x p e rim e n te r could  m a n ip u la te  th e  in p u t p a ra m e te rs  o f a s im u la tio n  to  o b ta in  favorab le  ou tcom es, we 

w an ted  to  en su re  th a t  o u r m odel w as a t  th e  very  least defensib le  u n d e r carefu l scru tiny . F u rth e rm o re , 

som e feasib ility  c o n s tra in ts  re la tiv e  to  o u r p ro p o sed  P 2 P  s t ra te g y  can  only  be enfo rced  by tak in g  in to  

acco u n t th e  full com plex ity  o f o u r ta rg e t sy s tem , i.e., its  large scale n a tu re  an d  th e  tim e -d ep en d en t 

d y n am ics  o f p u ll-based  co n ten t cach ing . F inally , a  m ore d e ta iled  sim u la tio n  m ode! gives us m ore knobs 

to  o p e ra te  on, th u s  allow ing us to  e s t im a te  m ore precisely  th e  effects of various a sp ec ts  o f th e  system  

a t  h an d  on  th e  p erfo rm an ce  of o u r ap p ro ach .

N a tu ra lly , th e  o p p o site  o b je c tio n  is also  possib le; d e sp ite  o u r effo rts to  s im u la te  m u ltim ed ia  co n ten t 

delivery  in a rea listic  way, o u r m odel s till suffers from  som e sh o rtcom ings. F irstly , a  dow n load  m odel 

is assum ed  th ro u g h o u t th e  s im u la tio n s ; s tre a m in g  traffic h as p ecu lia r  ch a ra c te ris tic s  (R ao  e t al. 2011) 

th a t  a re  n o t c a p tu re d  by o u r s im u la to r. T h e re  is c e r ta in ly  a  trad e -o ff be tw een  th e  o verhead  a ssoc ia ted  

w ith  th e  full dow nload  of a  p a r tia l ly  w a tch ed  v ideo  (i.e., due  to  zap p in g ) an d  th e  traffic sav ings achieved 

by using  th a t  full rep lica  to  serve  a  fu tu re  req u es t. O u r re su lts  show  th a t  th is  second  ap p ro ach  still 

benefits  ne tw ork  o p e ra to rs , b u t fu r th e r  o p tim iz a tio n  techn iques m igh t be  em ployed , such  as sw itch ing
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to  a more bandw idth-conservative stream ing  model when serving over-rephcated popular content. For 

a discussion on the effect of content segm entation (i.e., chunking)  and adaptive stream ing  policies on 

our traffic model, please refer to  Sections 7.2.1 and 7.2.2 respectively.

F urtherm ore, each video content item is assum ed to  be encoded in a single form at, while in real 

system s the sam e video (e.g., a TV  show episode) would typically be encoded in m ultiple form ats 

depending on the requirem ents of the device over which the video w'ill be consum ed. For exam ple, a 

sm artphone m ight only support a lower resolutions stream  wdth stereo audio, while the sam e movie 

w atched on a 40” TV  screen m ight be requested in full HD and w ith surround audio tracks. In practical 

term s, how'ever. this can be m odeled in our system  as a scenario w ith an extended m ultim edia catalog, 

in which the sam e video can appear m ultiple tim es w ith different b itra tes. The requests for each 

original single video would be split am ong th is m ultiple versions, m aking caching somew'hat less efficient. 

Ilow'ever. running sim ulations w ith a doubled catalog size (i.e., 200 IP T V  channels) d id n ’t significantly 

im pact the  results of this study.

Finally, in th is study  we consider a pure P2P-based content delivery system  using always-on .set-to]) 

boxes (STBs). In a real world scenario, however, even STB s can be tu rned  off or be sub ject to  faults, and 

it 's  conceivable th a t content providers m ight w ant to  m aintain  a s tric ter control on their in frastructu re  

by using CT)N servers in addition  to  P2P  caches. In such a system , some sort of coordination  scheme 

should be devised to  ensm-e th a t the two layers of caching do not simply overlap. F urtherm ore, a 

m echanism  to  recover from a failure during a tile transfer should be im plem ented, i.e., sw itching to 

a different local source or to  the central repository in case of a sudden disconnection. However, such 

occurrences are bom id to  be relatively rare, given the very fast download speeds th a t we observe in our 

sim ulations (typically less than  10 seconds) and the low' churn rates th a t we expect from Set-'Top Boxes. 

For these reasons, the effect of a reasonably lim ited rate  of STB s abandoning the netw'ork should be 

negligible: indeed our sim ulations show significant benefits even in scenarios w ith a small num ber of 

active users per PON (e.g., 16-32 ou t of the m axim um  512), which can be seen as an indication  of the 

perform ance of a system  w ith a higher num ber of subscribers but a non-zero probability  of users leaving 

the  system . N ote th a t an approach svich as the one proposed by Chen et al. (2009) for Zebroid cannot 

be applied straightforw ardly  to  our case since we do not pre-fetch content to  S l ’Bs and we do not use 

chunking; however, redundancy could be accounted for in the  caching optim ization problem  described in 

C hap te r 6. i.e., by ensuring th a t enough replicas are stored in the d istribu ted  cache under the  expected 

ra te  of STB s leaving the system .
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4 Analysis of Edge Caching

In th is chapter we present the results on bandw idth  usage and energy consum ption of our proposed 

P 2P  nniltim edia delivery system , obtained th rough extensive sim ulations using the tools described in 

C’hap ter 3. We first go th rough the resiilts related  to  bandw idth  efficiency, s ta rtin g  from the s teady -sta te  

analysis in Section 4.1.1 and then moving to  the event-driven studies for VoD (Section 4.1.2) and IPT V  

(Section 4.1.3). T hen w'e analyze the energy efficiency of our approach, once again s ta rting  from the 

results of the steady -sta te  s tudy  in Section 4.2.1 and then exploring the dynam ic consum ption model 

developed in conjunction w ith our event-driven sim ulations in Section 4.2.2.

4.1 Bandwidth  Efficiency

4.1.1 Steady-State Analysis

The results shown here were ob ta ined  through the steady -sta te  analyzer described in detail in Section 

3.1. As a brief recap, through these sim ulations we calculate the load in term s of generic traffic un its 

(each equivalent to the bandw idth  required to transfer a generic elem ent of the nniltim edia catalog) 

im posed at regime on the various sections of the netw'ork for different conten t delivery strategies, sucli 

as unicast. CDN and P2P. bo th  w ith and w ithout locality-aw'areness. For locality-aw are P 2P  we also 

consider the case of sym m etric access bandw 'idth. This is done on botli a trad itiona l 3-tier hierarchic 

netw'ork w ith m etro  rings aggregating trad itional PONs, and on an envisioned evolution of th is netw^ork 

w ith LR-PO N  in the access bypassing the m etro  section.

H g. 4.1 show^s the results related  to  our reference 3-tier topology. W ith  the  conservative hypothesis of 

only 1% active custom ers per access node, localized synniietric P 2P  significantly outperform s asym m etric 

local P2P. achieving a 40% reduction  in core traffic -  alm ost on par w ith CDN; on the  o ther hand, higher 

m etro  and access network traffic loads make CDN a b e tte r solution for such low adoption rates.

However, w'hile client-server. CDN and random  P 2P  stra teg ies all show an approxim ately  linear 

grow th in the estim ated  traffic load as the num ber of clients in the system  increases, localized P2P  

techniques scale b e tte r than  linearly by efficiently leveraging the  resources m ade available by the addi

tional peers in the network. 'I’he difference between sym m etric and asynniietric bandw idth  P 2P  schemes
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Figure 4.1: Average traffic load w ith respectively 1% (left), 10% (m iddle) and 100% (right) active 
custom ers per access node in a trad itional 3-tier hierarchical topology.

m ainly resides in the speed at which those strategies converge tow'ards the optim um  scenario, in which 

all traffic is served locally th rough  nearby peers. Specifically, w ith a fO% adoption rate , sym m etric 

local P 2P  already shows b e tte r perform ance than  CDN, w ith a core traffic reduction of 83% and a to ta l 

trafhc load reduction of f8%; asym m etric local f^2P. while still offering some savings in the core section, 

im poses a higher load on the overall network, w ith a traffic increase of 38% com pared to  C'DN.

Even b e tte r  results can be achieved in the  netw ork-m anaged scenario, w ith a 100% adoption  ra te  

from the  custom ers: under these assum ptions, localized asynnnetric P 2P  generates alm ost no core traffic, 

as the probability  of finding enough peers w ith the desired content in the local m etro  ring approaches 1. 

Sym m etric local P 2P  further improves these results by elim inating even m etro  ring traffic and keeping all 

d a ta  exchanges local to  the PONs. It is im portan t to  stress th a t this is achieved w ithou t enforcing any 

sort of content-selection algorithm  for caching purposes; it is sufficient to  store the la test 1-2 elem ents 

downloaded by the user from the catalog.

In Fig. 4.2 w'e present the o u tp u t of the sam e sim ulation set on the LR-PO N  evolution of the previous 

network. C'onsequently, the  overall load on the  network is reduced (as the average d istance between any 

two nodes is now lower).

R esults are in line w ith those already presented: localized P 2P  techniques perform  b e tte r  and b e tte r 

as th e  num ber of custom ers in the system  increases. However, in th is context CDN becomes more 

com petitive, as replica servers deployed in the core are now located much closer to  end-users and 

packets d on 't have to  be routed  through the m etro  ring to  reach the ir destinations. Similarly, the switch 

from asym m etric to  sym m etric locality-aware policies becomes slightly less significant -  particu larly  in 

the netw ork-m anaged scenario -  as the increased custom er aggregation factor alleviates the  penalties 

im posed by the  higher dow nloaders:uploaders ratio.
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1% active customers

LR-PO N Average Network Load

10% active customers 100% active customers
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F igu re  4.2: Average tra ffic  load w ith  respective ly 1% ( le ft) ,  10% (m id d le ) and 100% (r ig h t)  active 
custom ers per access node in  a next-genera tiou  ne tw ork  based on LR -P O N .

' lb  sum m arize , in  a ll o f the  s im u la ted  scenarios sym m etric  loca lity -aw a re  P2P shows a s ig n ifica n t 

red uc tio n  o f c o re /m e tro  tra ffic  and an increase in  the load on the  upstream  channel in the access section.

W e argue th a t reducing core tra ffic  in exchange fo r access tra ffic  is econom ica lly  convenient fo r the 

ne tw ork  o p e ra to r fo r tw o  reasons. F irs tly , the  access ne tw ork  can be considered a fixed cost. Since the 

access is reciuired to  ca rry  da ta  to  the  custom er premises, its  dep loym ent ca iu io t be avoided, and it  

needs to  be prov is ioned fo r an adequate an io im t o f capacity. In  a d d itio n  o p tic a l access technolog ies w ill 

p rov ide  a large increase o f ava ilab le user b a n d w id th  (e.g., w ith  G P O N  up to  tw o  orders o f m agn itude ) 

fo r a fixed cost. On the o th e r hand the cost o f the  core segment o f the  ne tw ork  is p ro p o rtio n a l to  

the  cap ac ity  offered, w h ich  in tu rn  is connected to  the am ount o f da ta  th a t needs to  traverse m e tro / 

core links. B y  tu rn in g  tra ffic  a round a t the  access, i.e., before i t  reaches the  core, lo ca lity -a w a re  P2P 

ne tw orks can la rge ly  reduce the  load and thus the cost o f the  core p o rtio n  o f the  ne tw ork . Secondly. P2P 

makes large use o f upstream  b a n d w id th , w h ich  is p rov ided  at h igh  speed in  o p tic a l access ne tw orks at 

no a d d itio n a l cost (1.25 Gbps w ith  a 1:2 ra tio  fo r G P O N  and 10 G bps w ith  a 1:1 ra t io  fo r L R -P O N ) b u t 

is usua lly  u n d e r-u tilize d . B y  keeping tra ffic  local and tu rn in g  i t  around a t the  firs t o p p o rtu n ity , P2P 

lo c a lity  can e x p lo it th is  ava ilab le resource instead o f increasing tra ffic  in the m e tro  and core networks.

4.1.2 Event-Driven VoD Analysis

T he  fo llo w in g  sections de ta il the  resu lts o f the s im u la tio n  cam paigns conducted w ith  P LA C eS . ou r 

custom  even t-d riven  s im u la to r. C'ompared to  t lie  s teady-s ta te  analysis, here the  focus in  on the  effect 

o f the dyn am ic  evo lu tio n  o f v ideo p o p u la r ity  and user Isehavior on the  effic iency o f a pu ll-based P2P 

cach ing system . Hence, we now on ly  consider our ta rge t L R -P O N  scenario w ith  sym m etric  b a n d w id th  

in  the  access.
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Figure 4.3: (left) The reduced caching scenario w ith a single server for the en tire network; (right) The 
m ixed caching scenario w ith CDN caches in each m etro /core  node. P 2P  caches are present in bo th  
scenarios.

For a recap of the details of the popularity  model used for the Video on D em and analysis, please 

refer to  section 3.2.2. As a rem inder, each round of sim ulation in these experim ents represents a week 

in real tim e.

Once again, as a  benchm ark for the efficiency of our P 2P  system  we study  bo th  the  perform ance of 

a unicast solution (i.e. based on a central CDN server for the en tire national network) and a pure CDN 

approach, w ith sm all servers located in each of the m etro /co re  nodes. Furtherm ore, to  investigate the 

in teractions between our P 2P  in frastructu re  and an integrative CDN cache, we designed two different 

types of P 2P  scenarios (see Fig. 4.3). In the first, which we refer to  as the reduced caching scenario, we 

assum e th a t th e re ’s only a single head-server supporting  the whole national network; the  P 2P  results 

presented  in Fig. 4.4-4.5 are related  to  tliis approach. In the second, which we call the m ixed caching 

scenario, we com bine P 2P  caches (8 GB) w ith the CDN caches (32 TB) in each of the m etro /co re  

nodes, to  try  to  keep even m ore traffic confined to  the access section. In th is mixed scenario, peers are 

redirected  to  the ir local CDN cache only if there is no viable local P 2P  source, and to  non-local P 2P  

sources only if the content is unavailable a t the local CDN cache. T he central repository  ac ts  bo th  as 

the last resort for video requests and as the source for previously un-requested contents. In all scenarios,
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caches (both  P 2P  and CDN) are initially em pty a t the s ta r t  of the sim ulation, and the central server 

holds a  copy of every elem ent in the catalog.

O ur sim ulations show th a t the average core traffic on each link is highest w ith a unicast approach 

and lowest w ith  a P2F’-based approach, even when considering the im pact of popularity  evolution and 

the  constra in t of access links capacity  (see Fig. 4.4). P 2P  rem ains com petitive even with a lim ited 

caching size of 4 GB. and it alm ost nullifies core traffic as the num ber of users in the system increases. 

T h is can be seen even more clearly by looking at the  percentage of requests th a t are served locally (see 

Fig. 4.5): the percentage increases w ith the num ber of users per PON (p) and the size of the P 2P  

caches, up to  a w hopping 98%.

It 's  particu larly  in teresting  to  notice how the percentage of locally served requests for ODN scenarios 

dim inishes over the weeks, while it increases w ith P2P. This can be explained as the com bined result of 

two factors. Firstly, as more videos get past their peak popularity  week, requests tend to shift tow ards 

less popular contents. Secondly, as the big C'DN caches s ta r t  to  get full, the application  of the LF’U 

algorithm  tends to  favor massively popular content; by contrast, i t ’s easier for at least some P 2P  caches 

to  retain  a copy of less popular videos somewhere in the acce.ss section, as the LF"!' algorithm  is applied 

individually  to  each of those u.ser storages and users only request a lim ited num ber of contents per week.

Furtherm ore, adding CDN m ultim edia servers of 32 TB  in each m etro /co re  node hardly improves 

the  perform ance of the F’2P caches, to  the point where the  reduced caching and the  mixed caching P 2P  

scenarios are alm ost indistinguishable. I 'h is  can be explained by the preponderance of P 2P  caching, 

which is prioritized over non-peering caches in our routing algorithm . For th is reason. CDN caches only 

receive a very lim ited num ber of h its even in the m ost favorable cases, i.e. those in which the small 

num ber of users per PO N  lim its the size of the d istribu ted  P 2P  cache (see Fig, 4.6). Unless a different 

caching strateg ies is enforced (e.g. replicating less popular content on the CT)N and relying on the P 2P  

se t-top  boxes for the popular content), those micro caches are effectively redundant.

Finally, no content request is ever blocked due to  lack of sufficient available bandw idth  in any of our 

scenarios, and the average tim e needed to  download a video elem ent is barely affected by the use of P2P. 

w'ith the largest additional delay m easured w ith respect to  a server-based transfer in the order of 100 

ms. In o ther words, even when relying entirely on P 2P  for content delivery, the system  is always able to 

find a source w ith enough bandw idth  to  satisfy the b itra te  requirem ent of every requester w ith alm ost 

no additional delay com pared to  a server-based strategy. Note th a t we calculate transfer tim es only as 

a function of bandw idth  and not of distance -  in o ther words, d a ta  transfers are only lim ited by the 

available capacity  on the rou te from source to  destination . However, since locality-awareness inherently  

favors local sources over m ore d istan t ones, including d a ta  transfer tim es in the  latency com putation  

should not fu rther penalize P2P.
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Figure 4.4: Average traffic on core links for increasing values of users per PO N  (p). T he num bers in 
brackets represent th e  size of each cache.
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Figure 4.5: Percentage of requests served locally, i.e. in the sam e access section of th e  requester, for 
increasing values of users per PO N  (p). T he central server approach has by definition 0% locality and 
as such it has not been included.
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Figure 4.6: Percentage of user requests served by the integrative CDN caches in the m ixed caching 
scenario.

4 .1 .3  Time-Shifted IPTV Analysis

l im e-shifted IP TV presents a num ber of in teresting  differences com pared to  the VoD scenario: most 

notably, as detailed in Section 3.2.2, content in the  IPT V  catalog is nnich more volatile, as videos older 

th an  a week are retired from the catalog and a num ber of new elem ents are released each day. T he usage 

s ta tis tic  we n.sed for IP T V  are also qu ite more intensive th an  tlieir VoD counterparts, w ith the  average 

A m erican household w atching as much as 5 hours of TV  per day - a num ber th a t has been shown to 

be on the rise. For th is reason, a round of sim ulation for the IP T V  case study  is ecjual to  ju st one day, 

ra th e r th an  a week as in the VoD case.

Please note th a t we denote the usual benchm ark unicast scenario w ith the acronym  C’S (for C'ent- 

ralized Server) and the CT)N-based scenario w ith MS (for M ultip le /M ultim edia Servers).

We first evaluate the im pact of the num ber of users in the system  on the efficiency of P 2P  caching. 

Fig. 4.7 shows the average traffic per u.ser generated  by each strategy, w ith the param eter p denoting 

the num ber of active subscribers per PO N , varying from 64 to 512. Both tlie CS and MS aiiproaches are 

not significantly affected iDy the num ber of users, and thus are shown only once. P2P. on tlie o the r hand, 

benefits from the increased num ber of peer caches: when the  num ber of users in the system  is sufficiently 

high, up to  99% of all video requests can be served locally, w ithout leaving the access segm ent. As a 

result, core traffic is alm ost com pletely removed.

In Fig. 4.8 we show the average generated traffic for th e  curren t HD encoding b itra te  of 5 M bps and 

an estim ated  fu ture 4k video definition w ith an encoding of 15 M bps. Both sinuilations were run w ith 

p  =  256 subscribers per PON. Flven w ithout increasing the portion of users storage allocated to  P2P
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Average Generated Traffic (per User)

2

CS MS(12TB) MS(24TB) P2P(p64) P2P(pl28) P2P(p256) P2P(p512)

■ Core ■  Downstream PON ■  Upstream PON

F ig u re  4.7: A verage  traffic g e n e ra te d  p e r u ser by th e  s tra te g ie s  considered  an d  for in creasing  vah ies p 
o f P 2 P  users p e r P O N .

Average Generated Traffic (Total)
20  ^ ----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

15

ID
10 I -

CS MS12 P2PCS MS12 P2P CS MS12 P2P

5 Mbps 15 Mbps

■ Core ■  Downstream PON ■  Upstream PON

F ig u re  4.8: A verage  g en e ra ted  traffic  for a  c u rre n t H D  b itra te  en co d in g  of 5 M bps a n d  an  e s tim a te d  
fu tu re  4k en co d in g  b it r a te  o f 15 M bps.

cach ing , th e  red u c tio n  in core traffic  s tay s  very  sign ifican t in a b so lu te  te rm s  as th e  en co d in g  b it r a te  

increases. In re la tiv e  te rm s, how ever, th e  p e rcen tag e  of core  traffic  g e n e ra te d  by P 2 P  co m p ared  to  th e  

eq u iv a len t MS scen ario  goes from  1.9% w ith  5 M bps to  3.3%  w ith  15 M bps, due  to  th e  red u ced  n u m b er 

of v ideo  e lem en ts  th a t  can  be  s to re d  in each u ser cache an d  th e  increased  effect of s to rag e  fra g m e n ta tio n  

(i.e ., m an y  d isks w ith  insufficient sp a re  sp ace  left to  cache an  a d d it io n a l item ).

M S cach ing  is also  a good  o p tio n  to  red u ce  core link  u tiliz a tio n  co m p ared  to  a  c en tra liz ed  co n ten t 

d is tr ib u tio n ; o u r re su lts  show  th a t ,  d ep en d in g  on th e  size of th e  MS caches used , it can  o u tp e rfo rm
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Average Traffic per User, Various Core Topologies
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■  Core ■  D o w n s t r e a m  PON ■  U p s t r e a m  PON

Figure 4.9: Average generated traffic per user over various core topologies, for the IP 'l'V  study.

P2F^ in term s of to ta l generated traffic. However, as indicated  in Fig. 4.7. a big portion  of th is P 2P - 

generated  traffic exploits upstream  capacity  already available in the  network, which as such can be 

considered “free", while the additional core capacity  required by MS caching needs to  be provisioned, 

and thus represents a cost for ISPs.

Finally, some sinuilations over modified versions of the Irish toj)ology were run to  investigate the 

effect of different topologies on the am oim t of the generated core traffic. Specifically, the two extrem es 

of connectivity  were tested , i.e., using a ring topology w ith 20 bidirectional edges and a full-inesh 

topology w ith 380 edges, assm ning p =  128 users per PON . I 'h e  average traffic per user generated  by 

the considered content delivery solutions over these topologies is shown in Fig. 4.9. Intuitively, the core 

traffic generated  is inversely proportional to  the average hop length from the central server to  a generic 

node, which is a function of the degree d istribu tion  of the network (i.e.. the ninnber of links departing  

from each vertex). F'or th is reason. P 2P  is particu larly  com petitive in sparsely connected networks.

4.1.4 Asymmetric Upstream Capacity

T he results presented above m ostly focus on system s w ith sym m etric upstream /dow nstream  access 

capacity; a relevant question could be determ ining the am ount of upstream  capacity  (or, alternatively, 

its ratio  com pared to  the dow nstream  capacity  available) required for the proposed P 2P  approach to  be 

effective.

A definitive answer to  th is question would require extensive sim ulation cam paigns which could be 

the  sub ject of fu ture work: however there are some basic considerations th a t can be m ade depending 

on th e  assum ptions of the scenario of reference. For exam ple, if we insist on a download model w ith  a 

single source uploading content item s to  a requester, than  the bare m inim um  capacity  required to  avoid 

re-buffering events is equivalent to the encoding b itra te  of the required content. N ote liowever th a t th is
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would imply long d a ta  transfers during  which th a t particu lar source would be unable to serve any other 

request. In such cases it is likely th a t a P 2P  system  like the one proposed here would suffer, tmless 

steps are taken to  m itigate the issue, i.e., adopting  chunking and reverting to  a trad itional model where 

m ultiple sources upload different chunks of the requested item  in parallel to  a custom er.

Higher bu rst rates, on the o ther hand, would allow us to  quickly push content to  their destinations, 

or to  nniltiplex m ultiple concurrent requests, giving us more leeway to  handle a flash crowd scenario. 

Furtherm ore, in all of our stud ies so far we only considered the bandw idth  consum ption generated 

by a m ultim edia stream ing service, while in reality such services would com pete w ith the day-to-day 

In ternet usage of the custom ers, including po ten tia l bandw idth  intensive applications such as file sharing. 

S tra teg ies such as th ro ttlin g  file-sharing protocols and prioritizing VoD traffic could be im plem ented by 

the ISP to  face these issues, bu t na tu ra lly  these solutions would affect the custom er's perception of the 

quality  of the In ternet connection being provided.

4.2 Energy Consumption

In the previous section we have shown th a t the com bination of locality-aw are P 2P  w ith  a pull-ba.sed 

caching s tra teg y  is the m ost bandw idth-efficient stra tegy  for m ultim edia content delivery. Here we tu rn  

our a tten tio n  to  the energy efficiency of the variovis content delivery strateg ies considered in o\ir stndies. 

Energy efficiency is a research topic receiving increasing a tten tion  in the last decade or so. partly  due 

to  the realization th a t the IC T  sector is responsible for a non-negligible percentage of the to ta l ( ''02  

emissions and the increasing effort from governm ental bodies and institu tions to  reduce the im pact of 

m an-caused clim ate change.

More im portantly , however, there are economical drivers to  reduce the  energy consum ption of the 

network. T he power consum ed by opera to rs to  keep their system s running has a d irect im pact on 

their opera tional expenses, in the form of the energy bills th a t they will need to  face. Designing more 

energy-efficient solutions is hence a way to  reduce costs and increase revenues for ISPs.

4.2.1 Steady-State Analysis

As shown in Section 4.1.1, th e  reduction  of co re /m etro  network traffic achieved through locality-aware 

P 2P  is counterbalanced by an increase in the access network aggregate traffic, due to  the  upstream  flows 

o rig inating  from the uploading peers. In order to  quantify the saving in term s of power consum ption 

th a t P 2 P  conten t d istribu tion  can achieve, we calculate power consum ption values for the  w orst case 

scenario -  th a t  is, we assum e th a t  every active custom er is using its entire capacity  (e.g., abou t 20 M bps 

for 500 custom er sharing a 10 G bps optical channel) for content d istribu tion  purposes, thus sa tu ra tin g  

access links. The traffic un its  com puted  by the stead -sta te  sim ulator are dim ensionless quantities th a t 

only give us inform ation on th e  p roportional d istribu tion  of traffic across the different sections of the
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F igu re  4.10: D iag ra m  ol' the  ne tw ork  in terfaces o f a m e tro /c o re  node. 

I'able 4.1: Average power consm np tion  o f vario tis  netw 'ork com ponents
Com ponent Power (W )
O L T  card, 10 G bps 50
O L 'r  m anagem ent card (one every 8 O L T  cards) 10
O L T  sw itch  card (one every 4 O L T  cards) 100
O p tic a l A m p lif ie r  10
Long reach transce ivers .35
IP  line  card. 40 G bps 500
IP  ro u te r chassis (one every 16 IP  line  cards) 2 920
IF’  ro u te r fab ric  (one every 144 IP  cards a fte r the firs t 16) 9 100

considered netw 'ork topology. M u lt ip ly in g  these generic u n its  by the m ax im um  b a n d w id th  availab le 

a t each custom er gives us an estim a te  o f the  m ax im um  tra ffic  im posed on the  various p o rtio n s  o f the 

netw 'ork in  each o f ou r ta rg e t scenarios.

N o te  th a t ne tw ork  opera to rs  ty p ic a lly  use s ta tis tic a l m u ltip le x in g  and expected average tratTic values 

to  d im ension th e ir  systems; since it is h ig h ly  u n lik e ly  th a t a ll o f the  ne tw ork  custom ers are go ing to  

recjuest th e ir  fu ll b a n d w id th  a t the  same tim e , the advertised ne tw ork  capac ity  is ty p ic a lly  d iv id e d  by 

an “ ove r-sub sc rip tio n ”  fac to r before a c tu a lly  a llo ca tin g  resources. However, since we are n o t in te rested 

in  accu ra te ly  m ode ling  ISPs power consum p tion  costs, b u t ra the r in  com paring  the im p a c t o f d iffe ren t 

con ten t de live ry  techniques on the  energy e ffic iency o f the netw'ork, a p p ly in g  the  same fa c to r o f scale to  

a ll o f these d iffe re n t scenarios w'ould no t s ig n if ic a n tly  a lte r the resu lts presented here.

A  pow'er consum p tion  e s tim a tio n  is perfo rm ed on each o f the  proposed scenarios. A verage pow'er 

consum p tion  vahies fo r various ne tw ork  com ponents were ob ta ined  by averaging a num ber o f d iffe ren t
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A verage  pow er  sa v in g s  with r e s p e c t  to  Random  P2P
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Figure 4.11: Power savings norm alized to  the consum ption figures of a R andom  P 2P  scheme in the same 
scenario, based on the average traffic to  be sw itched a t each segm ent of the network. For each scenario, 
the topology type (3-tier or LR-PO N  based) and the percentage of active custom ers (1%, 10% or 100%) 
are specified on the horizontal axis.

sources in the lite ra tu re  (Baliga, Ayre, H inton, Sorin & Tucker (2009), Idzikowski & Wolisz (2009), 

IB M  Redbooks B N T  Virtual Fabric 10Gb Switch Module fo r  IB M  BladeC enter  (2011), Cisco CRS-1  

C arrier Routing System  16-slot L ine Card Chassis Specifications (n .d .)); they are reported  in Table 4.1. 

A diagram  showing the network com ponents and interfaces considered for our analysis is shown in Fig. 

4.10. We do not consider the costs of back-up links and protection provisioning in our calculations. 

Furtherm ore, we assum e th a t m etro  nodes are able to  tu rn  traffic around and to  perform  IP  routing 

(i.e., as opposed to  an arch itecture in whicli d a ta  would always need to  be forwarded to  the core node 

for sw itching and aggregation purposes).

Fig. 4.11 shows the average power savings th a t can be achieved w ith  respect to  the  consum ption of 

a random -selection P 2P  scheme in the sam e scenario; th is was chosen as the base reference because it 

generates the highest traffic load under all circum stances, thus qualifying as the m ost pow er-hungry of 

the presented techniques. These values were ob ta ined  by calculating  th e  num ber of network interfaces 

required to  sustain  the peak traffic generated in each scenario (as com puted by the bandw id th  efficiency 

sim ulations), and then determ ining the energy consum ption of these interfaces. Note th a t, while higher 

am ounts of traffic transla te  to  higher energy consum ption, not all links are created  equal: thus it is not 

only a m a tte r of how much traffic is generated, bu t also and forem ost of where th is traffic flows. As 

shown in the graph, sym m etric local-aware P 2P  consistently guaran tees the highest power savings, w ith 

its perform ance im proving as the num ber of available content in the system  increases.

T here are some results th a t  do not fall exactly  into the overall trend  due to  the n a tu re  of our energy 

consum ption m odel. In particu lar, the low difference between asym m etric and sym m etric locality-aware
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Table  4,2: Power C o nsu m p tion  P aram eters
C o m p o n e n t V a lu e R e fe re n c e
M e tro /C o re  Cache 85W' O rb it  3020 (Edgeware 2013)
S l ’B  SSD D rive 0.49W  (i) , I . I W  (a) C orsa ir F120 (S torageR eview .com  2013)
G N U 0.6W  ( i) ,  5 .9W  (a) lOG T W 'D M  (D ix it  et al. 2012)
our 1.2 5 W /G b p s X G P O N  (S kub ic  et al. 2012)
E th e rn e t 3 .8 W /G b p s Van fleddeghem  et al. (2012)
IP /M P L S lO W /G b p s Van Heddeghem  et al. (2012)
N ote : ( i)  and (a ) denote id le  and active consum ption  respectively

P 2P power consum p tion  in  the  netw ork-m anaged case (100% active  custom ers) is due to  the  coarse 

g ra n u la r ity  o f the  netw 'ork equ ipm en t selected fo r ou r analysis; i.e., as the  m in im u m  cap ac ity  o f an IP  

line  card is 40 G bps, tra fh c  reduc tions  under th a t th resho ld  do no t tra n s la te  to  power consum ption  

savings. M ore  specifica lly , the  d ifference between sw itch in g  28 M bps (lo ca l 1:1 P 2P ) and 59 G bps (local 

1:10 P 2P ) in the  core section fo r the L K -P O N  100% scenario is o f o n ly  G75 W  per core node, despite a 

d ifference in tra ffic  loads o f 3 orders o f m agnitude.

S im ila rly , the  low  e ffic iency o f loca l 1:10 P2P in  the 3 -tie r, 1% scenario is due to  the  fac t th a t the 

lim ite d  tra ffic  red uc tio n  achieved th ro u g h  asym m etric  lo c a lity  is not su ffic ien t to  push the average tra ffic  

per m e tro  node under the  10 G bps th resho ld  t l ia t  w ou ld  a llow  the e lim in a tio n  o f one red iin d a n t O L I ’ 

card.

4.2 .2  Event-Driven Analysis

As an extension o f the  resu lts fo r the  s teady-s ta te  analysis shown above, w'e developed a dyn am ic  model 

ba.sed on the resu lts  o f the  even t-d riven  s im u la tions , in  w h ich  we d is tin g u ish  w'henever possib le between 

active  and id le  energy consum ption . W e also separate the  fra c tio n  o f the  energy consum ed pa id  by the 

end-user from  the fra c tio n  pa id  by the  LSP, in o rder to  id e n tify  possib le cost-saving o p p o rtu n it ie s  fo r the 

o p e ra to r. T h is  upda ted  m odel is app lied  to  the tim e -sh ifte d  IP T V  scenarios de ta iled  in  Section 4.1.3.

M odel

T he  com ponents th a t have been inc luded in the  energy consum p tion  analysis are shown in  F ig . 4.12, 

where the  M S Cache blocks represent the m u ltim e d ia  servers used in the  d is tr ib u te d  C D N  scenario. The 

jiow^er consum p tion  values used fo r each com ponent, a long wdth th e ir  references, are shown in  Table 4.2. 

W henever a c tiv e /id le  power consum p tion  values w^ere no t availab le  in  the  lite ra tu re , an average power 

consum p tion  figu re  w'as used instead. A l l  the  values requ ired to  ca lcu la te  the d a ily  energy consum ption  

o f a com ponent, such as the  average tra ffic  sw itched a t an in terface, the  tim e  spent in  active  mode and 

id le  m ode fo r each device etc., are taken from  the s in u ila tio n  results.

M ore  specifica lly , we assume th a t se t-top  boxes inc lude  a storage device even when P2P is no t used; in 

o th e r words, we envis ion an in te g ra te d  T V + In te rn e t  S T B , such as those d is tr ib u te d  by m any opera tors
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Figure 4,12: Network com ponents affected by each type of d a ta  flow in our dynam ic energy consum ption 
model.

to  support so-called trip le  play (or lately quadruple play) services. We furtherm ore assum e th a t the 

storage device in the  se t-top  box (STB) is in active m ode not only when serving or downloading a  video 

elem ent, but also when the user is w atching some content. I ’herefore. the only additional contribution  

of P 2P  in term s of power consum ption is the  tim e spent in active mode by the se t-top  boxes uploading 

contents to  o ther requesters. In our model we make the conservative assum ption th a t th is active tim e 

does not ov'erlap w itli the  norm al video w atching tim e of those uploading users.

T he average d u ra tio n  of a video transfer tavg is com puted by the sim ulator based on the effective 

transm ission ra tes achieved over the network. However, it doesn 't take into account transm ission delays 

associated w ith d istance -  in o ther words, d a ta  transm ission between two endpoints of a link is assum ed 

to  be instan taneous and only lim ited by the  available bandw idth  (which however is capped to  1 Gbps 

to  account for m axim um  achievable T C P  ra tes over LR-PO N  distances).

Based on th a t value, the tim e spent in active m ode by STB s and optical network un its  (ONUs) at 

user premises to  dow'iiload video content (Trecetve) is calculated as

7 rece ive
t a v g  ' ^

u (4,1)

w here R  is the to ta l num ber of video requests generated by the users during one day, and U is the to ta l 

num ber of active users in the system . In addition  to  this, for th e  P 2P  scenarios we have to  take into 

account the active tim e required to  upload a cached video to  a requesting user [ T t r a n s m i t ) ■ This can be 

calculated  as

7 ’ -  (A O'!
^  t r a n s m t t  — j j

w here B p 2P is th e  to ta l num ber of video requests served by P 2 P  caches in one day. T he idle tim e is 

ju s t calculated  as the  to ta l length of a day miims the to ta l com puted active tim e.

For network interfaces, the  average traffic values ob ta ined  th rough the sim ulations are used to  com

p u te  the capacity  to  be provisioned a t each M etro /C ore  node. W hile th is hypothesis would not hold 

in reality, including over-provisioning factors to  account for load oscillations w ouldn 't significantly alter
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Figure 4.13: I b t a l  daily energy consumption, divided by component.

the resuhs as it would equally affect all of the considered distribution strategies, ft is also assumed

tha t the capacity on each link must be symmetrical (i.e.. full duplex links). I'hus. the capacity to be 

])rovisioned for each link is equal to  the  highest value between the  downstream and upstream average 

capacities required on tha t  link, according to the sinnilations.

To recap, the  total daily energy consmnption E  is calculated as

(iS'7 ^ a c t i v e  receive  t r a n s T n i l ) ' ^

^  ^ i d l e  jd l e^ i , ^  day  r ece i ve  ^  t r a n s m i t ^ )

{ E T H  +  I P  +  O L T  +  M S C y i ' d a y  (4.3)

w'here T ^ a y  =  86400s is the number of seconds in a day, and E T H , I P , O L T . M S C  are the pow'er 

consumption values related respectively to E thernet switching and IP routing interfaces, optical line 

terminals (OLTs). and M etro /C ore  caches, as reported in Table 4.2. Note tha t  MS caches are only used 

for CDN-based scenarios, and th a t  T t r a n s m i t  =  0 for all non-P2P scenarios.

F'inally, when determining the cost split between end-users and operators, we assume a Fiber-to-

the-Home (F 'l’TH) deployment. Consequently, customers are responsible for the energy consumption 

costs of the STBs and ONUs. while operators are paying for the  remaining p ar t  of the electricity bill, 

including energy consumption of GUI's, netw’ork storage devices, routing and sw'itching.

CS MS MS P2P CS MS  ̂ MS P2P 
(12TBH24TB) (12TBH24TB)

5 M bps 15 Mbps
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Daily Energy Consumption (per User)
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Figure 4.14: Daily energy consum ption per user, divided by payee.

Results

F'ig. 4.13 shows the to ta l daily energy consinnption of the 3 considered strateg ies for bo th  the 5 M bps 

and 15 M bps scenarios, w ith 256 subscribers per PON and 5 hours of viewing per day. FVom the graph 

it is clear th a t idle power consum ption of STB s and ONUs dom inate the to ta l energv- figures, mainly 

due to  the large num ber of devices deployed (one per custom er). Active power consinnption is largely 

m arginal due to  the little  tim e spent in active mode by these devices: e.g.. for the 15 M bps scenario 

we only have I ’receive =  386s and J'transm)t =  350s. while the rem aining p art of the day is spent in idle 

mode.

Overall the th ree strateg ies are closely m atched, w ith P 2P  gaining some advantage over the o thers 

thanks to  the much lower d a ta  traffic sw itched from the central video repository into the core network 

(see F̂’ig. 4.12). This advantage becom es m ore m arked as the encoding b itra te  increases. Note th a t 

the  increased upstream  traffic generated  by P 2P  comes alm ost for free in term s of energy, due to  the 

constra in t of full-duplex network interfaces, as dow nstream  traffic dom inates upstream  traffic. In o ther 

words, since in our model all network interfaces are bidirectional and fully sym m etric in capacity, the 

upstream  access bandw idth  necessary to  successfully run these P 2P  schemes is a free byproduct of the 

dow nstream  bandw idth  required to  serve content to  users. The only price to  pay for P 2P  is the increased 

energy consum ption of ONUs and S 'l’Bs during the upload phase, w ith bo th  values negligible com pared 

to  the  to ta l energy consum ption of these com ponents.

Fig. 4.14 shows the sam e energy consum ption norm alized by the num ber of users in the system , and 

groups the  various com ponents based on who is paying the electricity  bill. As discussed above. STBs 

and ONUs are responsible for the  bulk of the to ta l energy consum ption, w ith bo th  devices located in the 

custom ers' premises. T he increased active tim e of these devices makes P 2P  less favorable for end-users;
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however the difference is m arginal given the preponderance of idle power consum ption. On the other 

hand , thanks to  its increased energy-efficiency in term s of routing , sw itching and network caching, P2P 

offers in teresting  cost reduction oppo rtun ities for network opera to rs com pared to o ther strategies, w ith 

ISP energy consum ption for the 15 M bps P 2P  scenario equal to  ju s t 45% of the equivalent MS strategy  

and 38% of the CS one.

Finally, sim ulations on a fully uniform topology (i.e., ob ta ined  by equally dividing the to ta l num ber 

of users across each of the nodes in the  core topology) were conducted in order to  assess the im pact 

of user density per M etro /C ore  node on the  energy consum ption figures. In th is way, the efficiency of 

P 2P  is slightly improved, w ith a 0.25% increase in locality for the uniform scenario and a core traffic 

decrease per link of less than  0.1%. Intuitively, a uniform  d istribu tion  of users benefits P 2P  in the less 

popu la ted  nodes by increasing the pool of po ten tia l local sources for any given content; this effect seems 

to  outweigh the corresponding reduction of users in high density  areas. For th e  MS scenarios, a slight 

increase in locality can be observed for sim ilar reasons. However, core traffic is significantly higher

28%) com pared to  the non-uniform  case. A sim ilar core traffic increase (29%) can be seen in the CS 

scenario, due to  the higher num ber of hops th a t have to  be traversed when d istribu ting  content from the 

cen tral server, as users are no longer concentra ted  in the high density areas close to the server. However, 

given the very lim ited im pact of traffic sw itching on the to ta l energy consinnption, the effect of these 

changes is m ostly negligible. The m ost noticeable effect can be observed in the CS scenario, w ith  a mere 

G.fi6% increase in the energ\' consum ed daily per user com pared to  a imiform user d istribu tion  scenario. 

F’or th is reason, the graph detailing the results of this specific case study  was barely distinguishable 

from Fig. 4.14 and as such was not included here.
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5 A Transparent Locality Oracle

Locality-aware policies for content d istribu tion  such as those proposed in our work require some sort 

of oracle service to  track  content availability a t each location and dynam ically  redirect requests to  an 

optim al source. In th is chapter we propo.se an O penFlow -based locality oracle, developed as a POX 

controller m odule in an a tte m p t to  make the redirection mechanism  as tran sp a ren t as possible to  the 

underlying service. We show two possil)le im plem entations, using respectively DNS resolution and 

H T T P  redirection, and we analyze the benefits and downsides of each solution. Finally, vve evaluate the 

im pact of the redirection process on the latency experienced by the requester.

5.1 Overview

In content delivery system s, locality-awareness (or topoloyy-awareness) is defined as the ability to  choose 

an optim al d a ta  source am ong a set of po ten tia l equivalent sources based on the ir location, e.g., m in

imizing the d istance between source and destination  a n d /o r  the cost associated w ith the tran sp o rt of 

the da ta . This idea has been detailed  and analyzed principally in the context of Peer-to-Peer (P2P) 

system s, to  address the problem  of inter-A S traffic Dai et al. (2010). Since a typical P2P  application 

does not concern itself w ith the real network topology on which it operates bu t only w ith the v irtual 

mesh of connections between P 2P  users (the so-called overlay network), it can often make poor choices 

when selecting which peers to  contact to  retrieve the rec}uired data . Locality-aw'are policies m itigate 

th is issue by inform ing the peer selection process, e.g.. by prioritizing peers th a t reside in the sam e AS 

of the  requester.

However, locality-awareness is not specific to  P 2P  system s; in a broader sense. C ontent Delivery 

N etworks (CDNs) apply the sam e principle by try ing  to choose a  locally cached copy of the requested 

content. For exam ple, the D om ain Nam e System  (DNS) query for the  URL of the host th a t a custom er 

is try ing  to  contact m ight be resolved w ith the IP  address of an Edge Server which is closer to  the 

custom er's location, based on the IP  address of the DNS resolver it is con tacting  -  which is expected to 

be close to  the requester's position.

C'ontent-C’entric Networking (C'CN) Jacobson et al. (2009) goes a step  further by acknowledging th a t 

nowadays the In ternet is m ostly used to  request content, ra th e r than  to  connect to  a specific machine:
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end users typically want to retrieve a certain web page or video, with little or no care for the specific 

host from which that content was retrieved. Ideally, we w^ould like to express our interest for a given 

content element and receive it from the closest (or fastest) possible source; the network should hence 

use locality-awareness to optimize the resolution of our request.

Regardless of the specific context in w'hich they operate, locality-aw'areness techniques are typically 

based on the following two basic primitives:

• tracking tlie location of the replicas of the data elements in our set of interest (e.g., a Video on 

Demand service catalog or the directory of an FT P server);

•  redirecting requests for content in this set to the most appropriate source, based on some proximity 

and /o r cost metric.

Here we present a possible implementation scheme of a Locality Oracle (LO), a service whose purpose 

is to implement the tw'o jirimitives described above. 'I’he oracle w'as developed for the P2P-based 

multimedia delivery system described in the previous chapters, but it could be u.sed more generically in 

any system w'here H TTP requests for content can be serv'ed by multiple caches.

Our implementation is based on OpenFlow (OF) (McKeown et al. 2008); more specifically, it has 

l)een developed as a POX (McCauley n.d.) controller module. OpenFlow is a key element of our 

reference network architecture, as described in the DISCUS project (Ruffini et al. 2014). In our vision, 

the P2P-based content delivery system supported by the LO is owned by the Internet Service Provider 

(ISP) itself: developing the oracle on top of the OF controller ensures tha t the source selection process 

can be integrated in the control plane of the netw'ork. For example, if a certain segment of the network 

is experiencing congestion, the oracle might be able to redirect requests to a less congested but more 

distant source. Since the LO can be instructed to intercept recjuests destined to a dynamic set of 

end hosts configurable at run-time, this strategy could be adopted on-the-Hy whenever required (e.g., 

because of a flash crow'd after the release of some popular content) and disabled w'hen it is no longer 

needed. However, in this work w'e do not define the policies to be used for the source selection process, 

and instead we focus on describing the OpenFlow mechanics that can be exploited to implement content 

request redirection.

5.2 Design Considerations

'I’he Locality Oracle (LO) acts as a proxy for all user requests for multimedia content in the service 

catalog. As explained in Section 3.2.3, in our simulator we use a single centralized oracle for the entire 

network. In a real system deployment, however, one might prefer to adopt a distributed approach to 

avoid a single point of failure and increase the scalability and responsiveness of the service.
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In  th a t case, since the  m a in  advantage o f lo c a lity  fo r opera to rs is to  reduce the load in  the  ne tw ork  

core, i t  makes sense to  assign an oracle to  each m e tro /co re  node. W hen a loca l source is n o t ava ilab le in 

the  o r ig in a tin g  access section, requests cou ld s im p ly  be fo rw arded to  a h igher-leve l c o o rd in a to r oracle, 

e.g., responsible fo r a g roup  o f nodes in te rconnected in  one o f the a ll-o p tic a l is lands envisioned in  the 

D IS C U S  a rch ite c tu re  (R u ff in i e t al. 2013). I f  no v iab le  P2P source can be found  even in  th is  la rger 

group , the  con ten t request shou ld  reach the  v ideo head-end server to  be served by a un icast flow.

N o te  th a t the  co o rd in a to r oracle  does no t need to  keep track  o f the  in d iv id u a l con tent o f each user 

cache in  its  dom ain ; fo r each elem ent o f the m u ltim e d ia  cata log, i t  is su ffic ien t to  record the  m e tro / 

core nodes th a t advertise  a t least one cached copy o f it ,  so th a t fu tu re  requests can be red irected  to 

the  re levant oracle to  o b ta in  a v iab le  source address. T h is  helps keeping the system  scalable w ith  the 

num ber o f users and the  size o f the  ne tw ork.

A s m en tioned  repeatedly, in  ou r w o rk  we focus on an oppori.un istic caching  scheme, in  w h ich  users 

are o n ly  assumed to  cache con ten t th a t they requ ired fo r th e ir  own consum p tion : in  o th e r words, we 

d o n 't consider pre-cach ing o f con tent in  se t-top  boxes. W henever a v ideo elem ent is dow nloaded and 

cached by a peer, the  lo c a lity  oracle o f th a t m e tro /c o re  node m ust hence be n o tifie d ; s im ila r ly , the  LO  

m ust be in fo rm ed  o f any cache rep lacem ent op e ra tio n  in  o rder to  keep a coherent v iew  o f the  user cache 

con tent. T h is  can be done fo r exam ple  th ro u g h  upda te  messages from  the se t-top  box to  the  local LO  

and from  the LO  to  the  c o o rd in a to r, s im ila r ly  to  w ha t is described by P avlou et al. (2012).

F ig . 5.1 shows possible sequence d iagram s for ty p ic a l in te rac tio ns  between peers and LO s. In  F ig. 

5.1a, user u l  o f m e tro /c o re  node n l  requests a copy o f con tent c l ,  w h ich  is ava ilab le  loca lly . T he  lo c a lity  

oracle  replies w ith  the  address o f a peer source for con ten t c l .  e.g. user u2. based on its  load ba lancing  

po lic ies. User u l  then requests con ten t c l d ire c tly  from  user u2. w h ich  i^roceeds w ith  the up load. Once 

the trans fe r has been com ple ted, user u l  sends an up da te  message to  the lo c a lity  oracle to  in fo rm  i t  th a t 

con ten t c l  has now been cached in  its  disk, and th a t con tent c3 and c5 had to  be o v e rw ritte n  to  make 

space fo r c l .  T he  lo c a lity  oracle u jx la te s  its  in te rn a l tables, and notices th a t now the re  is no o th e r peer 

in node n l  w ith  a copy o f con ten t c5. I t  then proceeds to  in fo rm  the oracle co o rd in a to r o f the  rem oval 

o f con tent c5 w ith  an a d d itio n a l up da te  message.

In  F ig . 5.1b a non-loca l P 2P  trans fe r is shown. WHien the lo c a lity  oracle  o f m e tro /c o re  node n l  

receives a request fo r con ten t c5, i t  notices th a t there is no loca l copy available, so i t  fo rw ards the 

request (a long w ith  an id e n tifie r o f the  user w ho requested i t )  to  the oracle c o o rd in a to r. T he  la tte r  

iden tifies  a m e tro /c o re  node w h ich  has a cached copy o f con tent c5 and fo rw ards the  request message 

to  the  relevant lo c a lity  oracle. F rom  th is  p o in t on, the  com m un ica tion  flow  fo llow s the  same p a tte rn  as 

the  exam ple above. For b re v ity ’s sake, we o m it the d iag ram  describ ing  w h a t happens when the re  is no 

P 2P  source available; in  th is  case, the  c o o rd in a to r oracle m ig h t s im p ly  rep ly  w ith  the  address o f a C D N  

server w ith  a copy o f the requested con tent.

In  th is  w ork, we consider a single peer source fo r each v ideo up load. However, the  same mechanism 

cou ld  be used in a scenario w ith  m u ltip le  s im u ltaneous peers up lo ad ing  in  pa ra lle l. In  such a case, the  LO
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Request(content c l)

Response(source: user u2@ nl)

Requestjcontent c l)

Push(content c l)

U pdate(added;cl; rem oved: c3,c5)

U pdate(removed:c5)

User u l  @ Node n l User u2 & Node n l
Locality Oracle (5) Node

Locaiitv Oracle Coordinator

(a)

R equest(content c5)

R equest(content c5; u l@ n l)

R equest(content c5; u l@ n l)

Response(source: u4@n2)

Request(content c5)

Push(content c5)

Update(added; c5)

U pdate(added: c5}

User u4 @ Node n2User u l  @ Node n l
Locaiitv Oracle @ NodeLocaiitv Oracle @ Node

Locaiitv Oracle Coordinator

(b)

Figure 5.1: Sequence diagram s for a local Peer-to-Peer d a ta  flow (a) and a non-local one, i.e. between 
users connected to  difTerent m etro /co re  nodes (b).

would re tu rn  a list of available sources, possibly ordered w ith respect to  some preference criteria  (e.g., 

load balancing or proxim ity considerations). The requester would then negotiate w ith these sources the 

download of m ultiple portions (or chunks)  of the desired video.

5.3 Related Work

In the context of d istribu ted  P 2P  system s, the sem inal papers on locality-awareness are arguably those 

detailing  P 4P  (Xie et al. 2008) and ONO (Choffnes & B ustam ante 2008). T he original aim  of these works 

was to  keep P 2P  exchanges confined to  the A utonom ous System of the requester whenever possible, in 

order to  minim ize th e  am ount of (costly) inter-AS traffic generated  by the P 2P  applications.

'I'he ideas described in the P 4P  paper led to  the creation  of an IE T F  working group and the eventual 

definition of the  ALTO protocol (Alimi et al. 2013). ALTO details possible coordination  mechanism s 

between ISPs and P 2P  applications to  enable the exchange of locality inform ation and to  optim ize 

the P 2P  source selection process in a m utually beneficial way. L’lifortunately, ALTO failed to  gain
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popu larity  in real world deploym ents due to  the n a tu ra l m istrust between P 2P  developers and network 

operators, w ith bo th  parties reluctan t to  share w hat they consider sensitive inform ation (Stiem erling & 

Kiesel 2013). By contrast, in our design the LO is operated  directly by the ISP, either in suppo rt of 

conten t delivery services also owned by the opera to r itself, or in coordination w ith a service provider or 

CDN vendor.

In the context of C ontent C entric Networking. Nguyen et al. (2013) describe a possible way to  im

plem ent CCNx (the reference CCN im plem entation) th rough a w rapper working on top  of an OpenFlow  

controller. Only the design principles are detailed, bu t the paper shows th a t a proof of concept im

p lem entation  has only a very lim ited im pact on the sw itching perform ance of an O F-enabled P ron to  

switch; th is is prom ising, as the ir proposal is significantly more com plex than  our LO im plem entation.

Similarly. C handa & W estphal (2013) extend the  Software Defined Network model to  im plem ent 

nam ed-based rou ting  and off-path caching on top of OpenFlow. \M iile our aims are som ew hat different 

and more specific than  theirs, oiir approach is based on sim ilar ideas. In our work, however, we a ttem p t 

to  avoid m odifications to  the O penFlow  protocol and the in troduction of a proxy server between the 

recjuester and the end host; for th is reason, we put the controller m odule directly  in charge of the  recjuest 

redirection process.

5.4 Implementation

In th is section we detail the two proposed im plem entations of the locality oracle (LO) concept, and 

describe the benefits and lim itations of each. W hile the technical details of the two m ethods differ, 

there are com m on aspects to  both . Specifically, we assum e th a t content is requested th rough  H I TP 

G E T  messages directed to  an end host associated to  the service. We also assum e the presence of an 

O penFlow  .switch between the access point of tlie custom er and the macliine th a t hosts the service (this 

is the  case, in exam ple, for the DISClvS architecture (Ruffini e t al. 2014) th a t we use as a reference). For 

the DNS approach, it is fu rther required th a t the default DNS resolver for home custom ers is located 

dow nstream  w ith respect to  th e  O penFlow switch -  i.e., th a t DNS requests sent by the custom ers have 

to  traverse the O F switch to  reach the resolver.

All the code required for these im plem entations was w ritten  in P y thon , and it is freely available at 

h t t p s : / / s i t e s . g o o g l e . c o m /a / t c d . i e / e d ip a s c a l e / s o f tw a r e .

5.4.1 DNS-based Redirection

T he first approach we im plem ented is based on DNS resolution. This m ethod requires explicit collab

oration  from the requester, as th e  nam e of the desired content m ust be pre-pended to  the base dom ain 

nam e associated to  the service. In o ther words, if the user wanted to  retrieve the  content nam ed “first” 

from the host mydomain.com. it would a tte m p t to connect to  the v irtual host first.mydomain. com. This
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Figure 5.2: Flow d iagram  of the DNS-based redirection m ethod.

is required because only the host-nam e is used for the nam e resolution process (and not. for example, 

the rest of tlie URL specifying the exact resource nam e).

From the controller, our DNS oracle service sets up a flow rule m atching all U D P datag ram s on 

port 53 (the default DNS port) and in struc ts  the switches to forward those packets to  the controller 

itself. These UNS requests are then inspected to  check w hether the base host-nam e m atches one of 

the hosts associated to  the services for which the oracle is responsible; e.g., in the previous example. 

mydomain.com. If th a t is the case, the  oracle ex tracts  the content nam e from the v irtua l host-nam e of 

the DNS request and uses it to  retrieve a list of locally available sources from its in ternal database. The 

oracle then chooses one of the  sources based on its configured policies, e.g., to  ensure load-balancing or 

minimize usage of expensive connections for the operato r, and it re tu rn s the chosen source IP address in 

a DNS response resolving the v irtua l host-nam e. T he requester can then proceed to  con tac t the chosen 

source for content retrieval, as if it was the original host m achine it was try ing  to  reach.

A diagram  detailing a possible use case of th is m ethod for our P 2P-based m ultim edia content delivery 

system  is shown in Fig. 5.2. T he following steps are depicted:

1. the user requests the  desired content;

2. the STB a ttem p ts  to  resolve the v irtua l host-nam e associated w ith the required content by sending 

a DNS request, which is in tercepted  by the controller;
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3. the  co n tro lle r responds w ith  the  IP  address o f the  selected cache, accord ing to  some lo c a lity  po licy ;

4. the  S T B  establishes a connection  w ith  the specified cache and sends a H T T P  G E T  recjuest fo r the 

con tent;

5. the  cache pushes the  requested con tent to  the  S TB .

T h e  advantage o f th is  approach is th a t i t  is s tra ig h tfo rw a rd  and does no t add s ig n ifica n t cielay to  

the  recjuest, as the  o n ly  a d d itio n a l step requ ired com pared to  a t ra d it io n a l d ire c t dow n load from  the 

end host is the  selection o f the  source in  the  con tro lle r, w h ich  is expected to  be neg lig ib le . Indeed, 

reso lv ing  the  DN S request in  the  c o n tro lle r can even be faster tha n  co n ta c tin g  the  designated DNS 

server, depend ing on the la tency  between the  requesting  c lien t, the  OP" co n tro lle r and the d e fa u lt DNS 

resolver.

On the  o th e r hand, th is  so lu tio n  requires e x p lic it  coo rd ina tio n  w ith  the  reciuester. w h ich  needs to  

c ra ft a v ir tu a l host DNS request to  e x p lic it ly  in d ica te  the  con tent i t  is t r y in g  to  acce.ss. thus break ing  

the  transparency  o f the  re d irec tio n  m echanism . F u rthe rm o re , as a DN S query  can ( in ly  re tu rn  an IP  

address, i t  is no t possib le to  specify a ta rge t T C P  p o rt, w h ich  can be a p rob lem  when the ta rg e t o f the 

red ire c tio n  is a P2P c lien t (e.g., because o f firew a lls  b lock in g  the de fau lt p o rt o r concu rren t ap p lica tions  

a lready using the de fau lt p o rt on the ta rge t host).

5.4.2 H TTP-based Redirection

The I I I  I  P m e thod  was designed to  address the  lack o f transparency and f le x ib il ity  o f the  DN S approach 

described above, I 'h e  idea is th a t the  user should request a con tent as i f  the re  was no oracle invo lved 

i.e., unde r o u r assum ptions, th ro u g h  a H T T P  G E T  request to  the  host-nam e associated to  the  service.

S im ila r ly  as fo r the  previous exam ple, a flow  ru le  is created in each O pe nF low  sw itch  m a tch ing  T C P  

packets on p o r t 80 (o r any o th e r requ ired  p o r t)  destined to  the  IP  address associated w ith  the  host-nam e 

to  be con tacted fo r the  loca lity -aw a re  service we are dep loy ing  (e.g., the V oD  server). These packets are 

go ing to  be fo rw arded to  the  co n tro lle r and inspected by the  oracle to  look fo r H T  I 'P  G E T  requests. 

I f  such a recjuest is in te rcep ted , the  packet is d ropped a t the  O F  sw itch , and an a p p ro p ria te  H T T P  

response is c ra fted  by the  con tro lle r, d isgu is ing  its e lf as the  host m achine th a t the  c lie n t was t ry in g  to  

con tac t. The  response w ill inc lude  a red irec tio n  message (i.e. code 307 - Tem porary Redirect) and a 

Lo ca tio n  tag  w ith  the  IP  address and T C P  p o r t o f the  chosen source, selected am ong the  ava ilab le  ones 

in  the  same way described fo r the  DN S case. T he  c lie n t w i l l  then proceed to  con tact w h a t i t  believes to  

be the  correct address fo r the  o r ig in a l request.

F ig . 5.3 describes the  a p p lica tio n  o f the  H T T P  red irec tio n  m ethod  to  ou r reference P2P system. 

'I'he  steps depicted are t lie  fo llow ing :

f.  the  user requests the  desired con ten t (the  eventua l DN S reso lu tion  step is no t shown);
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Figure 5,3: Flow diagram  of the H T T P -based  redirection m ethod. I'he DNS resolution of the VoD 
server host-nam e is not shown for brevity.

2. a SYN packet is sent to the VoD server to  establish a T C P  session;

3. the VoD server replies w ith  an A C K +SY N  packet;

4. the STB com pletes the 3-way handshake and sends the H T T P  G E T  request;

5. th e  controller in tercepts th is request and replies w ith a H T T P  307 redirect to  the cache address;

6. the STB creates a new connection w ith  the cache and requests the content;

7. th e  conten t is pushed to  the  requesting STB by the  selected cache.

T he transparency  of th e  m echanism  allows us to  adopt th is  approach w ith any kind of H T T P -based  

content retrieval service, even if they were not designed to  be locality-aware. T he price to  pay is an 

increase in delay for the requesting client com pared to  a  d irect retrieval from the  cache, as a full T C P  

connection has to  be established w ith the end host before the controller can in tercept the  H T 'FP G ET 

request and determ ine w hat is the content being requested. This also m eans th a t resources are briefly 

allocated on the  end host to  serve these incoming connections, even though no actual d a ta  transfer will 

take place. Indeed, the server will be w aiting for the  first ACK of th e  client in order to  com plete the three- 

way handshake, bu t it will never receive it since it has been m eanwhile in tercepted by the  oracle, thus 

leaving the T C P  connection in an half-open sta te . U ntil th is unusual condition is recognized, the TCT’
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port assigned by the end host for tliis particu lar flow w'ill be unusable by o ther incom ing connections, 

and m em ory will be allocated to  support the T C P  flow (i.e., buffers, session look-up tab le en try  etc.). 

T his issue can be alleviated by explicitly te rm inating  the T C P  connection on the VoD server side by 

sending an RST-flagged packet from the oracle on behalf of the original requester. F urtherm ore, many 

techniques have been developed to  pro tec t a server from an excessive num ber of half-open connections, 

especially since the  popularization  of D istribu ted  Denial of Service (DDOS) a ttacks exploiting th is idea; 

for more inform ation on th is topic, please refer to  (Eddy 2007).

5.4.3 Content Tracking

H alf of the responsibilities of a locality oracle revolve around content request redirection, wdiich is w hat 

we have ju s t described; the o ther half is related to  content tracking. In order to  chose a viable source, 

the LO needs to  be notified of the location of all the cached copies of the contents tlia t are p a rt of the 

supported  catalog.

riie  sim plest w'ay to  im plem ent th is would be tlirough explicit conununications betw'een each of 

these caches and the LO, as described in Section 5.2. These notification messages would be forwarded 

to  the controller whenever tliere is a change in the com position of the content th a t a cache is storing. 

In our proof of concept im plem entation this can be done either by directly  contacting  the LO, if its IP 

address is known, or w ith messages sent to  the host-uam e associated w ith the service, which would then 

be intercepted  by the LO com ponent in the controller in the sam e w’ay described for conten t requests. 

D irect connnunication is sim ple and effective, and it is definitely the most efficient way of proceeding 

when dealing w ith ISP-m anaged cache servers. On the o ther hand, it requires explicit coordination 

between the caches and the oracle, thus breaking the  transparency  w'e w’ere striv ing for.

We have also im plem ented an a lternative approach th a t can be used for our locality-aw are P2P-based 

conten t d istribu tion  system , where it is expected th a t requesters w'ill cache the content they downloaded 

for the ir ow’u consum ption. In th is approach, we exploit the flow'-based n a tu re  of traflic sw'itching in 

OpenF'low' netw'orks. Specifically, w'hen the oracle suggests a local source for a given ccjntent, it can 

track  the d a ta  exchange betw'een the suggested source and the requester. W hen the flow rule created  in 

the  O F switch to  support th is d a ta  exchange expires because of an idle tim eout (i.e., no d a ta  m atching 

the  flow is recorded for a configurable am ount of tim e), a FlowRemoved  event is sent to  the  controller. 

On in tercepting  such an event, the oracle can assum e th a t the exchange has been com pleted, and hence 

the  requester can be added to  the list of viable sources for the given content.

T he downside of th is solution is th a t there is no sure w'ay to  know if the transfer has actually  been 

successful ju s t by observing the  flow expiration: if any coim ection issue arises, the controller w'ill still 

eventually register a FlowRemoved  event and in terpret th a t as an indication of a com pleted transfer. 

A b e tte r  prediction can be achieved by com paring the size of the requested conten t w ith the num ber 

of bytes transferred  over the O F flow', as reported  in the FlowRemoved  event: if the tw'o num bers are
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roughly equal (w ith a small difference accounting for possible re-transm issions of the T C P  protocol), it 

could be read as a sign of a successful download. A more rigorovis approach might resolve to  a ttem p ting  

to  fetch the newly cached content from the  user to  verify the in tegrity  of the dowaiload. but this would 

obviously im pose a more significant overhead on the system .

Finally, an extension to  the  OpenFlow  protocol could be proposed in order to  explicitly notify the 

controller of a successfully com pleted TCT^ transaction , i.e.. in order to  im m ediately dispose of the 

rela tive flow en try  in the sw itching table, ra th e r than  w aiting  for a tim eout. W hile th is  m ethod would 

give us reliable inform ation on the  progress of a file transfer, it is arguably not suflSciently im portan t 

to  justify  a m odification to  the standard . How'ever. as new features are continuously added to  the OF 

specifications to  address new use cases, it is possible th a t in the future we will have a b e tte r way of 

tran sp a ren tly  track ing  the s ta tu s  of a T C P  connection.

5 .4 .4  Traffic Tunneling

So far in th is thesis we did not really consider the issue of tunneled traffic, as w'e assum ed th a t the 

VoD service was being run directly  by the ISP or in collaboration w ith it. Given th is  assum ption, it is 

reasonable to  also assum e th a t the caches in the STBs can be accessed regardless of the specific traffic 

aggregation  strateg ies applied in the m etro /co re  nodes. However, when considering the transparen t 

application  of locality awareness policies to  legacy m ultim edia services (as discvissed in this chapter), 

tim neling becomes once again relevant.

W hile it is probably  safe to  a.ssume th a t any M PLS tunneling or optical aggregation perform ed by 

the network o p era to r would only take place after the content request is intercepted by the first O pen

Flow sw itch, any form of tunneling  applied directly  a t the  user (such as SSH tunneling  to  circum vent 

local firewalls or V PN  tunnels) would indeed interfere w ith the tran sp a ren t H T T P  redirection process 

described above.

T he LINS m ethod would not necessarily be affected, as the user will presum ably still a ttem p t to 

resolve the LT^L of the resource it is try ing  to  access before encapsulating  the  request for its tran sp o rt 

over the tunnel; however, as explained above, th is solution requires explicit cooperation by the end user 

and thus cannot be considered fully transparen t.

5.5  Evaluation

To evaluate th e  im pact of the  proposed solutions on th e  delay perceived by end-users, we deployed the 

oracle on a v irtu a l topology using M ininet Lantz et al. (2010). O ur topology includes a client host (h i)  

and a P 2 P  cache (li2) residing in the sam e access section and connected by an O penFlow -enabled switch 

(sf) w ith a latency of 2ms. A second sw itch (s2) is com iected to  the first by a link w ith 20ms of latency,
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O p e n F lo w
Control ler

(cO)

STB /  Client 

( h i )  2ms
20ms 2ms

o OF Switch  
( s i )

OF Switch  
(s2) VoD Server

STB /  Cache  
(h2)

(h3)

F’igure 5.4: M ininet v irtual topology used for the  evaluation.

to  enuilate a longer distance from the access; finally, the VoD server (h3) is a ttached  to s2 vvitli a low 

latency of 2ms (see Fig. 5.4).

A sini])le H TTP server is running on both  the Vol) server and the P 2P  cache, while a ])vthon client 

issues content reqviests from the  client lioat in h i .  T im estam ps are taken  a t each of the following steps;

•  im m ediately before a ttem p tin g  to  establish a connection at the client;

•  after the H T T P  recjuest has been sent by the client;

•  when the I I I  TP request is received by the server;

•  wdien a redirection message is issued a t the controller;

•  after receiving a redirection message at the client;

•  and finally, when a 200 O K  response has been received by the client, signaling th e  s ta r t  of the 

actual download.

A request for a content w'as issued 50 tim es and m easurem ent were averaged across these a ttem p ts  to 

minim ize the im pact of fluctuations due to  the em ulation environm ent. \M iile the exact delays m easured 

are obviously topology-dependent and thus not particu larly  significant by them selves, by running these 

experim ents w'ith and w ithout the LO we can assess the im pact of redirecting  content requests to  the 

controller for inspection. T he averaged results are presented in Table 5.1; they focus on th e  H T T P  

redirection m echanism, as w ith the DNS m ethod th e  VoD server is never contacted  and thus the tim e 

m easurem ents are not com parable.
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Table 5.1: Latency M easurem ents (in ms)
S te p H T T P  O ra c le D ir e c t
Idle 0 0
G E T  request sent by client 120.52 111.28
Redirect issued by controller 127.52
Redirect received bv client 166.28
New G E T  request sent by client 222.20
G E T  received by server/cache 248.08 189.04
200 OK response received by client 291.60 273.00

As can be seen from the results, establishing a T C P  connection w ith the VoD server from the 

client host (i.e., reaching the s ta te  where i t ’s possible to  send the actual H 'l’T P  G E T  request) takes 

approxim ately  9ms more when the  i m ’P redirecting LO is active. This tim e is spent forwarding the 

SYN packet to  the controller for inspection, taking the  appropria te  forwarding decision (i.e., rou te 

it norm ally) and sending the appropria te  instruction  back to  the switch. N aturally, th is delay could 

increase in topologies where the  controller is located fu rther away from the switches.

On top of th a t, another 7ms elapse before the controller is able to  in tercept the content request and 

issue the appropria te  redirection message to  the requester. Furtherm ore, additional 39ms are required 

for th e  redirection message to  be received by the requester, allowing it to  establish a new connection w ith 

the local cache. In to ta l, the redirection overhead in our experim ents to ta ls  about 55ms (39 +  9 +  7). In 

practice, however, the additional am ount of tim e required to  in itiate  the file transfer in the  LO scenario 

am ounted to  a little  less than  19ms on average (291.60 -  273.0(3), due to  the proxim ity of the local cache 

com pared to the VoD server. In o ther words, p art of the delay introduced by the oracle redirection is 

com pensated  by the lower end-to-end latency existing between the P 2P  source and the  client (4ms), 

com pared to  la tency between the end host and the client (24ms). Please note th a t we did not take into 

accoim t the actual d a ta  transfer tim es, which would natu ra lly  further favor the redirection scenario for 

th is very sam e reason.
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6 Caching Storage Optimization

In th is chapter we present an op tim ization  algorithm  to minim ize caching storage occupation in a peer- 

to-peer locality-aw are nuiltim edia d istribu tion  service. O ur proposed solution uses observed historical 

d a ta  on video requests to  predict fu ture popularity  of the elem ents in the  catalog; the exj)ected request 

rates coni[)iited in th is way are then used to  guide the caching decisions of the optim ization  algorithm . 

Sim ulation results show th a t our solution is able to  achieve local h it rates th a t are w ithin 0.5% of those 

of a trad itional Least Frequently lis t'd  caching policy, but w ith a fraction of the storage occupation.

6.1 Overview

In the previous chap ters we proposed a peer-to-peer (P2I’ ) based, locality-aware m ultim edia d istribu tion  

system  for tim e-shifted IPT V  over a next-generation broadband network. We have shown th a t such 

a system  is able to  greatly  reduce core network traffic and energy consum ption by serving requests 

locally to  the Access Section (AS) of the requesting custom er. This is achieved by le tting  custom ers 

cache w hatever content they downloaded for their personal consm nption (in w hat we call opportunistic  

caching) and using these local copies to  serve future requests. Locality awareness is im plem ented th rough 

a Locality O racle (LO), a service th a t keeps track of the content of each user cache in order to  m atch 

video requests w ith local sources whenever possible.

In th is chapter we aim  to  keep sim ilarly high percentages of locally-served requests while m inim izing 

the caching storage usage. W ith  the plethora of em erging en terta inm en t services, each often com ing 

w ith its own Set-Top Box (S'l B), a war for the control of the custom ers' living room space has sta rted . 

Old and new actors are try ing to  win tliis com petition  by presenting them selves as a one-stop shop for all 

sorts of en terta inm en t services. For exam ple, tlie la test models of videogam ing consoles offer much more 

than  ju s t gam ing, acting  sim ultaneously as gatew ays to  video stream ing services and videoconferencing 

program s, or in teracting  directly  w ith sa tellite and cable TV STBs. If th is trend  is to  continue, it is 

likely th a t several services wdll have to  com pete, am ong o ther things, for tlie available storage space on a 

shared device; in such a scenario, it is advantageous to  make the most of the lim ited resources available.

To achieve th is goal, we define an optim ization  problem  th a t a ttem p ts  to  determ ine the best caching 

policy based on the expected rates of requests for tlie elem ents of the catalog. C onsistently w ith our

lO th  J u l y  2015 P h . D .  T h e s i s



86 6. CACHING STORAGE OPTIMIZATION

o p p o r tu n is tic  cach ing  ap p ro ach , we do  n o t a t te m p t to  p re-fe tch  co n ten t to  p o p u la te  th e  caches, b u t 

ra th e r  rely  on  th e  n a tu ra l p a tte rn  of u se r requests . T h e  prob lem  becom es th e n  dec id ing  w hich of th e  

v ideos re q u e s te d  by a g iven user sh o u ld  be  kep t, an d  w hich shou ld  in s tead  be d e le ted . T h e  o p tim iza tio n  

a lg o rith m  is ru n  every  tim e  a req u es t for a v ideo e lem en t h as been  com ple ted , i.e., w hen  a new  video 

h as been  d ow n loaded  by a user, an d  it on ly  affects th e  co n ten t of th a t  u se r’s cache.

O ur a s su m p tio n  of a  pu re ly  p u ll-b ased  cache g rea tly  sim plifies o u r o p tim iza tio n  p rob lem  com pared  

to  a ty p ica l C D N  p lacem en t scenario , as th e  se t of item s th a t  can  be cached  a t  each  user is lim ited  to  

th e  sm all su b se t o f o b je c ts  req u es ted  by it. W e use sim ple h is to rica l ag g reg a te  d a ta  on co n ten t requests  

to  e s tim a te  p o p u la r ity  o f fu tu re  co n ten t. W e do  n o t d iv ide  v ideo e lem en ts  in to  segm ents; n o te  how ever 

th a t  chunking  cou ld  easily  be  im p lem en ted  w ith o u t sign ifican tly  affecting  th e  re su lts  show n here. In 

p rinc ip le , it w ould  be  sufficient to  t r e a t  each  co n ten t chunk  as an  in d ep en d e n t e lem en t o f th e  ca ta log , 

w ith  its  ow n p o p u la r ity  e s tim a tio n . T o th e  b es t o f o u r know ledge, o u r w ork is th e  first a t te m p t to  

m in im ize cacliiiig  s to rag e  space  usage in a  p ee r- to -p ee r based  m u ltim ed ia  d is tr ib u tio n  system .

T h e  re s t o f th e  c h a p te r  is s t ru c tu re d  as follows: in S ection  6.2 we form alize th e  o p tim iza tio n  prob lem  

an d  define th e  m e th o d  used to  e s tim a te  th e  p o p u la r ity  o f v ideo e lem en ts . S ection  6.3 describes  th e  

s im u la tio n  ex p e rim e n ts  we used to  ev a lu a te  o u r so lu tion ; S ection  6.4 d e ta ils  an  a lg o rith m  to  solve our 

o p tim iz a tio n  p rob lem  a n d  analyzes its  c o m p u ta tio n a l com plex ity . F inally , th e  re su lts  a re  p resen ted  in 

S ection  6.5.

6.2 Optimization Model

In  th is  sec tio n  we a re  going to  i l lu s tra te  th e  o p tim iza tio n  p rob lem  th a t  is solved a t  each cach ing  decision  

in s tan ce , i.e .. each  tim e  we need  to  d ec id e  w h e th e r  o r no t to  cache a  co n ten t item  th a t  has ju s t  been 

dow n loaded . W e first define th e  variab les  an d  p a ra m e te rs  th a t  ch a rac te rize  ou r sy s tem , an d  th e n  we 

desc rib e  th e  e q u a tio n s  th a t  define th e  c o n s tra in t o p tim iza tio n  p rob lem .

6 .2 .1  Variables Definition

W’e in d ex  v ideo  e lem en ts  by a  u n iq u e  p rogressive in teger iden tifier i. T h e  size o f e lem en t i, i.e., th e  

space  it o ccup ies  in th e  s to rag e  w hen  cached , is defined  as Sj. For each S T B  b we define:

•  =  {x^  €  {0 ,1}  '■ ^ 0 }  w here  x^ is a  b in a ry  v ariab le  in d ica tin g  w h e th e r  we a re  cach ing

c o n te n t i a t  S T B  b. T h ese  a re  th e  on ly  decision  variab les  o f th e  p rob lem . N o te  th a t  we say th a t  

i €  <=> Xj e  X^  o r. equ ivalen tly , th a t  i £  X'^ 0; in  o th e r  w ords, we on ly  s to re  in

X ^  th e  non-zero  decision  v a riab les  re la te d  to  th e  v ideo  e lem en ts  w hich a re  p resen t in th e  cache a t 

th e  b eg in n in g  of th e  o p tim iz a tio n  process.
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•  =  {y^  G No : 2 G X ^ }  w h ere y f is an in teg er  variab le  s ta t in g  how' m any co p ies o f  co n ten t i 

are cu rren tly  b e in g  u p lo a d ed  from  S T B  b to  o th er  req uesters. N a tu ra lly , th is  is o n ly  p o ss ib le  if 

e lem en t i is cach ed  at S T B  b.

•  v<> Vi is th e  to ta l num ber o f concurrent u p lo a d s for all co n ten t e lem en ts  ca ch ed  at S T B

b.

•  Smax  is th e  sto ra g e  c a p a c ity  o f  th e  S T B  cach e, a ssu m ed  to  b e  equal for all S T B s.

•  N-up is th e  m a x in u m i lu im ber o f  con cu rren t u p lo a d s th a t  we can  su p p o rt at each  S T B . d u e  to  th e  

u p strea m  b a n d w id th  co n stra in ts  o f  th e  netw ork . N o te  th a t th is  is a s im p lify in g  a ssu m p tio n , as 

in reality , d u e to  th e  w ay u p strea m  b a n d w id th  is sh ared  on a H O N . th is  is n o t a c o n sta n t and  

d e p e n d s in stea d  on th e  num ber o f  a c tiv e  users on each  P O N  and their  resp ectiv e  load .

•  R,  is th e  e x p e c te d  num ber o f  peak  concurrent req u ests  for co n ten t i in th e  current hour in the  

A ccess  S e c tio n  (A S ) o f  S T B  b. S u b sec tio n  6 .2 .3  d escr ib es how  th ese  request ra tes are com p u ted ;  

in th e  c o n te x t o f th e  o p tim iza tio n  problem  fo rn m lation . th ey  can b e  seen  as inp ut p a ram eters.

6 .2 .2  Problem Formulation

A t each  co m p lete d  request for v id e o  con ten t j  from  S e t - lo p  B o x  ( S I B )  b. th e  L o ca lity  O racle  (L O )

d e term in es  if j  sh o u ld  be cach ed  and w h eth er  so m e o th er  p rev iou sly  cach ed  c o n te n ts  sh o u ld  b e  erased .

T h is  is ach iev ed  by a tte m p tin g  to  .solve th e  fo llow in g  o p tim iza tio n  problem :

m i n  f { X ’’ , j )  =  ^  x^s,  (6 .1 )

subjec t  to:

4 e { 0 , l } ;  y f e N o  V z e . Y ' ' U { j }  (6.2)

<  S m a .  (6 .3 )
iex'’u{j}

y ' i < N ^ p x \  V z e x ' ’ (6 .4 )

-  l y ' l  +  y?) +  ^  (Af,p -  |y ^  +  y?) >  R,

‘"'1% (6 .5 )

Vi G U { j }

The o b je c tiv e  fim ctio n  in E q. 6.1 s im p ly  tr ies  to  m in im ize  th e  to ta l cach e  sto ra g e  o ccu p a n cy , i.e ., th e  

su m  o f  th e  p ro d u cts  o f  th e  b o o lea n  ca ch in g  variab le  x^ by th e  size  .s, o f th e  r esp ectiv e  co n ten t e lem en ts.
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T he rem aining equations describe the constra in ts of our optim ization problem . Eq. 6.2 defines the 

boolean type of the caching decision variables and the integer type of the upload param eters. Eq. 6.3 

ensures th a t the to ta l size of the elem ents cached (including the requested content j .  if we decide to 

cache it) should not exceed the to ta l capacity  of the cache.

Eq. 6.4 sta tes th a t an elem ent i can be uploaded by STB b to  some o ther user only if it has been 

previously cached a t b. and vice-versa, th a t an elem ent i cannot be erased from b if i t ’s curren tly  being 

uploaded to  some o ther custom er.

Eq. 6.5 represents the m ain set of constra in ts of the problem , whose purpose is to  counter the 

tendency to  delete all the elem ents from the cache in order to  minimize the objective function. It s ta te s  

th a t the  to ta l upload slots for content i should be greater or equal to  the expected num ber of peak 

concurrent requests R , . T he available slots are com puted by sum m ing, over all the STB s c th a t reside 

in the sam e access segm ent of b and which hold a copy of i. the unused upload slots Ny,p — IV^I, and 

then discounting those slots th a t are already being used to  m eet our ta rge t ra te  for content i (i.e., yf ).  

N aturally  the term  related to  STB b will only be counted if we decide to  keep content i in the cache, i.e., 

if we pick x* =  1. This constra in t is applied to  all video elem ents present in the cache a t the beginning 

of the optim ization  problem , and to  the additional content j  th a t was ju s t downloaded.

Finally, Eq. 6.6 is purely descriptive, as it does not operate  on the decision variables -  it sim ply 

sta tes th a t the to ta l num ber of uploads from an STB cannot exceed its bandw idth  capacity. W hile 

the values of the param eters do affect our op tim ization  model th rough Eq. 6.4 and 6.5, they are 

determ ined by the peer selection algorithm  of the Locality Oracle, and as such they are not modifiable 

by our caching decision process.

6.2.3 Popularity Estimation

From the description of the op tim ization  problem , it should be evident th a t the correct com putation  

of the appropriate  request ra tes /?, is crucial to  the  efficiency of our algorithm . U nderestim ating  the 

num ber of concurrent requests would lead to  an excessive zeal in deleting redundan t content, which 

in tu rn  could sa tu ra te  the bandw idth  capacity  of the few rem aining sources, leading to  lower local hit 

rates. O verestim ating the  peak concurrent requests, on the  o ther hand, would im pair the ability of our 

algorithm  to reduce the cache occupancy and prune unnecessary replicas.

T here are many possible ways to  estim ate these rates, depending on the  assum ptions th a t we are 

willing to  make abou t our knowledge of the system . For exam ple, it is well known th a t requests for 

video elem ents in a  catalog follow a Zipf-like d istribu tion , w ith the m ost popular elem ents receiving 

the vast m ajority  of the requests (Choi et al. 2012). One could assum e th a t th e  service provider m ight 

have enough historical inform ation to  derive the param eters th a t b e tte r  fit the popu larity  curve of the 

elem ents in its catalog. P ast h istory  of related  elem ents such as previous episodes of a TV  show, or the 

type of video being considered (e.g.. movie, docum entary, news segm ent etc.) m ight be used to  increase
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the  accuracy of the estim ation.

However, in th is work we decided to  only use d a ta  which is necessarily available to  the  Locality 

O racle (LO) -  th a t is. the past history of requests for video elem ents in the catalog. Since every request 

has to  pass th rough the LO to be m atched w ith an available source, the oracle has a perfect knowledge 

of the curren t popularity  of video elem ents as it evolves over time. Videos are kept in a ranking  table 

which moves dynam ically as requests are recorded. A t the end of each day, th e  to ta l num ber of requests 

for elem ents of a  given rank and a given “age’" (in term s of days elapsed since its release) is averaged 

w ith  the known values for past elem ents w ith the sam e rank and age. For exam ple, if the  observed 

num ber of daily requests on the day of sim ulation for a content of rank  j  and released d  days before 

(with 0 <  rf <  6) was req”^. then  the new estim ate for fu ture daily requests of elem ents of rank  j  and 

age d will be
req^d +  daiiy ’̂ Z^ ■ {n -  1) 

da ily ld  =   ̂ (6.7)

However, for the  purp)oses of our algorithm  we are interested in calculating  the ])eak ra te  of concurrent 

recjuests th a t we are going to  receive for a given content element i in a given Access Section (AS) in 

tiie hour being considered, th a t is. /?,. If j . d  are respectively the rank and age of the  content i we 

are a ttem p tin g  to  optim ize, then  m ultiplying dailyj d by the percentage of the to ta l recjuests expected 

in the curren t hour h. hourPctgh  (based on typical recorded user activity  p a tte rn s), and then  by the 

percentage of custom ers belonging to  the  AS of the STB h we are considering, ASPctgi), will give us the 

fraction of daily requests th a t we expect to  see locally in the current hour. M ultiplying th is value by the 

average length in hours of a video elem ent. avgLength .  and dividing it by the length of the interval of 

tim e we are considering, i.e., \h .  will give us the average num ber of concurrent local requests in the next 

hour. Finally, to  get the peak m uiiber of conctu'rent requests we need to  m ultiply the ob ta ined  average 

value by the expected peak-to-average ratio  of concurrent requests. peakRatio .  P u ttin g  all these things 

together, we obta in  the formula:

R, = d a i l y j j  ■ hourPcigh ■ A S P c tg i  ■ avgL eng th  ■ pea kR a tio  (6.8)

Note th a t on the first day. having no previous inform ation to  rely on, we do not a tte m p t to  optim ize 

cache content; instead, we cache everything, resorting to  trad itional eviction policies such as Least 

Frequently Used (LF'U) when necessary. Also note th a t in our sim ulations we enforce /?; >  1 V? both 

to  counter possible approxim ations to  0 and to  ensure th a t a t least one copy of each conten t is kept 

in each AS if possible. Furtherm ore, the effect of using different values for the p ea k R a t io  param eter 

(which we som etim e shorten  to  k  for brevity) is described in section 6.5.
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6.3 Simulation Methodology

T o te s t th e  effectiveness o f o u r p roposed  ap p ro ach  we have used  a m odified version  of o u r cu sto m  event- 

d riven  s im u la to r  P L A C eS . W e use th e  sam e core topo logy  described  in  S ection  3.2.3 for tim e-sh ifted  

IP T V . b ased  on  a real d a ta s e t  of Irish  b ro a d b a n d  cu s to m ers  a n d  on th e  w ork on o p tim a l m e tro /c o re  

node  p lace m en t p re sen ted  by R uffini e t al. (2012). T h e  n u m b er p  o f u sers per P O N  used in these  

s im u la tio n  ex p e rim e n ts  tak es values in th e  se t p  G {64. 128.256}.

T h e  IP T V  ca ta lo g  is m odeled  ex ac tly  as in th e  tim e-sh ifted  IP T V  e x p e rim en ts  described  in Section  

3.2.2. N o te  th a t  th e  m ax im u m  n u m b er o f co n cu rren t u p lo ad s  p e r user. N ^ p ,  is o b ta in e d  by d iv id ing  th e  

to ta l  c ap a c ity  o f an  L R -P O N , i.e.. lO G bps. by th e  n u m b er p  o f u sers per P O N  tim es th e  en cod ing  b it r a te  

o f th e  m u ltim e d ia  co n ten t; in o th e r  w ords. N-^p =  10240/5p . N o te  th a t  th e  to ta l effective availab le  ra te  

on th e  P O N  m igh t be  lower th a n  lO G bps w hen acco u n tin g  for overhead ; how ever, as m en tio n ed  in 

S ec tion  6.2.2. th is  fixed cap ac ity  m odel is a sim plifica tion  w hich assum es c o n s ta n t m ax im um  usage from  

all th e  o th e r  users  o f th e  P O N . an d  as such it re p re sen ts  a lower b o u n d  of th e  a c tu a l cap ac ity  a user 

w ould  see a t  any  given tim e.

R eq u ests  a re  still g en e ra ted  using  th e  Z ipf an d  Z ip f-M an d elb ro t d is tr ib u tio n s  desc rib ed  for th e  IP T V  

an a ly s is  (see S ection  2 .2 .3). H ow ever, we now le t th e  p a ra m e te rs  of these  d is tr ib u tio n s  vary  betw een  

su b seq u en t days. Specifically, th e  sh ift p a ra m e te r  tak es in teger values in th e  in te rv a l [0,50], an d  th e  

ex p o n en t p a ra m e te rs  tak e  real values in th e  in te rva l [0.4,1], based  on ty p ica l values derived  from  stu d ies  

in th e  li te ra tu re  (I le feed a  & S aleh  2008. Yu e t al. 2006). T h ese  v a ria tio n  w ere in tro d u ced  to  m ake su re  

th a t  u sing  h is to rica l d a ta  to  e s tim a te  fu tu re  req u est ra te s  w ould  n o t be tr iv ia lized  by hav ing  request 

tra ce s  g e n e ra te d  from  th e  sam e d is tr ib u tio n s  every  day.

To ev a lu a te  th e  efficiency of th e  a lg o rith m , we m easu re  th e  tim e-w eigh ted  average  occu p an cy  of th e  

cache a t  th e  end  of each s im u la ted  day. W e also  m easu re  th e  p e rcen tag e  of req u es ts  th a t  could  be served 

locally  to  th e  A S of th e  req u es te r, as we d id  in S ection  4.1.3. Ideally , we w ould like to  achieve high 

loca lity  p e rcen tag es  (an d  con seq u en tly  low values of core  traffic) w hile keeping cache occu p an cy  to  a 

m in im um .

A n in s ta n c e  of th e  o p tim iz a tio n  p rob lem  fo rm u la ted  in  S ection  6.2 .2  is ru n  every  tim e  a  co n ten t 

has been  successfu lly  d ow n loaded  by a  cu sto m er. W e invoke C P L E X  from  ou r s im u la to r to  a t te m p t 

to  solve each o p tim iz a tio n  in s tan ce . G iven th e  sm all size o f th e  o p tim iz a tio n  space , th e  co m p u ta tio n a l 

com p lex ity  is q u ite  low. A s a  reference, o u r m ost co m p u ta tio n a lly  in tensive  te s t case, i.e., th e  sim u la tio n  

of a  full w eek of tim e-sh ifted  IP T V  service for th e  p  =  256 users p e r P O N  scenario  (co rresp o n d in g  to  

over 65.5 m illion  v ideo req u es ts) , to o k  a  li t t le  over 10 h o u rs  on a  q u ad -co re  In te l i7 d esk to p  m ach ine  

w ith  8 G B  o f R A M .

It is im p o r ta n t to  n o te  th a t  som e in s tan ces  of th e  o p tim iz a tio n  p rob lem  m ig h t n o t have a feasib le 

so lu tion . For exam p le , we m ig h t n o t have enough  res idua l b a n d w id th  c ap ac ity  in th e  sy s tem  to  sa tisfy
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an expected request rate R, for a content i which has not been sufficiently rephcated (e.g., because it 

has only been released recently). In these cases, the optim ization algorithm w ill fail, and the simulator 

w ill default to a positive caching decision, if  necessary by using standard replacement policies such as 

Least Frequently Used (LFU) to make space for element i. In our experiments, we keep track of the 

percentage of optim ization instances that are successful, as shown in the results section.

As a reminder, LFU was chosen over Least Recently Used (LRU) as the benchmark of our optim iza

tion algorithm because of the vo la tility  of video elements in time-shifted IP TV  services. Since elements 

older than a week w ill automatically be purged from all caches when they are erased from the catalog, 

the main drawback of LFU policies -  i.e.. old and no longer popular content polluting the cache - is not 

a real concern here.

6.4 Caching Optimization Algorithm

The model that we have described in Section 6.2 defines a zero-one linear programming problem, as 

the only decision variables are the binary variables x f  and all the constraints are linear. We have found 

however that a simi)le greedy algorithm is able to find the oi)timal solution to the problem in polynomial 

lime, if  a feasible solution exists.

The simple idea behind the algorithm is to identify the elements that need to be kept in the cache, 

either because they are currently being uploaded or because removing them would make us unable 

to satisfy the expected request rate for that item; everything else can (and should) be deleted to 

minimize the total cache occupancy. Because each caching decision is taken separately, irrespective of 

the remaining content of the cache, the complexity of the problem is greatly reduced compared to an 

exhaustive binary search. The algorithm, which is implemented at the Locality Oracle and run every 

time a content has been downloaded at an STB. is described in detail below.

Let there be ?i — 1 elements in the cache X^-, we have just completed the download of element n. 

and we need to determine what to cache and what can be evicted. The first for loop iterates over the 

n — 1 elements already in the cache, and permanently marks them as elements to be kept if setting the 

corresponding variable to 0 violates constraint (6.4), i.e., i f  they are currently being uploaded. Le t’s say 

that f i  variables are permanently set after this loop; in the algorithm, their corresponding indexes are 

moved in the set F.

The second for loop iterates over all the elements in the cache which have not been set in the 

previous loop, plus the additional item n which has just been downloaded. For each of these objects, 

the corresponding decision variable is tentatively set to 0. and constraint (6.5) is evaluated. I f  the 

constraint is satisfied, then w'e do not need to cache that item, and we can fix the corresponding 

decision variable in F ; let's say that /2 variables are fixed in such way. If. however, constraint (6.5) is 

not satisfied, we tentatively set the relevant decision variable to 1 and check the constraint again. On
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A lgorithm  1 Greedy Solution
R equire: X'^ =  {1, 2 , . . . ,  n — 1}, n downloaded. F  =  0 

for all i G do
xj' ^  0
if  constraint (6.4) is not satisfied th en  

x j <- 1 
F  ^  F u { i ]  

end if 
end for
for all i S U {n}, i ^  F  do  

xf <- 0
if  constraint (6.5) is satisfied th en  

F  ■<— F  U {z} 
else

^  1
if constraint (6.5) is satisfied th en  

F ^  F u  {z} 
else

Problem is unfeasible, ex it  
end if  

end if 
end for 

Ensure: |F | =  n
if constraint (6.3) is not satisfied th en  

Problem is unfeasible, exit  
end if

a success, the variable has been perm anently set and can be added to F: on a failure, there is no wav 

that this particular constraint can be satisfied and hence the problem is unfeasible.

At the end of this second for loop, all the remaining variables should have been set to either 0 or 

1. and thus the cardinality of the set F  should be equal to n. The only thing left to check is whether 

the elements th a t we have identified as m andatory to satisfy constraints (6.4,6.5) actually fit into our 

limited storage. For this reason, we check constraint (6.3) and. on a success, we can consider the problem 

solved.

Assuming a feasible solution exists, this algorithm will perform n — 1 checks of constraint (6.4). after 

which / i  variables will be set; n — f \  checks of constraint (6.5), after which / 2  additional variables will 

be set; and n — f i  — f -2 additional checks of constraint (6.5). which will set all the remaining variables. 

Finally, a single check of constraint (6.3) will be performed. Assuming tha t each check has a unitary 

com putational cost and tha t the assignment operations are negligible, the complexity of this algorithm 

can be computed as

(n -  1) +  (n -  / i )  +  (n -  / i  -  / 2 ) +  1 =  3n -  2 /i -  / j  =  0{n)  (6.9)

In the worst case scenario, we have th a t / i  =  / 2  =  0, i.e.. no item in the cache is currently being 

uploaded but all of them (including the element just downloaded) are required to satisfy the expected 

request rates. In this case, the algorithm performs exactly 3;i constraint checks to compute the optimal
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Figure 6.1: P ercentage of locally  served requests, cache occupancy and successful op tim izations over the 
course o f two weeks for a p =  64. A* =  100 sim ulation.

solution . On the other hand, in the best case .scenario we have f i  =  n — I . /2  =  1, i.e., all the item s in 

the cache are currently being uploaded and the latest dow nloaded elem ent is not required to  be cached; 

in th is case the algorithm  perform s n +  1 constraint checks in total.

6.5 Results

T he first question we had to answer was w hether oin' system  would converge to a stab le sta te  after 

a certain am ount o f tim e. For this reason we ran som e preliminary experim ents over tw o weeks of 

sim ulated tim e, w ith  p =  64 visers per PO N  and a value of k =  100 for the p ea k R a t i o  param eter 

introduced in Eq. 6.8. N ote th at caches are assum ed to be em pty at the beginning of the sim ulations, 

and that on the first day of sim ulation we do not a ttem p t to optim ize caching.

'I'he results are shown in Fig. 6.1. It can be seen that the cache occupancy stabilizes around 30% 

from day 3 onwards; the peak in day 2 is due to the presence o f an alm ost full cache at the end of the 

first day, as a result o f the sim ple LFU policy applied at the beginning o f the sim ulation. N ote that 

cache occupancy is measured as a tim e-w eighted average over the whole day; since m ost o f the requests 

are received during the peak hours of the evening, the average occupancy of day 1 is still relatively  

low despite the i^olicy o f caching every requested content. I'he other m etrics exam ined also appear 

to  converge after the second day, and the second sim ulated week adds little  or no inform ation to the 

overall picture; th is result also holds for different choices of p  and k. For this reason, in all subsequent 

experim ents we lim it the length of the sim ulation to  seven days. Furthermore, besides calcu lating the 

average cache occupancy across all the days in which the optim ization  was u.sed, we will also com pute
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Figure 6.2: Average percentage of locally served requests, cache occupancy and successful op tim izations 
for different values of the  protection  threshold h for new videos.

the average cache occupancy obtained by excluding the transien t peak of the second day. as th is m etric 

is closer to  the actual occupancy values a t regime.

A nother question is related  to  the correctness of the popularity  estim ation  of newly released video 

elem ents. Inevitably there is going to  be a window of tim e in which the difference in the num ber of 

hits of new videos will be very sm all and ranking estim ation  errors will occur. To m itigate th is issue 

we in troduce a p rotection  threshold h. i.e., a num ber of hours th a t need to  pass before a newly released 

elem ent is allowed to  be erased from a cache. In o ther words, we act conservatively by try ing  to  keep 

po ten tia lly  popular content in the cache until we have enough d a ta  to  take an inform ed eviction decision. 

Fig. 6.2 shows the effect of using different values of h. from 0 to  24 hours, w ith different values of the 

peakHat io  param eter k.  We can see th a t the  highest increm ent in locality (w +4% ) is achieved when 

going from 0 to  6 hours in the  /c =  10 scenario; obviously th is comes a t the  price of a  slightly higher 

cache occupancy +2% ). Aside from th a t, the increase in locality brought by higher values of h is 

typically negligible (<  1%). R esults for the k  =  100 scenario are sim ilar, w ith higher values of h showing 

a ra th e r negligible positive effect on locality and a progressive m oderate increase of the cache occupancy. 

In the rest of the experim ents we will use h = 6.

Finally, in Fig. 6.3 we com pare the perform ance of the op tim ization  algorithm  w ith  our non- 

optiniized LFU benchm ark, and we evaluate the im pact of an increasing num ber of active custom ers per 

PO N  p  on the  efficiency of our solution. T he graph shows th a t the op tim ization  is able to  achieve loc

ality percentages com parable w ith those ob ta ined  w ith trad itional caching policies, b u t w'ith a fraction 

of the  cache occupancy.

M ore specifically, w ith  a peakHaiio  value of k  =  10 we are able to  successfully solve m ost of the
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Figure 6.3: Average percentage of locally served requests, cache occupancy and successful optim izations 
for different values p of users per PO N  and different pea kRat io  values k.

Table 6.1: Caching O ptim ization Results
L o c a li ty C a c h e  O c c u p a n c y C a c h e  O c c u p a n c y

{day > 2)
S u c c e ss fu l

O p t im iz a t io n s

k= lU
p=64
p=128
p=256

86..54% 
89.15% 
90.82%

23.49%
17.63%
14.81%

16.97%,
10.37%
7.19%

99.94%
99.98%
99.99%

p=64 91.17% 35.75% 30.50% 87.70%
k=100 p=128 95.70% 30.46% 24.56% 89.92%

p=256 98.36% 27.37% 21.09% 91.23%
p=64 91.58% 90.55% 90.96% -

no opt p=128 96.32% 90.51% 90.93% -

p=256 98.44% 90.51% 90.91% --

optim ization  instances and we achieve a reduction of the cache occupancy between 81% and 92% com

pared to  the non-optim ized case, depending on the num ber of active users. However, the percentage 

of requests served locally is also between 5% and 8% lower than  the  values of our benchm ark scenario. 

W ith  a peakRat io  value of k = 100. abou t a ten th  of the op tim ization  instances will fail, resulting in the 

enforcing of a trad itional LFU policy; however, we can achieve locality percentages th a t differ by our 

benchm ark values by no more than  0.6% and w'ith a reduction  of the average cache occupancy ranging 

between 66% and 77%. M ore in general, the gap betw'een the locality rates achieved by our optim ization  

algorithm  and those of the LFU benchm ark decreases w ith the num ber of users for k =  100.

A recap of the results achieved is presented in Table 6.1.

It is w’orth  discussing further the im plications of the peakRat io  param eter. In essence, it tells us 

w'hat is the ratio  of concurrent requests a t peak tim e, com pared to  the daily average. High values of this 

param eter indicate a large concentration  of requests during  the busiest hours of the day; however, even
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F igu re  6.4: A v erage  p ercen ta g e  o f  lo ca lly  served  req u ests, cache o c cu p a n c y  and  su ccessfu l o p tim iza tio n s  
for d ifferen t va lu es 2  o f th e  Z ipf d istr ib u tio n  ex p o n e n t and  different p e a k R a t i o  va lu es k.

co n sid er in g  th e  ob serv ed  increase  in v id eo  req u ests  du rin g  th e  ev en in g  hours, a lOOx increase  com pared  

to  th e  average seem s rather ste ep . A n o th er  a sp ec t to  be kept in c o n sid era tio n  is th a t in our ex p er im en ts  

there  d id  not seem  to  bo m uch d ifference b etw een  a p e a k  R a t i o  va lu e  o f  10 or 50. bu t a s ign ifican t one  

b etw een  10 and 100. as rep orted  above . T h is  m ight have to  d o  w ith  th e  w ay  th e  rate  o f  req u ests R,  is 

c a lc u la ted  (i.e ., b eca u se  o f  d ec im a l a p p ro x im a tio n s in th e  s im u la to r).

F in a lly , w e asked o u rse lv es w h eth er  th e  perform ance  o f  th e  ca ch in g  a lg o r ith m  w ou ld  d eter io ra te  w ith  

stro n g er  var ia tio n s in  th e  p o p u la r ity  p a ttern s , i.e ., by in creasin g  th e  range o f  th e  in terval from  w hich  

we e x tr a c t  th e  e x p o n e n t o f  th e  Z ipf and Z ip f-M an d elb rot d istr ib u tio n s  (see  S ec tio n  2 .2 .3 ) . In F ig . 6 .4  

we sh ow  th e  resu lts o b ta in e d  for d ifferent m ax im u m  v a lu es 2  o f  th e  e x p o n en t; n o te  th a t  w e sw itch ed  to  

a h isto g ra m  layou t to  red uce th e  c lu tter  o f  o v erlap p in g  p o in ts  from  d ifferent series. T h e  resu lts show  

th a t th e  perform ance  o f  th e  a lg o r ith m  in term s o f  lo ca lity  a c tu a lly  increase  if  w e a llow  high er e x p o n e n ts  

to  be chosen; th is  is n o t to o  su rp risin g , as a  higher va lu e  o f 2  m ea n s th a t  a  h igh er nu m ber o f  req uests  

w ill b e  d irec ted  to  th e  m o st p o p u la r  item s, in crea sin g  th e  effic ien cy  o f  cach in g . In deed , our a lgorith m  

ach iev es even  high er lev e ls o f  lo ca lity  th a n  th e  n o n -o p tim ized  L F U  ca se , w ith  a  m a x im u m  increase of  

2.65%  for k =  1 0 0 ,2  =  10. A s for sto ra g e  usage, it seem s to  in crease  w ith  h igh er v a h ies o f  z .  w ith  a 

m a x im u m  increase o f  + 2 9 .3 8 %  for th e  k =  10, 2  =  10 case; how ever fin d in gs are in co n c lu siv e , as th e  

tren d  is n o t m o n o to n ic  and  th e  cach e  o c cu p a n c y  after day  2 is sh o w in g  a m uch sm aller  variation .
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7 Conclusions and Future Work

In this final chapter, we give a brief recap of the main contributions of our thesis, discuss the limitations 

of our study, and propose further avenues of investigation for the future.

7.1 Contributions of this Thesis

7.1 .1  Developm ent o f  an O pen-Source Simulator

C’hapter  3 details the custom simulation tools tha t  we created to evaluate various content delivery 

strategies. More specifically, after a preliminary steady-sta te  analysis, we developed PLACeS. an event- 

driven. (low-based simulator for locality-aware peer-to-peer content delivery over next-generation net

works. The simulator, which has been released as open source software, is highly customizable in terms 

of the nuiltimedia popularity model and its related parameters, the network topology used, and cus

tomer placement and behavior. A simplified centralized bandw idth  sharing algorithm for d a ta  flows 

allows the simulator to scale to  very large number of users (in the order of magnitude of millions) in 

reasonable sinnilation times (in the order of m agnitude of hours). Results are collected by the simulator 

on both  a per-round and aggregate basis, and printed to screen and to  file. Furthermore, it is possible to 

export graphml snapshots detailing the s ta te  of the network at a given instant in time, as an additional 

way to  visualize the results of the simulations.

7.1 .2  Analysis o f  the Efficiency o f  Edge Caching

B a n d w id th  Efficiency

Extensive sinuilation campaigns showed th a t  locality-aware peer-to-peer strategies are more efficient 

than  CDN or unicast solutions in terms of core bandwidth  utilization, thanks to their ability to  keep 

most of the traffic exchanges local to the access node of the requesting customer. This result is valid 

not only for the s teady-sta te  analysis presented in Section 4.1.1. bvit also for the event-driven Video 

on Demand study  in Section 4.1.2 and for the time-shifted IPT V  study  presented in Section 4.1.3. As 

could be expected, in all these studies the efficiency of our proposed scheme is shown to be proportional
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to  the fraction of users taking p art in the d istribu ted  P 2P  cache; however, significant savings can be 

achieved even in the m ost conservative cases.

We showed th a t using a CDN cache layer in addition  to  the  pull-based P 2P  caches does not provide 

significant benefits for the  VoD scenario in the  absence of some cooperative m echanism , which is required 

to  ensure th a t the  CDN caches are not merely replicating the  content already available on the custom ers’ 

Set Top Boxes. Ŵ e also investigated the effects of higher encoding b itra tes  for tim e-shifted IPT V . 

showing th a t sim ilar core bandw id th  savings can be achieved even when moving to  an envisioned 4k 

u ltra  high definition service.

Finally, we investigated the  im pact on our findings of different degrees of connectivity in the network 

topology; locality-aw are P 2P  is shown to be more beneficial over sparse networks, where a local cache 

miss implies fetching the  content from a CDN server po tentially  several hops away from its intended 

destination.

E nerg y  Efficiency

In Sections 4.2.1 and 4.2.2 we evaluated the energ>' efficiency of locality-aw are P 2P  com pared to  o ther 

trad itional content delivery strategies, such as unicast and CT)N. We showed th a t the bandw idth  savings 

reported  in the previous section can tran sla te  to  energ\' savings, due to  the reduced num ber of network 

interfaces required to  serve th e  m ultim edia traffic. T he increased usage of upstream  access bandw idth  

brought by P2P. on the o ther hand, represents a fixed cost and does not have much effect on the to ta l 

energy balance.

Besides reducing the  overall energy consum ption, locality-aw are P 2 P  is also particu larly  effective 

a t reducing the  energy' quota paid by the ISP, thus po ten tia lly  enabling  cost-saving opportim ities for 

network opera to rs in term s of reduced energy bills.

7.1 .3  Design o f  a Locality Oracle

In C hap te r 5 we presented an OpenFlow -based im plem entation  of a Locality Oracle. In our approach, 

requests for m ultim edia conten ts are intercepted by a PO X  controller m odule and redirected to  a desired 

local source, eitlier by resolving specially crafted DNS requests or transparen tly  by issuing H T T P  

redirects in response to  G E T  requests. T he DNS approach does not in troduce any additional delay and 

is more efficient in term s of network resources m anagem ent, bu t it requires the explicit collaboration of 

the requesting  user. T he H T T P  solution is com pletely transparen t, b u t it in troduces additional delay 

in the processing of the  request, as a T C P  session w ith  the end server m ust be established before the 

content request can be in tercepted . W’e have also detailed  a m echanism  to  track  content transfers based 

on th e  expira tion  of O penFlow  flows; while th is m ethod can only make educate guesses, it does provide 

a tran sp a ren t way to  m onitor the  availability of local sources as a result of content transfers. Finally, we
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have deployed these oracles on a v irtua l topology based on M ininet. and evaluated the latency overhead 

generated  by the  H T T P  redirection m ethod com pared to  a  d irect connection w ith the VoD server.

Besides show'casing the full po tential of SDN beyond sim ple control plane m anagem ent, developing 

the proposed strateg ies in O penFlow gives us additional flexibility; in exam ple, an ISP could dynam ically 

deploy redirection in response to  changes in the network (e.g., to  handle a flash crowd) even if the  H T T P - 

based service was never designed to  support redirection.

7 .1 .4  Optimization of Caching Storage

In C 'hapter 6 we define an optim ization  algorithm  to  minimize the cache occupancy in a peer-to-peer 

based locality-aw are m ultim edia content d istribu tion  system . By using sim ple historical d a ta  on content 

popularity  we can estim ate  fu ture peak request rates for new video elements; these rates are then used 

to  determ ine which of the contents requested a t each STB should be cached. O ur algorithm  is able 

to  achieve the sam e high levels of locality of trad itional caching policies at a fraction of the storage 

occupancy, w ith reductions of the storage space usage as high as 77%. Even higher reductions of u]j 

to  92% are possible if we are willing to  sacrifice between 5% and 8% of locally served requests. These 

storage savings make for a com pelling case for the im plem entation of P2P-based opportun istic  caching 

stra teg ies for m ultim edia content even in tho.se scenarios where storage re.sources are lim ited or shared 

am ong several services.

7.2 Future Work 

7.2 .1  Chunking

I'hrotighout our work, we have m ade the sim plifying assum ption th a t m ultim edia elem ents are requested 

and downloaded as a whole. This is, however, not true  for m ost real world VoD services, where each 

content is divided into nudtiple chunks of roughly the sam e size. T he purpose of th is policy is to  achieve 

a b e tte r  usage of network resources, as only a  lim ited num ber of chunks of the curren t item  of in terest 

will be fetched in advance: ideally, the size of the pre-fetching window should be sufficiently large to 

prevent in te rrup tions in the stream ing  during tem porary  network congestion events, bu t small enough 

to  minim ize the overhead of fetching segm ents th a t are not going to  be needed. W hile th e  high access 

capacity  m ade available by next-generation networks could possibly allow >is to  relax th is conservative 

rec[uirement on the use of bandw idth , it is true  th a t chunking is im plem ented in m ost (if not all) current 

nniltim edia services and its inclusion in our model would certain ly  affect the traffic p a tte rn s  generated 

by video requests.

In order to  investigate the im pact of these aspects on our findings, we are currently  in the process 

of m odifying our event-driven sim ulator, PLACeS, to  support chunking. Users will request videos as
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in the curren t im plem entation, but tliey will only fetcli a num ber of chunks sufficient to  fill a  lim ited 

buffer. If th e  popularity  model d ic ta tes a new content request before the com pletion of the previous 

one (i.e., due to  a zapping event) no more chunks of the original video will be fetched. It is expected 

tlia t these changes will reduce the overall am ount of traffic transiting  the network and extend the active 

tim e of d a ta  transfers; however, it is likely th a t the efficiency of caching will not be heavily im paired, as 

the pull-based caching strateg ies will ensure th a t the m ost popular chunks will still be widely available 

locally. T he results of th is s tudy  will be published in an appropria te  journal as an extension of the work 

presented in th is thesis.

7.2.2 Adaptive S tream ing

A nother aspect of video stream ing  th a t is not properly cap tu red  by our sim ulations is the so-called ad

aptive stream ing  De Cicco & Mascolo (2014), som etim es referred to  w ith the acronym  I3ASH (Dynamic 

A daptive S tream ing  over H T T P ). A dopted by m any existing m ultim edia services, the idea behind th is 

technique is to  dynam ically increase or decrease the video quality  of the stream ed content (i.e.. by 

sw itching to  a difTerent encoding b itra te) in response to  changes in network conditions, such as high 

packet loss or increase in jit te r . N aturally, chunking is a pre-requisite for the  adoption of DASH, so 

th a t subsequent pieces of a video can be stream ed at different encoding rates. In o\ir sim ulations access 

bandw idth  is abundan t and always sufficient to  stream  content at least a t the b itra te  a t which it was 

encoded, as shown in Section 4.1.2; however, as m ultim edia operators transition  to  higher encocfing 

ra tes and in scenarios where the  available bandw idth  is lim ited by external factors (i.e., congestion due 

to  o ther concurrent services, or network faults), DASH strateg ies could become again more relevant.

7.2.3 N etw ork-M anaged Locality Oracle

T he oracle im plem entation  described in C hap ter 5 is b u t a proof of concept of w hat can be achieved 

by com bining O penFlow  w ith locality-aw areness. Fu ture work should focus on defining load balancing 

policies th a t could optim ize the cache selection process based on the network s ta tu s  inform ation available 

a t the controller. Furtherm ore, appropria te  m echanism s for AAA (A uthentication . A uthorization  and 

Accounting) m ust be defined to  ensure th a t the  redirection process does not violates access policies 

and to  guaran tee  the security of the involved parties. A more robust tran sp a ren t mechanism  to track 

changes in the  com position of user caches should also be investigated.

7.2.4 Improving Caching Optimization

W ith  regards to  the storage optim ization  algorithm , fu ture work should focus on testing  its efficiency 

w ith traces ex tracted  from real world deploym ents of video on dem and services, to  ensure th a t the 

artificial generation  of request p a tte rn s  does not affect the validity of the results ob ta ined  here. It m ight
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also be in teresting  to  investigate the effects of jo in tly  optim izing th e  caching decision process and th e  peer 

selection process, which would bring the upload param eters j/f in the scope of our decision algorithm . 

Finally, it could be possible to  modify the form ulation of th e  problem  so th a t it com putes priorities (or 

weights) for the cached video elem ents; these values w'ould then  be used to guide th e  eviction of cached 

videos even in those instances for which there is no feasible solution to  the constrained optim ization 

problem .

7 .3  Final Remarks

Given the reported  benefits of locality-aware P 2P  for nm ltim edia d istribu tion , bo th  in term s of band

w idth usage, energy consum ption and operational expenditures for operators, one might wonder why 

P 2P  has typically such a poor repu ta tion  in th e  industry.

One com m on objection is th a t P 2P  is considered to  sim ply not be reliable enough, since users own 

and control com ponents th a t are fundam ental for th e  correct functioning of the system . As we discussed 

in C hap te r 1, while P2P  will never offer the tigh t control levels of a CDN infrastructure , the inclusion of 

caching storage in the S 'l’Bs, the fact th a t the locality oracle and its redirection policies are controlled 

by the network opera to r itself, and the large num ber of users involved in the d istribu ted  caching process 

make th is approach fairly resilient to  churn and faults.

A nother connnonly perceived issue with P 2P  is the poor support from both  users and service pro

viders. M ore specifically, some custom ers might be unwilling to  give up p art of their storage and 

upstream  capacity  in order to  support the P2I^ system . However, the storage requirem ent would be 

m inim al -  even more so thanks to  the optim ization  algorithm  presented in C hap ter 6 -  and in any 

case a lim ited and specific portion  of the S 'l’B storage could be explicitly reserved for th is purpose in 

the lease contract of the  STBs, so th a t it would not even be advertised as available to  the end user. 

Similarly, since we are discussing a netw ork-m anaged P 2P  system , it could be designed to prioritize 

sources th a t have excess upstream  capacities not currently  being used; this traffic could be discounted 

from any d a ta  cap calculation from the ISP, so to  ensure th a t it would not represent a  cost for the  user. 

Indeed, one could go a step  fu rther and consider im plem enting new business models where custom ers 

are incentivised for partic ipa ting  in the d istribu ted  caching scheme -  after all, th is would be convenient 

for the ISP as long as the cost associated to  these incentives is lower than  the savings awarded by P2P.

Similarly, on the service provider side there are often resistances to  allowing users to  store local copies 

of m ultim edia content due to  fears of copyright infringem ents and piracy. In our opinion, however, this 

is a fairly irra tional stance, since in m any cases users are already allowed to  record broadcasted  shows to 

watch them  a t a la ter tim e, and trad itional DRM solutions can be used to  deter custom ers from pirating  

pro tected  sto red  content. Of course these strateg ies are not perfect indeed even in to d ay ’s stream ing  

.services based on CDN or unicast it 's  possible for a malicious user to  circum vent DRM  protections and
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cap tu re the  video stream  for its fu rther dissem ination - bu t we do not see how storing rephcas of the 

content locally would significantly increase the th rea t of piracy.

We hope th a t th is thesis m ade a good job  of highligliting tlie significant benefits th a t a network- 

m anaged P 2P  solution would bring to  all the actors of a m ultim edia delivery service. WHiile inevitably 

there are some rem aining issues and concerns to  be addressed, we do not believe th a t they represent 

insurm ountable obstacles, and we are confident th a t in the fu ture we shall see a greater in terest from 

com m ercial service providers tow ards sim ilar d istribu ted  caching strategies.
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Acronyms

A A A Authentication. Authorization and Accounting

A L M AppHcation Layer Multicast

A L T O Application Layer Traffic Optimization

A P I Application Progranniiing Interface

A S Autonomous System; Access Segment

A S E Amplified Spontaneous Emission
C a p E x Capital Expenditures

C C N Content-Centric Networking
C D N C’ontent Delivery Network

C O Central Office
cs Centralized Server

D A S H Dynamic Adaptive Streaming over H l ’H ’

D B A Dynamic Bandwidth Allocation

D D O S Distributed Denial Of Service

D H T Distributed Hash I ’able

D I S C U S D is tr ibu ted  C’ore for unlimited bandwidtli supply for all I 'sers  and Services

D N S Domain Name System

D R M Digital Right Management

D S L Digital Subscriber Line

E D F A Erbium-Doped Fiber Amplifier

E P O N Ethernet PON

P C Fiber C'hannel

F E C Forward Error Correction

F T P File Transfer Protocol

F T T C Fiber-To-The-Curb /Cabine t

F T T H Fiber-To-The-Home

F T T P Fiber-To-The-Premises

F T T X Fiber-To-The-X

G E M GI^ON Encapsulation Mode

G P O N Gigabit-capable PON

H D High Definition

H T T P Hyper-Text Transfer Protocol

I C N Information-Centric Networking

I C T Information and Connnunication Technology

lO th  J u l y  2015 P h . D .  T h e s i s



104 ACRONYM S

IE T F Internet Engineering Task Force
IP Internet Protocol
IP T V IP Television
IS P Internet Service Provider
L F U Least Frequently Used
LO Locality Oracle
L R -P O N Long-Reach Passive Optical Network
L R U Least Recently Used
M A C Media Access Control
M C M etro/Core
M P C P M ultipoint Control Protocol
M S Multimedia Server
O F OpenFlow
OLT Optical Line Terminal
O N U Optical Network Unit
O p E x Operational Expenditures
O T N Optical Transport Network
P 2 P Peer-to-Peer
P L A C eS P2P Locality-Aware Content dElivery Simulator
P O N Passive Optical Netw'ork
Q oE Quality of Experience
QoS Quality of Service
R T T Round-Trip Time
S D H Synchronous Digital Hierarchy
S N R Signal-to-Noise Ratio
SO A Semiconductor Optical Amplifier
S O N E T Synchronous Optical Networking
S P Service Provider
S T B Set Top Box
SSD Solid S tate Drive
T C P Transport Control Protocol
T D M Time Division Multiplexing
U D P User Datagram Protocol
U G C User Generated Content
U R L Uniform Resource Locator
V D SL Very-high-bit-rate DSL
V O D Video On Demand
W D M Wavelength Division Multiplexing
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